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A B S T R A C T

The many small-body exploration missions that have occurred over the last few decades have shown that
small solar system objects are covered with granular material of varying depth. These missions have also
observed that granular materials are mobilized from the surfaces at speeds on the order of escape speed by
different contributing mechanisms. Those result in various outcomes including escape and reimpact. The latter
contributes to further impact-driven evolution. Despite the long history of the research in the field of planetary
cratering, low-speed impacts have not been studied extensively under gravity levels relevant to small-bodies.
Earth-based low-gravity platforms lack the ability to probe microgravity impact physics for a sufficiently long
duration to collect meaningful data from experiments. In order to overcome these challenges, this study uses
discrete-element method (DEM) simulations to test low-speed cratering at 5–50 cm/s in granular materials in
microgravity. The study first presents a procedure for post-processing the raw simulation data to extract the
information relevant to the crater-scaling relationships and demonstrates their applicability for crater sizes,
ejecta properties and crater formation time. The implications of the results are discussed in the light of results
from recent small-body exploration missions.
1. Introduction

Remote-sensing observations and ground-truth from the asteroid
and comet rendezvous missions NEAR-Shoemaker, Hayabusa, Rosetta,
Hayabusa2 as well as the flybys during Galileo, Stardust (also Rosetta
and NEAR-Shoemaker) missions have all shown that small solar system
objects (hereafter small-bodies) are covered with granular material at
varying depth and particle sizes and numerous craters of different
sizes (Sullivan et al., 2002; Miyamoto et al., 2007; Mottola et al.,
2015; Brownlee et al., 2004). Recent small-body exploration missions
OSIRIS-REx and Hayabusa2 have also demonstrated that asteroids are
more active than previously anticipated. As shown during the OSIRIS-
REx mission, asteroid Bennu ejects material from its surface (up to
centimeter in size) through multiple potentially contributing mecha-
nisms (Lauretta et al., 2019; Chesley et al., 2020; Bottke et al., 2020).
Most of the ejected materials fall back on the surface at speeds much
less than a meter per second, after a brief orbital motion (Geissler
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et al., 1996; Hergenrother et al., 2020), possibly denting the surface
and forming craters at lower speeds, though none have been ob-
served. Similarly, it was speculated that the dimples in the plains of
Itokawa may have been formed by low-speed impacts, albeit likely by
larger impactors than those observed in Bennu (Kiuchi et al., 2019).
This suggests that there is an incessant evolution across small-body
surfaces through impacts, and not necessarily triggered by singular
large-scale events, but enabled by smaller ones, as well. Understanding
the formation of those craters would shed light on their evolution
in more detail, and provide a better understanding of the possibility
of secondary cratering in a micro-gravity environment (Walsh et al.,
2019). Moreover, with increasing interest on ground-truth measure-
ments, exploration missions have prioritized (near-)surface operations
via hovering, sampling, deploying small landers, and performing im-
pact experiments (Tsuda et al., 2020). In particular, surface sampling by
larger spacecraft and the bouncing motion of small landers would cause
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similar low-speed impact craters in the low-gravity environment of
small bodies, such as in the case of the Philae lander of the Rosetta mis-
sion or OSIRIS-REx Touch-and-Go sampling (Biele et al., 2015; Lauretta
and OSIRIS-REx TAG Team, 2021). Understanding these low-speed
impact events through quantifying their sizes and ejection properties
would not only allow an interpretation of the surface mechanical
properties but also allow more informed space mission operations in
these hostile environments (Çelik et al., 2019; Thuillet et al., 2020;
Murdoch et al., 2021).

However, the quantitative understanding of craters on planetary
bodies has largely been focused on highly energetic impacts, due to
their catastrophic results and role they have played in the evolution of
solar system bodies. Also the lack of observations of small bodies until
recently has led to a dearth of data in this regime. Cratering at high-
energy impacts involve complex processes, including thermodynamic
phase changes in materials and break-ups (Melosh, 1989), whose so-
phisticated numerical simulations require high computational power.
Early studies therefore focused on impact experiments with granular
and other type of materials and developed the 𝜋-scaling relationships
n order to find mathematical relationships between the properties of
raters and the macro properties of a target and an impactor (Gault and
edekind, 1977; Schmidt, 1980; Holsapple and Schmidt, 1982; Housen

t al., 1983; Schmidt and Housen, 1987). The resulting scaling relation-
hips connected properties such as gravity, impactor and target density
o crater sizes and ejected material velocity and its mass. Subsequent
fforts have been focused on constraining its scaling coefficients for
ifferent materials and exploring the limits of its applicability (Housen
nd Holsapple, 2011).

Crater-scaling studies have more recently been extended to lower
peed impacts in granular materials. For instance, Yamamoto et al.
2006) investigated transient crater growth in impacts at speeds be-
ween 11 and 329 m/s and provided measurements on crater sizes and
epths (Yamamoto et al., 2006). Tsujido et al. (2015) studied ejecta
elocity distribution in ∼200 meter-per-second impacts varying the
ensity of impactors in order to test the impactor-density dependency
n crater scaling relationships (Tsujido et al., 2015). For lower speed
mpacts, Takizawa and Katsuragi (2020) expanded the work of Hayashi
nd Sumita (2017) and performed impact experiments at 1–97 m/s in
ranular slopes, where the authors expanded the existing crater scaling
elationships to also account for the effects of impacts onto inclined
lanes, and suggested the universality of the relationships (Takizawa
nd Katsuragi, 2020). Even though it is not in the planetary cratering
ontext discussed here, De Vet and De Bruyn (2007) demonstrated the
mpact-energy dependency of crater sizes in very low speed impacts at
.6–4.4 m/s (De Vet and De Bruyn, 2007).

There have also been recent efforts to test the limits of appli-
ability of scaling relationships for low-gravity applications. Kiuchi
t al. (2019) tested the effect of atmospheric pressure for impacts at
–4.6 m/s under the gravity levels between that of the Moon and
he Earth. The authors suggested that the scaling relationships could
e applied to several meter-per-second impact speeds (Kiuchi et al.,
019). In a higher speed but lower gravity level case, Thuillet et al.
2020) investigated the crater formation and ejecta characteristics with
iscrete-element method simulations of 50–300 m/s impacts in the
ontext of spacecraft sampling in asteroids (Thuillet et al., 2020). In a
ecent study, Wright et al. (2020) performed low-speed oblique impact
xperiments to understand the ricochet and cratering processes in more
etail, with applications to recently observed activity on the asteroid
ennu.

The fundamental difference between low- and the high-speed im-
acts is that there are no drastic thermodynamic changes during or after
n impact in the former. The target material would merely be ejected,
r pushed in different directions, as the impactor penetrates down or
ounces off a granular bed, with the rigid-body assumption remaining
alid. For impacts with speeds on the order of a few meter-per-second,
2

the crater formation takes less than a second under the Earth con-
ditions, within which no significant material ejection occurs. Yet, it
appears that similar crater scaling relationships may apply to those
impacts as well (Takizawa and Katsuragi, 2020). However, testing those
scaling relationships at extremely low-speed impacts, e.g. below meter-
per-second, in low-gravity environments is not as straightforward, even
though they are likely to constitute the most frequent impact events. As
the recent SCI experiment during the Hayabusa2 mission demonstrated,
cratering time evolution under low gravity is much longer (more than
5 min in the SCI case) than those experienced on the Earth, even
in kilometer-per-second impact speeds (Arakawa et al., 2020). This
was also observed during the first impact of Philae lander on comet
67P which impacted the surface at ∼1 m/s (Biele et al., 2015). More-
over, both natural and humanmade objects are found to ricochet or
bounce off the surface upon low-energy impacts in microgravity envi-
ronments (Biele et al., 2015; Lauretta et al., 2019; Scholten et al., 2019;
Chesley et al., 2020). Impact experiments with sub-meter-per-second
impacts would not yield significant insights under Earth conditions,
even if the measurement challenges of the rapid crater formation is
overcome. On the other hand, the Earth-based low-gravity platforms,
such as drop towers, parabolic flights and the International Space Sta-
tion (ISS) and other lab-based platforms, which typically only provide
seconds-to-minutes of a simulated low-gravity environment, lack the
level and duration of low gravity, or the access to and controllability in
experiments, as well as the sufficient quantitative measurements. Even
if some of these problems may be overcome with alternative platforms,
such as air-bearing platforms (Van wal et al., 2021) or inclined granular
planes (Takizawa and Katsuragi, 2020), handling the granular materials
in those platforms for reliable measurements is extremely challenging.
To that end, there are only a handful of experiments which successfully
perform impacts on a granular bed under relatively long duration low-
gravity in parabolic and space shuttle flights (Cintala et al., 1989;
Colwell and Taylor, 1999; Colwell et al., 2008; Brisset et al., 2018),
and with an exception of Cintala et al. (1989) for km/s-speed impacts,
they have mostly yielded limited quantitative insights into cratering.
Considering the extremely limited access to the ISS, it appears that
it is practically not feasible to perform impact experiments to test
the applicability of the crater-scaling relationships in the low-speed,
low-gravity impact regime.

In order to overcome these limitations, discrete-element method
(DEM) simulations are used to simulate the impact regimes that would
be encountered in small-body environments (Sánchez and Scheeres,
2011). The DEM simulations can avoid the limited low-gravity time
and test condition restrictions, as well as vibration-caused noisy data
in drop towers and parabolic flights while allowing to perform ‘‘ex-
periments’’ in virtually any gravitational environment. As the state of
each particle is recorded, the computational nature of DEM simulations
provide a quantitative framework that enables particle-level analysis
to test the subject of interest. Thus far, DEM simulations have been
applied in a variety of studies pertinent to small-body and low-gravity
applications, including but not limited to, landing, sampling and gen-
eral granular mechanics studies (Schwartz et al., 2014; Maurel et al.,
2018; Thuillet et al., 2018; Cheng et al., 2019; Çelik et al., 2019). In the
cratering context, DEM simulations, the obtained post-processed data
would not only provide insights into crater size and depth, as typically
available in the experimental literature, but also ejection properties,
i.e. amount, velocity, angle, as well as formation time, which are either
not available or available only in a limited way.

In this paper, the applicability of the crater-scaling relationships is
investigated for gravity-regime craters in low-speed impacts under low
gravity with the goal to justify the opportunities provided by the DEM
simulations. The study first investigates the experimental and space
mission data for crater sizes (as the most commonly investigated result)
and presents a case on the potential applicability of the crater-scaling
relationships for the interested impact regime. Building upon this, a set

of DEM simulations are presented and analyzed. The study employs a
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parallelized state-of-the-art DEM code pkdgrav, which treats particle
collisions with a soft-sphere DEM (SSDEM) method (Schwartz et al.,
2012). Impact speeds between 5 cm/s and 50 cm/s are considered at
the microgravity gravity level. The speed range is selected from the
most frequent ejection speeds on Bennu and OSIRIS-REx touchdown
speed on Bennu’s surface (Pelgrift et al., 2020; Lauretta and OSIRIS-REx
TAG Team, 2021). A systematic computational approach is proposed to
post-process the raw DEM simulation data in order to extract not only
crater sizes and depths, but also the velocity, angle and the amount of
ejected material and crater formation time. The processed data is an-
alyzed individually and in comparison with the existing lab-based and
space-mission data to test the crater-scaling relationships at the studied
impact regime, especially in the cases where the impactor bounces
instead of submerging. The implications of the found results are also
discussed in the light of recent small-body exploration missions.

The paper is structured as follows: In Section 2, the crater-scaling
relationships are summarized. In Section 3, the existing literature and
a case for the potential applicability of the scaling relationships are
presented. In Section 4, the details of the DEM simulations and the
proposed post-processing approach are introduced. In Section 5, the
results of the post-processed are presented and discussed together
with the scaling relationship results, before presenting conclusions in
Section 6.

2. The crater-scaling relationships

2.1. Scaling of crater sizes

Scaling relationships were first investigated for large planetary
craters because telescopic observations permit only large ones to be
observed. Large planetary craters are typically formed at extremely
high speeds, usually on the order of kilometer-per-second or more. In
this regime of formation, the process is extremely complex: Impactors
break apart, melt, vaporize, mix with surface material and materials
are ejected from the crater cavity or pushed down deeper (Melosh,
1989). In the absence of large computational simulations, the pioneers
focused on analytical models derived from empirical studies with
buried explosives or high-speed impacts. Dimensional analysis with 𝜋-
theorem (Buckingham, 1914) was proposed to characterize crater and
ejecta properties in the form of power-law scaling, and as a function of
impact, impactor and macro surface properties (i.e. gravity, strength,
density), avoiding granular level complexity (Holsapple and Schmidt,
1982; Housen et al., 1983; Schmidt, 1980; Schmidt and Housen, 1987;
Holsapple, 1993). The fundamental relationships presented in various
studies in Holsapple and Schmidt (1982), Housen et al. (1983), Schmidt
(1980), Schmidt and Housen (1987), Melosh (1989), Holsapple (1993)
and Housen and Holsapple (2011) are summarized hereafter.

The assumption of the theory is that a few key parameters can be
utilized in a functional relationship, such as in crater volume below:

𝑉 = 𝑓 (𝑎, 𝛿, 𝑈, 𝜌, 𝑌 , 𝑔) (1)

Eq. (1) includes a total of 7 parameters (including crater volume,
𝑉 ), which are described in the units of mass, length and time. Those
parameters will be referenced frequently in the later parts of this paper,
hence it is given in Table 1 with their definitions.

According to 𝛱-theorem, those 7 parameters can be reduced to 7 -
3 = 4 dimensionless parameters as shown in Eq. (2):

𝜋𝑉 = 𝑉
𝜌
𝑚

(2a)

𝜋2 =
𝑔𝑎
𝑈2

(2b)

𝜋3 =
𝑌

𝜌𝑈2
(2c)

𝜋4 =
𝜌
𝛿

(2d)
3

Table 1
Glossary of crater-scaling relationships.

Symbol Definition

V Crater volume [m3]
a Impactor radius [m]
𝛿 Impactor density [kg/m3]
U Impact velocity [m/s]
𝜌 Target bulk density [kg/m3]
Y Target strength [Pa]
g Gravity [m/s2]

In Eq. (2), 𝜋𝑉 is defined as ‘‘normalized volume’’. 𝜋2 is so called
‘‘gravity-scaling parameter’’, and a measure of gravity in the crater
size and equals the inverse Froude number. It is also written as 𝜋2 =
𝑔∕𝑈2(𝑚∕𝛿)1∕3 = 3.22𝑔𝑎∕𝑈2 (Schmidt, 1980), but the constant is gener-
ally omitted.

The third equation 𝜋3 is ‘‘nondimensional strength’’ and indicates
the strength contribution in the cratering. Note that strength effect is
not considered in the research and it is only provided for the sake
of completeness here. Finally, 𝜋4 is target-to-impactor density ratio.
Combining equations in (2) in order to create a functional relation as
in Eq. (1) yield

𝜋𝑉 = 𝐾𝑉 𝜋
−𝛼
2 𝜋−𝛽

3 𝜋−𝛾
4 (3)

where 𝐾𝑉 , 𝛼, 𝛽, 𝛾 are constants that are generally determined experi-
entally (Holsapple, 1993). Schmidt and Housen (1987) makes use of
coupling parameter 𝐶 = 𝑎𝑈𝜇𝛿𝜈 and rewrite Eq. (1) as

= 𝑓 (𝐶, 𝜌, 𝑌 , 𝑔) (4)

Note that the introduction of 𝐶 means that ‘‘late-stage equivalence’’
of cratering (Schmidt and Housen, 1987) is assumed to apply to the
impact regime in this paper. This assumption is not yet clear for
such low-speed impacts under microgravity, but the demonstrated
applicability of the scaling relationships in predicting the outcomes of
low-speed impacts (Kiuchi et al., 2019; Takizawa and Katsuragi, 2020)
suggests that it may be valid. With dimensional analysis applied again
to Eq. (4), the crater volume expression takes the following form:

𝑉 = 𝐾1

{

𝜋2𝜋
6𝜈−2−𝜇

3𝜇
4 +

[

𝐾2𝜋3𝜋
6𝜈−2
3𝜇

4

]
2+𝜇
2

}
−𝜇
2+𝜇

(5)

The 𝜇 exponent expresses a mode of coupling between the impactor
and the target (Housen et al., 1983). It lies between 1/3≤ 𝜇 ≤2/3,
in which the lower and higher ends of that range signifies impactor
momentum or impactor energy, respectively, as the main driver of the
crater size (Housen et al., 1983). 𝜈, on the other hand, is an expo-
nent relating the target and impactor densities. Housen and Holsapple
(2011) states that 𝜈 is well-constrained to 0.4, 𝑖.𝑒., cratering efficiency
is independent of target or impactor density. However, in a study
conducted by Tsujido et al. (2015), higher values (∼0.57) were also
found (Tsujido et al., 2015).

If the 𝐾2 term in Eq. (5) is assumed to be close to 1, an ‘‘effective’’
strength can be defined as 𝑌 = 𝐾2𝑌 (Holsapple, 1993). Substituting the
𝜋 values in Eq. (2) into Eq. (5) yield

𝜋𝑉 = 𝐾1

(𝑚
𝜌

)

{

( 𝑔𝑎
𝑈2

)(𝜌
𝛿

)
6𝜈−2−𝜇

3𝜇 +
[( 𝑌

𝜌𝑈2

)(𝜌
𝛿

)
6𝜈−2
3𝜇

]
2+𝜇
2

}
−𝜇
2+𝜇

(6)

In Eq. (6), 𝐾1, 𝜇, 𝜈 and 𝑌 are material-dependent and experimentally-
determined constants (Holsapple, 1993). Although the expression is
given for crater volume, it is often easier to observe or measure crater
radius or diameter. If a crater is simplified as a paraboloid (Melosh,
1989), then its volume can be written in terms crater dimensions as

𝑉 = 1
2
𝜋𝑅𝑎𝑅𝑏𝑑 (7)

where 𝑑 is crater depth and, 𝑅𝑎 and 𝑅𝑏 are major and minor axis
dimensions of an ellipsoidal paraboloid, often taken as a mean radius,
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hence 𝑅𝑎 = 𝑅𝑏. In craters formed by kilometer-per-second magnitude
impacts, 𝑑 is found to be between 𝑅∕2 and 2𝑅∕3 (Schmidt and Housen,
987; Melosh, 1989). If one makes the assumption 𝑅 ∼ 𝑉 1∕3 to rewrite
q. (6) in terms of crater radius, it yields:

= 𝐾𝑅

(𝑚
𝜌

)
1
3

{

( 𝑔𝑎
𝑈2

)(𝜌
𝛿

)
6𝜈−2−𝜇

3𝜇 +
[( 𝑌

𝜌𝑈2

)(𝜌
𝛿

)
6𝜈−2
3𝜇

]
2+𝜇
2

}
−𝜇
2+𝜇

(8)

which defines cratering efficiency in terms of crater radius as

𝜋𝑅 = 𝑅
( 𝜌
𝑚

)1∕3
(9)

Now that the equations are presented, it is possible to discuss the
regimes of the cratering process, defined in different works (Holsapple
and Schmidt, 1982; Housen et al., 1983). In general, if the first term
inside the curly bracket in Eqs. (6) and (8) is much greater than the
second, then a cratering process is stated to be ‘‘gravity-dominated’’
and the second term in the parenthesis in Eqs. (6) and (8) can be
ignored. The craters on dry granular materials on the Earth are almost
always gravity-dominated, because the effective strength in dry granu-
lar material is caused by the angle of friction between grains and not as
part of the material structure (Housen and Holsapple, 2011). Cohesive
strength, on the other hand, is too small to overcome this in most
cases. However, it is worth noting that in low-gravity environments,
strength arising from cohesive forces between grains may, in fact, be
as important as its gravitational counterpart, hence one can observe
craters occurring in strength regime (Scheeres et al., 2010). It has been
speculated that the Deep impact crater on comet Tempel-1 may, in
fact, have been formed in strength regime (Richardson et al., 2007).
However, since the current manuscript only deals with craters formed
in the gravity regime, the remainder of the paper will only focus on
gravity-dominated craters.

2.2. Scaling of ejection properties

Similar to size-scaling of craters, ejection velocity and ejected mass
can also be expressed with a group of power-law scaling relation-
ships (Housen et al., 1983). Ejection velocity can be described as a
function of crater properties as below (Housen and Holsapple, 2011):

𝑣(𝑟) = 𝐶1
√

𝑔𝑅
( 𝑟
𝑅

)−1∕𝜇
(10)

where 𝑟 denotes the radial launch position of material from the impact
point and 𝐶1 is the coefficient found after fitting the data. The other
terms are same as those used in the crater size scaling in previous
subsection.

Another aspect of the crater-scaling relationships is ‘‘mass ejected
faster than velocity 𝑣’’, 𝑀 . In other words, it refers to cumulative or
total mass of particles whose velocity higher than some given velocity
𝑣. Because of intrinsic position dependence of 𝑣, ejected mass is largely
representative of mass as a function of distance from the launch point,
even though it is not directly a function of 𝑟. 𝑀(𝑣) can then be
expressed as (Housen and Holsapple, 2011):

𝑀(𝑣) = 𝐶2𝜌𝑅
3
( 𝑣
√

𝑔𝑅

)−3𝜇
(11)

𝐶2 also denotes an experimentally-determined coefficient. Note that
both Eq. (10) and (11) are written in terms of crater size. Equivalent
expressions can also be written in terms of impactor properties, which
can be found in Housen and Holsapple (2011).

In a review provided in Housen and Holsapple (2011), the authors
discuss the applicability range of ejecta-scaling relationships, its de-
pendency to impact, impactor and surface parameters in the light of
the experimental data to date, whose impact speed is greater than
∼200 m/s (Housen and Holsapple, 2011). According to that study, the
applicability range of the crater-scaling relationships is from some close
distance from the impact point to near the crater rim for the power-
law scaling. Near impactor, there would be no ejecta, or ejecta would
4

d

be in the form of a jetted mass, hence the scaling relationships are
stated to not apply. On the other hand, near crater rim gravity/strength
effects are more prominent, therefore the scaling also fails. According
to Housen and Holsapple (2011), the range of applicability is within
some 𝑛1𝑎 ≤ 𝑟 ≤ 𝑛2𝑅 where 𝑛1 ≈ 1.2 and 𝑛2 ≈ 1 (see Fig. 1).

The group of power-law scaling relationships presented can tradi-
tionally be illustrated with figures for ejection properties similar to
Fig. 2, as adapted from Housen and Holsapple (2011).

Finally, crater formation time, 𝑇𝑔 , has also been investigated within
the crater-scaling studies. 𝑇𝑔 captures the time from the beginning of
impact and at the end of the excavation stage. It is among the hardest
to measure parameters in empirical studies under Earth gravity due to
rapid excavation, hence the despite large number of empirical studies
on cratering, only a handful of them contain this information (Schmidt
and Housen, 1987; Cintala et al., 1989). For craters in the gravity
regime, 𝑇𝑔 is given by Schmidt and Housen (1987) as:

𝑇𝑔 = 𝐾𝑐𝑟

√

𝑉 1∕3

𝑔
= 𝐾𝑐𝑟

√

𝑅
𝑔

(12)

where 𝐾𝑐𝑟 is the experimentally-derived coefficient that relates crater
sizes to formation time. The 𝐾𝑐𝑟 is determined to be 1.6 by Melosh
(1989) derived from Schmidt and Housen (1987), in which the value
is presented as 0.8. However, it should be noted that the timescale
of craters under Earth- and low-gravity could be very different. As
an example, material ejection is observed ∼400 s after the SCI im-
pact (Arakawa et al., 2020). In the case of low-speed impacts in low
gravity, long formation times may be expected, therefore a modification
to 𝐾𝑐𝑟 value may be necessary, which will be discussed later.

. The crater-size scaling in the literature

There has been a substantial effort to test the various aspects of
rater-scaling relationships. The easiest measurable property of a crater
s its size, therefore there is an abundance of data available in the liter-
ture for experiments at different speeds of impacts from m/s to km/s.
n this section, a literature review is presented from a set of experiments
t different impact conditions, and the scaling relationships with those
ill be investigated from the crater-size perspective to build a case for
ossible applicability of crater-scaling relationships in low-gravity and
ow-speed impact conditions. The list is not exhaustive and some very
arly or very recent studies may have been inadvertently omitted, but
he list is expansive in its velocity range, which is between 1 m/s to 10
m/s. Table 2 summarizes the literature used.

Among the earlier studies, Gault and Wedekind (1977) and Cintala
t al. (1989) investigated craters in lower gravity levels. The former
tudy created the artificial low-gravity in a laboratory environment and
erformed a number of shots at 6.64 km/s. The latter utilized parabolic
lights and performed impacts at one to two orders of magnitude lower
elocities. Both studies only provided measurements of crater sizes
elevant to this study.

Among the works specifically focusing on the high-speed craters,
intala et al. (1999) crater sizes and ejection speeds in 7 recorded
hots with speeds ranging between 0.8 and 1.9 km/s by high-speed
maging. Tsujido et al. (2015) investigated the effect of projectile
ensity on the crater sizes and grain ejection velocities. Their impact
elocities were between 105 and 215 m/s, i.e. an order of magnitude
ower than those of the earlier studies (Housen and Holsapple, 2011;
ault and Wedekind, 1977; Schmidt, 1980). Yamamoto et al. (2006)

nvestigated transient crater growth via impact experiments at speeds
s low as 11 m/s (Yamamoto et al., 2006). The ‘‘low’’ velocity is a
elative term here, as the highest impact velocity Yamamoto et al.
2006) is 329 m/s—higher than the highest velocity at Tsujido et al.
2015). More recently, Takizawa and Katsuragi (2020) tested cratering
n inclined granular surfaces with meter-per-second level impact ve-
ocities (Takizawa and Katsuragi, 2020). The study has only a single
ata point at 1 m/s with lowest value after this being ∼7 m/s (also
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Fig. 1. Applicability range of power-law scaling.
Source: Adapted from Housen and Holsapple
(2011).
Fig. 2. Power-law scaling of crater and ejecta.
Source: Adapted from Housen and Holsapple
(2011).
Table 2
A list of previous studies on cratering. Acronyms: L—Laboratory, SC—Spacecraft.

# Name Type Gravity
[Earth-g]

Velocity
range [m/s]

Measurement

1 Gault and Wedekind
(1977)

L 0.073–1 6640 Crater size

2 Schmidt (1980) L 1 1750–6410 Crater size
3 Cintala et al. (1989) L 0.16–0.5 65–130 Crater size
4 Cintala et al. (1999) L 1 800–1920 Crater size, ejection speed
5 Boudet et al. (2006) L 1 2.65 Crater size, ejection speed
6 Yamamoto et al. (2006) L 1 11–329 Crater size
7 Deboeuf et al. (2009) L 1 1–4 Crater size, ejection speed
8 Housen and Holsapple

(2011)
L 1 240–6670 Crater size, ejection speed,

ejected mass
9 Tsujido et al. (2015) L 1 106–215 Crater size
10 Takizawa and Katsuragi

(2020)
L 1 1–97 Crater size

11 Richardson et al.
(2007) and Richardson
and Melosh (2013)
(Deep Impact)

SC 3.46e−5 10 200 Crater size, ejection speed,
ejected mass

12 Biele et al. (2015)
(Philae)

SC 1.63e−5 1 Crater size

13 Arakawa et al. (2020)
(Hayabusa2 - SCI)

SC 1.25e−5 2000 Crater size
5
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single data point) and ∼15 m/s (Takizawa and Katsuragi, 2020). The
uthors have also elucidated the cratering process at lower speeds while
lso developing improved crater-scaling relationships by incorporating
mpact angle and slope angle of the surface (Takizawa and Katsuragi,
020). Because both studies tested cratering in inclined surfaces, the
ffective surface acceleration in local vertical is lower than the Earth’s
ravity.

The other low-gravity impact experiment examples are spacecraft
raters. The Small Carry-On Impactor (SCI) experiment during the
ayabusa2 mission (2019) asteroid Ryugu and the impact of Deep

mpact spacecraft (in 2005) comet Tempel-1 were performed at ∼2 and
∼10 km/s, respectively (Arakawa et al., 2020; Richardson et al., 2007).
The SCI experiment is thus far the most controlled non-terrestrial
impact experiment to date, from which crater size is calculated thanks
to Hayabusa2 and DCAM3 images (Sawada et al., 2017; Arakawa
et al., 2020). Possibly the most relevant to the study here, Rosetta mis-
sion’s Philae lander impacted on comet 67P Churyumov/Gerasimenko
occurred at ∼1 m/s (Biele et al., 2015). Philae’s first impact left a
lear craters on the surface, which was later observed by the Rosetta
pacecraft (Biele et al., 2015).

In addition to dedicated planetary cratering literature, there are
lso studies that focus on granular media and grain ejection dynamics
n general. Among those, Deboeuf et al. (2009) derived an analytical
odel for dynamics of grain ejection from the impact experiments at
–4 m/s (Deboeuf et al., 2009). Boudet et al. (2006) investigated the
ratering dynamics in shallow sand layers in low-speed impacts (Boudet
t al., 2006). The impact speeds were on the order of 2–3 m/s (Boudet
t al., 2006), therefore relevant to this study. For both Boudet et al.
2006) and Deboeuf et al. (2009), crater radius can only be extracted
rom a single experimental run.

One can see in Table 2 that impact velocities are varied; the differ-
nce between the highest and the lowest is four orders of magnitude.
his variation allows to test crater-scaling relationships at various

mpact velocities. Recall that all studies reported in Table 2 include
rater size data in common, directly or indirectly. Therefore, the crater
ize-scaling relations in Eq. (8) is tested and the results are provided in
ig. 3.

Note that, the data in #10 includes highly-elliptical craters due to
he oblique impacts, hence include two scales for an impact crater, ma-
or and minor axis radius. In that case, their average is used. Also note
hat neither Boudet et al. (2006) nor Deboeuf et al. (2009) measured
r provided dedicated crater sizes in their studies, therefore crater radii
in both studies) were inferred indirectly from the given data in the
espective studies. The reference line denoting 𝜋𝑅 = 𝐾𝑅𝜋

−𝜇
2+𝜇
2 was drawn

with the impact, impactor and target properties used in Takizawa and
Katsuragi (2020) and with generic parameters 𝐾𝑅 = 1.03 and 𝜇 = 0.41
from Holsapple and Housen (2007). The 𝑥-axis of Fig. 3 is 𝜋2 or gravity-
scaling parameter and 𝑦-axis is normalized crater radius, derived from
Eq. (2). According to Fig. 3, there is a relatively strong correlation
in the experimental results in terms of 𝜋-scaling. The crater-size data
appear to be in agreement across different impact regimes. Especially
the agreement of two low-gravity data at two different impact velocities
(Gault and Wedekind, 1977; Cintala et al., 1989) suggests that the
cratering scaling relationships may not only be valid under Earth-
gravity but also valid under low-gravity. The recent SCI experiment
on Ryugu further reinforces this statement. The agreement of these
result with even lower velocity impacts under Earth gravity, is a further
indication that the crater scaling relationships may be valid for low-
speed impacts as well. This suggests a compelling evidence that the
crater-scaling relationships may be valid for low-speed impacts under
low-gravity, at least for the gravity-regime craters. Therefore, in order
to test the hypothesis built here, and overcome the practical challenges
to test the crater-scaling relationships under low-gravity, the discrete
element method (DEM) simulations will be utilized.
6

4. Discrete-element method impact simulations under low-gravity
conditions

A complete study of crater-scaling relationships, including crater
size, ejection properties and formation time, of low-speed impacts
under low-gravity conditions is currently missing in the literature.
Collecting data from impacts at lower than meter-per-second is consid-
erably difficult on the Earth due to the rapid formation of craters due
to high gravitational acceleration. Similar but opposite measurement
challenges exist in low-gravity platforms, such as parabolic flights or
drop towers, in which limited low-gravity time prevents the observation
of slow-forming craters. A long duration impact experiment campaign
at the International Space Station (ISS) could provide suitable, albeit
still challenging, conditions, to overcome measurement limitations un-
der low gravity; however, the accessibility of the ISS is extremely
limited. To overcome these limitations and bridge the aforementioned
gap in literature, this study instead makes use of granular mechanics
simulations with discrete-element method (DEM) in order to test the
crater-scaling relationships quantitatively. The DEM simulations avoid
limited low-gravity time, test conditions, vibration-caused noisy data
in drop towers and parabolic flights, as well as stochasticities due to
granular beds in labs, while allowing to perform simulated experiments
in virtually any small-body environment. As each particle’s state is
recorded during simulations, collected data can be post-processed to
compute not only crater size but also ejection properties during the
process. This would then yield a complete test of the relationships
under given conditions and allow filling the gap in the literature.

The DEM code employed in the study is called parallelized kd-tree
gravity code (pkdgrav in short), a state-of-the-art parallelized gran-
ular mechanics simulator. pkdgrav treats particle–particle collisions
through a soft-sphere discrete element method (SSDEM) (Schwartz
et al., 2012). Through SSDEM implementation, pkdgrav handles
multi-contact and frictional forces using dissipative and frictional pa-
rameters that allow mimicking the behavior of angular and rough
particles. Originally developed for large-scale planetary formation stud-
ies, the capabilities of the code are now extended to simple geometric
shapes and their interaction with the granular surface (Ballouz, 2017).
The code has been tested extensively and calibrated for a variety
of materials to represent granular behavior realistically throughout
different studies (Michel et al., 2011; Richardson et al., 2012; Yu et al.,
2014).

As noted, pkdgrav models an interaction between particles with
a set of contact parameters. The SSDEM implementation of pkdgrav
requires a spring coefficient that is determined primarily by the ex-
pected velocities of grains in motion (Schwartz et al., 2012). This is
not apriori known, except for the case of free-fall, hence it was set to
be impact velocity. Additionally, the user is required to provide normal
and tangential coefficients of restitution (𝜖𝑛, 𝜖𝑡, respectively), as well as
coefficients of Coulomb, rolling and twisting frictions (𝜇𝑠, 𝜇𝑟 and 𝜇𝑡, re-
spectively). Instead of arbitrarily appointing these numbers, this study
makes use of previously-calibrated values. pkdgrav was previously
tested in impact experiments with glass-beads material (Richardson
et al., 2012), as well as in simple avalanche experiments with similar-
sized gravel materials (Yu et al., 2014), and subsequent simulations
were performed to reproduce the apparent behavior. The values are
reported in Yu et al. (2014) and Ballouz et al. (2015) and also
summarized in Table 3.

At the study that those parameter values were reported (Ballouz
et al., 2015), the twisting friction functionality in pkdgrav had little
influence on particle–particle interaction, hence it is set to 0 (i.e. no
twisting) and therefore not reported here in Table 3. In this study,
the simulations were performed with the glass bead parameters. It was
previously reported by Housen and Holsapple (2011) that low friction
between glass bead particles results in amplified behavior, especially in
ejection velocities (Housen and Holsapple, 2011). This will be discussed

further in the paper.
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Fig. 3. Normalized gravity-regime crater sizes from different experiments.
Table 3
Summary of SSDEM material parameters (Ballouz et al., 2015). 𝑘𝑛 value is calculated
from Schwartz et al. (2012).

Parameters Glass beads (GB)

𝜖𝑛 0.95
𝜖𝑡 1.0
𝜇𝑠 0.43
𝜇𝑟 0.1
𝑘𝑛 75.25 kg/s2

An illustration of the initial simulation set-up is presented in Fig. 4.
A left-handed reference frame is used in the simulations, where positive
𝑧 direction is opposite to the gravity vector, the 𝑦 direction points
in the out-of-paper (or viewer) direction, and 𝑥 completes the triad.
The DEM simulations were initiated with 38723 1-cm radius particles
with a density of 1600 kg/m3. While this particle is relatively large
compared to millimeter-sized particle granular beds typically used in
experimental studies, it is certainly within the range of sizes observed
from the SCI crater during the Hayabusa2 mission (Wada et al., 2021),
in the sampling site and among the ejected particles of Bennu during
the OSIRIS-REx mission (Burke et al., 2021; Chesley et al., 2020). Even
though it is a common practice to provide a slight variation in particle
sizes to avoid ordered-packing, the particle size was kept the same
throughout simulations to avoid the particle size effects in the impact
outcome. A scaling relationship for particles is presented in Ballouz
et al. (2021). The particle density is selected arbitrarily without tar-
geting a specific material, but the selected value is an estimated value
for porous carbonaceous material (Kuzmin et al., 2003). The particles
were initially set for free-fall motion above a cylindrical container of
0.55 m in radius and 0.35 m in depth with the selected porosity of 35%.
Simulated free-fall motion at 10−5𝑔 (where 𝑔 denotes the gravitational
7

acceleration on the surface of the Earth, i.e., 𝑔 = 9.81 m/s2) fills a
0.55 m radius cylindrical container up to 0.28 m, resulting in a final
porosity of 39.04%. The bulk density of the final granular assembly
then becomes 975.36 kg/m3.

For a majority of the simulations, a single-sized, 5-cm radius spher-
ical impactor was used. For the selected particle radius of 1 cm, this
is roughly the minimum impactor radius to minimize the coupling
effects in momentum and energy exchange, as suggested by Housen and
Holsapple (2011). This argument will be tested later in this study with
impactors of 1-cm (𝑖.𝑒., equal to particle size) and 3-cm impactor. The
container-to-impactor size ratio is 11, therefore suitable to eliminate
the container-size effects (Seguin et al., 2008). Throughout the simula-
tions, the density of the impactor is varied to observe the outcome of
the impacts, especially to detect bouncing/submerging motion. Specifi-
cally, the impactor density, 𝛿, was varied from one-tenth to about twice
the bulk density of the impacted material, 𝜌.

Impact simulations are performed under 10−5𝑔 created in the sim-
ulation environment by vertical impacts at speeds between 5 cm/s
and 50 cm/s in the simulated regolith bed. It is worth noting that
granular material subjected to low gravity levels and high shear rates
can transition to a collision-dominated gas-like behavior, as reported
in experimental studies and observational findings (Daniels, 2013).
For the gravity levels and shear rates in our simulations, the target
material appears to have a fluid-like response that is well described
by crater scaling laws (see Section 5). However, it should be noted
that at lower gravity levels and/or higher impact speeds, which were
not explored here, the materials may behave more gas-like and it is
unknown whether crater-scaling laws are still applicable.

The selected velocity range covers frequently-encountered impact
velocities on small-body surfaces, and about the escape speed of Bennu,
as well as OSIRIS-REx touchdown speed (Scheeres et al., 2019; Lauretta
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Fig. 4. Initial simulation setup.
et al., 2019; Lauretta and OSIRIS-REx TAG Team, 2021). Recall also
that the cover of MINERVA-II landers impacted on Ryugu’s surface at
∼28 cm/s (Van wal et al., 2019), whereas the Philae lander impacted on
67P’s surface at 1 m/s (Biele et al., 2015). MASCOT landing on Ryugu
is estimated to occur at ∼17 cm/s from spacecraft images (Scholten
et al., 2019). The selected level of gravity is also approximately in the
same level as the currently-visited asteroids Ryugu and Bennu, as well
as previously-visited comets 67P and Tempel-1 and asteroid Itokawa.
Note that the simulations result will not be presented for the cases 𝑈
= 50 cm/s - 𝛿 = 1040 kg/m3 and 𝑈 = 50 cm/s - 𝛿 = 1910 kg/m3 as
the crater sizes are observed to overflow the container dimensions. The
covered parameter space is summarized in Table 4.
Table 4
Covered parameter space during simulations.

Parameter Value

𝑎 [m] 0.05
𝛿 [kg/m3] 100, 260, 347, 520, 1040, 1910
𝑈 [m/s] 0.05, 0.1, 0.25, 0.5
𝜌 [kg/m3] 975.36
𝜌𝑝 [kg/m3] 1600
𝑟𝑝 [m] 0.01
𝜙 [%] 39.04
𝑔 [m/s2] 9.81 ⋅10−5

Among the previously-undefined parameters in Table 4, 𝑟𝑝 and 𝜌𝑝
are particle radius and density of the granular system, respectively. 𝜙
denotes porosity and 𝑔 denotes gravity acceleration.

With the parameters presented in Table 4, a total of 22 simulations
were performed. Two additional simulations were performed to test the
effect of impactor-to-particle size ratio. The simulations were stopped
at 350 s (or approximately after 6 min) for the impact speeds 0.05 and
0.1 m/s and 525 s (or approximately after 9 min) for 0.25 m/s and
0.5 m/s cases. It was found that particle speeds within the granular
bed is less 1 mm/s within this time. The data collected at the end
of a simulation is post-processed to extract the information related
to cratering. At this stage, it is necessary to develop computational
techniques to post-process the obtained data. Before presenting the
results of the impact simulations, those computational procedures will
first be outlined in the next section.

4.1. A procedure to detect crater size

In a laboratory setting, the size of a crater is often the easiest
property of it to be measured. In general, because of small grain sizes,
final crater figures appear like plastically-deformed solid materials.
The same would appear in DEM simulations, too, provided that the
impactor-to-particle size ratio is high, likely to be on the order of
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hundreds or more. The impactor-to-particle size ratio is a rather small
value of 5 for all of the simulations. Therefore, the final crater shape is
discontinuous. The particle ejection is not radially-uniform due to the
initial random packing which results in a circular-like discontinuous
cavities on the surface. It is needed to scan the cavity radially in the
𝑥–𝑦 plane from the impact point, until the nearest particles are found
at some radial distance, i.e., defined as crater radius. This poses a
computational challenge to be addressed. A computational procedure
outlined in Alg. 1 is therefore developed to determine crater radius and
later its depth.

Algorithm 1 Crater radius detection algorithm
1: procedure Crater radius and depth(Initial state, Final state)
2: Select grains within container dimensions and selected height
3: Calculate radial, angular positions of particles, 𝑅𝑝, 𝜃 ⊳ First,

find crater radius
4: Find highest particle’s height, ℎ𝑚𝑎𝑥
5: if ℎ𝑚𝑎𝑥 > 0 then
6: Select all particles from 1 cm below the initial height, ℎ0, to

ℎ𝑚𝑎𝑥
7: Divide circular region of cylinder radius to 3, 6, 9 sections,

𝑛𝑟
8: for 𝑛𝑟 = 3, 6, 9 do
9: for 𝑗 = 1:𝑛𝑟 do

10: Find total number of particles in each region, 𝑛𝑝
11: if 𝑛𝑝 ≥ 5 then
12: Sort particles in ascending order of 𝑅𝑝
13: Select first five particles
14: else if 𝑛𝑝 < 5 then
15: Select all found particles
16: end if
17: Apply a least squares to find crater radius 𝑅𝑛𝑟

𝑐𝑟
18: end for
19: end for
20: 𝑅𝑐𝑟 = mean(𝑅𝑛𝑟

𝑐𝑟)
21: else
22: Warning: ‘‘Crater is either larger than the container

dimensions or not formed at all. Check output’’
23: end if ⊳ Second, find crater depth
24: Find particles with 𝑅𝑝 ≤2𝑟𝑝 & ℎ𝑝 <0
25: Sort selected particles in descending ℎ𝑝 order
26: Select max(ℎ𝑝) as crater depth 𝑑𝑐𝑟
27: end procedure
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Fig. 5. Overview of crater radius detection. In this case, the virtual container space is divided into three sections. Number of particles to be selected in each section affects the
final crater size. (1) shows a final estimated crater with optimum number of particles found empirically during the study. (2) and (3) show under- and overestimated crater radii
respectively.
In short, Alg. 1 selects displaced particles on the top few layers of
the final crater and finds a circle that fits the best to closest particles
to impact point. In this study, the first two layers with respect to the
original unimpacted surface and particles in these layers are used to
find crater radius. The circular region defined by the container radius
is divided into a number of portions and the closest 𝑁 number of
particles are selected in each portion such that a proportionate particle
selection can be ensured. A least-square method is then applied to find
the best-fitting circle. This means that crater radius (or diameter) is
defined on the original unimpacted surface as the apparent radius, not
rim to rim, with final crater. The circular region is divided into at
least three different numbers of section, 𝑖.𝑒. three different circles are
fit, and their mean is calculated as an additional layer of estimation.
On the other hand, for example, the crater depth is computed rather
straightforwardly: The particles whose positions are below the original
granular layer and within 2𝑟𝑝 from the impact point are determined,
sorted in descending height order, from which the maximum particle
height is determined to the crater depth. Note that the formed craters
are assumed circular paraboloid in shape following the simple crater
definition of Melosh (1989), and the shape can be described with the
following elliptical paraboloid equation (opening upwards):

𝑧 = 𝑥2

𝑐21
+

𝑦2

𝑐22
(13)

where 𝑐1, 𝑐2 are semi-major and semi-minor axis lengths of top elliptical
surface of the paraboloid. For circular paraboloid, 𝑐1 and 𝑐2 are equal
to 𝑅.

One of the main challenges with the presented approach is that,
due to the inherent nature of the least-squares method, the best-fitting
circle shifts towards regions where more particles are found. Therefore,
selecting appropriate number of sections and particles in each section is
imperative. If more particles are selected, then crater size will naturally
be overestimated and if, on the other hand, too few particles are
selected, then the crater radius will be underestimated. Moreover, a
blind selection of closest 𝑁 particles would not work either, because it
would only result in a shifted circles towards particles in most densely-
populated part of the final crater, as a crater is often not perfectly
symmetrical. Both number of sections and number of particles in each
portion are found empirically. The procedure is illustrated in Fig. 5.

In the analysis of generated data, three different numbers of sec-
tions, 3, 6, and 9 (scanning 120◦, 60◦ and 45◦) are selected to mitigate
over- or underestimation. 𝑁 = 5 particles are selected at each portion
in order to maximize the fidelity in the least-square results. If, for a
given section, at least 5 particles are not available, then the maximum
number particles from that section is selected. As stated earlier, one
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crater radius is fitted in each step. For example, when a crater is
separated into three sections (i.e., each scanning 120◦), 5 particles
closest to the impact point are selected, and a circle is fitted with the
total of 15 particles. This procedure is repeated for 6 and 9 sections with
a total of 30 and 45 (or the maximum number of available) particles
to fit a circular crater radius. An example crater radius result from this
algorithm for the impact case with 𝑈 = 0.1 m/s and 𝛿 = 1910 kg/m3

can be seen in Fig. 6.
As one can see in Fig. 6, finally-detected crater represents the

observed crater well (left figures), and the selected particles (red dots
in top-right figure) are evenly distributed to represent the crater radius.
Recall that crater radius is defined on the original, unimpacted surface.
The heights of the selected particles are also close to 0 (bottom-right),
and calculated from this point, therefore appropriate for comparison to
experimental data. Final crater radius is 0.33 m and final crater depth
is 0.10 m in the case presented in Fig. 6. The residual sum of squares
(RSS) value is 0.00055 m, or 0.16% of the crater radius. During crater
size estimations, the RSS values are generally found to be less than 10%,
except a single case, where the RSS was found approximately 12%, in
which the impactor moves both vertically and laterally, and the final
crater shows a pronounced ellipticity. All in all, the applied algorithm
appears to be robust while simple and versatile enough to modify when
necessary, 𝑒.𝑔. when there are emptier regions or the shape is more
elliptical.

4.2. Ejecta properties

Ejecta properties includes ejection speed and ejected mass. Ejection
is defined as a particle’s departure from the initially-defined top level of
the container, 𝑖.𝑒., positive out-of-plane motion from the plane defined
by the 𝑥 and 𝑦 axes, in the container reference frame, as presented in
Fig. 4. The process of determining ejecta velocity and mass rather more
straightforward compared to crater sizes, but the subtleties of the data
collection will be explained.

4.2.1. Ejection velocity
pkdgrav outputs position, velocity, rotation and attitude informa-

tion of particles after an user-inputted number of steps to avoid high
data-load otherwise. In this study, the integration time step is ∼0.7 m
s, and the output time step is selected to be 2500 steps which means
that a particle step file was generated approximately at every ∼1.8 s of
the motion. Because of the discrete data collection, it is possible that,
between two consecutive outputs, particles that are initially buried
in the granular bed may be ejected already in the next data output.
This practically occurs for all ejected particles as it is not feasible
to control the precise ejection time for each particle. Therefore, first,
the discrete data files are scanned and ejected particles are tracked
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Fig. 6. An example result from crater-size detection algorithm for the example impact case: 𝑈 = 10 cm/s, 𝛿 = 1910 kg/m3. Upper left: Side view of the crater. Upper right:
Top view of the first 2 cm of the post-impact granular bed, with the selected particles in red and fitted circle for crater in green. Lower left: Side view of the fitted crater with
crater boundaries (dashed lines), the center (dashed dotted line), crater top (black line), and the selected particles for the crater size (red). Lower right: Particle height after crater
formation with respect to the pre-impact granular bed. The color bar shows height from 0 to 3 cm in red to blue. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
throughout all data outputs. This procedure is significantly simplified
with the pkdgrav capability of assigning each particle an ID number
based on their order of generation when they are first initiated above
the virtual container. Then, the motion of the mid-flight particles are
integrated backwards in time analytically until the surface, in order to
find the precise ejection time and state. Particles are assumed to follow
a ballistic trajectory without interacting with each other once they are
ejected (see Fig. 7).

In order to compare the processed data with the crater-scaling
relationships, a mean velocity profile is generated as a function of
distance. This was done by dividing the maximum ejection distance
with a number of concentric circles centered at the impact point, and
calculating the mean of velocities observed within the circular section
between two circles. 15 circular portions are found empirically to be
the best representing velocity profiles obtained. The ejection velocity
of the example impact in Fig. 6 is provided in Fig. 8.

According to Fig. 8, vast majority of particles have ejection speeds
less than 2 cm/s. The highest speed particles are close to the impact
point, as expected from these kinds of impacts. Surrounding the impact
point, the particles mostly have ejection speeds 4 cm/s or below. The
two highest speed particles have ejection speeds higher than 8 cm/s
is also right next to the impactor. Ejection distance of particles, their
ejection angles and approximate ejection time after the impact are
presented in Fig. 9.

According to Fig. 9, material ejection can be observed nearly up
to a minutes after the impact, albeit with below-cm/s level velocities.
The ejection velocity is decreasing with the distance from impact point
as expected. The immediate surrounding of the impact point is where
the highest speed particles are located. The highest ejecta velocity is
about 9 cm/s or 90% of the impact speed. A few cases with 3–5 cm/s
can also be seen. In this specific case, the ejection velocity decreases
10
below centimeter-per-second level within 10 cm from the impact point
or approximately 5 cm from the impactor edge. The lowest velocity
ejecta that leave the surface in the outermost regions are not launched
in the same way with those closest to the impact point, but rather
pushed up above the initial granular layer without any ballistic flight.
This is observed during the simulations and can also be inferred from
their below cm/s speed, shown in the velocity profile as a function of
distance in Fig. 9.

The ejection process largely ends approximately when the crater
radius is reached; however, some grains are observed to move above the
initial defined container level, through the end of the cratering process
with very low speeds, shown in Fig. 9a. Given that those particle speeds
are on the order of mm/s, it can be inferred that they are likely pushed
through some sort of chain of impacts between particles, either within
the granular bed, or through the particles that fall back after ejection.
Because of this, the ejection angle, measured from local horizontal,
of the particles with very low ejection speeds are rather randomized,
𝑖.𝑒., both very shallow and steep angles are observed throughout the
ejection profile, as shown in Fig. 10b. On the other hand, within
the initial crater radius, ejection angle becomes shallower with the
increasing radial distance from the impact point. A similar trend is also
observed in high-speed cratering (Cintala et al., 1999).

The mean ejection velocity profile is shown in Fig. 10. A decrease
in mean velocity can be found in Fig. 10a with the distance from the
impact point. Note that even though the highest speed in this specific
case is ∼9 cm/s, the average is approximately 2.25 cm/s within the
annular ring that this particle is in. Then, the decrease continues until
slightly below 5 mm/s at the crater radius and down to 1 mm/s or lower
as the radial distance approaches to the maximum ejection distance
found, which is approximately the container radius in this case. The
ejection angles, presented in the histogram in Fig. 10b, show that most
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Fig. 7. Extraction of ejection speed and angle. (1) Between two pkdgrav outputs (at t0
and t1), its ejection state may not be determined, therefore it is propagated backwards
analytically to surface level. Ejection angle is calculated from local horizontal. (2) After
all ejection states are determined, the container space is divided into annular rings by
concentric circles, within which mean ejection speed is determined.

particles depart surface with angles between 40◦ and 60◦ with average
around 50◦. However, a considerable amount of ejecta have angles
greater than 60◦. Those high-angle ejecta are primarily the higher speed
particles immediately next to the impact point in the beginning of
cratering or very low-speed particles, pushed up afar from the impact
point at later stages of cratering, from the interpretation of Fig. 9b.

Detailed ejection velocity information can be obtained through the
computational post-processing procedures developed for the dedicated
DEM simulations. Similar to the above results, the procedure is applied
to all impact cases to investigate their ejection velocity profile. Before
presenting those results, the procedures specific to ejected mass will be
outlined in the next section.

4.2.2. Mobilized mass
The computational procedure to extract the ejected mass is also

relatively straightforward. Each ejected particle can be registered with
the procedure outlined in the previous subsection. Additionally, in this
11
Fig. 8. Top view of ejected particles with their ejection position and velocity, for
case with 𝑈 : 10 cm/s, 𝛿: 1910 kg/m3. Each point represents an ejected particle.
Color denotes ejection speed ranging from 0 cm/s (blue) to 9 cm/s (orange). (For
interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

Fig. 9. Velocity of ejected particles compared to distance from impact point, for case
with 𝑈 : 10 cm/s, 𝛿: 1910 kg/m3. Each point represents a simulated particle. Color
denotes ejection time ranging from t = 0 s (red) to t = 124 s (purple). Black line denotes
impactor radius, black dashed line denotes the fitted crater radius. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version
of this article.)
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Fig. 10. Ejection dynamics for the case 𝑈 : 10 cm/s, 𝛿: 1910 kg/m3. Left panel: Average
ejection speed as a function of radial position from the impact point. The blue curve
denotes the average speed. The vertical solid and dashed lines represent the impactor
size and the crater radius, respectively. Right panel: A histogram of the ejection angle
of particles. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

study, the ID numbers of particles that are initially within the circular
paraboloid crater boundaries, defined by Eq. (13), but not ejected,
were also registered in order to analyze the relative mass of ejected
and pushed-down material within the impact generated crater. Hence,
instead of ejected mass, the term mobilized mass is adopted. An example
of this analysis can be seen in Fig. 11.

In Fig. 11, the polyhedral shape of the final crater is generated with
MATLAB’s alphaShape function, which uses a set of input points to
create a two- or three-dimensional shapes (Edelsbrunner and Mücke,
1994; Ballouz et al., 2019). The detection of a particle’s position inside
or outside of the crater bowl is also made with the functionality of the
same MATLAB function. According to the figure, initial few layers of
particles underneath the impactor are ejected, only then particles are
pushed further down. In this specific case, majority of the materials that
are initially in the crater bowl are ejected.

Thanks to the quantitative framework provided by the DEM sim-
ulations, each mobilized particle can be tracked. In order to make a
comparative study with the existing cratering experiments in high and
low speeds, the data analysis needs to be made for ejected particles
only. Specifically, the cumulative mass of ejected material with velocity
greater than some given velocity 𝑣 is computed. Fig. 12 shows the
ejected mass in the example impact case with 𝑈 = 10 cm/s, 𝛿 =
1910 kg/m3.

As seen in Fig. 12, total ejected mass is about 15 kg. The mass
value decreases as the ejection speed increases, in agreement with the
12
ejection speed results, in which the highest speed ejecta is restricted
to the immediate surrounding of the impact point, hence in smaller
amounts. The smallest amount of mass is less than 1 kg occurs for the
ejection speeds at the highest average speed ejecta, i.e., 2.25 cm/s.

To sum up, in this section, DEM simulations and the computational
procedures used in this study are outlined. A single impact case is
used as an example to demonstrate a variety of quantitative analyses
that were performed. In the following section, those analyses will be
presented for a whole set of impact low-speed impact simulations
performed.

5. Results

The complete set of results for all simulations are tabulated in
Table A.6. As noted earlier, impactor density 𝛿 and impact speed
𝑈 are systematically varied during the simulation while keeping the
other parameters fixed. First, the simulation outcomes of those will be
discussed as presented in Fig. 13.

Two distinctive behaviors, which are called bounce and submerge
here, are observed during the study that are primarily separated based
on the impactor density. The former, bounce, is defined as the motion
in +z direction (𝑖.𝑒., away from the granular bed), as defined in Fig. 4,
after a contact without significant penetration. The latter, submerge,
is the more typically observed in cratering of the two, and defined as
full or partial penetration (i.e., motion in −z direction) that halts the
motion of the impactor in the simulated granular bed.

Regardless of the impact speed considered, the impactor bounced off
the surface at low density values. As it will be investigated later, those
cases also result in impact craters, but generally smaller in size. Similar
bouncing behavior is observed in the experimental data presented
in Colwell (2003) and Brisset et al. (2018) with spherical impactors,
and in the simulation data presented in Zacny et al. (2018) for a
cylindrical impactor mimicking a spacecraft sampler horn. The latter
work also attempted an analytical explanation for the behavior (Zacny
et al., 2018). In the simulations here, the impactor density values
that result in bounce is 100, 260, 347 kg/m3, which means 𝜌∕𝛿 >
3. The impactor submerges for 𝜌∕𝛿 < 3. It can then be stated that
the bounce/submerge transition occurs at approximately 𝜌∕𝛿 ≈ 3. It
is likely that this ratio needs further confirmation from experiments
and simulations with different material properties and impactor density
values. When 𝜌∕𝛿 < 3, typical submerge behavior is observed with
the impactor penetrating the simulated granular bed, penetration depth
scaling with impactor density. However, it is worth noting that, because
of the container depth of the simulated granular bed, penetration depth
may be limited at the impacts with higher density impactors for 𝜌∕𝛿 <
3. Finally, even though two distinct behaviors are observed, the sub-
merge behavior near the transition density resembles floating, moving
not only vertically but also laterally on the surface during cratering
and stay only partially buried in the end. This is also considered as
submerge for the quantitative analysis. It is also worth noting that 𝛿∕𝜌 is
not only parameter that drives the bouncing behavior, and it was shown
that higher density impactors can also ricochet off the surface if their
impact angles are below (or above, depending on the direction from
which the impact angle is measured) some threshold value (Maurel
et al., 2018; Thuillet et al., 2018; Çelik et al., 2019).

In the next subsections, the results for all impacts, irrespective of
their qualitative outcome, will be discussed from the crater scaling rela-
tionships perspective and in comparison with the previous experimental
literature.

5.1. Crater size

The crater sizes are calculated from the simulation data with the
post-processing approach outlined in Section 4.1. However, before
attempting to calculate the scaling relationship, it is also of interest
whether separation between the data points are due to variation in
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Fig. 11. Cratering landscape for the impact case: 𝑈 : 10 cm/s, 𝛿: 1910 kg/m3. Dashed line marks the crater size as found by the algorithm outlined in Section 4.1. Light brown
color shows the particle positions and the post-impact shape of the crater. Red and magenta colored particles are ejected particles from inside and outside of the final crater
bowl, respectively, and shown in their pre-impact positions. Green particles are displaced towards the granular bed, again shown in their pre-impact position. Blue surface is the
crater-equivalent paraboloid, appearing as parabola in 2D. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
Fig. 12. Cumulative ejected mass with velocity greater than 𝑣 for the impact case: 𝑈
= 10 cm/s, 𝛿 = 1910 kg/m3.

impactor density. Previously (Housen and Holsapple, 2011) have noted
the variation in ejecta velocity with varying impactor density in a
limited set of experiments, but also stated the need for additional
experiments (Housen and Holsapple, 2011). Thus far, only Tsujido et al.
(2015) performed a dedicated experimental study on impactor density
variation in impact cratering (at 𝑈 ∼200 m/s) (Tsujido et al., 2015), in
which the authors noted a weak dependency of crater sizes to density
variation. Therefore, before calculating the empirical relationship, the
impactor-density dependency will be investigated in the 𝜋 − 𝜋 space
13

4 𝑅
Fig. 13. Qualitative outcomes in the DEM simulations outlined in Section 4. Green
circles show cases where impactor rebounded, whereas red squares show impactors
that submerged in the granular bed at the end of each simulation. Gray crosses show
where currently there is no simulation data.

with the set of crater sizes for the available velocity and impactor
density values, as presented in Fig. 14.

Fig. 14 shows dimensional crater radius 𝑅 and 𝜋𝑅 = 𝑅( 𝜌𝑚 )
1∕3 as a

function of 𝜋4 = 𝜌/𝛿. It is shown that, for a given impact speed, craters
are larger for denser impactors, except two outlier cases at 25 cm/s and
50 cm/s. However, when the 𝜋𝑅 value is considered, it is observed that
it has a slight variation but is roughly constant except at the extreme
values of density, as well as a single case at 50 cm/s. While the results
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Fig. 14. Effect of target-to-impactor density ratio (𝜋4) in crater sizes (left panel) and 𝜋𝑅
(right panel). Purple, blue, green and yellow colors denote 5, 10, 25, 50 cm/s impact
speeds. Black vertical line denotes bounce/submerge transition density 𝜌∕𝛿 ≈3 found
in this study. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

in Fig. 14 are admittedly not enough to completely rule out the effect of
impactor density, the dependency appears to be weak at least for the
impacts simulated here. The power law expression is 𝜋𝑅 = 4.48𝜋0.07

4 ,
suggesting a weak relationship between 𝜋𝑅 and 𝜋4. Further dedicated
experimental and simulation work appear to be necessary to assess the
effect of impactor density on cratering. Therefore, for the rest of the
paper, the effect of impactor density will be assumed negligible.

It is now possible to look into the cratering results nondimensional
crater radius (𝜋𝑅) as a function of gravity-scaling parameter, 𝜋2, as
shown in Fig. 15.

A distinctive feature is present in Fig. 15: The lower the 𝜋2 values
are (i.e., higher impact speed) the larger the crater is for a given
𝛿, here represented by impactor mass, 𝑚. Among different 𝛿 values,
higher 𝛿 values result in larger craters. This is due to the larger
penetration depth, which makes more materials to be mobilized from
the crater cavity. Among higher impactor density values, there is a case
at 25 cm/s where an outlier case occurs. A larger crater that can form
at 25 cm/s may have been stopped by the container boundaries at the
outlier case. On the other hand, there is in general a clustering among
the crater sizes at the impactor densities that result in bouncing, except
at 100 kg/m3. At 100 kg/m3, the craters are very small compared to
those at higher 𝛿, hence resulting smaller 𝜋𝑅 values.

In order to calculate the crater-scaling relationships, first consider
the following expression from 𝜋-scaling relations provided in Section 2,
without the density-related 𝜋4 term, as it is assumed negligible:

𝑅
( 𝜌 )

1
3 = 𝐾

( 𝑔𝑎 )− 𝜇
2+𝜇 (14)
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𝑚 𝑅 𝑈2
In 𝜋-scaling terms, the equation would take the following form:

𝜋𝑅 = 𝐾𝑅𝜋
−𝛼
2 (15)

from Eq. (14), following equality can be found:

𝛼 =
𝜇

𝜇 + 2
⇒ 𝜇 = 2𝛼

1 − 𝛼

where 𝜇 is a material-dependent exponent (Housen et al., 1983). 𝜇
is also related to whether impactor momentum or impactor energy
drive the crater radius (Housen et al., 1983). 𝜇 is usually found ∼0.4
for dry sand in gravity-regime cratering and ∼0.55 for impacts in
water (Housen and Holsapple, 2011). In this study, the following re-
lationship is computed with the best fit to all data presented in Fig. 15:

𝜋𝑅 = 0.69𝜋−0.219
2 (16)

In cratering experiments thus far, the procedure to find 𝜇 usually
follows similar steps except specific aspects of the problem, e.g., im-
pactor density. This is because impact speeds are generally high, or
the combinations of the involved parameters are such that experiments
are similar with impactors fully submerging. Even bouncing results are
limited to few recent studies, e.g. in Brisset et al. (2018), Takizawa
and Katsuragi (2020), Wright et al. (2020) and Joeris et al. (2021).
However, in the simulations here, cratering occurs with two distinct
impactor behavior, as described in the previous subsection. Therefore,
multiple 𝜇 values can be computed. In this study, the following relation-
ship is obtained for the craters formed in the cases where the impactor
rebounded:

𝜋𝑅 = 0.72𝜋−0.222
2 (17)

The values are tabulated in Table 5.
Table 5
𝜇 values obtained from the simulated craters. 𝑅2 denotes the goodness of fit.

# 𝐾𝑅 𝜇 𝑅2 Remark

1 0.69 0.56 0.888 All data
2 0.72 0.57 0.896 Bouncing cases only

The use of all crater data available results in a 𝜇 value of 0.56
—- scaling exponent similar to water (Housen and Holsapple, 2011).
The 𝜇 value is also similar for the cases the impact results in bounce.
The 𝜇 value is between 1/3 and 2/3, such that it is consistent with
the expectations from the crater scaling relationships (Housen and
Holsapple, 2011), and close to impact energy scaling. The 𝜈 value,
describing the impactor density relationship, is calculated 0.34 using
Eq. (8) with 𝜋0.07

4 presented earlier. The 𝜈 value is close to the typically
considered value 0.4, indicating weak dependency to the impactor den-
sity. The 𝜇 value found here is higher than the generally-accepted ∼0.4
for sand or cohesive soil (Holsapple and Housen, 2007). Previously
Tsujido et al. (2015) found similar 𝜇 values (𝑖.𝑒., ∼0.57) from the impact
experiments at relatively low speeds (∼100–200 m/s) and varying
𝛿 between 1100 and 11 000 kg/m3. The authors have not provided
dedicated explanation for their higher 𝜇 values but speculated that the
effects of relatively low speed and impactor density (Tsujido et al.,
2015). Moreover, Cintala et al. (1989) found 𝜇 as 0.444 at relatively
low-speed impacts (65–130 m/s) under reduced gravity (Cintala et al.,
1989). On the other hand, it was stated in Housen and Holsapple
(2011) that low friction between particles generally result in larger
craters with increased ejecta velocities (Housen and Holsapple, 2011).
In the same work, the authors provide the example of Yamamoto et al.
(2006) work, in which 𝜇 = 0.45 is found. This is indeed the case in the
simulations in this paper, where DEM glass beads parameters exhibit
the angle of repose angle of 20◦, on the contrary to ∼40◦ in gravel
parameters (Yu et al., 2014). Combined with low gravity, low friction
between granular particles may be the reason for higher 𝜇 values. In
the DEM context, low energy dissipation due to the high coefficient
of restitution value between particles may have resulted in larger
craters. Previously, Wada et al. (2006) performed impact simulations
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Fig. 15. Normalized crater radius (𝜋𝑅 = 𝑅( 𝜌
𝑚
)1∕3) as a function of gravity-scaling parameter (𝜋2 =

𝑔𝑎
𝑈 2 ). Color denotes impactor density values 𝛿 = 100 kg/m3 to 𝛿 = 1910 kg/m3

from blue to red. The boxed result shows an outlier. The best fit to the data (black line) results in the empirical relation 𝜋𝑅 = 0.69𝜋−0.219
2 . (For interpretation of the references to

color in this figure legend, the reader is referred to the web version of this article.)
at a few hundreds of m/s speed under Earth gravity and found similar
results (i.e., 𝜇 ∼0.4) as dry sand. Wada et al. (2006) discussed that
high coefficient of restitution and low coefficient of friction in the
simulations result in larger craters. This is also the case here, where
the coefficient of restitution and of friction values are 0.95 and 0.1,
respectively. This result was also observed by Çelik (2020) in impact
simulations with gravel-type parameters (i.e., 𝜖𝑛 = 0.55) for under
microgravity with impact speeds at 1–50 cm/s. It can then be expected
that the higher energy dissipation would result in smaller craters, which
would eventually drive 𝜇 to lower values. On asteroids, a coefficient of
restitution value of 0.57 ± 0.01 is observed from the motion of one of
the reimpacted particles on Bennu (Chesley et al., 2020), while Durda
et al. (2012) inferred much lower values between 0.09–0.18 from
their dynamical simulations of backtracking ejecta depositions from
the craters of Eros’ surface. Moreover, on the surface of Itokawa, Yano
et al. (2005) reported a coefficient of restitution value of 0.85 from the
touchdown of the Hayabusa spacecraft—a much higher value than that
on Bennu and Eros. Van wal et al. (2019) also estimated the coefficient
of restitution on Ryugu between 0.6 and 0.8 from the surface motion
of one of the MINERVA-II rovers. It appears then that the uncertainty
on the coefficient of restitution value on small-body surfaces are high,
even within the same type of asteroids (Eros and Itokawa are both S-
type asteroids). Then, the glass-beads parameters used in this study
represent a rather more idealized case compared to the real small-
body surfaces, which may be the reason for the results of this study.
Finally, even though the container size is selected such that its effect is
minimized, the container effect on crater formation may not be fully
mitigated, especially at larger impact speeds where crater sizes are
larger.

One can also investigate crater radius result from impact energy
perspective, as shown in Fig. 16.

It appears that the crater radius is correlated with impact energy.
If the relation is described as a power law, the crater size would scale
with 1.014 × 𝐸0.217, where 𝐸 is impact energy. This result is very close
to ∼ 𝐸0.226 found in De Vet and De Bruyn (2007), in which the authors
performed impact experiments at 0.6–4.4 m/s under Earth gravity (De
15
Fig. 16. Crater radius as a function of impact energy. Color denotes impactor density
values 𝛿 = 100 kg/m3 to 𝛿 = 1910 kg/m3 from blue to red. The best fit to the data
(black line) results in the empirical relation 𝑅 = 1.014𝐸0.217, with the goodness of fit
value (𝑅2, not the square of radius) of 0.884. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

Vet and De Bruyn, 2007). However, De Vet and De Bruyn (2007) have
also included a particle-size dependent term for crater sizes (De Vet and
De Bruyn, 2007). Moreover, a similar scaling exponent has also been
calculated in low-speed impact experiments of Takizawa and Katsuragi
(2020) and other works therein under Earth-gravity. From the reported
literature in Table 2, the energy-scaling has also been investigated in
Yamamoto et al. (2006) and Cintala et al. (1989) for relatively low-
speed cratering experiments under Earth- and low-gravity, respectively
and the scaling exponent of ∼0.19 is recovered. Therefore, it can be
stated that energy-scaling results also hold for low-speed impacts under
low-gravity.
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Fig. 17. Crater radius-depth relation. Left figure shows dimensional crater radius
against dimensional its depth. The gray line is drawn for 𝑑𝑐𝑟 = 0.25𝑅𝑐𝑟. Right figure
shows the same in 𝜋2−𝜋𝑑 space. In both figures circle (100 kg/m3), square (260 kg/m3),
diamond (347 kg/m3), five-pointed star (520 kg/m3), six-pointed star (1040 kg/m3)
and triangle (1910 kg/m3) represent different density values. Black, blue, green and
red colors represent the impact speeds 5, 10, 25 and 50 cm/s, respectively. Boxed
results are outliers in both figures. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

Crater depth will be the next parameter to be investigated. This
is done so in relation to crater radius and for both dimensional and
nondimensional crater radius 𝜋𝑅. For the latter a nondimensional crater
depth is defined as follows:

𝜋𝑑 = 𝑑𝑐𝑟
( 𝜌
𝑚

)
1
3 (18)

and the results of crater depth analysis are presented in Fig. 17.
The outlier data is boxed in Fig. 17. Recall that in this study, not

only penetration, but also bouncing is observed. It is observed that in
certain impact speed-impactor density combinations, the impactor did
not fully penetrate the particle bed, but first partially penetrated then
moved laterally in the bed at a depth, increasing the final crater size
while decreasing the depth. This also resulted in erroneous detection of
crater depth with the post-processing procedure outlined in previous
section, hence the outlier data. The observation of this once again
highlights the complexity of the cratering in this regime.

The rest of the data, on the other hand, presented a relatively
orderly linear trend with 𝑑𝑐𝑟∕𝑅𝑐𝑟 values varying around 0.25. Although
the data appear to be scattered, one could also notice individual
linear trends in each density values. Comparing with other works
in the literature, Sugita et al. (2019) reported crater depth-to-radius
ratios between 0.28 to 0.4 (Sugita et al., 2019), whereas Barnouin
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et al. (2019) reported the same ratio as 0.32 for (Barnouin et al.,
2019). In the experimental literature, Yamamoto et al. (2006) found
𝑑𝑐𝑟∕𝑅𝑐𝑟 ∼0.22–0.28 for impacts at 11–329 m/s impacts (Yamamoto
et al., 2006). In a similar impact speed regime, Thuillet et al. (2020)
reported depth values on the higher end of 0.6–0.65, but explained
the result with incomplete cratering formation (Thuillet et al., 2020).
On the other hand, Tsujido et al. (2015) reported 𝑑𝑐𝑟∕𝑅𝑐𝑟 ∼0.67–
0.8 at ∼200 m/s impacts. Tsujido et al. (2015) values are even higher
than those achieved in astronomical impact craters, stated in Melosh
(1989) as 𝑑𝑐𝑟∕𝑅𝑐𝑟 ∼0.5–0.67 (Melosh, 1989). However, Tsujido et al.
(2015) craters are at least an order of magnitude smaller than the
craters here (Tsujido et al., 2015), and astronomical craters mentioned
in Melosh (1989) are orders of magnitude larger (Melosh, 1989),
whereas Yamamoto et al. (2006) crater data is similar to the simulation
outcomes here with a number of low-speed impact data (Yamamoto
et al., 2006), hence it is believed to be more comparable with the DEM
results. Moreover, a more recent study conducted on some of the craters
on Bennu shows mean 𝑑𝑐𝑟∕𝑅𝑐𝑟 as 0.2 ± 0.06, which places the results
found here within the observed range with error bounds (Daly et al.,
2020). Hence given this comparison, it could be concluded that the
crater depths obtained here are comparable with the experimental and
observational results.

Before finalizing the cratering results, it is worth noting the effect
of impactor size in the results. As mentioned earlier in this chapter that
the impactor-to-particle size is taken to be 5, 𝑖.𝑒., the lower boundary
where the impactor size does not affect cratering results for high-
speed impacts (Housen and Holsapple, 2011). In order to quantify the
effect of the impactor size, three more simulations were performed
with impactor radius 1, 3 and 10 cm with impactor density, 𝛿 =
1910 kg/m3. The smallest these impactors has the same radius as the
individual grains, thus that simulation can also be seen as impact of
a grain to a granular bed. All impact speeds are 10 cm/s. With the
scaling relationships derived earlier, the crater radii estimated for these
impacts would be 9.3 cm, 22.4 cm, 58.7 cm. Note that the last value is
larger than the simulation container size. The simulation results showed
that it indeed exceeds the container size, therefore not included in
the discussion here. For the smallest two impactors, Fig. 18 shows the
craters that were formed in the end.

The smallest impactor only creates a depression in the surface,
which would be recognized when seen from the top. The amount of
ejected material is limited a few particles with a small velocities and fell
back to the immediate surrounding of the crater. This result matches
a recent work Bogdan et al. (2020) of low-speed grain impact to a
granular bed. The authors showed that such an impact at sub-m/s
speed would eject less than 10 grains (Bogdan et al., 2020), which
the results here confirm. The computed crater size in this impact is
8.5 cm. This value is within ∼20% of the analytically-estimated value,
9.3 cm. For 3-cm-radius impactor, the computed crater size is 22.7 cm,
within 2% of the analytically-estimated value. In Housen and Holsapple
(2011), it is noted that for grain size effects to vanish, the impactor has
to be 5 to 10 times larger than the grains, for 𝑈 ≥1 km/s (Housen
and Holsapple, 2011). Given the good match obtained between the
analytical estimations and simulations results, it can be speculated that
this value may be lower in low-velocity impacts in low gravity, 𝑖.𝑒.,
potentially ≤3. Even for the smallest impactor, 20% divergence from
the analytical results may also be a result of the crater-size detection
algorithm, as the crater appears to be slightly elliptical. A more in-depth
parametric study would demonstrate the particle/impactor size effects
more clearly.

5.2. Ejecta profile

5.2.1. Results
The velocity and angle of the ejected materials are discussed in this

section. Recall the nondimensional velocity expression in Eq. (10). The
mean velocity calculated here is normalized in the form presented in
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Fig. 18. Craters formed with smaller impactors. Upper left: Side view of the crater made by 1 cm radius impactor. Dashed lines and dashed dotted line denote crater boundaries
and crater center, respectively. The selected particles are marked red. Upper right: Top view of the crater made by 1 cm radius impactor. First 2 cm layer of the granular bed is
shown. Green circle denotes the fitted crater. Color denotes particle height from 0 cm (red) to 3 cm (blue). Lower left: Side view of the crater made by 3 cm radius impactor.
Upper right: Top view of the crater made by 3 cm radius impactor. (For interpretation of the references to color in this figure legend, the reader is referred to the web version
of this article.)
Eq. (10). In that case, the derived 𝜇 value is 0.56 from Table 5. Fig. 19
then shows the ejecta velocity results of all impact simulations.

According to the original crater scaling relationships and ejecta
model presented by Housen and Holsapple (2011) (Fig. 2) that the
ejecta model is valid between 1.2𝑎 and crater size 𝑅. Outside this range
the relationships fails due to small ejected mass or gravity/strength
effects. That region is marked approximately for the simulations here
between impactor radius and crater radius. Within this range, the
power law scaling appears to be valid. Beyond this range, the power-
law scaling fails as in the expectations of general scaling relationships.
Unlike in the case of high-speed impacts, in low-speed impacts dis-
cussed here, the failure of the power-law of scaling is also caused by
irregularity in velocity of ejected material 𝑖𝑛𝑠𝑖𝑑𝑒 the crater bowl. This
occurs when an impactor bounces off ground instead of penetrating,
in which material directly underneath the impactor is mobilized but
not ejected in a regular material flow but in a more stochastic manner.
In the penetration case, those materials are pushed downwards and
sidewards, and mobilized through streamlines even if they are to be
ejected. 𝐶1 constant defined in Eq. (10) is found between 0.2–0.6, with
most of the cases clustering around 0.4.

The angle of ejection, on the other hand, has no determined value
or range, but generally assumed to be constant around 45◦ in the
literature, although observed to be decreasing radially outward from
the impact point (Housen et al., 1983; Richardson et al., 2007). It is
shown earlier in Figs. 9 and 10b that ejection angle is certainly not
constant but varying. In order to investigate the ejection angle more
generally, Fig. 20 is generated.

According to Fig. 20, majority of the ejection angle is between 40◦

and 60◦ in all simulations, and the mean value is 53◦. The angle is
lower for lower speed impacts and increasing with impact speed. At
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the highest impact speed case, the mean angle value is placed between
55–60◦, respectively. Previously, Thuillet et al. (2020) and Wada et al.
(2006) also found ejection angles higher than typically assumed 45◦,
48◦–54◦ and 45◦–50◦, respectively. As another reference, Cintala et al.
(1999) have also characterized ejection angle at ∼1 km/s impacts and
found varying around a mean of 45◦. This study considers impacts that
are a few orders of magnitude less in impact speed compared to those
cited; however, this result may indicate higher ejection angle at lower
impact speed. Nevertheless, it should be noted that higher ejection
angles may not necessarily be a result of impact speed, but also low
angle of friction (∼20◦) of the material used here, as noted in Housen
and Holsapple (2011), which is stated to result in increased ejection
velocity.

All in all, the ejecta velocity results suggest that the ejecta model
developed by Housen and Holsapple (2011) for high-speed impacts
may be valid for low-speed impacts as well. In the following, this
relationships will be discussed more in detail in comparison with the
ballistic ejecta model proposed by Richardson et al. (2007).

5.2.2. Comparison with an analytical ejecta model
The analytical ejecta model by Richardson et al. (2007), uses the

ideas from Maxwell’s Z-model, as discussed earlier. The model is consis-
tent with the crater scaling relationships mathematically and its results
agrees with the experiments (Richardson et al., 2007). The crater
formation time plays an important role in the derivation of equations.
Recall the following equation:

𝑇𝑔 = 𝐶𝑇 ,𝑔

√

𝑅𝑔 (19)

𝑔
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Fig. 19. Average ejecta velocity profile of all simulations. The impactor radius is 5 cm. 𝜇 = 0.56 is used in generating the ejecta velocity profiles. Circle (100 kg/m3), square
(260 kg/m3), diamond (347 kg/m3), five-pointed star (520 kg/m3), six-pointed star (1040 kg/m3) and triangle (1910 kg/m3) represent different density values. Black, blue, green
and red colors represent the impact speeds 5, 10, 25 and 50 cm/s, respectively. Vertical black line denotes crater radius, equals to 1 in normalized units. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
Eq. (19) is an approximate form of the equation where 𝑇𝑔 = 𝐾𝑐𝑟,𝑔

√

𝑉 3
𝑔
𝑔 ,

where 𝐶𝑇𝑔 is found to be 𝐾𝑐𝑟,𝑔 ≈ 𝐶𝑇𝑔 within the experimental accuracy,
with the crater depth assumption as 2𝑅𝑔/3, following Melosh (1989)
in high-speed cratering (Richardson et al., 2007; Melosh, 1989). Note
from earlier subsections that 𝐾𝑐𝑟,𝑔 is between 0.8–0.9 (Schmidt and
Housen, 1987; Melosh, 1989). However this approximation may not be
true for low-speed crater under low-gravity. The cratering process takes
longer under low gravity than under Earth-gravity. As shown earlier in
this chapter, the depth of low-speed craters, at least in the case here,
are ∼0.25𝑅𝑔 for the most cases. In order to find the exact value for

𝐾𝑐𝑟,𝑔 , the equation 𝑇𝑔 = 𝐾𝑐𝑟,𝑔

√

𝑉 3
𝑔
𝑔 can be written in its full form, by

assuming a paraboloid crater volume for 𝑉 3
𝑔 :

𝑇𝑔 = 𝐾𝑐𝑟,𝑔(
𝜋𝑑
2

)1∕3

√

𝑅2∕3
𝑔

𝑔
(20)

where 𝑑 denotes crater depth. Crater formation time is then needed
to calculate 𝐾𝑐𝑟,𝑔 . At this stage of the analysis, the crater time is
assumed to be the time at which the 𝑙𝑎𝑠𝑡 particle is launched from the
surface. Albeit looking rather arbitrary, the post-processed data shows
observationally that the last particle ejected is generally some particle
that is pushed up through the very end of cratering, where downhill
material movement inside the transient crater rim almost ends. Fig. 21
below shows the values of 𝐾𝑐𝑟,𝑔 as function of 𝜋2 and time of last ejected
grain, 𝑡𝑓 .

Similar to the presentation in Schmidt and Housen (1987), 𝑡𝑓 is
presented in Fig. 21b is given as a function of

√

𝑉 1∕3∕𝑔 but in a general
form given in Eq. (20). There appears two distinct cases of formation
time and 𝐾𝑐𝑟,𝑔 . In the first, near-constant crater formation time and as a
result almost constant, clustered 𝐾 values in Figs. 21a and 21b can
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𝑐𝑟,𝑔
be seen. Those are mostly observed in the lowest two impact speeds
and generally in lower density levels. One exception to this is a 50 cm/s
impact case with 347 kg/m3 impactor. This case appears as an outlier in
all simulations, like due to being in the bouncing/submerging transition
density and resulting complexity during the cratering. In this first case,
crater formation time is between 20 and 40 s and the 𝐾𝑐𝑟,𝑔 value is
between 0.6–1.3 but mostly clustered around 1.1. In the second case,
there is a linear increase in time with increasing impact speed and
impactor density. The dependency to both are reasonable, as more of
the impactor’s momentum is given to the granular bed. The longest
formation time is about 200 s, or nearly 3.5 min, while shortest is about
50 s. As a result of the long formation time, the 𝐾𝑐𝑟,𝑔 values are even
higher in this case: it varies between 2.5 and 4. Note that if there were
simulated impacts of 50 cm/s at impactor densities 1040 kg/m3 and
1910 kg/m3, it is highly likely that the crater formation time at those
cases would be longer. Consequently, even higher 𝐾𝑐𝑟,𝑔 values may be
expected.

The 𝐾𝑐𝑟,𝑔 value obtained here is close to that in Schmidt and Housen
(1987) in the first case but much higher in the second. Even though the
similarity in the first case is notable, it is believed that is coincidental,
given the juxtaposition in the duration of the formation times in low-
and high-speed impacts, as well as gravity magnitude. However, a
conclusive statement on this requires further studies and potentially an
alternative definition of crater formation time in the simulated impacts.
The final analysis on the crater scaling relationships will be on the
ejected mass in next subsection.

5.3. Ejected mass

Next, the cumulative ejected mass that travels at a velocity greater
than 𝑣 will be considered. Because of the intrinsic position dependence
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Fig. 20. Ejection angle distribution and mean angles in all presented simulations. Left:
Normal distribution of ejection angles in all simulations. Right: Mean ejection angle in
all simulations. Circle (100 kg/m3), square (260 kg/m3), diamond (347 kg/m3), five-
pointed star (520 kg/m3), six-pointed star (1040 kg/m3) and triangle (1910 kg/m3)
represent different density values. Blue line denotes the mean ejection angle calculated
from all simulation data across different 𝑈 and 𝛿. Inlet shows the qualitative appearance
of power-law scaling of ejected mass. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
Source: Adapted from Housen and Holsapple (2011).

of 𝑣, the ejected mass is largely representative of the mass as a function
of distance, even though it is not directly a function of it. However, as
shown in previous sections, ejection velocity, especially in later stages
of crater formation, is not always vary as a function of distance. Ejected
mass is calculated with the procedure described in Section 4.2.2. The
results of dimensional and nondimensional mass as defined in Eq. (11)
is provided in Fig. 22.

Again, 𝜇 = 0.56 for nondimensional mass profile. Ejected mass
generally follows the expected ejected mass profile (Housen and Hol-
sapple, 2011). Power-law scaling fails when close to impactor and
impact point, due to little or no mass ejected, as stated by Housen and
Holsapple (2011), and seen as constant line in Fig. 22. Between the
end of constant region and crater size, ejected mass profile follows the
power-law scaling. The ejection velocity results also appear to follow a
power-law scaling until crater size (see Fig. 19). 𝐶2 constant defined
in Eq. (11) is found between 0.1–0.2 except the outliers. Moreover,
almost-collapse of nondimensional ejected mass values into a single line
suggest that the scaling can be achieved at low-speed and low-gravity
impact regimes and impactor density dependency may be negligible.
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Fig. 21. Last ejection time and 𝐾𝑐𝑟,𝑔 as a function of last ejection time. Left: 𝐾𝑐𝑟,𝑔
as a function of last ejection time of in an impact event. Right: Last ejection time

as a function of 𝑑1∕3

√

𝑅2∕3
𝑔

𝑔
. In both figures, circle (100 kg/m3), square (260 kg/m3),

diamond (347 kg/m3), five-pointed star (520 kg/m3), six-pointed star (1040 kg/m3)
and triangle (1910 kg/m3) represent different density values. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

5.4. Discussion

In the previous three subsections, different aspects of the crater-
scaling relationships are collectively investigated for 5–50 cm/s impacts
under small-body gravity. Those investigations are usually available
individually, not together. This is enabled thanks to the opportunities
provided by the quantitative nature of the DEM simulations. In terms
of the crater-scaling, following remarks can be made:

• It is shown that both impactor bounce and submerge is possible
during cratering, depending on the target-to-impactor density
ratio. The bounce-submerge transition in this study occurs at the
density ratio of 3.

• Qualitatively, it appears that the crater-scaling relationships may
extend to the low-speed, low-gravity impact regimes, even though
underlying physical processes are different from the high-speed
impacts at kilometer-per-second level. The ejection speed and
ejected mass profiles are largely similar to those presented in the
earlier cratering studies (Housen and Holsapple, 2011).

• The material-dependent scaling-coefficient 𝜇, which relates en-
ergy or momentum of the impactor to crater size, is found 0.56,
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Fig. 22. Ejected mass as a function of average ejecta velocity. 𝜇 = 0.56 is used. Circle (100 kg/m3), square (260 kg/m3), diamond (347 kg/m3), five-pointed star (520 kg/m3),
six-pointed star (1040 kg/m3) and triangle (1910 kg/m3) represent different density values. Black, blue, green and red colors represent the impact speeds 5, 10, 25 and 50 cm/s,
respectively. Inlet shows the qualitative appearance of power-law scaling of ejected mass. (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
a value consistent with the expectation of the crater scaling rela-
tionships. The density effects on this value appear to be negligible,
even though further studies are necessary to assess this conclu-
sion. The 𝜇 value typically found as ∼0.40 in Earth-based impact
studies. Previous studies also showed values ∼0.55 for impacts
on water (Housen and Holsapple, 2011). It is observed in the
experimental studies that the impacts in glass-bead-type materials
result in exaggerated craters and higher ejection speeds (Housen
and Holsapple, 2011). Combined with lower gravity, the glass-
bead type material used in this study may have resulted in the
obtained coefficient.

• The crater radius scales with impact energy as 𝑅𝑐𝑟 = 1.014×𝐸0.217
𝑖𝑚𝑝 .

• The crater depth scales with the crater radius as 𝑑𝑐𝑟 ∼ 0.25𝑅𝑐𝑟
• The long crater formation observed in the SCI experiment of the

Hayabusa2 mission is also observed here, despite much lower
impact speeds. The formation time, calculated as the time of the
last grain ejection, is about 200 s, or about 3.5 min, at the longest
case. This is much higher than the crater formation times on Earth
at the same impact conditions, hence once again underscores
the difficulty of testing low-speed cratering under Earth-based
conditions. Consequently, the relevant scaling coefficient, here
denoted as 𝐾𝑐𝑟,𝑔 is shown to have two different regimes related
to bouncing and submerging. 𝐾𝑐𝑟,𝑔 value related to bouncing
is computed approximately 1. On the other hand, 𝐾𝑐𝑟,𝑔 value
related to submerging is found between 2.5 and 4. Recall that
the previous high-speed impact experiments on Earth presented
values between 0.8 and 0.9 (Schmidt and Housen, 1987; Melosh,
1989).

After providing a summary of the results, it is now reasonable
to compare the simulation results in the general picture of the pre-
vious studies, as presented in Fig. 3. The 𝜋-scaling results from the
simulations are added to Fig. 3 and presented Fig. 23.

The theory lines are generated with impact and target parameters
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of Takizawa and Katsuragi (2020) and with generic parameters 𝐾1
= 1.03, 𝜈 = 0.4 and 𝜇 = 0.41 from Holsapple and Housen (2007).
The most of the simulation results appear to be slightly outside of the
bounds. This is to be expected, however: As noted earlier, low angle-of-
friction of the selected DEM parameters result in larger craters (Housen
and Holsapple, 2011), which eventually increase the normalized crater
value. Impact simulations with more frictional materials would likely
to result in smaller craters, therefore reduce the offset between the
simulations and experimental studies.

All in all, the original results presented here provides a strong case
in favor of the applicability of the crater-scaling relationships for low-
speed impacts under low-gravity. It is clear that more data is necessary
to constrain the parameters, particularly 𝜇 and 𝜈 in order to build a
more robust crater scaling relationships in this impact regime.

The results presented throughout the paper have implications on the
evolution of small-bodies as well. In geological time scales, material es-
caped in low-speed impacts, which may now be estimated through the
scaling relationships presented here, may alter the size, rotation period,
and orbit of the body (Scheeres et al., 2019). Even though it is not
discussed in this study, oblique impacts must be much more frequent
than near-normal impact discussed here, hence the asymmetry in the
material ejection may further alter the rotation period and direction.
Even if little or no material is lost in low-speed impacts, fallen-back
material after brief orbital motions, would slowly but constantly alter
a small-body’s surface, covering one part of the body while exposing
the other. This would also potentially complicate understanding the
space-weathering process. Therefore, it appears that, while large-scale
events such as collisions make abrupt and more distinguishable changes
in a small-body, smaller scale events such as low-speed impacts as
presented here would result in a more subtle but continuous alteration
processes. It is likely that the future small-body missions will provide
better understanding on the evolution of small-bodies.

Finally, the result obtained here could also be useful for small-
body surface exploration missions. If a spacecraft landing is of interest,
the power-law relationships derived for crater sizes, ejecta properties

and formation time can be used for safeguarding measures during
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Fig. 23. Previous experimental studies with the simulation results presented here. Gold five-pointed stars denote values found in this study. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)
landing operations. For example, a degradation is reported in one of
the cameras of Hayabusa2 during the sampling operations (Kouyama
et al., 2021). In order to avoid such situations, a spacecraft engineer can
use the estimated mass, ejection angle and speed by the crater-scaling
relationships to estimate the risk involved to spacecraft instruments
(particularly those facing the surface) from ejected particles during
surface interaction and after take-off. With given mass of spacecraft
and approximate landing pad area, first-order approximations can be
made with spherical impactor assumption. It is clear that spacecraft
are generally non-homogeneous and often with non-spherical landing
pads. The crater-scaling relationships derived here assumes the point-
source approximation through the coupling parameter 𝐶. It means
that 𝑎 can be taken as the radius of an approximated sphere of the
interacting landing pad surface with the mass of spacecraft. If there
are multiple landing pads, the mass should be distributed to each pad,
under the assumption that all landing pads will touch the surface at
the same time. This treatment of the problem means that impactor
density 𝛿 will be different for spacecraft and impactors. The current
and previous studies could not clearly demonstrate the 𝛿 dependency
on crater scaling, at least in lower speed impacts, or have rather shown
a weak dependency. Therefore, the 𝛿 dependency may need to be
explored further, as 𝛿 can be large for a spacecraft interacting with
the surface of a small body. Moreover, for a more accurate scaling of
craters and their ejecta, it is necessary to perform dedicated simulations
at the later stages of design process. That is because crater shapes and
sizes, as well as corresponding ejecta properties would potentially differ
with non-spherical landing pads, or samplers with landing pad like
structure. Moreover, for more harpoon-like penetrators, or in the cases
where force applied or experienced by spacecraft are important, it may
be appropriate to use dedicated granular force models for small body
surfaces (Ballouz et al., 2021).
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6. Conclusions

The applicability of the crater-scaling relationships to low-speed
impact cratering under low-gravity is of interest in order to under-
stand surface mechanical properties of small-bodies, to reveal their
incessant evolution over their lifetime and to make informed decisions
during the surface operation of the small-body exploration missions.
The current low-gravity platforms available on Earth lack the level
and duration of low gravity, or the access to and controllability in
experiments, as well as the sufficient quantitative measurements to test
the different aspects of cratering in this regime. In order to overcome
these limitations, and provide quantitative insights into the applica-
bility of crater scaling relationships in low-speed impacts under low
gravity, a discrete-element method (DEM) based numerical simulation
approach is employed. While the application of the DEM simulations
to low-speed impacts for low-gravity applications is not novel, the pro-
posed systematic post-processing procedure and its application to test
the crater-scaling relationships in centimeter-per-level impacts under
microgravity conditions are first to the best of authors’ knowledge.

The research first builds a case on the potential applicability of
the long-established crater scaling relationships by collectively inves-
tigating the previous crater size scaling results from the experiments
and the space missions. The investigated crater sizes demonstrate scal-
ing across five orders of magnitude of impact speeds. This suggests
that even though the underlying physical process can be different be-
tween kilometer-per-second and centimeter-per-second speed impacts,
the fundamental dependencies to macro parameters (e.g., gravity and
bulk density among the others) may be similar. Building on this hypoth-
esis, a set of DEM simulations is performed by varying impactor density
and impact speed from the frequently encountered values on small-
body surfaces. A systematic procedure is presented to post-process
the obtained data, particularly for crater sizes but also for ejection

velocity, angle, ejected mass, and the formation time. Qualitatively, the



Icarus 377 (2022) 114882O. Çelik et al.
Table A.6
Tabulated simulation conditions and outcomes. All simulations under 9.80665e−5 m/s2 (0.00001 g). Radius of all impactors
is 0.05 m. S: Submerge. B: Bounce.

# U
[m/s]

𝛿
[m3]

𝜌
[m3]

DEM
ParSet

𝑅𝑐𝑟[m] 𝑑𝑐𝑟[m] 𝜋2 𝜋𝑅 Out

1 0.05 100 975.4 GB 0.0806 0.0292 2.000e−3 2.1815 B
2 0.10 100 975.4 GB 0.1195 0.0458 4.903e−4 3.2354 B
3 0.25 100 975.4 GB 0.1923 0.0725 7.845e−5 5.2086 B
4 0.50 100 975.4 GB 0.2711 0.0898 1.961e−5 7.3425 B
5 0.05 260 975.4 GB 0.1697 0.0420 2.000e−3 3.3428 B
6 0.10 260 975.4 GB 0.2292 0.0533 4.903e−4 4.5133 B
7 0.25 260 975.4 GB 0.2995 0.0922 7.845e−5 5.8987 B
8 0.50 260 975.4 GB 0.3818 0.0987 1.961e−5 7.5201 B
9 0.05 347 975.4 GB 0.1819 0.0453 2.000e−3 3.2538 B
10 0.10 347 975.4 GB 0.2448 0.0536 4.903e−4 4.3791 B
11 0.25 347 975.4 GB 0.3122 0.0977 7.845e−5 5.5848 B
12 0.50 347 975.4 GB 0.5290 0.0943 1.961e−5 9.4622 B
13 0.05 520 975.4 GB 0.2019 0.0907 2.000e−3 3.1568 S
14 0.10 520 975.4 GB 0.2774 0.0706 4.903e−4 4.3365 S
15 0.25 520 975.4 GB 0.3585 0.1019 7.845e−5 5.6035 S
16 0.50 520 975.4 GB 0.5119 0.1264 1.961e−5 8.0022 S
17 0.05 1040 975.4 GB 0.2340 0.1543 2.000e−3 2.9027 S
18 0.10 1040 975.4 GB 0.3219 0.0679 4.903e−4 3.9937 S
19 0.25 1040 975.4 GB 0.4519 0.1242 7.845e−5 5.6071 S
20 0.05 1910 975.4 GB 0.2422 0.0836 2.000e−3 2.4537 S
21 0.10 1910 975.4 GB 0.3331 0.0999 4.903e−4 3.3748 S
22 0.25 1910 975.4 GB 0.4086 0.2388 7.845e−5 4.1398 S
cases of both impactor bounce and submerge were observed, unlike of
the Earth-based experiments. By using the quantitative opportunities
provided by the DEM simulations, the standard scaling coefficients of
the crater scaling relationships are obtained, the profiles of ejection
velocities, the total amount of ejected material is calculated, and a sta-
tistical distribution of ejection angle is presented. The expected scaling
profiles from the crater-scaling relationships are validated. The final
scaling shows slightly higher values than those usually encountered on
Earth-based experiments. All in all, however, the study demonstrates
the potential applicability of the relationships for the impact regimes
considered here. The presented results will be useful to shed light on the
speculated low-speed craters on and material loss from small-bodies, as
well inform landing and proximity operations of the future small-body
exploration missions.

It appears clear that further simulations are needed to understand
the cratering process and the scaling relationships in this impact
regime, constrain the scaling coefficients with the DEM parameters
specifically tailored for materials and the impact conditions of interest.
Until then, a cautious approach may be necessary before applying these
results to a wider cases of interest. For different impact conditions of
interest further improvements in the post-processing algorithm may be
necessary to account for a variety of crater shapes that may appear at
the end of an impact. Finally, the current drawbacks of the DEM simu-
lations, e.g. the trade-off between particle size and simulation duration
or container size, would likely be alleviated with the advancement of
computational techniques and increase in the computational power.
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