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Abstract

As one of the key technologies of the fifth generation and future wireless communication
systems, massive multi-input multi-output (MIMO) has been, and will be, deployed in many
practical network scenarios. By increasing the number of antenna elements, the massive
MIMO system could significantly improve the spectral efficiency, reliability, coverage, and
energy efficiency. Due to the large-scale antenna array, the channel sparsity has been
exploited in the literature to solve a number of problems, such as channel estimation,
precoder design, and pilot assignment. For the centralized massive MIMO system, the
sparsity property lies in users’ channel in the angular/beam domain. In the distributed
network, the sparsity occurs in the partial connectivity between access points and users
due to the signal blockage effect with the obstacles.

In practice, however, the existence of such sparsity property is still under debate for
sub-6GHz frequency bands with a practical size of antenna array. This makes the developed
algorithms that rely on such sparsity not applicable to some other scenarios where channel
sparsity may not exist. To deal with this challenge, recently, a novel active channel
sparsification (ACS) approach has been proposed for a uniform linear array (ULA) to design
sparsifying precoders for frequency-division duplex (FDD) massive MIMO. The proposed
ACS approach is able to actively impose the channel sparsity structure in the angular
domain with the aid of a partially-connected bipartite graph to represent users’ channels.
Such a graph representation captures the users’ channels through the linear combinations of
a set of carefully chosen common basis vectors. Consequently, the precoder design problems
can be transformed into graph problems and solved by existing graph algorithms.

A question then arises as to whether the ACS approach is limited only to FDD downlink
precoder design or it is a more general concept can be applied to a wider range of applications.
To answer this question, in this thesis, the concept of ACS is generalized to both centralized
and distributed massive MIMO and solve the following problems: pilot decontamination in
time-division duplex (TDD) mode; downlink precoding in FDD mode; and pilot assignment
for distributed massive MIMO. Pushing forward this line of research, this thesis aims to
facilitate the potential deployment of ACS in massive MIMO systems, by extending the ACS
from ULA to uniform planar array (UPA), dual polarized-uniform planar array (DP-UPA),
and distributed massive MIMO scenarios.

The contributions of this thesis are three-fold. 1) For TDD massive MIMO with UPA
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antenna, the ACS concept is used to solve the pilot contamination problem. A joint beam
and user selection approach is proposed that considers channel estimation and sum rate
maximization simultaneously. 2) For FDD massive MIMO, the ACS concept is applied
to the downlink channel precoder design. The ACS method is generalized from scalar to
multi-dimensional to deal with the dual polarization structure of DP-UPA. 3) In distributed
massive MIMO, the ACS concept is deployed to resolve the pilot assignment problem. By
exploiting the topology structure of the distributed massive MIMO network, this thesis
connects the pilot assignment to the topological interference management (TIM) problem
that could be solved by off-the-shelf algorithms.

Through this thesis, It demonstrates that the ACS is a broad concept, which is able to
take multiple factors, e.g., geography, angular, power, and time domains, into account to
represent the users’ channels by a graph. Thanks to such graph representation, many com-
munication problems with a combinatorial nature can be reformulated as a combinatorial
optimization problem. As such low complexity algorithms for solving combinatorial opti-
mization problem could be used in communication problems. In this thesis, it demonstrates
the applications of ACS to pilot decontamination in TDD mode, downlink precoder design
in FDD mode, and pilot assignment in the distributed setting. It is worth to believe that the
ACS concept can find much wider applications including but not limited to beam/user/link
scheduling problems in wireless communication networks.
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Chapter 1

Introduction

During the last decades, wireless communication, as a widely-used technology, changes

many fields, e.g., digital manufacturing, health care, smart city, etc. It has been studied

as a research topic since the 1960s and has observed a surge of research works in the past

decades. Basically, the availability of spectrum, the laws of electromagnetic propagation and

the principles of information theory limit the performance of a wireless network. Generally,

there are three aspects to improve the efficiency of wireless networks, i.e., more dense access

points network, more spectrum and enhanced the spectral efficiency, where the first two

have been achieved recently by using the dense access points and new frequency bands, such

as milimiter Wave (mmWave) technology [1]. Increasing the number of antennas is one way

to improve spectral efficiency significantly. After using multi-input multi-output (MIMO)

technology, researchers concentrate on adopting large antennas also named massive MIMO

or mMIMO, to improve spectral efficiency performance.

In this chapter, the evolution of the wireless network from MIMO to massive MIMO

will be detailed. Then, Chapter 1.2 introduces the basic knowledge of massive MIMO,

and Chapter 1.3 presents the motivation of this thesis. Finally, Chapter 1.4 shows the

organization of this thesis.

1.1 From MIMO to Massive MIMO

During the past decades, MIMO technology has been applied to wireless broadband

standards, e.g., long-term evolution (LTE) standards allow for up to eight antenna ports at

the base station (BS) [2]. By increasing the antennas equipped at the transmitter/receiver,

1
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the corresponding channel has more degrees of freedom and achieves better performance

in terms of data rate and link reliability. The simplest MIMO, point-to-point MIMO,

was proposed in the late 1990s [3–5]. A BS equipped with an antenna array serves a

terminal equipped with an antenna array. Transforming from point-to-point MIMO, the

multiuser MIMO serves several terminals simultaneously using an antenna array at the

BS [1]. Compared with the conventional point-to-point MIMO, multiuser MIMO can serve

multiple cheap single-antenna terminals and provides simplified resource allocation since

the activated terminal utilizes all of the time-frequency resources [6].

Due to the exponential growth in coding/decoding complexity and the cost of acquiring

CSI, the scalability of multiuser MIMO is limited. However, massive MIMO technology is

more scalable than multiuser MIMO because it increases the size of the system. In huge

MIMO systems, linear precoding/decoding can even reach the Shannon limit by employing

a high number of BS antennas that are significantly larger than the number of serviced

terminals [7, 8]. Extra antennas help the BS focus on the energy into a smaller region

of space so that the BS not only has a considerable improvement of the throughput and

radiated energy efficiency, but, more importantly, provides an excellent service to multiple

terminals simultaneously. Additionally, the massive MIMO technology has the benefits such

as the use of inexpensive low-power components, reduced latency, simplification of media

access control (MAC) layer and robustness against intentional jamming, etc [6]. Overall,

the massive MIMO technology has become one of the critical wireless access techniques in

fifth generation (5G) generation wireless communication systems and beyond.

1.2 The Basic Knowledge of Massive MIMO

In the basic massive MIMO system as shown in Fig. 1.1, the BS is equipped with a large

number of antennas, M (128 antennas or more), and serves several single antenna users, K

that is less than M . Thus on the uplink, see the Fig. 1.1 the BS will recover the individual

signals transmitted by the terminals, and on the downlink transmission phase, the BS

should ensure that each terminal receives only the signal intended for it by beamforming.

The users’ channels of massive MIMO exhibit two interesting properties: favorable

propagation and channel hardening. Favorable propagation means that the channel response

from BS to terminals tends to sufficiently orthogonal. Another benefit is channel hardening,

which affects the small-scale fading, and the frequency dependence disappears when M is

large. This means that the norm of channel vector does not vary too much, and under the
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M-antenna Base station

User 1

User 2

Figure 1.1: A single-cell multi-user massive MIMO network, where the BS is equipped with M
antennas that server a number of single-antenna users.

OFDM system, each sub-carrier will have substantially the same channel gain [1, 6].

1.2.1 TDD and FDD Massive MIMO

Massive MIMO can be divided into two categories according to the separation of uplink and

downlink by time and frequency [9], see Fig. 1.2. In time division duplex (TDD) operation,

the uplink and downlink are separated in time. Therefore, the BS estimates the uplink

channel from the uplink pilots. Due to the channel reciprocity property that the channel

response of uplink and downlink is the same, once the BS has learned the uplink channel,

it has an estimate of the downlink channel.

Pilot contamination is one of the most critical challenges in both TDD and FDD massive

MIMO scenario. Ideally, each user in the massive MIMO system should be assigned an

orthogonal uplink pilot sequence. However, the maximum number of orthogonal pilot

sequences might occupy most of the coherence interval [6] so that the pilot reuse is required.

This leads to potential pilot contamination. Specifically, when multiple users share the same

pilot, the obtained estimated channel is contaminated by other users. Then this inaccurate

channel estimation degrades throughput performance in the data transmission phase.

In frequency division duplex (FDD) operation, the uplink and downlink are separated
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Uplink, TDD Downlink, TDD

Downlink, FDD

Uplink, FDD
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Figure 1.2: The TDD and FDD operations. Red and blue are the uplink and downlink phase,
respectively.

in frequency. To learn the uplink channel, the BS estimates the channel from pilots sent by

the terminals. For the downlink channel, because the channel reciprocity does not hold,

the terminals learn it from the pilots sent by the BS and feed back the estimate to the

BS. However, given the channel high dimensionality, the overhead of the downlink pilot

training and feedback phase will be prohibitively large, resulting in performance degradation

provided by the limited channel coherence time and bandwidth. As a result, the downlink

channel feedback overhead has been deemed as one of the significant issues in FDD massive

MIMO systems.

When the number of BS antennas tends to infinity, numerous interesting results are

available that can be exploited to develop algorithms for TDD and FDD challenges. One

property, channel sparsity, is useful for resolving the challenges associated with two massive

MIMO configurations, and it has been used to address both pilot contamination [10–14]

and downlink channel overhead problems [15–17]. To demonstrate the channel sparsity

property clear, Chapter 2 will present a method for exploiting the channel sparsity in the

angular/beam domain, as well as previous works correlating two challenges.
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(a) Centralized massive MIMO

(b) Distributed Massive MIMO

Figure 1.3: (a): the centralized massive MIMO system model; (b): the distributed massive MIMO
system model

1.2.2 Centralized versus Distributed Massive MIMO

According to the antenna locations, the massive MIMO can be divided into two categories:

centralized and distributed massive MIMO, see Fig. 1.3. For the centralized massive MIMO

Fig. 1.3(a), the antennas are collocated at both transmitter and receiver. On the other

hand, the BS antennas of the distributed massive MIMO Fig. 1.3(b) are placed at different

geographical locations and connected together through a high-capacity backhaul link [18,19].

In this section, the details of types of massive MIMO will be introduced.

Centralized massive MIMO

Unless otherwise explicitly specified, the term massive MIMO is reserved to the centralized

massive MIMO that the BS is equipped with a limited antenna array. Those BS of

centralized massive MIMO are physically in the cell center. From a practical point of view,

deploying the centralized massive MIMO is more mature than the distributed one due to

the existing and developed technologies, and the similar mathematical analysis method

with the former communication system.

The antenna geometry is one of the essential parts of centralized massive MIMO. For
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(𝑎)  Uniform Linear Array Antenna b Uniform Planar Array Antenna c Dual − Polarized
Uniform PlanarArray Antenna

0 𝑀0 1

0,𝑀𝑥 − 10, 10, 0

1, 0 1, 1 1,𝑀𝑥 − 1

𝑀𝑦 − 1,𝑀𝑥 − 1𝑀𝑦 − 1, 0 𝑀𝑦 − 1, 1

0,𝑀𝑥 − 10, 10, 0

1, 0 1, 1 1,𝑀𝑥 − 1

𝑀𝑦 − 1, 1𝑀𝑦 − 1, 0 𝑀𝑦 − 1,𝑀𝑥 − 1

Figure 1.4: (a) ULA configuration with M antennas; (b) UPA configuration with Mx ˆMy antenna
elements, where each column is a ULA; (c) DP-UPA antenna structure with Mx ˆMy ˆ 2 antennas,
where each antenna element comprises of a set of cross-polarized antenna.

example, the typical linear antenna array is frequently used in massive MIMO systems

in research works, and dual polarized uniform planar array (DP-UPA) configuration has

been applied in many practical projects and standards, such as the third generation

partner partnership project (3GPP) [20]. The physical structures of uniform linear array

(ULA), uniform planar array (UPA) and DP-UPA have been shown in Fig.1.4, where

Mx is the number of antennas per column, and My is the number of antennas per row.

As the most common antenna configuration for massive MIMO, the ULA antenna has

a simple structure to analyze. Academic interest has been placed on the case when the

number of antennas grows to infinite, e.g., analyze the channel structure implementing

some asymptotic matrix property. DP-UPA includes two types of polarization directions

i.e., azimuth and elevation polarizations, per element position. Although the dual-polarized

feature complicates mathematical analysis in comparison to the other two configurations, it

is widely used in industry and business [20, 21]. This is because the DP-UPA design fits

industrial requirements, such as a smaller product square without significantly degrading

performance and a double multiplexing capability [21].

Distributed Massive MIMO

Recently, the distributed massive MIMO has attracted many researchers’ attention and been

adopted in many areas. For example, when the users are Internet of things (IoT) devices,

distributed massive MIMO can be used for IoT applications; more precisely, distributed
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massive MIMO provides better diversity freedom and antenna deployment flexibility than

centralized massive MIMO [22–25].

A distributed massive MIMO system as shown in Fig. 1.3(b) is comprised of a vast num-

ber of distributed access points (APs) or remote radio heads (RRHs) which simultaneously

serve a much smaller number of users over the same time/frequency resources. Generally,

the RRH learns the uplink channel state information through the pilot signals transmitted

by the users under TDD operation [26]. The motivation of such distributed massive MIMO

is two-fold. Firstly, distributed wireless access networks promise potentially higher coverage

by exploiting diversity against shadow fading. Secondly, emerging applications such as the

IoT encourage smart devices with distributed locations to be potential RRHs, so that a

distributed antenna deployment sounds more promising for ubiquitous communications in

the future.

Due to the large number of RRH, the distributed massive MIMO possesses several

advantages, such as higher multiplexing gain, higher spectral efficiency. Because of the

distributed RRH position, on the one hand, the distributed massive MIMO can enhance

the coverage area [19] compared with the centralized one. On the other hand, arbitrary

RRH locations results in a significant increase in cost for the backhaul component.

1.3 Research Motivations

Both centralized and distributed massive MIMO can significantly enhance energy and

spectral efficiency by equipping with massive antennas or RRHs.

For the centralized massive MIMO, due to the collocation of a large number of antenna

elements, the channels of massive MIMO exhibit high spatial correlation, provided the

limited number of scatters around the antenna array. By exploiting the benefit of spatial

correlation in massive MIMO, many works use the low-rankness assumption [10, 15, 27].

Such an assumption has been shown very useful and led to several tractable theoretical

analyses. The obtained insights from the theoretical analysis have guided the practical

system design in the past years, although the validation of such assumption is still under

debate for sub-6GHz frequency bands. This channel sparsity property is very useful for

many challenges in centralized massive MIMO, e.g. pilot decontamination in TDD scenario,

downlink channel reconstruction in FDD scenario that are the main content of Chapter 3

and Chapter 4 of this thesis. For the distributed massive MIMO, this sparsity structure

probably comes from the physically geometric distribution of RRHs.
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It is worth noting that most of the approaches rely highly on the channel sparsity

in the angular/beam domain, and require hundreds of antennas in the single dimension

to promote channel sparsity. Unfortunately, when it comes to UPA in practical systems,

channel sparsity may not be taken as granted, because each row or column may only have

a limited number of antenna elements.

The question then arises as to what if channel sparsity does not hold clearly. Can

the benefit of channel sparsity be obtained artificially? The answer is yes. Very recently,

a novel concept of active channel sparsification (ACS) has been proposed in [28] for

FDD massive MIMO with ULA, in order to reduce the feedback overhead with negligible

system performance degradation. In contrast to conventional wisdom, ACS does not rely

on the assumption of channel sparsity, and it constructs a partially connected graph of

communication system artificially. By taking advantage of combinatorial optimization tools,

such graph problem can be solved by mixed integer linear program (MILP) in an effective

way. Thus, ACS can adapt to any level of possible channel sparsity (if any) through active

sparsification.

However, could the ACS algorithm be employed only to solve the problem of downlink

precoder design in ULA configuration? How is the bipartite graph representation when

the antenna structure of the BS changes from ULA to others? To address and study

the preceding questions, this thesis generalizes the ACS algorithm as a general concept.

Moreover, it provides an idea that the communication problem with the combinatorial

structure can refer to the ACS concept combining the combinatorial optimization into

communication problems.

1.4 Organization of the Thesis

As previously stated, the target of this thesis is to extend the ACS as a general concept and

apply it to various scenarios. The first attempt of the general ACS concept is implemented

in TDD configuration due to its different scenario from the first ACS work, and the typical

problem in TDD massive MIMO has been chosen. For the antenna array, Chpater 3

adopts the UPA antenna, which is more complex than the ULA antenna. Then, Chapter 4

adopts the DP-UPA antenna that matches the practical scenario, despite the absence of

research deriving the corresponding common basis. Furthermore, our proposed common

basis produces a conclusion that differs from the one used heuristically in DP-UPA antenna

massive MIMO system. Finally, the distributed massive MIMO is considered, which is also
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a research field of interest for many researchers, and the typical problem, pilot assignment,

is discussed in Chapter 5. Moreover, Chapter 2 introduces the preliminary and literature

review of three challenges, respectively. The rest of the thesis is organized as follows:

• Chapter 2 introduces three problems in massive MIMO: including pilot decontami-

nation in TDD massive MIMO scenario, downlink channel reconstruction in FDD

massive MIMO scenario and the pilot assignment problem for distributed massive

MIMO. Moreover, this chapter also briefly introduces the channel model of centralized

and distributed massive MIMO, preliminaries of ACS, and channel sparsity property.

• Chapter 3 is the first application of ACS in a single cell TDD massive MIMO system,

where the BS equipped with UPA antennas serves a number of single-antenna users.

This chapter considers the pilot contamination problem in an overloaded multi-user

system. To mitigate multiuser channel spatial correlation, this chapter adopts the

ACS strategy, and proposes a novel method for joint user and beam selection in the

angular domain. In this chapter, the problems of mean square error minimization

is reformulated for uplink channel estimation and sum rate maximization for uplink

data detection as two MILPs, by which the challenging joint user and beam selection

problem can be efficiently solved via off-the-shelf MILP solvers. The simulation results

demonstrate the effectiveness of the proposed active channel sparsification strategy

for the joint user and beam selection. The major content of this chapter is published

in TWC as Publication 1.

• Chapter 4 considers user selection and downlink precoding for an over-loaded single-

cell massive MIMO system in FDD mode, where the BS is equipped with a DP-UPA

and serves a large number of single-antenna users. This chapter aims to facilitate the

potential deployment of ACS in practical FDD massive MIMO systems, by extending

it from ULA to DP-UPA with explicit user selection and making the current ACS

implementation simplified. It firstly extends the original ACS using scalar-weight

bipartite graph representation to the matrix-weight counterpart. Building upon such

matrix-weight bipartite graph representation, a multi-dimensional active channel

sparsification (MD-ACS) method is proposed, which is a generalization of original

ACS formulation and is more suitable for DP-UPA antenna configurations. The

nonlinear integer program formulation of MD-ACS can be classified as a generalized

multi-assignment problem (GMAP), for which a simple yet efficient greedy algorithm
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is proposed to solve it. Simulation results demonstrate the performance improvement

of the proposed MD-ACS with greedy algorithm over the state-of-the-art methods

based on the QuaDRiGa channel models. The major content of this chapter is

published in TWC as Publication 2.

• Chapter 5 considers the pilot assignment problem in large-scale distributed MIMO

networks, where a large number of RRH antennas are randomly distributed in a

wide area, and jointly serve a relatively smaller number of users coherently. By

artificially imposing structures on the user-RRH connectivity, the network is modeled

as a partially-connected interference network, so that the pilot assignment problem

can be cast as a topological interference management (TIM) problem with multiple

groupcast messages. Building upon such connection, the topological pilot assignment

(TPA) problem is formulated in two different ways with respect to whether or not

the to-be-estimated channel connectivity pattern is known a priori. Consequently,

this problem can be formulated as a sequential maximum weight induced matching

problem that can be solved by either an MILP or a proposed greedy algorithm. The

major content of this chapter is published in TWC as Publication 3.

• Chapter 6 draws the conclusions of my research works and provides some thoughts

and prospect for future work.



Chapter 2

Centralized and Distributed

Massive MIMO

Equipped with a large number of antennas, the massive MIMO can serve tens of users

simultaneously to offer very high spectral and energy efficiencies. This chapter will introduce

three key challenges in centralized and distributed massive MIMO. At the beginning of

this chapter, the channel model of both centralized and distributed massive MIMO are

introduced.

Centralized Massive MIMO Channel Model

Basically, the channel model of centralized massive MIMO system varies with different

antenna configuration. This section introduces the simplest and most popular channel

model in massive MIMO research works with ULA antennas. For example, the ULA massive

MIMO serves a single antenna user has been shown in Fig. 2.1, and the channel vector can

be written as

scatter

scatter

Base station

Figure 2.1: A simple single cell massive MIMO model with ULA antenna equipped at the BS

11
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h “

ż

A
βpθqapθqdθ, (2.1)

where A “ rθmin, θmaxs is the angular spread (AS). The complex gain βpθq is assumed to

be independent and identically distributed (i.i.d.) across paths, with constant second-order

statistics, i.e., β fi Et|βpθq|2u, and apθq P CMˆ1 is the steering vector of ULA and can be

written as [10]

apθq “

»

—

—

—

—

—

–

1

e
2πd
λw

cospθq

...

e
2πdpM´1q

λw
cospθq

fi

ffi

ffi

ffi

ffi

ffi

fl

, (2.2)

where d is the antenna spacing of ULA, and λw is the wavelength. Once the antenna

configuration is changed from ULA to UPA/DP-UPA, the 2D channel becomes 3D that

consists of elevation angle information.

Distributed Massive MIMO Channel Model

Similar with the various channel model of centralized massive MIMO, distributed massive

MIMO channel model is influenced by a large number of settings, e.g., the network topology,

mmWave channel, etc. In this section, the general distributed massive MIMO channel

model will be introduced. This chapter considers a distributed massive MIMO system with

M RRHs serves K single-antenna users, where each RRH is equipped with a single antenna.

Then the channel coefficient gmk between RRH-m and user-k is modeled as follows [29,30]:

gmk “
a

βmkhmk, (2.3)

where βmk is the large-scale fading coefficient (e.g., path-loss) , and hmk is a small-scale

fading. Note that, the channel of distributed massive MIMO system is able to consider

the mmWave frequency as well. Note that here, the number of equipped antenna of each

user and RRH also could be multiple, but in this thesis, only the single antenna case is

considered. If the MIMO case between RRH and user is considered, the parameter hmk

becomes vector.
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2.1 Pilot Contamination in TDD Massive MIMO

One application of using the sparsity or low rankness property is the pilot decontamination

problem in TDD massive MIMO. In the overloaded multiuser setting, it is likely that due

to the higher users density, users’ channels are highly spatial-correlated with overlapping

spectrum in the angular domain. This overlapping imposes pilot contamination on the

uplink channel estimation phase and brings the multiuser interference during the uplink

data transmission phase. As such, the pilot contamination problem is one of the major

issues in TDD massive MIMO. Regarding the pilot decontamination, there are three types

of methods in the literature under the theme of pilot decontamination. They are pilot

assignment based on the channel sparsity of the angular domain [10–12], decontamination

in the power subspace [13], and methods joint angular and beam domain [14]. In particular,

reference [10] proposed a coordinated pilot assignment strategy, which assigns the same pilot

to users with non-overlapping multipath angle distribution. Reference [13] proposed a blind

pilot decontamination approach that separates the signal subspace from the interfering one

in the power domain by using singular value decomposition.

In this section, a simple massive MIMO model is utilize to illustrate the pilot decontam-

ination approaches.

2.1.1 Pilot Decontamination in the Angular Domain

We consider the TDD massive MIMO system, where the BS is equipped with an M ULA

antennas that serves multiple single-antenna users.

In this model, during the uplink training phase, the users send the pilot symbol to the

BS, and the received pilot signal at the BS at the t-th timeslot can be written as

yptq “ hiptqsptq `
ÿ

j‰i

hjptqsptq ` nptq, (2.4)

where hjptq P CMˆ1 is the channel vector of the j-th user, sptq is the t-th symbol of the

pilot sequence, and nptq „ NCp0, σ
2IM q is the additive white Gaussian noise (AWGN).

When the users i and j send the same pilot at the t-th timeslot, the pilot contamination

exists and leads to an inaccurate channel estimation.

Due to the finite multipath angle spread at the BS [31], the channel vector of the i-th
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user can be written as

hi “ R
1
2
i h̃i, (2.5)

where h̃i „ NCp0, IM q denotes a zero-mean complex Gaussian vector with covariance matrix

IM , and Ri P CMˆM is the corresponding covariance matrix of the i-th user’s channel.

Under the ULA massive MIMO system, the spatial property of channel of user i can be

exploited as a spatial spectrum by decomposing the covariance matrix using a DFT matrix,

and such spatial spectrum illustrates the channel property on the angular domain. Because

of the limited angular spread, [10] has proved that if the AOA intervals of users are strictly

non-overlapping, they can be divided clearly on the angular domain. As such, the pilot

contamination between users can be perfectly eliminated using minimum mean square error

(MMSE) channel estimation if M Ñ8.

Given the above theoretical results, a greedy search algorithm is proposed by [10]. The

BS tends to assign a given pilot to the user, whose spatial feature has most differences

with interfering users if they are assigned the same pilot. Consequently, the greedy search

algorithm minimizes the estimation error [10].

2.1.2 Pilot Decontamination in the Power Subspace

Another approach for pilot decontamination is proposed by reference [13]. This paper

considers a base station equipped with a ULA antenna serves multi antenna users. Here,

the received signal of all users Y is defined as

Y “ typ1q,yp2q, . . . ,ypT qu. (2.6)

Consider the singular value decomposition (SVD) of Y

Y “ UΣV , (2.7)

U P CMˆM is the unitary matrix, the diagonal elements of matrix Σ are the eigenvalues

of Y , and V P CTˆT . They split the matrix U into the signal space basis Us P CMˆMu

and the null space basis Un P CMˆpM´Muq, i.e. U “ rUs|Uns. Then, the received signal is

projected onto the signal subspace as

Ỹ “ U :sY . (2.8)
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𝑀 = 30 𝑀 = 100

𝑀 = 300

𝑀 = 30

𝑀 = 1000

Figure 2.2: The asymptotic eigenvalue distribution is compared to the empirical eigenvalue density
for 100 coherence time and Mu “ 10, [cited from [13], Fig. 1].

This reference proves that under the assumption Mu
M Ñ 0, where Mu denotes the number

of antennas of users, the subspace spanned by the interfering channel is orthogonal to

the desired signal subspace. As such, under the limit R
T Ñ8, the interfering channel can

be removed by this subspace projection. To clearly present this property, [13] plots the

eigenvalue density of the matrix Y Y :{M for varies proportion Mu
M as in Fig. 2.2.

Then reference [14] considered both power and angular domain and propose a pilot

decontamination method. However, both types of pilot decontamination methods exist

with strict assumptions. For the approach of the angular domain, they assume the channel

has low-rank, and the number of antenna tends to infinity; for the approach of power

domain, they consider the interfering channel comes from the neighbor cell. Indeed, the

low-rankness assumption of the massive MIMO channel for sub-6GHz still is disputed;

under the over-loaded cell situation, not only the user of neighbor cell but the inter-cell

users can impact the desired channel.

2.2 Downlink Channel Reconstruction in FDD Massive MIMO

From the mobile network operators’ standpoint, the current wireless systems mainly

operate in FDD mode as FDD systems show a much better performance in scenarios with

symmetric data traffic and delay-sensitive applications [21]. As such, a fast-growing number

of techniques have been proposed to make FDD as competitive as TDD systems, e.g., joint
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spatial division and multiplexing (JSDM) [15,16], compressive sensing (CS) [17,32], and

deep learning [32], etc.

One main issue of FDD massive MIMO is the acquisition of downlink channel state

information (CSI) at the BS, given the high-dimensional channel with hundreds of elements.

Compared with FDD operation, this issue is less severe in TDD operation because the

downlink CSI can be obtained from the uplink training, thanks to channel reciprocity.

However, such uplink-downlink channel reciprocity does not hold in general with significant

uplink/downlink frequency separation. The BSs have to probe the downlink channels via

pilot training and ask for channel information feedback from the users. The high-dimensional

channel vectors (due to a large number of antennas) incur prohibitively expensive feedback

overhead and therefore result in inevitable performance degradation provided by the limited

channel coherence time and bandwidth. Thus, downlink channel reconstruction has been

deemed one of the major issues in FDD massive MIMO systems. To address these issues, a

variety of downlink channel reconstruction methods have been proposed in the literature.

It has been observed that the high-dimensional channel vectors admit a sparse repre-

sentation in the angular/beam domain, such that they could be efficiently represented by

low-dimensional ones [15–17,33]. Among many others, three approaches are outlined here.

2.2.1 Compressive Sensing in Downlink Channel Reconstruction

Compressive sensing (CS) is an attractive approach that can recover a high-dimensional

signal using fewer samples by finding a unique solution to an underdetermined linear system

(i.e. the number of equations is smaller than that of unknown variables). The perfect signal

recovery is under two conditions: a) Sparsity, where a large number of values are zero

or small enough to be ignored; b) Incoherence of matrix used to sample signal and basis

matrix, in which the sample signal is sparse [34]. By exploiting the sparse representation

in the beam domain, the CS-inspired methods have been proposed (e.g., [17, 33, 35]) to

reconstruct the channel vectors at the BS using the compressed downlink pilot signals fed

back from users. In particular, it allows each user to obtain the compressive measurements

of the probing signals locally, and feed back to the BS, so that the BS can jointly recover

the channel vectors using CS techniques [17].

Reference [33] proposed a two-stage design that includes adaptive CSI acquisition and

pilot design according to the previous acquired CSI. Reference [17] extends existed CS-based

CSI estimation techniques to multi-user massive MIMO FDD systems by exploiting the
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hidden joint local and individual scatters [36]. Generally speaking, the CSI estimation

and feedback by CS has three steps: pilot training, compressed measurement and feedback

to the BS, and downlink CSI reconstruction. Consider the downlink training phase of

massive MIMO FDD operation system, the BS broadcasts training pilot symbol sequence

X P CT dˆM to users, and the received signal at the i-th user is given as

ydi “Xh
d
i ` n

d, (2.9)

where n P CT dˆ1 is the received normalized noise vector, T d !M is the pilot dimension.

‖X‖2F “ ρdT d, where ρd measures the training signal to noise ratio (SNR).

For incorporating the sparsity features of signal matrices in multiuser massive MIMO,

they adopted a joint sparsity model for which each user’s channel has two parts of supports:

individual and common supports. Based on this model, the BS first sends fewer training

symbols to users, followed by the feedback of the compressed measurement from the users to

the BS, and finally, the BS recovers the CSI from the compressed measurement by using the

compressive sensing algorithm called joint orthogonal matching pursuit (JOMP). By using

the virtual angular domain representation [37], the channel vector hdi can be expressed as

hdi “ V λ
d
i , (2.10)

where V P CMˆM is a unitary matrix to transmit the channel from time domain to the

angular domain, and λdi P CMˆ1 is the angular domain channel vector with certain sparsity.

This work assumes that common support exists in a user group, and each user in the

group may have different individual supports. Then, recover the estimated channel using

the supports at the BS side. The conventional CS-based approaches usually recover each

downlink CSI separately. At the same time, the JOMP algorithm makes the joint signal

reconstruction by combining all compressed measurements and also takes into account a

more general sparsity modeling with both common and individual supports.

Motivated by the framework of CS, dictionary learning has the similar property that only

fewer channel feedback will be required to recover the downlink channel vector, although

the basis vectors in the dictionary should be learned from training data in the pre-stage.

In particular, reference [17] uses a normalized square DFT matrix as the basis vectors for

the ULA antenna. Once the antenna array is changed from ULA to UPA/DP-UPA, the

common basis structure becomes a challenge. Reference [35] adopts the dictionary learning
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approach to obtain the dictionary matrix before downlink training without any predefined

structure limitation such as antenna array geometry.

Although effective to some extent, these CS-based techniques rely highly on the knowl-

edge of channel vector sparsity order (i.e., the number of significant elements) and probably

fail to reconstruct downlink channels reliably when the devoted pilot dimension is less than

the sparsity order.

2.2.2 Deep Learning in Downlink Channel Reconstruction

In addition to those model-based approaches, there is a new trend of using deep learning

to predict downlink channel from the observations of uplink training [32, 38–42]. The

basic idea is to build mapping from uplink channel vectors to downlink ones by using an

over-parameterized deep neural network. In principle, the deep neural networks with a

sufficiently large number of parameters can approximate any complicated functions as long

as the training dataset is large enough. Furthermore, rather than relying on the channel

sparsity assumption, this approach takes advantage of the reciprocal properties of impinging

waves at the user that are generated through different scatterers. This method uses different

types of uplink CSI from simulated, standardized and measured channels to train such a

neural network. For the neural network architecture, they use multiple one-dimensional

convolutional layers with different kernel sizes, which is similar to the established models in

computer vision like the very deep convolutional network VGG [43].

Similarly, reference [32] also adopts a neural network with the convolution layers.

However, instead of a deep convolutional neural network (CNN) network like VGG, the

authors propose a new network architecture nicknamed CsiNET, which includes two separate

encoder and decoder networks, and each of them consists of both convolution and fully

connected layers. Note that the sparse inputs in both references [32,34] are transformed

from uplink CSI in the angular delay domain via 2D discrete Fourier transform. Moreover,

reference [34] improves the process after decoding by adding three extra long-short term

memory (LSTM) networks.

Remarkably, such a deep learning-based approach can estimate downlink CSI without

the need of specifying antenna array geometry or polarization that depends on the array

structure and scatters’ locations, whose connection is hard to describe in analytical models.

Theoretically, deep learning can solve this problem perfectly with an effective learning

process, provided a fixed range of frequency and scatter surrounding. However, there are
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still many challenges for the design of a proper and efficient neural network. For example,

the choices of the filter size, stride, and depth of the neural network are still unclear. In

addition, the accuracy of estimated CSI relies highly on the number and quality of training

samples, such that how to generate the training data sets is still a challenging task.

2.2.3 Second-Order Statistic in Downlink Channel Reconstruction

Recently, channel reconstruction by exploiting the second-order statistics has attracted more

and more attention [44–47]. Unlike the CS-inspired methods, these approaches leverage the

angular domain reciprocity to reconstruct downlink channel covariance matrices from the

uplink training. This technique relies on the critical assumption of the reciprocity of the

angular scattering function (ASF) – it assumes that the ASF is frequency-invariant over both

uplink and downlink frequency bands [46]. The uplink/downlink angular domain reciprocity

is built because the underlying angular distribution of channel vectors results in almost

frequency-invariant supports in the angular domain. Such channel support information can

be characterized by an ASF, which models the power spread density in the AoA domain

that depends only on the propagation environment. A recent attempt to exploit the ASF

reciprocity is in [44], in which a simple basis transformation is applied to obtain downlink

covariance matrices from the observed uplink ones at the BS. Firstly, the transmission

starts from an uplink preamble phase to obtain the AS information, used for initial user

grouping and scheduling. Then, the approach estimates the ASF and the instantaneous

channel estimation and updates users’ angle information, in which the ASF is used to

reconstruct the downlink channel covariance matrices in the last channel reconstruction

phase. Nevertheless, it turns out that this simple transformation is not very accurate

because the same uplink covariance matrix may correspond to distinct downlink ones.

Note that for the ULA antenna, the covariance matrix is a Hermitian positive semi-

definite Toeplitz matrix. Thanks to this property, the covariance matrix can be represented

by an ASF function with the normalized matrix, by which the downlink covariance matrix

can be estimated from that of uplink. Reference [45] estimates the ASF by applying a

projection method. Two algorithms have been proposed. The first one comes from a

solution of a linear system in Hilbert space, and it will be used to estimate the uplink

covariance matrix Ru. The vectorization of uplink and downlink are ru “ Guα and

rd “ Qdα respectively, where each element of G corresponds to the inner products of

steering vector of uplink, and the element of Q comes from the inner product of those in
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both uplink and downlink in Hilbert space. The second algorithm comes from extrapolated

alternating projection method (EAPM), which is a fast iterative method given by [48].

Reference [49] extends the estimation of ASF and covariance matrix from ULA to DP-UPA

that is specified in the 3GPP standard. A similar projection method was adopted as the

ULA in reference [45]. In particular, the main difference is the extension of the steering

vector from single in ULA to two angles (i.e., vertical and horizontal) in DP-UPA and UPA.

A detailed introduction of DP-UPA can be found in reference [20]. This technique has two

advantages. Firstly, it has lower computational complexity than CS-based approaches (such

as dictionary learning) since the essential functions (such as ASF) are only required to be

computed or measured once. Secondly, it does not need the training stage and even the

users do not have to estimate the compressive measurement that is required for compressive

sensing (excluding reference [44], in which a long training stage is needed for user grouping,

and estimating position information).

As the channel angular support (i.e., non-zero elements) information is contained in the

covariance matrix, its acquisition can be made by estimating downlink covariance matrices

from the uplink ones, followed by the angular supports extraction. The channel support

information of all users establishes a beam-user association (a bipartite graph can model

that), in which the support of a user’s channel vector indicates the corresponding beams

that can be utilized to serve this user. Such a beam-user association can be exploited

for the intelligent beam-user assignment leading to artificially sparsified users’ channels.

This approach is referred to as ACS, which will finally help reduce the pilot dimension for

downlink probing while allowing for simultaneous multiple-access of a large number of users

using spatial multiplexing.

In particular, a novel approach has been proposed in [28] to reduce the pilot dimension of

downlink training through ACS while preserving a large number of users that can be served

simultaneously using spatial multiplexing. A small pilot dimension yields the reduction of

both downlink training and uplink feedback overhead. The proposed approach consists of

two major steps.

The first step is to acquire the downlink channel support information. One option is

to estimate downlink channel covariance matrices from uplink covariance estimation via

uplink/downlink angular domain reciprocity and then extract channel support information

from the downlink covariance matrices [28]. Given the general uplink channel vector of the
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i-th user hi, the channel covariance matrix can be given as

Rulpfq “ Erhipt, fqhipt, fqHs “
ż θmax

θmin

γipθqaipθ, fqaipθ, fq
H, (2.11)

where aipθ, fq is the steering vector that varies with the antenna array, rθmin, θmaxs is the

AS of the i-th user, and γpθq is a continuous function, the channel ASF, modeling the

power received from scatters located at the i-th user’s angular interval. When projecting

the function γpθq onto a high-dimensioned space, the discrete approximation of ASF can be

obtained that is sustainable for both uplink and downlink channels. A non-negative least

squares (NNLS) convex optimization problem [46] can solve this discrete estimated ASF

γ˚ “ arg min }Gγ ´ r̂ul}, (2.12)

where γ˚ P CGˆ1 is the approximated discrete ASF, G "M is the projection dimension,

G P CMˆG is a matrix whose the i-th column is given by a normalized steering vector,

Gi “
1?
M
apθi, fulq, θi “ sin´1

´

p´1` 2pi´1q
G q sinpθmaxq

¯

. Indeed, the projection matrix G

consists of the extrapolated steering vector in the angular interval pθmin, θmaxq from M

to G dimensions. In particular, this approach estimates the channel ASF of each user

from uplink pilots, followed by the “extrapolation” of the covariance matrix from uplink

to downlink. Thus, this approach yields more accurate estimates of downlink covariance

matrices without involving any additional training overhead.

The second step is to effectively and artificially reduce each user’s efficient channel

dimension, such that a single common downlink pilot of an assigned dimension is sufficient

to estimate a large number of users’ channels. Since all users’ channel angular support

information are acquired during uplink training, the BS can design a precoder matrix

depending on the resource budget devoted to channel training. To design the precoder

matrix, the authors of [28] first transfer the support information to a partially connected

bipartite graph as Fig. 2.3, and then find the solution of a maximize matching problem,

see (2.13), that an MILP could solve.

max |MpA1,K1q| (2.13a)

s.t.degpkq ď T, @k P K1 (2.13b)
ÿ

wa,k ě P0. (2.13c)



22 Han Yu

𝑎3 𝑎4 𝑎7𝑎6𝑎1 𝑎2 𝑎8𝑎5

𝑢2𝑢1 𝑢3 𝑢4

𝑤1,1

𝑤1,2

𝑤1,4
𝑤4,8

𝑤4,7𝑤2.3
𝑤3,7

Figure 2.3: An example of a bipartite graph with 8 beams and 4 users, where each user connects a
few angular beams.

Owing to the user and beam status known from the above optimization problem, the

precoder can be designed. Then the effective channel of the i-th activated user will be

derived. To this end, such effective channel could be used to generate the zero-forcing

precoder. In doing so, the sparsity order of the downlink channels can be controlled

and therefore obtain a flexible channel estimation. This ACS concept is first proposed

in reference [28]. We can build the sparsity structure artificially when the sparsity of

the channel vector cannot be ensured or straightforward applied. However, the ACS of

reference [28] has many disadvantages. Firstly, this reference only considers the beam

side and ignore explicit user selection. Secondly, this reference formulate the precoder

design as a MILP problem that is solved by MATLAB function with high computational

complexity. Moreover, only multiplexing gain is considered not finite SNR in this reference.

Nevertheless, this concept ACS will be extent into more general scenarios such as, UPA

and DP-UPA, distributed massive MIMO, and consider comprehensive constraints, low

complexity algorithm of the optimization problem in our major chapters.

2.3 Pilot Assignment Problem in Distributed Massive MIMO

Most recently, various distributed network architectures for massive MIMO have been

proposed with different focuses. For instance, distributed massive MIMO [26,50] promotes

the “cell-free” concept in which every user will be jointly served by all RRHs so that

no handover will incur when the user moves because it is always within the single huge

cell. A central processing unit is enabled to coordinate information exchange and jointly

compute system parameters (e.g., pilot assignment, power control). Such a “cell-free”
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concept has attracted a lot of attention recently, including the considerations of spectral

and energy efficiency [51,52], precoding and power optimization [53,54], limited-capacity

fronthaul [55], user-centric approaches [56], the mmWave scenario [57], among many others

(see a comprehensive survey [29] and references therein). Moreover, the “fog” massive

MIMO proposed in [58] is dedicated to a seamless and implicit user association architecture

in which the users are assigned to certain RRHs with large-scale antenna array in an

autonomous manner by a novel coded “on-the-fly” pilot contamination control mechanism,

leading to autonomous handover as user moves and thus establishing a cell-transparent

network. Notably, pilot contamination is much severer in both cell-free and fog architectures,

where there is no clear cell boundary any longer. The uplink pilot assignment to the UEs is

done once for all and not re-assigned even when the UEs move freely across the coverage

area. It is in sharp contrast to the cellular-based massive MIMO systems, where pilot

re-assignment is simply assumed at every handover in order to guarantee that intra-cell

users have mutually orthogonal uplink pilots [8]. Hence, pilot contamination due to non-

orthogonal pilots represents an important limiting factor that is handled by global pilot

optimization in the cell-free scheme [26] or with coding and “on-the-fly” contamination

control in the fog scheme [58].

To address the pilot contamination issue, a number of works have concentrated on

low-complexity pilot assignment algorithms in the distributed massive MIMO setting.

2.3.1 Greedy Algorithm

In particular, a greedy pilot assignment method was proposed in [26] to gradually refine

the random assignment in order to gain improved throughput performance.

A distributed massive MIMO system model is considered with M APs and K users as in

Fig. 1.3(b) of Chapter 1.2.2, and this chapter assumes Tc orthogonal pilot sequences serve

K ą Tc users. If Tc ě K, K orthogonal pilot sequences are assigned to the K users. The

simple baseline of the pilot assignment strategy is random assign Tc pilot sequences to K

users [59]. Such a random pilot assignment method can alternatively be achieved by letting

each user choose an arbitrary unit-norm vector. However, this strategy does not work well

due to the non-mitigated pilot contamination between users. The reference [26] proposed a

simple greedy algorithm to assign pilot sequences to users effectively. They assume there are

S “ ts1, . . . , sTcu pilot sequences and the proposed simple greedy algorithm of reference [26]

is shown as four steps:
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• step 1: Select K pilot sequences s1, . . . , sK randomly and assign them to users.

Initialize the iteration number as n “ 1. Note that the assigned pilot sequences are

randomly selected from the set S so that some neighborly users might be assigned

with the same pilot sequence.

• step 2: Calculate the downlink rate of all users and find the user k˚ with the lowest

rate.

• step 3: Substitute the pilot sequence of user k˚ by choosing sk˚ from S which

minimizes

min
M
ÿ

m“1

K
ÿ

k1‰k˚

|sHk˚sk1 |
2. (2.14)

• step 4: Set n :“ n` 1. Repeat step 2 and 3 until n ą N .

2.3.2 Clustering Algorithm

Another pilot assignment method in distributed massive MIMO is the clustering/grouping

algorithm. The clustering algorithm assigns data points that are similar to each other

into a number of clusters. As one of the most popular clustering algorithms, k-means has

been adopted in several fields of wireless communication theory, such as user grouping

problems in FDD massive MIMO systems. Authors of [60, 61] adopt such idea in the

distributed massive MIMO pilot assignment problem as geography-based k-means (GB-KM)

and interference-based k-means (IB-KM).

The reference [61] proposes a policy that creates the pilot reused scheme to maximize

the minimum distance among copilot users. They assign the K users into Tc disjoint subsets,

in which each subset includes K{Tc users. Such an algorithm operates similarly to the

k-means clustering algorithm. Firstly, select random points as initial centroids, and each

point is assigned to its nearest centroid. Then, update the centroid position by averaging

over the points belonging to the respective clusters. The points are reassigned, and then

repeat the former step until the cluster is sustainable. Once the clustering has taken place,

the users that are closest to the centroids are identified to form the subset. The users in

the subset are assigned Tc pilots, respectively.

The clustering algorithm idea is adopted in reference [60] to assign the pilot based

channel information instead of the distances between all users and RRHs (or APs). This
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work proposes an RRH selection algorithm before making the pilot assignment decision so

that each RRH at most serves Tc users. According to the large-scale fading coefficients,

each user chooses the RRH with the largest coefficients. Once the number of served users

of the selected RRH exceeds the pilot dimension Tc, the competition occurs. The strategy

of such competition is that the RRH prefers choosy the user with the stronger channel, and

the weakest user cannot connect with the RRH. If all RRHs reject a user, the last rejected

one has to serve this user. Based on the above RRH selection algorithm, authors of [60]

proposed two pilot assignment algorithms. One is IB-KM based on k-means algorithm, and

the other one is the user grouping algorithm. The brief description of the two algorithms is

shown in the next paragraph.

The IB-KM performs the k-means algorithm with K
Tc

clusters using user and random

points at the first step. Then each user selects the nearest RRH as its centroid. A similar

competition with the RRH selection occurs if the cluster includes more than Tc users, and

the strategy of RRH selection can be achieved in this IB-KM algorithm as well. Such

k-means type pilot assignment can suppress the interference generated by pilot-sharing

users, and it is named as IB-KM pilot assignment scheme. The user grouping method, is

proposed by [60]. The authors claim that an interference matrix can obtain the interference

relationship between users, and if there is no interference among two users, they can be

clustered as a group. In addition, a threshold is introduced to control the pilot dimension

in this paper.

Moreover, joint RRH selection and pilot assignment was considered in [30] to make

the network more scalable. A dynamic pilot reuse scheme was proposed in [62] by using

user-centric clustering methods. By modeling the conflict of pilot assignment between users

as an interference graph, graph coloring based methods (e.g., [63–65]) were proposed for pilot

assignment. Further, a graph coloring based pilot assignment algorithm was proposed in [65]

with interference minimization. Pilot assignment can also be formulated as a graph matching

problem [66], which can be solved efficiently by the Hungarian algorithm. Furthermore, a

heap-based algorithm has been adopted in [67] to reduce pilot contamination and enhance

spectral efficiency, and a tabu search method in [68] to exploit local neighborhood search.

Although promising, these approaches either rely on sum rate evaluation during the

pilot assignment process or heuristics without theoretical guarantees. In the former, rate

calculation also involves power allocation and channel estimation related to pilot assignment.

This is a “chicken-and-egg” problem. Although some heuristics work well in small-scale

networks, they are not provably scalable for large-scale ones. As the pilot assignment
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problem has a combinatorial nature, it is, in general, NP-hard and challenging to find a

provably scalable solution. In this regard, a natural question then arises as to how develop

a principled way for pilot assignment by using only the long-term channel information.

2.4 Exploiting Channel Sparsity

The above introduced approaches implemented on the angular domain rely on the channel

sparsity property that can be exploited when transferring the users’ channel into the angular

domain. This section will introduce the methods and the theory of exploiting channel

sparsity property in a massive MIMO system.

2.4.1 Channel Sparsity

Channel Sparsity in Centralized Massive MIMO

In centralized massive MIMO, the crucial point of exploiting the channel sparsity is to

transfer the user’s channel onto the angular domain. The typical method obtained from the

channel spectral spectrum is the common basis decomposition of channel vector/covariance.

Similar to the SVD, the common basis decomposition method projects the channel onto

a common space. By contrast, this common basis is not a specific space for one user but

all users’ channels. Usually, for ULA massive MIMO system, the columns of DFT matrix

are used for common bases. To make the common basis decomposition more clearly, the

analysis is started from the channel structure. As mentioned in Chapter 2.1.1, given the

channel vector h in (2.1), the ULA covariance matrix R “ EthhHu can be written as

R “ E
"
ż

A
βpθqβ˚pθ1qapθqaHpθ1qdθdθ1

*

“ β

ż

A
apθqaHpθqdθ, (2.15)

due to the fact that βpθq is i.i.d. across paths, i.e.,

Etβpθqβ˚pθ1qu “

#

β, θ “ θ1

0, otherwise
. (2.16)
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𝑎 Toeplitz matrix 𝑻𝒏 𝑏 Block Toeplitz matrix 𝑩𝒏

Figure 2.4: The structures of paq a Toeplitz matrix Tn and pbq a block Toeplitz matrix Bn, where
Tmpm P r´n` 1, n´ 1sq is a matrix. When Tm is a Toeplitz matrix, Bn becomes a doubly Toeplitz
matrix.

By plugging equation (2.2) into (2.15), the covariance matrix appears Toeplitz structure as
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(2.17)

Toeplitz Matrix Theory

Before proceeding further, the definitions are introduced related to Toeplitz matrix [69]

and its extension to block Toeplitz matrix [70] and doubly Toeplitz matrix [71,72]. Given a

sequence of scalars tt´n`1, . . . , t´1, t0, t1 . . . , tn´1u, an nˆ n matrix Tn is a Toeplitz matrix

if rTnsi,j “ ti´j for all i, j P rns, see Fig. 2.4(a). Similarly, given a sequence of M1 ˆM2

matrices tT´n`1, . . . ,T´1,T0,T1 . . . ,Tn´1u , an nM1 ˆ nM2 matrix Bn is a block Toeplitz

matrix if the pi, jq-th M1 ˆM2 submatrix rBnsi,j “ Ti´j for all i, j P rns, see Fig. 2.4(b).

In particular, if Tm is an N ˆN Toeplitz matrix for all ´n` 1 ď m ď n´ 1, then Bn is

an nN ˆ nN doubly Toeplitz matrix, also known as Toeplitz-block-Toeplitz (TBT) matrix

(i.e., block Toeplitz matrix with Toeplitz blocks). Further, if Tm is an NM1 ˆNM2 block

Toeplitz matrix for all ´n` 1 ď m ď n´ 1, then Bn becomes an nNM1 ˆ nNM2 doubly

block Toeplitz matrix. It can be viewed as a Toeplitz matrix with each element being block
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Toeplitz matrices, or a doubly Toeplitz matrix with each element being a general matrix.

Throughout this thesis, consider Hermitian matrix, that is t´i “ t˚i for Toeplitz matrix and

T´i “ T
H
i for block Toeplitz matrix.

The circulant, block circulant, doubly circulant, doubly block circulant matrices can be

similarly defined as their Toeplitz counterparts, where the only difference is the circular

operation using the modulo operator mod, i.e., for the scalar sequence rCnsi,j “ cpi´jq mod n

for all i, j P rns and for the matrix sequence rBnsi,j “ Cpi´jq mod n for all i, j P rns.

Apparently, the (doubly block) circulant matrix is the special case of (doubly block)

Toeplitz matrix.

Given an n ˆ n circulant matrix Cn, it can be diagonalized by DFT matrix, i.e.,

Cn “ FnΛF
H
n with Λ being a diagonal matrix. Such diagonalization process also is the

reason why the ULA massive MIMO system channel can be transferred to angular domain

by DFT matrix. Such diagonalization can be extended to block, TBT, and doubly block

Toeplitz matrices as well. For an nN ˆ nN doubly circulant matrix, it can be diagonalized

by 2D-DFT matrix Fn b FN . For an nM1 ˆ nM2 block circulant matrix Bn, it can be

block-diagonalized by Bn “ pFn b IM1qΣpFn b IM2q
H where Σ is an nM1 ˆ nM2 block

diagonal matrix, with each block being an M1 ˆM2 matrix.

When n tends to infinity, each Toeplitz matrix can be associated with a generating

function, which is a continuous and periodic function [69–72]. For instance, the Hermitian

Toeplitz matrix Tn can be generated by a real function F : r´1{2, 1{2s ÞÑ R, i.e., F pωq “
ř8
k“´8 tke

2πkω. Similarly, the Hermitian block Toeplitz matrix Bn can be generated by

a matrix-valued real function F : r´1{2, 1{2s ÞÑ RM1ˆM2 , i.e., F pωq “
ř8
k1“´8

Tk1e
2πk1ω.

Further, for the Hermitian doubly block Toeplitz matrix, it can be generated by F :

r´1{2, 1{2s2 ÞÑ RM1ˆM2 , i.e.,

F pω1, ω2q “

8
ÿ

k1“´8

8
ÿ

k2“´8

Tk1,k2e
2πk1ω1e2πk2ω2 . (2.18)

The circulant counterparts share the same generating functions.

The above derivation demonstrates the mathematical theory decomposing the covariance

matrix using a common basis, as illustrated in Fig. 2.5(a). The left and right matrices in

this figure represent the common basis and its Hermitian, respectively, whereas the middle

matrix is a diagonal matrix including the coefficients in each dimension. It’s worth noting

that matrix decomposition has its insight in signal processing. To analyze the channel
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Figure 2.5: The angular normalized spectrum of massive MIMO system with 128 ULA antennas.

structure, the information in the time domain is projected into another region, referred to

as the angular/beam domain, as shown in Fig. 2.5(b). For instance, a DFT matrix of size

M spans the space of a M ULA antenna system. Because the DFT matrix contains angular

information in the range p0, 2πq, the projection space is referred to as the angular domain.

Due to the fact that each column of the DFT matrix can indicate the direction of the

virtual beam, this space is sometimes referred to as the virtual beam domain. As a result,

the x-axis in Fig. 2.5(b) represents the index of the virtual beam; the coefficient value

represents the normalized power; and the support, i.e., the non-zero index of the x-axis,

represents the angle information for the specific user. Obviously, from observing Fig. 2.5(b)

the channel under ULA scenario is sparse, which indicates that the partial CSI comprises

practically all information of this channel. The support interval in the angular domain

is related to the angular information, i.e., AOA and AOD, that has been demonstrated

by existed study works [10, 15]. Additionally, when the common basis decomposition is

transformed into the SVD decomposition of the specific user, the angular information is

stored in the specific unitary matrix, which is also the user’s power subspace.

Sparsity Property in Distributed Massive MIMO Network

As mentioned before, the centralized massive MIMO has a sparsity property, which is

useful to resolve the centralized massive MIMO challenges of both TDD and FDD scenarios.

Under the low rankness assumption, when the user’s channel is cast into the angular or

beam domain, its angular spectral density exhibits some sparsity property (e.g., [10, 15,27])
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Figure 2.6: The normalized βmk of distributed massive MIMO with 100 APs/RRHs.

– most spectral density values are close to zero – with massive antennas. Such a sparsity

property has been demonstrated to be very useful in both TDD and FDD systems.

As a matter of fact, the sparsity property also can be observed in distributed massive

MIMO due to the distance and obstacle from RRH to users. In distributed massive MIMO,

due to the user-RRH distributed configuration, the distributed massive MIMO is seen as a

fully connective network. However, owing to the random locations of RRH antennas, the

fact that power decays rapidly with distance, the existence of obstacles, and local shadowing

effects, specific the user-RRH links are unavoidably much weaker than others, which by

intuition makes these concerned RRHs not suitable to serve some users. The simulations

also confirm this in, e.g., [26,53], where only a small fraction of RRHs contribute most to a

user while the contribution of the rest is negligible. Here, the large scale fading coefficient

figure versus RRH’s index is plotted as in Fig. 2.6. The x-axis in this figure represents the

index of the AP, while the y-axis represents the normalized βmk between the user and the

relevant AP. It indicates that because the distance between the user and the AP is vary, the

channel of distributed massive MIMO is sparse. Thus, the channels of distributed massive

presents sparsity structure as well, so that the channel coefficients between some RRH and

the user with negligible contributions are not necessarily estimated, and one pilot sequence

can be allocated to more users as long as it does not cause severe pilot contamination.

As such, it suggests the use of a partially-connected bipartite graph to model, at least
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approximately, the network connectivity, i.e., which RRH antenna serves which user, to

artificially sparsify the network topology and channel estimation pattern so that the pilot

assignment can be done based on the sparsified the user-RRH connectivity.

2.4.2 Active Channel Sparsification

One question on exploiting channel sparsity is that under the sub-6GHz, the sparsity

property still is debated. Hence, reference [28] first proposed the ACS concept that exploits

the channel sparsity property artificially by imposing a structure on the common beam

space representations of users’ channels. For the sake of self-containedness, the main idea

of ACS proposed in [28] is briefly introduced, with the focus on ULA antenna geometry.

Channel Representation

Each user’s channel is represented as a weighted sum of a set of vectors chosen from

common bases. These common basis vectors are also referred as to virtual beams in the

angular/beam domain. Usually, for the ULA antenna setting, the columns of discrete

Fourier transform (DFT) matrix are adopted as common basis vectors. This is underpinned

by the fact that the channel covariance matrix of ULA antenna is a Toeplitz matrix, which

asymptotically approximates the circulant matrix that can be diagonalized by DFT matrix.

Such a representation ensures that all users are represented in the same vector space,

such that beam selection can be alternatively done by switching on/off the basis vectors. If

xm is used to denote the status of the beam-m, it can be written as

xm “

#

1, if beam-m is selected,

0, otherwise.
(2.19)

In a similar way, a binary variable yi can also be introduced to denote user selection, i.e.,

yi “

#

1, if user-i is selected,

0, otherwise.
(2.20)

Hence, after adopting the user and beam selection strategy, according to Karhunen-Loève

theorem, the estimate of the i-th user’s channel hi, can be asymptotically written as

ĥi «
M
ÿ

m“1

xmιi,m
?
wi,mfm, (2.21)
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Figure 2.7: The partially connected graph represented from system model and exhibits the connection
between beams and users.

if user-i is selected, i.e., yi “ 1, where fm is the m-th common basis vectors used for channel

representation, wi,m is the corresponding coefficient that can be estimated by downlink

training, and ιi,m is an i.i.d. complex Gaussian random variable, i.e., ιi,m „ NCp0, 1q, which

contributes to the randomness of the channel vector hi. Note that, the common basis of

ULA can be implied to other channels e.g., Ricean fading channels. This decomposition

only relies on the second-order statistics structure. Therefore, the DFT basis of ULA

configuration is valid in a wider sense as long as the covariance of ιi,m is a constant. Usually,

in the ULA setting, fm comes from the columns of the DFT matrix FM (e.g., [28,69]), and

in the Mx ˆMy ˆ 2 DP-UPA setting, fm is usually from the columns of the common basis

I2 b FMx b FMy (e.g., [73]).

Graph Representation

To describe the interaction between beam and user selection, a weighted bipartite graph

can be constructed, where beams are on one side and users are on the other side. A beam

and a user is connected if the beam contributes to channel representation of such user (see

Fig. 2.7). By such bipartite graph representation, the user-beam association is established

with respect to the weighted combinations of channel representation.

For the readers’ reference, some graph definitions are introduced. Consider an undirected

bipartite graph G “ pU ,V, Eq with two vertex sets U and V, and an edge set E . For any

u P U and v P V, e “ pu, vq P E if and only if u and v are connected with an edge

e. The neighborhood of a vertex v is the set of nodes u P U such that pu, vq P E , i.e.,

NGpvq fi tu P U : pu, vq P Eu. The degree of a vertex v is the number of nodes in the
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neighborhood of v, i.e., degGpvq fi |NGpvq| where |N | is the cardinality of the set N . The

adjacency matrix A of the bipartite graph G “ pU ,V, Eq is a binary matrix, where Ai,j “ 1

if pi, jq P E and 0 otherwise. The bipartite matching of the bipartite graph G “ pU ,V, Eq is

a subset of edges MG Ă E such that there are not edges in MG sharing the same vertex.

More detailed graph definitions can be referred to [74].

Beam/User Selection

The aim of beam/user selection is to switch on/off beams and users to avoid beam overlapping

among selected users, in order to achieve the maximum multiplexing gain (i.e., prelog of

the sum rate expression). The optimization problem was given in [28] as

pP1q : max |MG1 | (2.22a)

s.t. degG1puiq ď T, @ui P U 1 (2.22b)
ÿ

bmPNG1 puiq

wi,m ě P, @ui P U 1 (2.22c)

where |MG | is the maximum cardinality bipartite matching number of the selected subgraph

G1 “ pB1,U 1, E 1q, and the degree constraint (2.22b) guarantees that for each the selected user

ui P U 1 the number of beams to represent this user’s channel vector is no more than T , and

the power constraint (2.22c) is to ensure that for each selected user ui P U 1 the sum power

of representing beams is no less than P . The degree and power constraints ensure that each

selected user should have a sufficient number of (but not too many) representing beams

selected, so that those beams with little contribution to a user’s channel representation can

be switched off.

As usually there are much more beams than users, by intuition, the maximum cardinality

bipartite matching tends to select all users and only the users have severe conflicting

representing beams will be unselected. As such, there is only implicit user selection through

beam selection.

Casting as an MILP

By establishing the equivalence between the maximal multiplexing gain and the maximum

cardinality bipartite matching of the graph representation, the objective of ACS can be

solved by finding the solutions to an MILP [28] involving two sets of binary variables
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txmu
M
m“1 and tyiu

NU
i“1, and a set of continuous ones tzi,mu

NU ,M
i“1,m“1, i.e.,

pP 11q : max
xm,yi,zi,m

ÿ

bmPB

ÿ

uiPU
zi,m (2.23a)

s.t. zi,m ď rAsi,m, @bm P B, ui P U (2.23b)
ÿ

uiPU
zi,m ď xm, @bm P B (2.23c)

ÿ

bmPB
zi,m ď yi, ui P U (2.23d)

ÿ

bmPB
rAsi,mzi,m ď Tyi `Mp1´ yiq, @ui P U (2.23e)

Pyi ď
ÿ

bmPB
rW si,mxm, @ui P U (2.23f)

xm ď
ÿ

uiPU
rAsi,myi, @bm P B (2.23g)

xm, yi P t0, 1u @ui P U , bm P B (2.23h)

zi,m P r0, 1s @ui P U , bm P B (2.23i)

where the variable zi,m “ 1 indicates the m-th virtual beam is selected to represent the

i-th user’s channel, and zi,m “ 0 otherwise; the binary matrix A is the adjacency matrix of

graph G; and rW si,m “ wi,m indicates the contribution of the block beam m to the i-th

user’s channel representation. The constraints (2.23b), (2.23c) and (2.23d) are to guarantee

the edges zi,m “ 1 in the selected subgraph form a maximum cardinality matching. The

constraint (2.23e) guarantees that the number of connected beams of the selected user

i is no more than T , so that the sparsified channels can be stably estimated [28]. The

constraint (2.23f) presents that the sum weights of the selected beams of activated user

i cannot lower than P , so as to avoid selecting users with poor channels. The constraint

(2.23g) ensures that if the beam m is activated, there must be some corresponding users are

selected. It is worth noting that user selection and interference control are not explicitly

considered. Such an MILP formulation is an NP-Hard problem, and there is not known

polynomial-time algorithm to solve it efficiently. Using the branch-and-bound techniques,

e.g., the built-in “intlinprog” function in MATLAB, it is feasible for a small-size MILP to

find the solution tx˚mu
M
m“1, ty˚i u

NU
i“1 and tz˚i,mu

NU ,M
i“1,m“1 efficiently, where the selected beams

and users are indicated by tm : x˚m “ 1u and ti : y˚i “ 1u respectively.
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2.5 Summary

In this chapter, the channel models of centralized and distributed massive MIMO are first

introduced, respectively. Then some existing methods of three challenges in both types

of massive MIMO have been reviewed. Several approaches introduced in this chapter are

designed in the angular domain with the channel sparsity property. To transfer the channel

to the angular domain, the approaches of exploiting channel sparsity have been shown in

this chapter for both centralized and distributed massive MIMO. Moreover, to understand

the method of channel representation onto angular domain, the Toeplitz matrix theory

is briefly introduced in this chapter. In addition, the ACS concept used in the following

chapters is briefly introduced as a preliminary. However, most existing research works have

strong assumptions e.g., channel sparsity, infinite antenna, etc. Generally, they do not

consider the UPA and DP-UPA system model that is more practical than that of ULA.

Such challenges will figure out in the following three major chapters.

In the next chapter, the common basis analysis of UPA for transferring channels to the

angular/beam domain will be derived and analyzed. Then, Chapter 3 adapts and upgrades

the ACS concept in pilot decontamination problem of UPA system.



Chapter 3

Active Channel Sparsification for

Uplink Massive MIMO with

Uniform Planar Array

3.1 Introduction1

This chapter is the first application of the proposed generalized ACS concept. When a large

number of users are requesting service simultaneously, the users’ channel are overlapping

in the beam domain with high probability, resulting in severe pilot contamination during

uplink training and multiuser interference for transmission phase. By transferring the

channel to beam/angular domain, the TDD massive MIMO system can be represented as a

bipartite graph, allowing the ACS concept to be used to figure out the challenge in TDD

massive MIMO. To address the pilot contamination and interference issues, this chapter

employs the ACS concept by switching on/off beams and scheduling users to artificially

eliminate the overlapping among users in beam domain without degrading too much channel

estimation accuracy as well as uplink sum rate performance.

Compared with the existing pilot decontamination methods, e.g., [10, 13, 14, 83], the

proposed approach does not rely on the assumption of channel sparsity, and takes both

uplink channel estimation and data transmission into account. Moreover, this approach

1 c©[2021] IEEE. Reprinted, with permission, from [Han Yu, Li You, Wenjin Wang, Xinping Yi, Active
Channel Sparsification for Uplink Massive MIMO with Uniform Planar Array, IEEE Transactions on Wireless
Communications, 2021.04]
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improves the original formulation in [28] by considering both performance metrics in the

infinite SNR (i.e., multiplexing gain) and finite SNR (i.e., signal-to-interference-plus-noise

ratio) regimes, as well as explicit user selection. Specifically, contributions of this chapter

are three-fold.

• By analyzing the channel covariance matrix of UPA massive MIMO, which has a doubly

Toeplitz structure, the user’s channel in the angular/beam domain is approximately

represented by employing the two-dimensional DFT basis vectors as virtual beams.

As such, this chapter formally confirms in a principled way that if the representing

beams of different users are not overlapping, then the same pilot can be reused for

channel estimation of these users without pilot contamination. This agrees with the

well-known results for ULA massive MIMO.

• The ACS strategy is explicitly implemented by introducing a set of binary variables

for the selection of beams and users, by which this chapter constructs the effective

channel covariance matrices by projecting the original ones onto the subspace spanned

by the selected virtual beams. Such projected covariance matrices serve for channel

estimation and uplink receiver design. It will be shown effective by simulations with

respect to sum rate and channel estimation performance even in the non-asymptotic

regime with a finite number of antennas.

• By representing the beam-user association as a weighted bipartite graph, the joint

beam and user selection problem can be cast as a maximum cardinality bipartite

matching problem on the graph representation. By doing so, the mean squared error

(MSE) minimization and sum rate maximization problems are reformulated as two

MILPs, for which off-the-shelf solvers yield feasible solutions. To further mitigate the

limitations of parameter choosing, an alternating projection algorithm between two

MILPs is proposed.

Numerical results are also provided to demonstrate the effectiveness of our proposed

methods in both rectangular (16 ˆ 8) UPA and ULA (128 ˆ 1) antenna configurations.

Notably, our proposed uplink channel estimation and transmission methods with joint beam

and user selection have superior sum rate and MSE performance than the vanilla MMSE

scheme without user/beam selection as well as the classical baselines with user grouping.

The rest of this chapter is organized as follows. In Section 3.2, the massive MIMO

system model with uplink channel training and data transmission is presented, followed by
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Figure 3.1: A single-cell multi-user massive MIMO network with UPA antennas equipped at the
base station that serves a number of single-antenna users.

asymptotic analysis on the channel covariance matrix and the ACS framework in Section

3.3. In Section 3.4 a joint beam and user selection approach based on a weighted bipartite

graph representation is proposed. The simulation results and the conclusion are presented

in Sections 3.5 and 3.6, respectively.

Notation:

An nˆ n matrix X has a Toeplitz structure if and only if rXsi,j “ rXsi`1,j`1 for any

i P rns and j P rns. An mnˆmn matrix X is a doubly Toeplitz matrix, if X has a Toeplitz

structure with mˆm blocks and each block also has a Toeplitz structure with size nˆ n,

i.e., rrXsi,jsp,q “ rrXsi`1,j`1sp`1,q`1 for i, j P rms and p, q P rns.

3.2 System Model

3.2.1 Channel Model

In this chapter, a single-cell uplink massive MIMO system is considered, (see Fig. 3.1)

where the base station equips with an Mx ˆMy UPA antenna serving NU single-antenna

users. Let M “Mx ˆMy be the total number of antenna elements. Through the multiple

scatters, the AOA interval of azimuth and elevation are determined as A and B, and the

uplink channel vector of the i-th user can be given by [27], [28]

h “

ż

B

ż

A
βpθ, φqapθ, φqdθdφ, (3.1)

where A “ rθmin, θmaxs, B “ rφmin, φmaxs and |A| “ 2δθ and |B| “ 2δφ. Note that δθ and
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δφ are the angular spread (AS) of azimuth and elevation, respectively. The complex gain

βpθ, φq is assumed to be independent and identically distributed (i.i.d.) across paths, with

constant second-order statistics, i.e., β fi Et|βpθ, φq|2u, and apθ, φq P CMˆ1 is the steering

vector of UPA and can be written as [20], [84], [85]

apθ, φq “ aypθ, φq b axpθ, φq “

»

—

—

—

—

—

–

1

e
2πdy
λw

sinpφq sinpθq

...

e
2πdypMy´1q

λw
sinpφq sinpθq

fi

ffi

ffi

ffi

ffi

ffi

fl

b

»

—

—

—

—

—

–

1

e
2πdx
λw

sinpφq cospθq

...

e
2πdxpMx´1q

λw
sinpφq cospθq

fi

ffi

ffi

ffi

ffi

ffi

fl

,

(3.2)

where dx and dy are antenna spacing of column and row arrays, respectively, and λw is the

wavelength.

Each coherence block in a TDD massive MIMO scenario consists of two phases: training

and data transmission phase. During the uplink training phase, the base station estimates the

instantaneous channel using the method that was developed. Take note that the estimated

channel information may include only the partial channel information for activated users,

and these estimated channels are used to generalized the precoder (e.g., ZF). Consequently,

the algorithm provided in this chapter gives a method for user and beam selection.

3.2.2 Uplink Channel Estimation

During the uplink training phase, the received pilot signal at the base station is expressed

as

Y “ his
T
i `

ÿ

j‰i

hjs
T
j `N , (3.3)

where si is the pilot sequence assigned to user i with si “ rsi1, si2, ¨ ¨ ¨ , siτ s
T. The pilot

sequences are assumed orthogonal, i.e., sHi sj “ τ if si “ sj and 0 otherwise, where τ is the

length of pilot sequences. N P CMˆτ is AWGN at the antennas across pilot dimensions,

where each element is i.i.d. Gaussian with zero mean and variance σ2. The uplink channel

hi P CMˆ1 „ NCp0,Riq of user i is given in a similar form in (3.1) where Ri “ EthihH
i u is

the channel covariance matrix.

For clarity, only the interference caused by the users with the same pilot sequence
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is taken into account, while the interference from the users assigned with different pilot

sequences can be easily mitigated by multiplying the pilot sequence. Thus, let all users of

interest send the same pilot signal si “ s for all i. Before proceeding further, the MMSE

channel estimation is recalled . Let S “ sb IM with SHS “ τIM . By vectorization [10],

the received pilot signal in (3.3) is represented as y “ S
řNU
i“1 hi ` n, where y “ vecpY q

and n “ vecpNq. Hence, the linear MMSE estimator for a desired channel hi can be given

by

ĥMMSE
i “ Ri

˜

σ2IM ` τ
NU
ÿ

i“1

Ri

¸´1

SHy. (3.4)

3.2.3 Uplink Data Transmission

During the uplink data transmission phase, the received signal at the BS can be written as

gd “
NU
ÿ

i“1

hid
d
i ` n

d, (3.5)

where xdi is the transmitted signal from the i-th user, gd P CMˆ1 is the overall received

signal at the base station, and each element of nd P CMˆ1 is the i.i.d. Gaussian noise.

In this phase, linear receive combiners wi P CMˆ1 are designed based on the estimated

channels in the training phase to recover the transmitted signal ddi , that is, d̂di “ w
H
i g

d.

Due to the overlapping of channel spectrum in the angular domain, the overloaded mul-

tiuser system incurs potential pilot contamination and interference-limited data transmission.

A natural way is to select a subset of users to access the channel resource simultaneously.

In view of the fact that users’ channels in the beam domain have some nice properties

(e.g., sparsity), the user selection is performed in the beam domain, taking possible beam

selection into account. The goal of this chapter is to design proper uplink channel estimators

and receiving combiners at the BS with joint beam and user selection, striking a balance

between pilot decontamination and data transmission. Before proceeding further, the

asymptotic behavior of the channel covariance matrix is analyzed, which will guide our

design of channel estimation and joint beam/user selection.
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3.3 Active Channel Sparsification and Asymptotic Analysis

For the asymptotic analysis of massive MIMO with UPA antennas, this section starts with

the following theorem, which has been widely-accepted in the literature yet not formally

proved.

Theorem 1. For the UPA massive MIMO, the channel covariance matrix R “ EthhHu

has a Hermitian doubly Toeplitz structure, so that it can be asymptotically diagonalized by

the 2D-DFT matrix, i.e.,

lim
Mx,MyÑ8

R “ pFMy b FMxqΛpFMy b FMxq
H (3.6)

“

My
ÿ

a“1

Mx
ÿ

b“1

χpωa, ζbqpfa b gbqpfa b gbq
H, (3.7)

where tfau
My

a“1 and tgbu
Mx
b“1 are columns of the DFT matrices, and Λ P CMˆM is a diagonal

matrix with the ppa´ 1qMy ` bq-th diagonal element being

χpωa, ζbq “
ÿ

µ

ÿ

ν

rµ,νe
2πpµωa`νζbq, (3.8)

for which pωa, ζbq “ p
a´1
2My

, b´1
2Mx

q and

rµ,ν “ β

ż

B

ż

A
e´

2π
λw
pdxν`dyµq sinφ sin θdθdφ, (3.9)

with µ P r´My,Mys, ν P r´Mx,Mxs, and β “ Et|βpθ, φq|2u.

Proof. See Appendix 3.7.1.

Remark 1. Theorem 1 guarantees that the covariance matrix of UPA massive MIMO

channel can be asymptotically represented by the linear combination of a set of common

basis vectors coming from 2D-DFT matrices. This is a generalized version of the covariance

matrix in ULA massive MIMO from Toeplitz to doubly Toeplitz. When Mx “ 1 or My “ 1,

Theorem 1 reduces to the ULA setting with the channel covariance matrix being Toeplitz

and the common basis vectors being from 1D DFT matrix, which agrees with that in [15].

In what follows, Theorem 1 will be shown useful for channel representation, which is
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the key enabler of joint user and beam selection in Section 3.4. As ULA is a special case of

UPA, we focus on UPA hereafter, and the ULA setting can be easily specified.

For m P rM s, denote by vm “ fa b gb with m “ pa´ 1qMy ` b, and F “ FMy b FMx .

By Karhunen-Loève transform, the channel vector can be asymptotically represented as

hi,8 “ FΛ
1
2
i hw “

M
ÿ

m“1

a

λi,mhmvm, (3.10)

where hm is the m-th entry of hw „ NCp0, Iq, and λi,m is the m-th diagonal element of Λi.

For brevity, let τ “ 1 and s “ 1. Thus, the MMSE channel estimate turns to be

ĥMMSE
i “ Ri

˜

σ2IM `
NU
ÿ

j“1

Rj

¸´1

y. (3.11)

According to Theorem 1, the estimated channel vector can be asymptotically written as

ĥMMSE
i “

˜˜

σ2IM `
NU
ÿ

j“1

Rj

¸

R´1
i

¸´1

y (3.12)

“

˜˜

M
ÿ

m“1

σ2vmv
H
m `

NU
ÿ

j“1

M
ÿ

m“1

λj,mvmv
H
m

¸

M
ÿ

m“1

λ´1
i,mvmv

H
m

¸´1

y (3.13)

“

˜˜

M
ÿ

m“1

σ2λ´1
i,mvmv

H
m `

NU
ÿ

j“1

M
ÿ

m“1

λj,mvmv
H
m ˆ

M
ÿ

m“1

λ´1
i,mvmv

H
m

¸¸´1

y. (3.14)

Because vector vm,m P rM s is orthogonal vector, i.e., vH
mvm “ 1,vH

mvk “ 0, k ‰ m, so that

the estimated channel vector can be derived as

ĥMMSE
i “

˜˜

M
ÿ

m“1

σ2λ´1
i,mvmv

H
m `

M
ÿ

m“1

NU
ÿ

j“1

λj,mλ
´1
i,mvmv

H
m

¸¸´1

y (3.15)

“

M
ÿ

m“1

λi,m
řNU
j“1 λj,m ` σ

2
vmv

H
my, (3.16)

with y “
ř

j hj ` n being the training phase signal when pilot s “ 1.

Theorem 2. Let Si “ tm : λi,m ą 0u be the support of beam representation of user i’s

channel. If Si X Sj “ H for all j ‰ i, then MSEi,8 “ 0 when SNR tends to infinity.
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Proof. From (3.16), the asymptotic MSE can be given by

MSEi,8 “ E
!

‖hi,8 ´ ĥMMSE
i,8 ‖2

)

(3.17)

“ tr

˜

M
ÿ

m“1

λi,m

˜

1´
λi,m

řNU
j“1 λj,m ` σ

2

¸

vmv
H
m

¸

(3.18)

“

M
ÿ

m“1

λi,m

˜

1´
λi,m

řNU
j“1 λj,m ` σ

2

¸

, (3.19)

where (3.18) is due to trpvmv
H
mq “ trpvH

mvmq “ 1.

In the high SNR regime, i.e., σ2 Ñ 0, MSEi,8 in (3.19) approaches

lim
σ2Ñ0

MSEi,8 “
M
ÿ

m“1

˜

λi,m ´
λ2
i,m

řNU
j“1 λj,m

¸

“

M
ÿ

m“1

˜

řNU
j“1 λi,mλj,m ´ λ

2
i,m

řNU
j“1 λj,m

¸

(3.20)

“

M
ÿ

m“1

˜

řNU
j‰i λi,mλj,m
řNU
j“1 λj,m

¸

“ 0, (3.21)

where the last equation is due to the fact that Si X Sj “ H implies λi,mλj,m “ 0 for any

m P rM s when i ‰ j. This proves Theorem 2.

Theorem 2 agrees with the existing results for ULA in [10,27] that, if users have non-

overlapping spectrum in the beam domain, they can be assigned with the same pilot without

causing pilot contamination. Inspired by this, one may image that if the overlapping beams

among users can be controlled by user and/or beam selection, pilot contamination can

be manually mitigated even if users have overlapping spectrum. This motivates the ACS

strategy.

3.3.1 Active Channel Sparsification

For user/beam selection, two sets of binary variables are introduced txmu
M
m“1 and tyiu

NU
i“1

as designing parameters to control the activity of beams and users, respectively, as follows

xm “

#

1, virtual beam m is selected,

0, otherwise.
(3.22)
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yi “

#

1, user i is selected,

0, otherwise.
(3.23)

where m “ pa´ 1qMy ` b is the index of the virtual beam corresponding to the antenna at

the a-th column and b-th row in the UPA setting.

As in (3.10), the channel vector can be asymptotically represented by a linear combina-

tion of 2D-DFT beams, so that channel estimation is to figure out the coefficients of the

linear combination. To avoid pilot contamination, a subset of users is selected to reuse

the same pilot, whilst it may not be necessary to estimate all coefficients of the linear

combination.

Channel Estimation

With beam selection enabled, an effective channel covariance matrix is constructed for user

i, which can be represented by

R
ON/OFF
i “

M
ÿ

m“1

xmvmv
H
mRi. (3.24)

When xm “ 1 for all m P rM s, R
ON/OFF
i reduces to the original Ri, where “ON/OFF”

indicates the beam and user selection through the binary variables txmu
M
m“1 and tyiu

NU
i“1.

Such a covariance matrix can be interpreted as the projection of the original covariance

matrix Ri onto the subspace spanned by the set of selected beams tvm : xm “ 1uMm“1.

When Mx,My Ñ8, R
ON/OFF
i can be further represented in the following way

lim
Mx,MyÑ8

R
ON/OFF
i “ FXF HRiFF

H “ F pXΛiqF
H (3.25)

“

M
ÿ

m“1

λi,mxmvmv
H
m, (3.26)

where λi,m is the m-th diagonal element of Λi defined in Theorem 1 for user i, and

X “ diagpx1, . . . , xM q. It looks as if some virtual beams are selected to asymptotically

represent the channel covariance matrices.

Plugging (3.24) into (3.11), the channel estimate ĥ
ON/OFF
i of user i is obtained by beam
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selection,

ĥ
ON/OFF
i “ R

ON/OFF
i

˜

σ2IM `
NU
ÿ

j“1

yjR
ON/OFF
j

¸´1

y, (3.27)

which asymptotically approaches ĥ
ON/OFF
i,8 as Mx,My Ñ8, defined as

ĥ
ON/OFF
i,8 “

M
ÿ

m“1

λi,mxm
řNU
j“1 λj,myjxm ` σ

2
vmv

H
my (3.28)

“

M
ÿ

m“1

wmλi,mxm
řNU
j“1 λj,myjxm ` σ

2
vm, (3.29)

with wm “ v
H
my. It looks as if the channel estimator is a linear combination of the selected

beams in an asymptotic sense.

Thus, the asymptotic MSE of channel estimation with beam selection can be given by

MSE
ON/OFF
i,8 “ E

!

‖hi,8 ´ ĥON/OFF
i,8 ‖2

)

(3.30)

“

M
ÿ

m“1

λi,m

˜

1´
λi,mxm

řNU
j“1 λj,myjxm ` σ

2

¸

. (3.31)

Note that if no user or beam selection is applied, i.e., xm “ yj “ 1 for all m P rM s and

j P rNU s, then (3.31) boils down to (3.19).

Data Transmission

For simplicity, the zero-forcing (ZF) beamforming is adopted at the base station, which is

designed based on uplink channel estimates, that is,

w
ON/OFF
i P RtĥON/OFF

i u XN tĥON/OFF
j : yj “ 1, j ‰ iu, (3.32)

where Rp¨q and N p¨q are the range and null space of the subspace spanned by the vectors,

respectively.

As Mx,My Ñ 8, the ZF beamforming vector asymptotically lies in the subspace
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spanned by the unselected and the unoccupied beams, i.e.,

w
ON/OFF
i,8 P span tvm : m P Su , (3.33)

where S “ tm : xmλi,m ą 0 and yjλj,m “ 0,@j ‰ iu. Note that xmλi,m ą 0 ensures that

beam m is active (xm “ 1) to represent user i’s channel where the corresponding component

of vm has nontrivial contribution (λi,m ą 0) to the channel representation. In addition,

yjλj,m “ 0, i ‰ j guarantees that, if user j is active (yj “ 1), then it should not cause

interference at beam m through λj,m; otherwise it should be inactive (yj “ 0). Thus, the

asymptotic signal to interference plus noise ratio (SINR) is given by

γi,8 ´ lim
MÑ8

řM
m“1 λi,mxm

ř

j‰i

řM
m“1 yjλj,mxm ` σ

2
“ 0, (3.34)

and therefore the corresponding asymptotic rate can be written as Ri,8 “ logp1` γi,8q.

3.4 Joint User and Beam Selection

The aforementioned asymptotic analysis demonstrates that beam and user selection have

an effect on the quality of channel estimation and uplink data rate. Moreover, the sum

rate considers the multiplexing gain as well, which leads to remaining more activated users

simultaneously. The MSE tends to close users and remain beams, which is opposite with

the sum rate. Thus, in order to strike a balance between maximization of the sum rate and

minimization of the MSE, the objective of joint channel estimation and data detection can

be formulated as the following multi-objective optimization problem:

max
NU
ÿ

i“1

yiRi,8, min
NU
ÿ

i“1

yiMSE
ON/OFF
i,8 , (3.35)

where the asymptotic quantities are used as the objective functions to guide joint beam

and user selection. The performance will be verified by simulation in practical scenarios.

This multi-objective optimization problem can be divided into two sub-problems, so that

the tradeoff between two criteria can be made by the following alternating optimization [86]

pP1q :
max

řNU
i“1 yiRi,8

s.t. yiMSE
ON/OFF
i,8 ď Pi, @i P rNU s

(3.36)
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pP2q :
min

řNU
i“1 yiMSE

ON/OFF
i,8

s.t. Ri,8 ě yiQi, @i P rNU s
(3.37)

where Pi is the maximum MSE that the i-th user should not exceed if selected to guarantee

certain channel estimation accuracy, Qi is the minimum rate that the i-th user should

surpass if selected to guarantee certain quality of service (QoS). Note that if user i is not

selected, i.e., yi “ 0, then the MSE and rate constraints are automatically satisfied.

In Section 3.4.4, an alternating projection method is employed to jointly optimize pP1q

and pP2q without relying too much on the threshold parameters tPiu
NU
i“1 and tQiu

NU
i“1.

3.4.1 Bipartite Graph Representation

To better illustrate the use of ACS for joint user and beam selection, the users’ channels are

represented with respect to beams in a bipartite graph G. Let G “ pB,U , Eq be a bipartite

graph, with beams b P B on one side and users u P U on the other side. Let us introduce

another set of binary variables such that ai,m “ 1 if λi,m ą δ and 0 otherwise, where a

small value of λi,m indicates the negligible contribution of the beam m to the i-th user’s

channel, and δ is a tunable parameter with δ “ 0 for asymptotic case and a properly chosen

positive value to adapt the scenarios with a finite number of antennas. Therefore, a beam

bm and a user ui are connected with an edge pbm, uiq P E if ai,m “ 1.

According to the asymptotic channel representation (3.10), for the user ui, the channel

can be approximately represented as

hi «
ÿ

bmPN pbq
wi,mvm, (3.38)

where wi,m “
a

λi,mhm and N pbq “ tbm P B : ai,m “ 1u. Such an approximate channel

representation captures the strong beams when λi,m is greater than a certain threshold δ.

Let us explain the impact of beam and user selection on channel estimation and uplink

data transmission. It can be observed in Fig. 3.2 that all users suffer from severe pilot

contamination caused by beam overlapping. Basically, four users should be assigned different

orthogonal pilots because of the overlapped beam between any two users. Nevertheless,

if the beam b5 and users u2 and u3 are actively switched off, then the partial channel

representations of users 1 and 4 are not overlapping any more, for which the assignment of

the same pilot would not cause pilot contamination. Note here that the original channels
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ON/OFF beam and user selection

Overlapped edge/user/beamActive edge/user/beam Inactive edge/user/beam

Users 𝒰
𝑢2𝑢1 ⋯ 𝑢𝑁𝑈

𝑒1,1

Virtual Beam ℬ
𝑏1 𝑏2 ⋯⋯ 𝑏𝑀

Edge ℰ

𝑏3 𝑏4 𝑏𝑀−1𝑏𝑀−2

𝑢3

𝑏3 𝑏4 𝑏𝑀−1𝑏𝑀−2𝑏1 𝑏2 𝑏𝑀⋯⋯

𝑢2𝑢1 𝑢3 ⋯ 𝑢𝑁𝑈

Figure 3.2: Weighted bipartite graph representations, where the weight on edges eu,b denotes the
coefficient of the linear combination. The figure on the left shows the severe overlapping virtual
beams among users, and the one on the right illustrates the non-overlapping virtual beams when
ON/OFF user and beam selection is applied.

h1 and h4 are partially represented by beams without b5. This will not result in issues as

long as the partial channel estimation is sufficient to achieve acceptable uplink transmission

rate. Therefore, the maximization of uplink transmission rate with beam and user selection

will also come to play. Given a proper beam and user selection strategy, only partial

channel has been estimated, built on which the receiver combiners are designed. From the

uplink data rate viewpoint, it is prone to more users and possibly fewer beams to remove

overlap, while for channel estimation, fewer users with possibly more beams are preferred

to reach less pilot contamination and thus higher estimation accuracy. To this end, the

joint optimization problem aims to strike a good balance between them.

3.4.2 Sum Rate Maximization pP1q

We first focus on the rate maximization problem pP1q in the infinite number of antenna

regime, hoping that the obtained solution could shed light on the practical scenarios.

Noting that the direct maximization of pP1q is too complicated, especially when taking

user scheduling into account, a revised version of rate maximization is proposed. That is,

the rate maximization is split into two parts: one is the multiplexing gain (i.e., the pre-log

of the rate expression) maximization and the other one is the SINR constraint. In doing so,

users will be selected as many as possible to improve the multiplexing gain, whereas the

selected users should satisfy the minimum QoS requirement.

Inspired by the treatment in [28], where the sum rate maximization problem is al-

ternatively done by optimizing the multiplexing gain, pP1q is transformed into a more

tractable problem. As proven in [28], the maximum multiplexing gain is equal to the rank
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of the effective channel, which can be obtained by a reformulated maximum cardinality

matching problem with the bipartite graph representation. We point out that the maximum

matching is not on the original bipartite graph, but rather on a subgraph with user and

beam selection. Let G1 “ pB1,U 1, E 1q be the selected subgraph of G “ pB,U , Eq with B1 Ď B,

U 1 Ď U , and E 1 Ď E .

As such, the optimization problem pP1q can be approximately represented as follows:

pP 11q : max
ˇ

ˇMpB1,U 1q
ˇ

ˇ (3.39a)

s.t. MSE
ON/OFF
i,8 ď Pi, @ui P U 1 (3.39b)

γi,8 ě Γi, @ui P U 1, (3.39c)

where |MpB1,U 1q| is the maximum cardinality bipartite matching number of the selected

subgraph G1 “ pB1,U 1, E 1q, and the constraints guarantee that the selected users have

reasonable SINR for uplink transmission and acceptable MSE for uplink channel estimation.

Note that in addition to the objective function considered in [28], the SINR and MSE

constraints are imposed to ensure that the resulting user and beam selection has a reasonable

performance guarantee at finite SNR. While the objective function can be similarly translated

as those in [28], the constraints (3.39b)-(3.39c) call for different treatment. For ease of

presentation, a binary matrix is introduced A “ pai,mq P t0, 1u
NUˆM , which is the adjacency

matrix [87] of the M ˆNU bipartite graph G.

Theorem 3. The optimization problem pP 11q can be transformed to a mixed integer linear

program (MILP), whose solution is feasible for pP 11q, as follows

pP21 q : max
xm,yi,zi,m

M
ÿ

m“1

NU
ÿ

i“1

zi,m (3.40a)

s.t. xm ď
NU
ÿ

i“1

rAsi,myi, @bm P B, (3.40b)

yi ď
M
ÿ

m“1

rAsi,mxm, @ui P U , (3.40c)

zi,m ď rAsi,m, @ui P U , bm P B, (3.40d)

NU
ÿ

i“1

zi,m ď xm, @bm P B, (3.40e)
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M
ÿ

m“1

zi,m ď yi, @ui P U , (3.40f)

p1´ τthq

NU
ÿ

j“1

yjλj,m ď xmλi,m ` c1p1´ xmq ` c2p1´ yiq,

@ui P U , bm P B, (3.40g)

yiτ
M
ÿ

m“1

λi,m ď
M
ÿ

m“1

λi,mxm, @ui P U , (3.40h)

NU
ÿ

i“1

yiλi,m ď xmτ
m
ω , @bm P B, (3.40i)

xm, yi P t0, 1u, @ui P U , bm P B, (3.40j)

zi,m P r0, 1s, @ui P U , bm P B, (3.40k)

where the objective function (3.40a) is translated from the maximum cardinality bipartite

matching number in (3.39a) with zi,m “ 1 indicating the edge pui, bmq is in the edge set of

the maximum matching, and 0 otherwise; the constraints (3.40b) and (3.40c) ensure that,

if a beam is selected (i.e., xm “ 1), there should be a user to occupy it, and vice versa; the

constraints (3.40d), (3.40e), (3.40f) are to guarantee the edges tpui, bmq : zi,m “ 1u in the

selected subgraph G1 “ pB1,U 1, E 1q form a maximum cardinality matching; the constraint

(3.40g) is translated from (3.39b) where τth P r0, 1s satisfying τth
řM
m“1 λi,m “ Pi; and the

constraints (3.40h) and (3.40i) come from (3.39c).

Proof. See Appendix 3.7.2.

Remark 2. The hyper-parameters τmω and τth, τ P r0, 1s are designing parameters, and

c1, c2 are sufficiently large constants. In particular, τth, τ P r0, 1s are to control the maximum

MSE (3.40g) and the minimum SINR to guarantee basic QoS, respectively. Note in both

(3.40h) and (3.40i) that a selected beam-user pair prefers that its power is greater than a

certain level of the sum interference seen by the beam. The difference should be attributed

to the thresholds τ and τth. Note also that zi,m is relaxed from t0, 1u to r0, 1s to reduce

computational complexity. Such a relaxation does not change the solution to tzi,mu, because

with binary-valued xm and yi, the polyhedral property of the feasible solution region guarantees

that zi,m should be either 0 or 1, so that there is no need to explicitly force zi,m to be binary-

valued. This property has been proved in [28]. The solution to P21 is also feasible to P 11



Chapter 3. Active Channel Sparsification for Uplink Massive MIMO with Uniform Planar
Array 51

because the constraints in the former are contracted versions of the latter.

3.4.3 MSE Minimization pP2q

When our main aim is channel estimation accuracy, pP2q is reformulated as another

optimization problem as follows:

pP 12q : min
NU
ÿ

i“1

MSE
ON/OFF
i,8 (3.41a)

s.t. γi,8 ě Γi, @ui P U 1, (3.41b)
ˇ

ˇMpB1,U 1q
ˇ

ˇ ě UNc (3.41c)

where instead of imposing the minimum rate constraint, the multiplexing gain and individual

SINR are imposed separately. This makes the constraint more tractable.

Theorem 4. The optimization problem pP 12q can be transformed to an MILP, whose solution

is feasible for pP 12q, as follows

pP22 q : min
xm,yi,ti,m

M
ÿ

m“1

NU
ÿ

i“1

pyiλi,m ` ti,mq (3.42a)

s.t. yiτ
M
ÿ

m“1

λi,m ď
M
ÿ

m“1

λi,mxm, @ui P U , (3.42b)

NU
ÿ

i“1

yiλi,m ď xmτ
m
ω , @bm P B, (3.42c)

ÿ

j‰i

yjλi,mλj,m ď λi,m ` ti,m ` c3p1´ xmq ` c4p1´ yiq,@ui P U , bm P B, (3.42d)

NU
ÿ

i“1

yi ě UNc , (3.42e)

xm, yi P t0, 1u, @bm P B, ui P U , (3.42f)

ti,m ď 0, @bm P B, ui P U , (3.42g)

where the objective function (3.42a) and the constraint (3.42d) are translated from (3.41a);

the constraints (3.42b) and (3.42c) are from the SINR constraint (3.41b); the constraint

(3.42e) comes from (3.41c) to specify the minimum number of active users.
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Proof. See Appendix 3.7.3.

Remark 3. The hyper-parameters UNc , τmω , and τ P r0, 1s are designing parameters, and

c3, c4 are sufficiently large constants. The constraint (3.42c) (see also (3.40i) in P21 ) is

to control the interference-to-noise ratio (INR), and our aim is to keep INR as small as

possible. To this end, it is should ensure that, given that user i is selected (i.e., yi “ 1), if

beam m is also selected (i.e., xm “ 1), other users j ‰ i with significant λj are better to be

unselected so that the interference from these users to user i on beam m is under certain

level. τmω “ maxptλi,m, i P rNU su is defined to select the largest p values, and consequently,

it is only need to give a reasonable value of the integer p rather than an exact threshold to

restrict the INR. The solution to P22 is also feasible to P 12 because the constraints in the

former are contracted versions of the latter.

3.4.4 Joint Optimization via Alternating Projection

It has been shown that the original multi-objective optimization problem (3.35) can be

divided into two sub-problems, so that each sub-problem can be reformulated as an MILP

and solved separately, as shown in Sections 3.4.2 and 3.4.3. Nevertheless, for each sub-

problem we imposed some fine-tuning parameters to make the problem tractable, which

may impact the overall performance of problems (3.40) and (3.42) in a less controllable

way. A closer look at two optimization problems reveals that the parameter τth in (3.40)

reflects the MSE level, which is exactly the objective in (3.42), and similarly UNc in (3.42)

specifies the minimum multiplexing gain, which is the objective of (3.40). As such, one may

think to connect two optimization problems, so that the optimized objective function of

one problem serves as the designing parameter in the other one. Therefore, Algorithm 1 is

came up with to make the alternating projection between two sub-problems. In particular,

Algorithm 1 takes the inputs of the bipartite graph representation constructed with a

given threshold δ, and its adjacency matrix A. Algorithm 1 starts with the initialization

of user and beam selection parameters x and y, which are all inactive at the beginning.

The main procedure is the “while” loop that solves two sub-problems P21 and P22 in an

iterative manner. In the iteration t, the sub-problem P21 is first solved with an updated

hyper-parameter τ tth. The solution of xt and yt is then updated and used to compute the

number of active users UNc for P22 . Then the solution to P22 updates xt and yt, and the

minimized objective updates MSEt for the next iteration. The iteration terminates when it

exceeds the maximum number tmax, or the alternating projection converges such that the
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Algorithm 1 Alternating projection

1: Input: Bipartite graph representation G constructed with a given δ, its adjacency
matrix A, the maximum number of iterations tmax, and hyper-parameters τ and τmω

2: Initialization: FLAG “ 1, MSE0 “ 0, x0 “ x10 “ ptxmu
M
m“1q “ 0, y0 “ ptyiu

NU
i“1q “ 0

3: while FLAG do
4: tÐ t` 1
5: Update τ tth according to MSEt´1

6: Update yt as the solution of tyiu in P21 , i.e., (3.40)
7: Update xt as the solution of txmu in P21 , i.e., (3.40)
8: Assign UNc Ð

řNU
i“1 y

t
i in P22 , i.e., (3.42)

9: Update MSEt as the objective of P22 , i.e., (3.42)
10: Update x1t as the solution of txmu in P22 , i.e., (3.42)
11: if xt “ x1t or t ě tmax then
12: FLAG “ 0
13: end if
14: end while
15: Output: xt, yt

solution xt does not change over iteration t. Thus, xt and yt at this point will be the final

solution.

The complexity of Algorithm 1 involves both that of the alternating projection between

two MILPs and that of solving MILPs. For the alternating projection, it only takes a

few iterations before it converges. For solving the MILPs, the complexity depends on

the implementations of the solvers, e.g., branch-and-bound. While MILPs are in general

NP-hard problems, using the MATLAB function “intlinprog”, it takes a few seconds on

a desktop PC. It is challenging to theoretically analyze the complexity of the MILPs

because of their combinatorial nature. Fortunately, Algorithm 1 is not required to compute

frequently in practice. It is because G is constructed from the second-order statistics, i.e.,

the channel covariance matrices, which vary much slower than the instantaneous channels in

low-to-moderate mobility scenarios. As such, the convergence performance of the algorithm

will be evaluated instead by simulations in Section 3.5.

3.5 Numerical Results

This section details the numerical results for the evaluation of the approaches proposed in

Section 3.4 in practical massive MIMO communication scenarios.



54 Han Yu

3.5.1 Simulation Scenario

A single cell is considered with NU “ 20 randomly located single-antenna users. The

channel via each scatterer is composited of 20 paths, within AS of π
16 . The base station

is equipped with M “ 128 antennas, and these antennas are arranged with two different

configurations: a rectangular 16 ˆ 8 UPA and a 128 ˆ 1 ULA. In all simulation results,

the channel covariance matrix is estimated using 1000 uplink channel realizations. To

capture the strong user-beam association, a bipartite graph is constructed with a threshold

parameter δ “ 4.2

In this section, the proposed on-off beam and user selection method are evaluated using

two performance metrics, i.e., the achievable sum rate and the normalized MSE (NMSE)

per selected user in the cell. The achievable sum rate is averaged over the instantaneous

sum rate of 1000 channel realizations, and the average NMSE per user is defined as

NMSE “
1

ř

i yi

NU
ÿ

i“1

yi
‖ĥi ´ hi‖2

‖hi‖2
, (3.43)

where the average is over the active users. Note that the sum rate performance is determined

by both channel estimation accuracy (i.e., NMSE per user) and the number of activated

users. Unless otherwise explicitly specified, for each separate optimization problem, the

following parameters are chosen: the MSE threshold τth “ 0.2, SINR threshold τ “ 0.7,

p “ 3, and the minimum number of users to be selected UNc “ 5.

For channel estimation and beamformer design, the insights are taken into account

obtained from asymptotic analysis, in addition to those for finite antenna cases. Table 3.1

summarizes various schemes using different channel estimation and beamforming design. In

this table, the ON-OFF methods are based on our proposed joint user and beam selection.

To evaluate how asymptotic results apply to the practical settings with a finite number of

antennas, this section also includes the asymptotic channel estimate ĥ
ON/OFF
i,8 and precoding

2This hyper-parameter δ determines the density of the bipartite graph representation. A larger δ gives
us a sparser bipartite graph for the MILP problems – it offers more freedom for beam/user selection, while
the residual interference (i.e., those edges with weight smaller than δ are not considered in MILPs) is not
under control. In contrast, a smaller δ gives us a denser bipartite graph, which takes into account more
edges in the graph, but it may result in restrictive solutions to MILPs and therefore non-ideal beam/user
selection. In general, it is a challenging task to find the optimal value of the threshold δ that achieves the
best performance in a principled way. Instead, the threshold δ is chosen based on the proportion of the sum
edge-weights in the bipartite graph. In the simulation, choosing δ “ 4, the bipartite graph representation
captures 80% total weights of all edges.
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Table 3.1: Uplink channel estimation and receive beamformer design

Channel Estimation Beamforming

MMSE ĥMMSE
i wi

k-means0 ĥk-means
i wk-means

i

k-means8 ĥk-means
i wk-means

i

ON-OFF0,0 ĥ
ON/OFF
i w

ON/OFF
i

ON-OFF0,8 ĥ
ON/OFF
i w

ON/OFF
i,8

ON-OFF8,0 ĥ
ON/OFF
i,8 w

ON/OFF
i

ON-OFF8,8 ĥ
ON/OFF
i,8 w

ON/OFF
i,8

vector w
ON/OFF
i,8 for comparison. The subscripts with 8 of ON-OFF indicate an asymptotic

estimator or beamformer is employed. For the sake of comparison, the MMSE algorithm

are also considered with all users and beams are selected as well as a user selection scheme

with k-means clustering.

For channel estimation, ĥMMSE
i , ĥ

ON/OFF
i , and ĥ

ON/OFF
i,8 are defined in (3.11), (3.27),

and (3.28) respectively, whereas ĥk-means
i is defined similarly to (3.11) with the only difference

that only the selected users from different k-means clusters are taken into account instead

of the all NU users. Similarly, for beamforming design, w
ON/OFF
i and w

ON/OFF
i,8 are defined

in (3.32) and (3.33), respectively. For the combiners used for MMSE schemes, wi can be

obtained from w
ON/OFF
i by letting all users be active. Similarly, wk-means

i can be obtained

by activating users selected from k-means clustering.

Both k-means0 and k-means8 follow the standard k-means clustering algorithm, where

the goal is to divide data points into clusters so that the similar data points are grouped in

a cluster with a common centroid. The objective function is the minimization of the sum of

Euclidean distance between each data point and its associated centroid. In our setting, users

are firstly clustered using k-means according to their covariance matrices, and only one user

is selected from one cluster for simultaneous transmission. The difference between k-means0

and k-means8 lies in the distinct data considered for clustering, and therefore distinct

similarity measure and centroid generation strategies [15,88]. In particular, for k-means0,

the dominant eigenspaces and its chordal distance are applied as data points and similarity

measure, respectively, as did in JSDM for user grouping in FDD massive MIMO [16].

In contrast to the k-means0 scheme, k-means8 takes advantage of channels’ asymptotic

representation as suggested in Theorem 1. In particular, as the user i’s covariance matrix
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Table 3.2: The settings of simulations

Objectives Metrics
Antenna Configurations
16ˆ 8 128ˆ 1

(3.40) Sum Rate Fig. 3.3 Fig. 3.4

(3.40) NMSE Fig. 3.5 Fig. 3.6

(3.42) Sum Rate Fig. 3.7 Fig. 3.8

(3.42) NMSE Fig. 3.9 Fig. 3.10

Ri can be diagonalized by 2D-DFT matrix into a diagonal matrix Λi, the reshaped vector

from diagpΛiq is used as the data point for the k-means clustering.

For the k-means clustering based user selection algorithms, i.e., k-means0 and k-means8,

the number of clusters is required to be known a prior. Instead of finding the number

of clusters directly using e.g., [88], the number of active users from optimizing (3.40)

is served as the number of clusters. The performance of clustering algorithms highly

relies on initialization. To rectify this, several times of experiments are run with different

initializations and finally choose the best performance of k-means for comparison.

3.5.2 Simulation Results and Analysis

We first consider two objectives of sum rate maximization as in Theorem 3, and MSE

minimization as in Theorem 4 separately, followed by the joint optimization via alternating

projection as in Algorithm 1. Table 3.2 summarizes the settings of the following figures

corresponding to different objectives and performance metrics.

Sum Rate Maximization

In Figures 3.3-3.6, the sum rate and the NMSE performance versus SNR are shown for the

uplink data transmission and channel estimation, respectively, with respect to 16ˆ 8 UPA

and 128ˆ 1 ULA antenna configurations. For our proposed ON-OFF schemes, the joint

beam and user selection results from (3.40) in Theorem 3, in which the objective is the

sum rate maximization. Note that the estimated channels of ON-OFF0,0 and ON-OFF8,8

are ĥ
ON/OFF
i and ĥ

ON/OFF
i,8 , which are identical to that of ON-OFF0,8 and ON-OFF8,0,

respectively, so only one of them in figures are kept.

It is shown in Fig. 3.3 and Fig. 3.4 that our proposed ON-OFF method ON-OFF0,0

outperforms MMSE and k-means clustering algorithms in both sum rate and NMSE
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performance, thanks to the effective joint beam and user selection. In Fig. 3.3, the

MMSE and the asymptotic versions of ON-OFF schemes, i.e., ON-OFF0,8, ON-OFF8,0

and ON-OFF8,8, suffer from sum rate saturation in the high SNR regime. For the MMSE

scheme, because all users are active, the multiuser interference is severe due to high channel

correlation among users, so that both sum rate and NMSE performance do not decrease as

SNR increases. This confirms that user selection is crucial for a massive MIMO system

with a large number (e.g., 20) of users. The sum rate saturation of those ON-OFF methods

is due to the fact that the asymptotic treatment of channel estimation and precoding with

finite antennas leaves too much interference so that the system is interference-limited. The

sum rate performance of ON-OFF0,8 and ON-OFF8,8 is worse than those of ON-OFF0,0

and ON-OFF8,0, which reveals that the asymptotic treatment with interference ignored

deteriorates more on precoding than channel estimation. This demonstrates that the

asymptotic results should be refined to adapt the practical scenarios.

For clustering algorithms, both sum rate and NMSE performance of k-means0 is better

than that of k-means8, due to the inaccuracy of asymptotic representation under the finite

number of both column and row antennas. It appears the sum rate of k-means is even

worse than that of MMSE in the low and moderate SNR regimes - it is probably because

the high channel correlation makes the number of users that can be selected quite limited.

In contrast, our proposed method has better performance than that of MMSE with the

same number of activated users. There are two limitations of the k-means-type algorithms.

On one hand, k-means algorithms rely critically on the initialization of centroids - a worse

initialization leads to inferior results. On the other hand, k-means algorithms minimize

the distance of the data points within the cluster, ignoring the distance between clusters,

which may result in overlapping user selection if clusters are not clearly separable.

Fig. 3.5 and Fig. 3.6 present the similar results as Fig. 3.3 and Fig. 3.4, but a

128ˆ 1 ULA antenna configuration is considered. The observations are similar to those

of Fig. 3.3 and Fig. 3.4, which confirms that our proposed methods are valid for both

the UPA and ULA settings. In contrast, the asymptotic versions of the ON-OFF scheme

gain certain improvement. In particular, compared with Fig. 3.4, the ON-OFF scheme

with asymptotic channel estimation, i.e., ON-OFF8,0, has improved sum rate performance,

which outperforms that of MMSE and k-means-like algorithms. The reason is that, as

squeezing the UPA to a ULA with the same number of antennas, the asymptotic channel

representation becomes more accurate, so that asymptotic channel estimation still works in

a non-asymptotic setting.



58 Han Yu

-10 -5 0 5 10 15 20

SNR (dB)

0

10

20

30

40

50

60

S
u
m

 R
a
te

Figure 3.3: Sum rate versus SNR with 16 ˆ 8
UPA. The on-off parameters are obtained from
(3.40), and there are 5 clusters for k-means.
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Figure 3.4: NMSE versus SNR for 16ˆ 8 UPA.
The on-off parameters are obtained from (3.40),
and there are 5 clusters for k-means.
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Figure 3.5: Sum rate versus SNR with 128 ULA.
The on-off parameters are from (3.40), and 5
clusters for k-means.
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Figure 3.6: NMSE versus SNR with 128 ULA.
The on-off parameters are from (3.40), and 5
clusters for k-means.
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Figure 3.7: Sum rate versus SNR with 16 ˆ 8
UPA. The on-off parameters are obtained from
(3.42), and there are 5 clusters for k-means.
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Figure 3.8: NMSE versus SNR with 16ˆ 8 UPA.
The on-off parameters are obtained from (3.42),
and there are 5 clusters for k-means.
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Figure 3.9: Sum Rate versus SNR with 128 ULA.
The on-off parameters are from (3.42), and 5
clusters for k-means.
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Figure 3.10: NMSE versus SNR with 128 ULA.
The on-off parameters are from (3.42), and 5
clusters for k-means.
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Figure 3.11: Instantaneous sum rate versus NMSE at 20 dB with 16ˆ 8 UPA. The on-off parameters
are from Alg. 1.

MSE Minimization

Figures 3.7-3.10 illustrate the sum rate and NMSE performance versus SNR in the same

setting as those in Figures 3.3-3.6. The difference is that the joint beam and user selection

comes from the optimization problem (3.42), where the main target is MSE minimization.

Remarkably, with proper chosen threshold parameters, the sum rate and NMSE performance

using the joint beam and user selection from (3.42) is comparable with that using (3.40)

both for UPA and ULA antenna configurations. It is worth noting that, when serving the

same number of users, UPA (Figures 3.3 and 3.7) has a better sum rate performance than

ULA (Figures 3.5 and 3.9). It is possibly because there are too many activated users in

ULA (Figures 3.5 and 3.9) that lead to certain overlapping among users. It demonstrates

that the UPA antenna could be able to serve more users than ULA, which also is one of

the advantages of the UPA system.

In order to avoid relying too much on threshold parameters, an alternating projection

algorithm is proposed in Section 3.4.4 to solve the sum rate maximization problem (3.40)

and the MSE minimization problem (3.42) in an iterative manner.
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Alternating Projection

Fig. 3.11 presents the instantaneous sum rate versus NMSE performance obtained from

Algorithm 1 with SNR “ 20 dB and 16 ˆ 8 UPA antennas. Each point is a pair of

instantaneous sum rate and NMSE for a channel realization. The joint beam and user

selection comes from the solutions to (3.40) and (3.42). We adopt the SINR threshold

τ “ 0.7 to ensure a feasible solution that could be found by both (3.40) and (3.42). The

instantaneous sum rate and MSE are calculated by using our proposed scheme ON-OFF0,0.

The alternating projection algorithm is able to converge within a few iterations (3 iterations

in Fig. 3.11). The MSE threshold τth is 0.95 as the initialization, which means the MSE

constraint (3.40g) is relaxed, so that the optimization is prone to sum rate maximization.

As observed from Fig. 3.11, almost all the (rate, NMSE) pairs from the last iteration of

alternating projection concentrate on a small area, which yields a reasonably good average

sum rate and NMSE (marked as stars). It shows that the average sum rate performance

obtained from alternating projection in Fig. 3.11 is much better than that of the separate

rate or MSE optimization as in Fig. 3.3, Fig. 3.4, Fig. 3.7 and Fig. 3.8 obtained from

(3.40) or (3.42). This demonstrates that the alternating projection algorithm is capable

to adjust the parameters τth and UNc automatically so as to lead optimization towards

higher sum rate performance. With respect to the selected users, the first iteration has 14

users selected, but this number is decreased to 7 in the last iteration after the alternating

projection algorithm. This is also in contrast to the number of selected users in Fig. 3.3,

Fig. 3.4, Fig. 3.7 and Fig. 3.8, where only 5 users are selected. In addition, such an

alternating algorithm does not require to initialize the number of activated users, which is

one of the critical initial conditions for k-means algorithms.

3.6 Conclusion

In this chapter, the joint uplink channel estimation and data transmission are considered

in the overloaded multiuser uplink massive MIMO network with UPA antennas at the

base station. To mitigate channel spatial correlation due to the collocation of antenna

elements and users, this chapter adopted the recently proposed ACS concept and developed

an effective joint beam and user selection method to artificially sparsify the effective

users’ channels. In particular, this chapter first leveraged the doubly Toeplitz structure of

channel covariance matrices when UPA is deployed, and approximately represented users’
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channels by common basis vectors coming from the 2D-DFT matrix. By such approximate

representation, a joint beam and user selection method via ACS was proposed to reduce the

spatial correlation among the selected users. By a weighted bipartite graph representation

of user-beam association, the joint beam and user selection problem was translated into

MILPs, which can be solved in a more tractable way. The alternating projection between

two MILPs yields better performance than each of them with automatic hyper-parameter

fine-tuning. This is another evidence showing the powerfulness of the ACS concept in

massive MIMO systems beyond the use for downlink channel reconstruction in FDD mode.

It is expected this concept has more application scenarios to deal with spatial correlation

in both TDD and FDD massive MIMO systems.

3.7 Appendix

3.7.1 Proof of Theorem 1

We first show that R is a doubly Toeplitz matrix. For notational convenience, define

Ω “ tpθ, φq : θ P A, φ P Bu. (3.44)

Given the channel vector h in (3.1), the covariance matrix R “ EthhHu can be written as

R “ E
ż

Ω

ż

Ω1
βpθ, φqβ˚pθ1, φ1qapθ, φqaHpθ1, φ1qdθdφdθ1dφ1 (3.45)

“ β

ż

Ω
apθ, φqaHpθ, φqdθdφ, (3.46)

due to the fact that βpθ, φq is i.i.d. across paths, i.e.,

Etβpθ, φqβ˚pθ1, φ1qu “

#

β, pθ, φq “ pθ1, φ1q

0, otherwise
. (3.47)

Plugging (3.2) into (3.46), we have

R “ β

ż

Ω
aypθ, φqa

H
ypθ, φq b axpθ, φqa

H
xpθ, φqdθdφ (3.48)
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“ β

ż

Ω

»

—

—

–

B11 ¨ ¨ ¨ B1My

...
. . .

...

BMy1 ¨ ¨ ¨ BMyMy

fi

ffi

ffi

fl

dθdφ. (3.49)

where each block Bpq can be written as

Bpq “
“

aypθ, φqa
H
ypθ, φq

‰

pq
Apθ, φq (3.50)

“ e
2π
λw

dypp´qq sinφ sin θApθ, φq, (3.51)

with

rApθ, φqsij “ raxpθ, φqsira
H
xpθ, φqsj “ e

2π
λw

dxpi´jq sinφ cos θ. (3.52)

It can be easily verified that rApθ, φqsij only depends on i´ j, by which it is deemed as a

Toeplitz matrix. Moreover, Apθ, φq is a Hermitian matrix as Apθ, φq “ AHpθ, φq. Similarly,

Bpq only depends on p´ q and thus R is a Toeplitz matrix with Toeplitz blocks, which is

referred to as a doubly Toeplitz matrix. Further, R is a Hermitian matrix, as R “ RH.

In (3.49), as the integral is element-wise operation, which does not change the Toeplitz

structure of the matrix, so that R is still a Hermitian doubly Toeplitz matrix. That is, R

has My ˆMy blocks with Toeplitz structure and each Mx ˆMx block is a Toeplitz matrix.

According to [70] and [71], the Hermitian doubly Toeplitz matrix R is asymptotically

equivalent to the corresponding doubly circulant matrix C, which can be decomposed by

2D-DFT matrix, i.e.,

C “ pFMy b FMxqΛpFMy b FMxq
H (3.53)

“

My
ÿ

a“1

Mx
ÿ

b“1

χpωa, ζbqpfa b gbqpfa b gbq
H, (3.54)

where fa and gb are the a-th and b-th columns of DFT matrices FMy and FMx , respectively.

The scalar-valued function χpω, ζq is referred to the generating function of the doubly block

Toeplitz matrix R and the doubly block circulant matrix C, i.e.,

χpω, ζq “
ÿ

µ

ÿ

ν

rµ,νe
2πpµω`νζq, (3.55)
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with µ P r´My,Mys, ν P r´Mx,Mxs, where

rµ,ν “ β

ż

B

ż

A
e´

2π
λw
pdxν`dyµq sinφ sin θdθdφ, (3.56)

is the ν-th element of the µ-th block matrix of R. For pωa, ζbq “ p
a´1
2My

, b´1
2Mx

q, χpωa, ζbq is

the uniform sampling of the continuous and periodic function χpω, ζq, and it can be seen as

the eigenvalues of R when Mx,My Ñ 8. Nevertheless, in practical UPA system with a

finite number of antennas, R is not perfectly diagonalizable by 2D-DFT matrices. That is,

Λ is not a diagonal matrix any more. As such, χpωa, ζbq is used as an approximation of the

eigenvalues of R.

3.7.2 Proof of Theorem 3

For the objective function, follow the footsteps in [28] and introduce a set of binary variables

zi,m P r0, 1s.

max
xm,yi,zi,m

ÿ

bmPB

ÿ

uiPU
zi,m (3.57a)

s.t. xm ď
ÿ

uiPU
rAsi,myi, @bm P B, (3.57b)

yi ď
ÿ

bmPB
rAsi,mxm, @ui P U , (3.57c)

zi,m ď rAsi,m, @ui P U , bm P B, (3.57d)
ÿ

uiPU
zi,m ď xm, @bm P B, (3.57e)

ÿ

bmPB
zi,m ď yi, @ui P U , (3.57f)

xm, yi P t0, 1u, @ui P U , bm P B, (3.57g)

zi,m P r0, 1s, @ui P U , bm P B, (3.57h)

where (3.57b)-(3.57c) ensure that, if a beam is selected, there should be a user to occupy

it, and vice versa, the objective function (3.57a) and the constraints (3.57d)-(3.57f) are

obtained by following the similar footsteps in [28] for which the edges tpui, bmq : zi,m “ 1u

in the selected subgraph G1 “ pB1,U 1, E 1q form a maximum cardinality matching.

To simplify the constraints in a form of inequalities, the original graph is considered
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G “ pU ,B, Eq in lieu of the selected subgraph G “ pU 1,B1, E 1q where xm “ 1 and yi “ 1 if

and only if ui P U 1 and bm P B1. Thus, from (3.39b), the constraint can be derived as

yi

M
ÿ

m“1

λi,m

˜

1´
λi,mxm

řNU
j“1 yjλj,mxm ` σ

2

¸

ď Pi, @ui P U . (3.58)

Accordingly, if beam m has a significant contribution to the channel representation in

the beam domain, it is better to be selected so the corresponding MSE can be mitigated;

otherwise, the beam can not selected (i.e., xm “ 0). As such, instead of considering all

beams for each user jointly, each beam is investigated separately. To this end, an auxiliary

variable is introduced τth P r0, 1s such that τth
řM
m“1 λi,m “ Pi.

To make (3.58) more tractable, this chapter places our focus on the regime with high

SNR, where σ2 Ñ 0, in hope to gain insights that can guide the design in the practical

settings. As such, constraint (3.58) can be replaced by a simpler yet more restrictive

constraint as

yi

˜

1´
λi,mxm

řNU
j“1 yjλj,m

¸

ď τth, @ui P U ,@bm P B, (3.59)

where xm in the denominator is dropped without loss of feasibility as it does not change

the inequality given xm P t0, 1u. This constraint is more restrictive in the sense that if this

one is satisfied, then (3.39b) is satisfied automatically. This guarantees a feasible solution

to (3.39).

By this constraint, the beams that contribute much to user-i’s effective channel repre-

sentation in the beam domain (i.e., with a large λi,m) are more likely selected, and this

constraint ensures that the MSE of estimating the component of user-i’s channel projected

onto beam-m is mitigated. The beams with little contribution (i.e., with a small λi,m) can

be or not be selected. Nevertheless, in case a beam should be unselected for some reason, it

may also result in the non-selection of the users who relies very much on that.

A further manipulation transforms constraint (3.59) into the following form:

yi

NU
ÿ

j“1

yjλj,m ´ xmyiλi,m ď τth

NU
ÿ

j“1

yjλj,m, (3.60)
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which can be transformed further to

p1´ τthq

NU
ÿ

j“1

yjλj,m ď xmλi,m ` c1p1´ xmq ` c2p1´ yiq, (3.61)

where the constants c1 and c2 are sufficiently large to make sure that if user i or beam m is

not selected (i.e., yi “ 0 or xm “ 0) then this constraint is automatically satisfied.

As a matter of fact, (3.59) can be also rewritten as follows

yi

NU
ÿ

j‰i

yjλj,mxm ď τth

NU
ÿ

j“1

yjλj,mxm, (3.62)

because yi “ y2
i given that yi P t0, 1u. Intuitively, if both user i and beam m are selected,

the other users can be also selected if the overall interference from j ‰ i to beam m accounts

for a fraction (τth) of the overall power seen at beam m including the power of the desired

signal from user i. Further, with respect to the SINR constraint (3.39c), it can be specified

as

ř

m λi,mxm
ř

j‰i

ř

m yjλj,mxm ` σ
2
ě yiΓi, @ui P U . (3.63)

Plugging (3.62) into (3.63), eq. (3.63) can be transformed into a more restrictive one as

follows

M
ÿ

m“1

λi,mxm ě yiΓiσ
2 ` yiΓiτth

M
ÿ

m“1

NU
ÿ

j“1

yjλj,mxm, (3.64)

where the two terms on the right hand side (RHS) correspond to desired signal and upper

bounded interference power, respectively. We further split the above inequality into the

following two constraints

M
ÿ

m“1

λi,mxm ě yiΓi pσ
2 ` κq (3.65)

κ ě yiτth

M
ÿ

m“1

NU
ÿ

j“1

yjλj,mxm, (3.66)

where Γi and κ are SINR and INR thresholds, respectively.
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By letting κ “ τth
ř

m τ
m
ω , eq. (3.66) can replaced by a simpler yet more restrictive

constraint to ensure this condition, that is,

NU
ÿ

i“1

yiλi,m ď xmτ
m
ω @bm P B, (3.67)

where τmω “ maxptλi,m, i P rNU su.

To make it more tractable, a designing parameter τ P r0, 1s is introduced such that

Γi ` κ “
τ
ř

m λi,m
σ2 . Thus,

yiτ
M
ÿ

m“1

λi,m ď
M
ÿ

m“1

λi,mxm @ui P U . (3.68)

Collecting all inequalities above gives us the MILP formulation in Theorem 3.

3.7.3 Proof of Theorem 4

The optimization problem pP 12q can be translated into a more concrete form as follows:

min
xm,yi

NU
ÿ

i“1

M
ÿ

m“1

yiλi,m

˜

1´
λi,mxm

řNU
j“1 yjλj,m

¸

(3.69a)

s.t. (3.40h), (3.40i) (3.69b)

NU
ÿ

i“1

yi ě UNc , (3.69c)

xm, yi P t0, 1u, @bm P B, ui P U (3.69d)

where a constraint is directly imposed that the number of active users is no less than a

predefined parameter UNc for simplicity, because the multiplexing gain is mainly determined

by the number of users given NU !M .

To simplify the quantities in the objective function, a set of auxiliary variables are

introduced tti,mu, so that (3.69a) can be rewritten as

min
xm,yi,ti,m

NU
ÿ

i“1

M
ÿ

m“1

pyiλi,m ` ti,mq (3.70a)
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s.t. ´
xm

řNU
i“1 yiλ

2
i,m

řNU
j“1 yjλj,m

ď

NU
ÿ

i“1

ti,m, @bm P B1 (3.70b)

ti,m ď 0, @bm P B, ui P U . (3.70c)

Given the fact that

řNU
i“1 yiλ

2
i,m

řNU
j“1 yjλj,m

“
p
řNU
i“1 yiλi,mq

2 ´
ř

i,j:i‰j yiyjλi,mλj,m
řNU
j“1 yjλj,m

(3.71)

ě

NU
ÿ

i“1

yiλi,m ´
ÿ

i,j:i‰j

yiyjλi,mλj,m, (3.72)

where the inequality is because of
řNU
j“1 yjλj,m ě 1 almost surely, the constraint (3.70b)

can be replaced by a more restrictive yet tractable one as below

´xm

NU
ÿ

i“1

˜

yiλi,m ´
ÿ

j:j‰i

yiyjλi,mλj,m

¸

ď

NU
ÿ

i“1

ti,m. (3.73)

By considering each user i separately, this constraint is further restricted with a more

tractable one

´λi,m `
ÿ

j:j‰i

yjλi,mλj,m ´ ti,m ďc3p1´ xmq ` c4p1´ yiq,@ui P U , bm P B, (3.74)

where c3, c4 ą 0 are sufficiently large constants to guarantee that the constraint is automat-

ically satisfied if the beam m or the user i is not selected. Collecting all inequalities above

gives the MILP formulation in Theorem 4.



Chapter 4

Downlink Precoding for DP-UPA

FDD Massive MIMO via

Multi-Dimensional Active Channel

Sparsification

4.1 Introduction1

This chapter presents the second application, downlink precoder design in DP-UPA massive

MIMO system, of the proposing generalized ACS concept. As mentioned in Chapter 2, due

to the lack of channel reciprocity of uplink and downlink channel, the downlink channel

has to be re-estimated in FDD massive MIMO system. Owing to the high dimension of

the channel, the downlink channel feedback overhead becomes a challenge. To tackle this

problem, the reference [28] first propose the ACS to design the downlink channel precoder.

However, the ACS methodology is still facing some challenges in the potential deployment

in the practical massive MIMO systems.

Firstly, the common basis derivation of DP-UPA. DP-UPA antenna is commonly

used due to the space constraint at the base station, and the designed requirement of

industrial. However, the common beam space representation of ACS for DP-UPA cannot

1 c©[2022] IEEE. Reprinted, with permission, from [Han Yu, Xinping Yi, Giuseppe Caire, Downlink
Precoding for DP-UPA FDD Massive MIMO via Multi-Dimensional Active Channel Sparsification, IEEE
Transactions on Wireless Communications, 2022.02]
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be straightforwardly extended from that of ULA because the commonly used DFT matrices

do not sufficiently lead to a sparse common beam space representation for DP-UPA.

Secondly, the bipartite graph representation and fomulation of ACS for DP-UPA cannot

be straightforwardly extended from ULA/UPA. It is because the structures of channel

covariance matrices (CCMs) and the ASFs for ULA and DP-UPA are different, where

the latter should represent the angular power density in both horizontal and vertical

polarizations as well as their cross polarization, as indicated by a 2 ˆ 2 matrix-valued

function in the previous work [73]. A new bipartite graph representation to capture such dual

polarization is needed for DP-UPA. Finally, the original ACS approach should be improved

to meet practical requirements, e.g., (i) to emphasize more on sum rate maximization and

interference control rather than the high SNR performance indicator multiplexing gains;

and (ii) to explicitly take user selection into account to deal with the over-loaded systems.

In addition, although the state-of-the-art ACS implementation [28, 73] using the MILP

formulation is elegant in theory, its computational complexity that scales as the number of

antennas and users should be substantially reduced for practical use.

To figure out a good common beam space for DP-UPA, this chapter resorts back to

Toeplitz matrix theory, knowing that the DFT matrices as common beam bases are owing

to the fact that CCMs for ULA are Toeplitz and that for large dimensions Toeplitz matrices

are equivalent to circulant matrices that have DFT eigenvectors [15]. Inspecting the Toeplitz

structures of CCMs, a new set of common basis vectors is discovered to sparsely represent

all users’ channels simultaneously in the common beam space for DP-UPA. Given such

representation, the ASF for DP-UPA becomes matrix-valued, in contrast to its counterpart

for ULA, which is scalar-valued. As such, a matrix-weight bipartite graph representation

is constructed with the matrix-weights representing the spectra of the angular spread

function. Building upon the new graph representation, a MD-ACS approach is proposed

that extends and strengthens the original ACS from ULA to DP-UPA. In the MD-ACS, it

explicitly takes user selection, sum rate maximization, and interference control into account,

and reformulates it as a new nonlinear integer program, which a low-complexity greedy

algorithm is proposed to solve it efficiently.

Specifically, the contributions in this chapter are summarized as follows.

• By some elaborate row/column permutations, the CCM for DP-UPA antenna is

transformed into a doubly block Toeplitz matrix, and figure out the common basis

vectors (a.k.a. virtual block beams) to represent channel vectors in the angular domain.
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By leveraging Toeplitz matrix theory, the spectral properties are characterized by

investigating their matrix-valued spectral density function (a.k.a. the angular spread

function [28,73]). It is shown that the spectral density function has compact support,

which implies some sparsity when the angular spread is narrow under the context of

DP-UPA massive MIMO scenarios.

• Inspired by these properties, multi-user channel representation of ACS is extent using

bipartite graph from the original scalar-weight to the matrix-weight counterpart.

The matrix-weight bipartite graph establishes the association between block beams

(correspond to dual-polarized antennas) and users according to the asymptotic block

diagonalization of the CCMs. Building upon the matrix-weight bipartite graph

representation, a MD-ACS method is proposed, which is a generalized version of

original ACS formulation and is more suitable for DP-UPA antenna configurations.

The MD-ACS can be formulated as a generalized multi-assignment problem, which

includes the original ACS formulation (i.e., assignment problem) as a special case.

• By taking into account the sum rate maximization and multiuser interference control,

the generalized multi-assignment problem for MD-ACS is reformulated as a nonlinear

integer program, for which a simple yet efficient greedy algorithm is proposed to solve

it. The extensive simulation results using QuaDRiGa channel models demonstrate

the superiority of the proposed MD-ACS with greedy algorithm to the state-of-the-art

methods, including the recently advanced ACS method for DP-ULA antennas in the

previous work [73].

The rest of this chapter is organized as follows. The next section describes the channel

and system model of the DP-UPA FDD massive MIMO system with downlink training

and precoding. In Section 4.3, it studies channel covariance matrices through Toeplitz

theory, and characterize the spectral properties of the spectral density functions. The

proposed MD-ACS is detailed in Section 4.4, including the review of the original ACS, the

matrix-weight graph representation, and the NIP formulation with a greedy algorithm. The

numerical results can be found in Section 4.5, followed by the conclusion in Section 4.6.
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M-antenna Base station

User 1

User 2

DP-UPA antenna

pilot

feedback

estimate channel

&

generate precoder

data transmission 

Figure 4.1: A single-cell multi-user massive MIMO network with DP-UPA antennas equipped at the
base station that serves a number of single-antenna users.

4.2 Channel and Signal Model

4.2.1 DP-UPA Channel Model

This chapter considers a single-cell massive MIMO system (see Fig. 4.1) where the base

station is equipped with an MxˆMyˆ2 DP-UPA serving NU single-polarized single-antenna

users. The DP-UPA consists of in total M “ 2MxMy antenna elements with Mx ports in

each column and My ports in each row, and for each port there are two polarized antenna

elements. According to 3GPP TR-36.873 [20], which is also referred by e.g., [89] and [49],

the channel vector h of DP-UPA can be represented as

h “

«

hV

hH

ff

P CMˆ1, (4.1)

where hV P C
M
2
ˆ1 and hH P C

M
2
ˆ1 correspond to the channel between the vertical

(V )/horizontal (H) antenna and the user, respectively. For notational simplicity, let

q P tV,Hu. Given the angle intervals of azimuth A and elevation B, according to the
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channel model of 3GPP [20], the q-th sub-channel vector can be written as

hq “

ż

B

ż

A
βqpθ, φqγqapθ, φqdθdφ, (4.2)

where A “ rθmin, θmaxs,B “ rφmin, φmaxs and |A| “ 2δθ and |B| “ 2δφ, in which δθ and δφ

are the angular spread (AS) of azimuth and elevation, respectively; βqpθ, φq „ NCp0, βqq

denotes the complex gain that is independent and identically distributed (i.i.d.) across

paths; γq is the polarization factor of the q-th sub-channel; and apθ, φq is the steering

vector of DP-UPA antenna that possesses the same structure as that of UPA, and it can be

written as [20] [89] [85]

apθ, φq “ aypθ, φq b axpθ, φq “

»

—

—

—

—

—

–

1

e
2πdy
λw

sinpφq sinpθq

...

e
2πdypMy´1q

λw
sinpφq sinpθq

fi

ffi

ffi

ffi

ffi

ffi

fl

b

»

—

—

—

—

—

–

1

e
2πdx
λw

sinpφq cospθq

...

e
2πdxpMx´1q

λw
sinpφq cospθq

fi

ffi

ffi

ffi

ffi

ffi

fl

,

(4.3)

where dx and dy are antenna spacing of column and row array respectively, and λw is the

carrier wavelength.

4.2.2 Downlink Training and Precoding

This chapter follows the comprehensive framework proposed in [73, Figure 4], which consists

of (1) uplink pilot transmission from the user to BS, (2) uplink covariance estimation at

the BS side, (3) uplink-downlink covariance transformation at the BS side, (4) downlink

pilot transmission from BS to the user, (5) feeding back pilot measurements from user to

BS, (6) downlink channel estimation at BS side, and (7) downlink beamforming. As focus

in this chapter is on the downlink precoding/beamforming, it assumes the availability of

downlink covariance matrix at the base station via the above steps (1)-(3). In what follows,

the procedure of (4)-(7) (see Fig. 4.1) are briefly reiterated to maintain certain level of

self-containedness.
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Downlink Pilot Transmission

As in [73], the base station sends a space-time pilot matrix S P CTˆM 1

to all users through

a sparsifying precoder Vh P CMˆM
1

, where T ěM is the number of time slots used for pilot

trainsmission, M 1 ďM is the dimension after the active sparsification, and the columns of

Vh are chosen from an orthogonal matrix that will be specified later. As such, the received

pilot signal yp
i of the i-th user can be written as

yp
i “ SV

H
h hi ` n, (4.4)

where hi P CMˆ1 is the downlink channel vector of the i-th user, and n „ NCp0, σ
2IT q

is the AWGN. The pilot matrix S is up to design, subject to a total power constraint

trpSV H
h VhS

Hq ď ρpT , where ρp is the pilot signal power in each time slot.

Feeding Back Pilot Measurements

For simplicity, the base station is assumed to receive the analog form users’ feedback pilot

signals yp
i P C

Tˆ1 [90] ideally, following the strategies in [28,73] without any transmission

error, due to the target of this chapter is to explore the downlink channel precoder design.

The digital feedback with quantization can be implemented according to well-developed

techniques (see [91] and references therein). Due to possible user selection, only the selected

users are required to send the pilot signals back to the base station. In doing so, the base

station could successfully acquires the perfect pilot signals typ
i uiPS with S being the subset

of selected users, which will be specified later.

Downlink Channel Estimation

Given the T ˆ 1 pilot signal yp
i , the M ˆ 1 channel vector hi with M ą T can be recovered,

relying on the sparsity of hi in the angular domain. Following the footstep in [73],

estimated channel vector is obtained via MMSE estimators as

ĥi “ Rh,iR
´1
y,iy

p
i , (4.5)

where Rh,i “ Ethipyp
i q

Hu “ RiVhS
H, Ry,i “ Etyp

i py
p
i q

Hu “ SV H
h RiVhS

H ` σ2I with

Ri fi ErhihH
i s being the downlink channel covariance matrix of user-i.
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Downlink Precoding

With channel estimates, the base station transmit users’ data tdiuiPS through sparsifying

precoders pi P CMˆ1 for each selected user i P S. Thus, the received signal under FDD

DP-UPA downlink data phase yd
i of the i-th user can be written as

yd
i “ h

H
i pidi `

ÿ

jPSzi
hH
i pjdj ` ni, (4.6)

where ni „ NCp0, σ
2
i q is the AWGN, and the sparsifying precoder pi will be specified later.

As the downlink covariance matrix estimation has been extensively investigated in the

literature (e.g, [45, 49, 73]), this section focuses instead on designing the downlink precoder

assuming that the downlink channel covariance matrix tRiu
NU
i“1 is perfectly known at the

base station.

It is worth noting that there are two types of CSI used in the downlink training and

precoding: one is statistical CSI (i.e., channel covariance matrices of all users) for beam

and user selection, and the other one is instantaneous CSI (i.e., realization of the actual

effective channels for the served users) estimate for downlink precoding. We point out here

that the ACS is computed exclusively based on the statistical information, and can be seen

as a generalization of JSDM [15], where the former has a finer control of beams in addition

to user grouping/selection.

4.3 Spectral Properties of Covariance Matrix

Before proceeding further, the Toeplitz structure of CCMs is investigated to pave the

way for the sparsifying precoder design via ACS. The reasons are as follows: (1) The

CCMs of ULA/DP-UPA massive MIMO have a Toeplitz structure, so that high-dimensional

CCMs can be diagonalized by DFT matrices, whose columns contribute to the sparsifying

precoders [28]; (2) The CCMs of ULA/DP-UPA have different Toeplitz structures, so that

the DFT matrices for diagonalization have different formats. While Toeplitz structures have

been studied for ULA/UPA massive MIMO (e.g., [15,92]), those for DP-UPA have not been

explicitly explored. In addition, the spectral properties of the CCMs indicate the structural

pattern, e.g., the sparsity of the support (i.e., the positions of non-zero elements) in the

angular domain, which guides the construction of the weighted bipartite graph representation

for ACS. By ACS, the selected virtual beams specify the corresponding columns in DFT
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matrices for sparsifying precoders. In what follows, the structural properties of downlink

channel covariance matrices tRiu
NU
i“1 for DP-UPA massive MIMO will be inspected through

the lens of Toeplitz matrix theory.

By leveraging the Toeplitz matrix theory, the spectral properties of channel covariance

matrix are inspected through a function analysis perspective. In particular, instead of

looking into the channel covariance matrix, its spectral density is investigated in the angular

domain. This is underpinned by the following lemma.

Lemma 1. The channel covariance matrix R of DP-UPA massive MIMO can be represented,

subject to row/column permutation, as a Hermitian doubly block Toeplitz matrix R̂, which

can be asymptotically block diagonalized by an orthogonal matrix

V “ FMx b FMy b I2, (4.7)

as Mx,My Ñ 8, where Fn is an n ˆ n DFT matrix, and the block-diagonal submatrices

are uniformly sampled from the matrix-valued spectral density function, i.e.,

Σpω1, ω2q “

My´1
ÿ

m1“´My`1

Mx´1
ÿ

m2“´Mx`1

rR̂sm1,m2e
2πpm1ω1`m2ω2q, (4.8)

with rR̂sm1,m2 being a 2ˆ 2 submatrix of R̂.

Proof. See Appendix 4.7.1.

Remark 4. The 2 ˆ 2 matrix-valued spectral density function Σpω1, ω2q over pω1, ω2q P

r´1{2, 1{2s2 is the generating function of the doubly block Toeplitz matrix R̂. As row/column

permutation does not change spectral properties, Σpω1, ω2q is the spectral density function

of channel covariance matrix R over the two-dimensional angular domain r´1{2, 1{2s2. In

particular, the heatmap is plotted in Figure 4.2 to illustrate the normalized spectral density

matrix V HR̂V of four different DP-UPA antenna configurations with channels generated

by QuaDRiGa [93] (See Section 4.5 for the configurations). It can be observed in Figure

4.2 that (1) there are still a few non-zero off-diagonal 2ˆ 2 blocks, which are vanishing as

Mx and My increase; (2) the off-diagonal blocks are dominated by the diagonal ones; (3)

there exhibits certain sparsity in the diagonal blocks, and the off-diagonal blocks agree with

such a pattern. In other words, the imperfect block-diagonalization has no influence on the

support information (i.e., the sparsity pattern), which is determined by the diagonal blocks.
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Similar to the ULA massive MIMO, the signals can also be transformed from spatial to

angular domain to exploit possible (block) sparsity of the spectral density. The columns of

the DFT-type orthogonal matrices have been widely used as the common basis for Toeplitz,

block Toeplitz and TBT matrix in massive MIMO such as precoder design for ULA [73, 77]

and UPA [92] array, and pilot decontamination [10, 11, 27].

Equipped with Lemma 1, it is able to inspect the spectra of channel covariance matrix

R through its spectral density function Σpω1, ω2q. As such, the sparsity properties of

DP-UPA antennas in the angular domain, is shown in Theorem 5.

Theorem 5. The spectral density function Σpω1, ω2q has a compact support over the

two-dimensional frequencies pω1, ω2q P r´1{2, 1{2s2, i.e.,

Σpω1, ω2q “ 0, if pω1, ω2q R

„

´
d

λw
zmax

1 ,
d

λw
zmin

1



ˆ

„

´
d

λw
zmax

2 ,
d

λw
zmin

2



, (4.9)

where zmin
i and zmax

i depend on a fixed AOA θc, φc and AS ∆1,∆2.

Proof. See Appendix 4.7.2.

Remark 5. Theorem 5 is a generalization of the compact properties of spectral density

function from ULA reported in [15] to DP-UPA antenna configurations. In contrast with

the ULA, the spectral density function of DP-UPA is 2 ˆ 2 matrix-valued because of the

dual-polarization. In addition, for UPA and DP-UPA antennas, the compact supports

of Σpω1, ω2q could be more dispersed, thanks to the two-dimensional array. This enables

UPA-type antennas to server more users without causing severe pilot contamination or

multiuser interference.

Thanks to the high resolution of large-scale antenna arrays, the azimuth and elevation

AoAs are usually limited within a narrow range [93], so that zmax
i and zmin

i are confined

within small intervals in r´1, 1s. As such, the compact support only covers a limited range

of frequency range, and thus the spectral density exhibits sparsity properties in the angular

domain. To illustrate the above points, the spectral density of covariance matrices of ULA,

UPA, and DP-UPA are plotted with the same number of antennas, using channels generated

by QuaDRiGa [93] (See Section 4.5 for the configurations). In particular, Figure 4.3 shows

the normalized diagonal elements of DFT-diagonalized covariance matrices for 128ˆ1 ULA,

16ˆ8 UPA, and 8ˆ8ˆ2 DP-UPA, respectively. It can be observed that ULA has one single

yet wide support, and UPA and DP-UPA have multiple narrow supports. Additionally, for
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Figure 4.2: The heatmap of the normalized spec-
tral density matrix V HR̂V for 4ˆ4ˆ2, 4ˆ8ˆ2,
8ˆ 8ˆ 2 and 8ˆ 16ˆ 2 DP-UPA antennas, re-
spectively.
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Figure 4.3: The normalized spectra of covariance
matrices for 128 ULA, 16ˆ8 UPA, and 8ˆ8ˆ2
DP-UPA antennas, respectively.

DP-UPA, it exhibits the block support where the supports appear in pair, which agrees with

the 2ˆ 2 matrix-value spectral density function.

4.4 Multi-Dimensional Active Channel Sparsification

Inspired by the spectral properties in Theorem 5, active channel sparsification is extent

to its multi-dimensional counterpart for sparsifying precoder design in DP-UPA. The key

ideas are as follows: (1) Given the DFT matrices in Lemma 1, the channel vectors are

asymptotically represented by linear combinations of their columns, referred to as common

basis vectors (a.k.a. virtual beams). (2) Given such representations, multi-user channels can

be represented as a matrix-weight bipartite graph (Section 4.4.1). (3) Given the bipartite

graph, the user-beam association is formulated as a many-to-many matching problem, and

solve it efficiently with a greedy algorithm (Section 4.4.2). Finally, the sparsifying precoder

Vh comes from the selected virtual beams.

In what follow, firstly, the matrix-weight graph representation is introduced, and

finally, the general optimization problem formulation is bridged to an existing problem in

combinatorial optimization.
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Users 𝒰
𝑢2𝑢1 ⋯ 𝑢𝑁𝑈

𝑬1,1

Virtual Beam ℬ
𝑏1 𝑏2 ⋯⋯ 𝑏𝑀/2

Edge ℰ
Interfered edge/user/beam

Active edge/user/beam

Inactive edge/user/beam

𝑎
𝑏

Figure 4.4: Matrix-weight bipartite graph for channel representations, where the virtual block beams
are denoted by a square with crossed lines (cf. cross-polarized antenna elements), the users are
denoted by triangles, and the weights between beams and users Ei,m are 2ˆ2 matrices. (a) Channel
representations from different users are overlapping in the sense that they share some common block
beams (indicated by red edges) to represent their respective channels. (b) After active channel
sparsification applied, some block beams (marked in gray) and users (marked in black) are switched
off to avoid channel overlapping, so that the remaining users are not overlapping on active block
beams.

4.4.1 Matrix-weight Bipartite Graph Representation

From Section 4.3, the covariance matrix R̂i can be asymptotically block-diagonalized by

lim
Mx,MyÑ8

R̂i “ pFMy b FMx b I2qΣipFMy b FMx b I2q
H (4.10)

“

My
ÿ

m1“1

Mx
ÿ

m2“1

pfv,m1 b fh,m2 b I2qΣipm1,m2qpfv,m1 b fh,m2 b I2q
H, (4.11)

where fv,m and fh,m are the m-th column of DFT matrices FMy and FMx , respectively,

and Σipm1,m2q is the pMypm1 ´ 1q `m2q-th diagonal block matrix of Σi.

Instead of using a vector to represent a virtual beam in the ULA and UPA settings, here

a Mˆ2 submatrix Vm1,m2 fi fv,m1bfh,m2bI2 is used to represent a virtual cross-polarized

block beam. Similarly, all users’ channels can be represented by a bipartite graph with

matrix-valued weights, where the cross-polarized block beams tVm1,m2 ,m1 P rMys,m2 P

rMxsu on one side and the users on the other side, and the beams and users are connected

with edges of matrix-valued weights tΣipm1,m2q,m1 P rMys,m2 P rMxsu. For notational

simplicity, rΣism is used to denote the matrix-valued weight for m P rM{2s corresponding

to some pm1,m2q.

The scalar-weight graph representation of previous ACS formulation is referred as single-

dimension, and the matrix-weight one as multi-dimension bipartite graph representation.

In particular, the users’ channel covariance matrices are represented in respect of the
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block beams in a matrix weighted bipartite graph G as in Fig. 4.4, where a block beam

corresponds to a pair of cross-polarized antennas. For notational simplicity, the block beams

are denoted as m P rM{2s. The matrix weighted bipartite graph G “ pB,U , Eq is defined,

in which the block beams b P B is on one side and users u P U on the other side. Therefore,

a beam bm and a user ui are connected with an edge pbm, uiq P E if Ai,m “ 1. It is worth

noting that, the weight of edges pbm, uiq P E , i.e., Ei,m “ rΣism with m corresponding

to some pm1,m2q, is a 2ˆ 2 matrix rather than a scalar. With the block beam and user

selection parameters xm and yi, the estimated channel of the i-th user, as in (4.5) in Section

4.2.2, can be approximately written as

ĥi «

M{2
ÿ

m“1

xmVm prΣismq
1
2 ιi,m, (4.12)

where Vm P CMˆ2 corresponds to the block basis vectors Vm1,m2 with m corresponding

to some pm1,m2q, and ιi,m P C2ˆ1 is a random Gausssian vector similarly defined as

before. Similarly, the sparsifying precoder Vh in (4.4) can be specified as the collection of

tVm : xm “ 1u.

Let us explain the physical meaning of the matrix weighted bipartite graph. Each

block beam is illustrated as a pair of crossed lines, in which the cross with red and

black lines corresponds to the vertical and horizontal polarization antennas in the DP-

UPA array, respectively. As a matter of fact, such a correspondence is resulted from

the block-diagonalization of the channel covariance matrix, where it combines the cross-

polarized antennas at the same position. The diagonal elements of Ei,m P C2ˆ2 represent

the channel characteristics of the corresponding antenna, while the off-diagonal elements

indicate the channel correlation between the vertical and horizontal antennas due to

their cross-polarization. In Fig. 4.4(a), the edges in red indicate the inter-user spectral

correlation between users’ channels in the angular domain, which results in potential

inter-user interference for multi-user transmission. Fig. 4.4(b) presents a simple beam and

user selection to reduce the possible beam overlapping for activated users. When actively

switching off some block beams and users, the partial channel correlation of the remaining

users is reduced, for which there is not any overlap on the activated beams anymore. Note

here that the original channels covariance matrices are partially represented by the active

block beams only.

While this may result in partial channel estimation and exploitation, it is expected not
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to degrade the overall multi-user performance as long as a proper beam and user selection

strategy is designed. For the scalar case, it has been evidenced in [28] that the beam and

user selection by ACS could improve overall performance over the ones without channel

sparsification. In what follows, before proceeding with the matrix-weight bipartite graph

representation, it takes a step back to propose a more general formulation of ACS from the

lens of combinatorial optimization.

4.4.2 Generalized Multi-dimensional Active Channel Sparsification (MD-

ACS)

Given the above matrix-weight graph representation, the original ACS [28] is reformulated

in a more general way. The generalization lies in two aspects: one is to extend one-to-one

matching to many-to-many matching, the other one is to generalize scale-weight (i.e., single-

dimensional) to matrix-weight (i.e., multi-dimensional) matching with rate maximization

and interference mitigation embedded instead of maximizing multiplexing gain.

From One-to-one to Many-to-Many Matching

In the original formulation in (2.22) of ACS, a subgraph G1 is selected with active beams B1

and users U 1, and the maximal bipartite matching is constructed in the induced subgraph

G1 “ pB1,U 1, E 1q. It has been shown in [28] that the cardinality of the maximal bipartite

matching is equal to the multiplexing gain of multi-user transmission. If it takes a step

back, instead of working on the maximal (one-to-one) bipartite matching in the selected

graph, the many-to-many matching on the original bipartite graph G is considered, where a

number of beams can be associated to one user, and likewise each beam can serve multiple

users as long as inter-user interference is properly controlled. As such, a more general

formulation can be given by

pP2q : max wpM˚
Gq (4.13a)

s.t. degGpuiq ď κb,i, @ui P U (4.13b)

degGpbmq ď κu,m, @bm P B (4.13c)

where M˚
G is the set of many-to-many matching, which is a generalization of one-to-one

matching, κb,i ď T {2 is the maximum beams can be assigned to user i to guarantee that

channel estimation is feasible [28], and κu,m the maximum users that can reuse the same
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beam m so that not much interference is caused one another. In contrast to the one-to-one

matching, many-to-may matching allows each vertex on one side to be matched with

multiple vertices on the other side.

The above many-to-many weighted matching is equivalent to the GMAP [94], which

is a generalized version of the assignment problem corresponding to one-to-one matching.

The GMAP considers to assign a set of tasks to a set of agents. When a task is assigned to

an agent, it produces profit and incurs cost. The aim of GMAP is to assign each task to

multiple agents, where one agent can conduct multiple tasks, so that the total cost of all

tasks is minimized and/or the total profit is maximized. Under the context of the multiple

beam-user assignment, the above generalized ACS formulation can be reformulated as a

GMAP with an integer programming as follows

pP 12q : max
zi,m

M{2
ÿ

m“1

NU
ÿ

i“1

wi,mzi,m (4.14a)

s.t.
NU
ÿ

i“1

zi,m ď κu, @bm P B (4.14b)

M{2
ÿ

m“1

zi,m ď κb, @ui P U (4.14c)

zi,m P t0, 1u, @bm P B,@ui P U (4.14d)

where zi,m is a binary decision variable such that zi,m “ 1 indicates the m-th block

beam is assigned to the i-th user, and 0 otherwise; wi,m is the corresponding profit for such

an assignment, and it is a function of the matrix-weight Ei,m; κu and κb are the maximum

number of users and block beams to match each beam and user, respectively. For simplicity,

it is assumed that each user (resp. beam) is associated to the same number of beams (resp.

users).

From Single-dimensional to Multi-dimensional Matching

The generalized formulation in (4.14) reduces the size of the integer program compared to

(2.22) to a great extent, thanks to the GMAP formulation and the matrix-weight bipartite

representation of beam-user association. However, the merits in the original formulation,

e.g., multiplexing gain maximization in (2.23a) and interference control in (2.23f), are

totally lost.
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To remedy the above reformulation, in what follows, the consideration of sum rate

maximization is integrated into the objective function, especially into the parameters twi,mu,

and the interference control is relegated to a constraint. Such a remedy results in a nonlinear

formulation, which motivates us to propose a greedy algorithm to solve it in an efficient

way.

Embedding Sum Rate Maximization and Interference Control Given the subset

of selected users S “ ti : y˚i “ 1u, the achievable rate of the i-th user with downlink

precoder pi can be written by

Ri “ log

˜

1`
|hH
i pi|2

σ2 `
ř

jPSzi|hH
i pj |2

¸

. (4.15)

For the sake of tractability of optimization, an asymptotic version of sum rate is considered

when Mx,My Ñ 8 so that the asymptotic zero-forcing precoder of the i-th user can be

simply written by the column vectors of common basis V . In particular,

pi P Rthiu XN thj , j P Sziu (4.16)

“ tVm : xmtrprΣismq ě δ, xmyjtrprΣjsmq ď δ,@j P rNU szi,m P rM{2su, (4.17)

where Rt¨u and N t¨u are the range and null spaces of the subspace spanned by the vectors,

and δ is a threshold to determine if the block beam is strong enough to be considered.

Hence, with such asymptotic precoder, the asymptotic rate2 of the i-th user can be

written as

R8i “ log

¨

˝1`
tr
´

řM{2
m“1 xmrΣismrΣis

H
m

¯

σ2 ` tr
´

řM{2
m“1

řNU
j“1,j‰i yjxmrΣismrΣjs

H
m

¯

˛

‚ (4.18)

“ log
´

σ2 ` tr
`

M{2
ÿ

m“1

NU
ÿ

j“1

yjxmrΣismrΣjs
H
m

˘

¯

´ log
´

σ2 ` tr
`

M{2
ÿ

m“1

NU
ÿ

j“1,j‰i

yjxmrΣismrΣjs
H
m

˘

¯

2We point out that the asymptotic rate here is with respect to the number of antennas, which is different
from those at high SNR in the literature. This rate is not actually achievable because of the limited number
of antennas and the imperfect channel estimation for precoding in practical scenarios. It is only used for the
purpose of optimization.
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ě

M{2
ÿ

m“1

˜

log
´2σ2

M
` tr

`

NU
ÿ

j“1

yjxmrΣismrΣjs
H
m

˘

¯

´ ηi,m

¸

, (4.19)

where the first term is due to Jensen’s inequality with logp¨q being a concave function, and

the second term is due to an artificially introduced constraint

log
´

σ2 ` tr
`

M{2
ÿ

m“1

NU
ÿ

j“1,j‰i

yjxmrΣismrΣjs
H
m

˘

¯

ď

M{2
ÿ

m“1

ηi,m. (4.20)

With Jensen’s inequality, the above constraint can be relaxed to

M{2
ÿ

m“1

log
´2σ2

M
` tr

`

NU
ÿ

j“1,j‰i

yjxmrΣismrΣjs
H
m

˘

¯

ď

M{2
ÿ

m“1

ηi,m. (4.21)

Let us introduce two matrices P P CNUˆ
M
2 and C P CNUˆ

M
2 such that

rP si,m “ log tr
´

NU
ÿ

j“1

yjrΣismrΣjs
H
m

¯

, (4.22)

rCsi,m “ log tr
´

NU
ÿ

j“1,j‰i

yjrΣismrΣjs
H
m

¯

. (4.23)

The maximization of the asymptotic sum rate with joint user and beam selection can be

approximately formulated in the following way

pP3q : max
zi,m

M{2
ÿ

m“1

NU
ÿ

i“1

zi,mrP si,m (4.24a)

s.t. (4.14b), (4.14c), (4.24b)

rCsi,mzi,m ď ηi,m, @bm P B,@ui P U (4.24c)

zi,m P t0, 1u, @bm P B,@ui P U (4.24d)

where the objective function (4.24a) comes from the lower bound of the asymptotic rate,

with the constant parts dropped for simplicity, and the final constraint (4.24c) due to the

constraint (4.21) to control interference, and zi,m “ xmyi is binary-valued.

The above optimization formulation can be recognized as a GMAP with an additional
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constraint (4.24c). The lower bound of the asymptotic rate can be regraded as the profits,

and the constrained term in (4.21) can be treated as costs. As such, P and C are referred

as the profits and costs matrices, respectively. While the optimization problem (4.24) is

linear for the parameters tzi,mu, the profits and costs matrices P and C are dependent of

user selection tyju, which is entangled with tzi,mu as zi,m “ xmyi. This makes the problem

a nonlinear integer program with respect to txmu and tyiu, which is challenging to solve.

To overcome this, a low-complexity greedy algorithm is proposed, avoiding overlaps between

any two users in the matrix-weight bipartite graph.

Greedy Algorithm As detailed earlier, given the channel covariance matrix R̂i with

permuted rows and columns from the original one Ri, a matrix-weight bipartite graph

representation can be constructed where the matrix weights rΣism come from the block

diagonalization of R̂i. However, when it comes to the practical scenarios with a finite

number of antennas, R̂i is not perfectly block-diagonalizable with the DFT matrix as in

(4.10). To overcome this, a possible way is to approximate the matrix-weight rΣism by

rΣ̂ism “ rpFMy b FMx b I2q
HR̂ipFMy b FMx b I2qsm,m, (4.25)

where r¨sm,m is the m-th 2 ˆ 2 block diagonal submatrix with m P rM{2s. It is readily

verified that limMx,MyÑ8rΣ̂ism “ rΣism for all i,m. Thus, in what follows, rΣ̂ism is used

instead of rΣism for algorithm design in the practical scenarios.

For ease of presentation, a NU ˆ
M
2 matrix Ψ with rΨsi,m “ trprΣ̂ismq is introduced to

indicate the contribution of the m-th block-beam to the i-th user. Let us define a binary

matrix A1 for the greedy algorithm with elements specified as

rA1si,m “

#

1, if m P maxnp
 

rΨsi,m1 ,@m
1 P rM{2s

(

,

0, Otherwise,
(4.26)

where np P rM{2s is a tunable integer parameter, and maxnptAu returns the indices of the

largest np values in the set A. Here A1 serve as a mask to filter out the insignificant weight

matrices trΣ̂ism,@mu and only keep np largest ones. In particular, if np “ κb, then after

masking with A1, there are at most κb block beams left that are connected to each user, so

that the constraint (4.14c) is automatically satisfied.

For the greedy algorithm, according to the asymptotic analysis of sum rate, a specific
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evaluation function is defined as

ΦpP ,Cq “
ÿ

i

ÿ

m

xmyiprP si,m ´ rCsi,mq, (4.27)

where P and C are profit and cost matrix as shown in (4.22) and (4.23), for which rΣ̂ism

is used.

Given the bipartite graph representation G “ pB,U , Eq and the matrix-weight rΣ̂ism on

the edge pbm, uiq, a greedy algorithm is proposed to solve the optimization problem pP3q.

Generally speaking, our proposed greedy algorithm scans the matrix-weight bipartite graph

representation in a greedy manner to ensure the constraints of pP3q to be satisfied according

to the evaluation function ΦpP ,Cq. Whenever the violation happens, either switch off the

user or certain beams make the constraints satisfied. The detailed procedure is outlined in

Algorithm 2, which takes three steps: 1) select the largest κb coefficients as the dominant

block beams for every user; 2) select the beams as the setM that serve more than κu users;

3) make the decision to switch off the beam or only reserve the dominant κu users. Repeat

the third step until M “ H. The detailed procedure is outlined in Algorithm 2.

Let us explain the greedy algorithm in detail. Instead of maximizing the profit with

the cost as the constraint in (4.24), we define a new profit function as in (4.27) which

takes both original profits and costs into account. At the beginning, each user i selects

κb block beams with the largest weights as specified by A1 in (4.26). This is to make the

constraint (4.14c) automatically satisfied. Then, each block beam m determines whether

the number of served users exceeds its capability κu to satisfy the constraint (4.14b), and

the unsatisfied block beams are included in the setM (Line 7). For those beams with more

than κu users served that violate the constraint (4.14b), it is determined that if it is better

to switch off this beam m, or some users so that the constraint (4.14b) is satisfied. To

make such a decision, two quantities Φb and Φu are computed and compared when either

option is applied with respect to the newly defined profit in (4.27) (Lines 9 - 16 in the

while loop). This operation repeats till the constraint (4.14b) is satisfied for all active block

beams, i.e. M “ H. After each iteration, the weight matrix Φ and the binary matrix A1

will be updated (Line 17), so that the deactivated users or beams will not be considered

in the future. As such, the greedy algorithm results in a feasible solution after at most
M
2 iterations with polynomial-time complexity of OpMpNU logNU `MNU qq [95] where

OpNU logNU q comes from sorting users and OpMNU q from the computation of (4.27) in



Chapter 4. Downlink Precoding for DP-UPA FDD Massive MIMO via Multi-Dimensional
Active Channel Sparsification 87

Algorithm 2 Greedy Algorithm for Generalized MD-ACS

1: Input: tR̂i,@iu, κu, κb
2: Initialization: xm “ yi “ 1 for all i P rNU s,m P rM{2s

3: Produce 2ˆ 2 diagonal submatrices trΣ̂ismu
NU ,M{2
i“1,m“1 from tR̂iu

NU
i“1 according to (4.25)

4: Construct the bipartite graph representation G “ pB,U , Eq with matrix-weights trΣ̂ismu

for the edge pbm, uiq P E , and construct the weight matrix Ψ with rΨsi,m “ trprΣ̂ismq

5: Compute profit and cost matrix P ,C as (4.22)-(4.23) with rΣ̂ism

6: Construct a binary matrix A1 as in (4.26) with np “ κb, such that (4.14c) is satisfied

7: Update Ψ as Ψ Ð A1 dΨ, and set M “ tm :
řNU
i“1 xmyirA

1si,m ą κu,@m P rM{2su
8: while M ‰ H do
9: Select the beam m PM

10: Compute (4.27) as Φb if the beam is switched off, i.e., xm “ 0
11: Compute (4.27) as Φu if only κu users with the largest rΨsi,m are selected, i.e.,

yi “ 0 for all i R maxκutrΨsi1,m,@i
1u

12: if Φb ą Φu then
13: xm “ 0, and rA1si,m “ 0, @i P rNU s

14: else
15: yi “ 0, and rA1si,m “ 0, @m P rM{2s, i R maxκutrΨsi1,m,@i

1u

16: end if
17: Update Ψ as Ψ Ð rA1s dΨ
18: Update MÐ tm :

řNU
i“1 xmyirA

1si,m ą κu,@m P rM{2su
19: end while
20: Output: txmu

M{2
m“1, tyiu

NU
i“1

each iteration.

To summarize, compared with the original single-dimension ACS formulation in [28,73],

our proposed MD-ACS with greedy algorithm has the following advantages.

• While the original ACS is dedicated to the maximization of multiplexing gain, our

proposed MD-ACS takes both sum rate maximization and interference control into

account, which leads to better performance at finite SNR, as will be shown in Section

4.5.

• In the original ACS, the same threshold is applied for all users and beams to construct

the bipartite graph representation, and the resulting graph is sensitive to such

threshold. In addition, there are quite a few tunable parameters in (2.23), which

are challenging to fine-tune to arrive at the sweet spot for the optimal solution, so

that an improper choice probably results in severe performance degradation. For our
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proposed MD-ACS, the integer-valued parameters κu and κb are used to construct

the bipartite graph, and the resulting graph is more flexible and suitable for greedy

search.

• Due to the pre-determined bipartite graph representation and the implicit user

selection, the original ACS is suitable to the homogeneous scenarios, whereas our

proposed greedy algorithm is suitable for both homogeneous and heterogeneous

scenarios (e.g., with both indoor and outdoor users), thanks to the adaptive bipartite

graph construction and the explicit user selection, as will be demonstrated in Section

4.5.

4.5 Numerical Results

In this section, the numerical results of our proposed method — generalized MD-ACS —

are provided and compare with the state-of-the-art ones in the practical DP-UPA FDD

massive MIMO scenarios . The following baseline methods are considered for comparison.

• No Selection: All users and beams are activated.

• JSDM: A clustering algorithm that divides users into groups according to the

similarity of their channel covariance matrices [15].In each group, a user is randomly

selected on behalf of the corresponding cluster. In this chapter, the number of clusters

K is is set to K “
ř

i y
˚
i , where y˚ is the user selection vector obtained by the

proposed greedy algorithm. Firstly, in clustering algorithm, it randomly selects K

data points as centroids. According to the distance between data point and centroids,

each data point is assigned into the nearest cluster. The clusters then update the

centroid, and repeat the process until all centroids remain same. In general, a k-means

algorithm uses a scalar or vector as the data point, with the Euclidean distance serving

as the similarity measure and the average over data points with clusters serving as the

centroids. However in JSDM, the data points are changed into a matrix, covariance

matrix. JSDM adopts the chordal distance between the covariance eigenspaces as

the similarity matrix. Given two covariance matrices R1,R2, the chordal distance is

written as

dCpU1,U2q “ }U1U
H
1 ´U2U

H
2 }

2
F , (4.28)
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where U1,U2 are the dominate eigenspaces of R1,R2, respectively. The generating

centroid function is defined as

Û “ eigp

«

1

N

N
ÿ

n“1

UnU
H
n

ff

P CMˆp, (4.29)

where N is the number of point in the corresponding cluster, and eigppXq denotes

the unitary matrix formed by the p dominant eigenvectors of X.

• ACS: The original ACS on scale-weight bipartite graph representation, which was

first proposed in [28] for ULA, and later on extended to DP-ULA in [73];

• ACS-Matrix: The conventional ACS with the MILP formulation on the matrix-

weight bipartite graph representation, where the constraint (2.23f) is replaced by

Pyi ď
ÿ

bmPB
tr prW si,mqxm, @ui P U . (4.30)

• Greedy Algorithm: The proposed MD-ACS with greedy algorithm implementation

as specified in Algorithm 2.

The downlink channel training and precoding follow the procedure in Section 4.2.2, where

the pilot matrix S is a T ˆM 1 orthogonal matrix, with M 1 “ 2
řM{2
m“1 xm ďM being the

number of activated virtual beams, and the average pilot signal power is set to ρp “ 1.

The simulation scenarios consider FDD downlink transmission in a single-cell massive

MIMO network, where the base station is equipped with M “MxˆMyˆ2 DP-UPA antenna

and serves NU single-antenna users. In order to evaluate the algorithms comprehensively

and fairly, the QuaDRiGa channel model [93] is adopted to generate downlink channel

vectors h. According to the 3GPP and the QuaDRiGa specifications [96], the Inter-Site

Distance is set to be 500m and the ‘3GPP-3D-UMA’ scenario is considered. For the users’

located rules, the minimum distance from users to the base station is 10m. We choose

50% indoor and 50% outdoor users for downlink transmission, where the height of all the

outdoor users is set to 1.5m. In all simulation scenarios, the downlink channel covariance

matrix is somehow available, which can be simply obtained by R “ 1
N

řN
t“1 hth

H
t using

N “ 1000 downlink channel vector realizations ht generated from QuaDRiGa, or obtained

from uplink channel covariance matrix by leveraging uplink-downlink reciprocity (e.g., [28]).
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Figure 4.5: Sum rate versus SNR with 4ˆ 4ˆ 2
DP-UPA, NU “ 15 users and T “ 16 timeslots.
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Figure 4.6: Sum rate versus ratio p T
Tc
q with

4ˆ4ˆ2 DP-UPA, NU “ 15 users and SNR “ 20
dB.
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Figure 4.7: Sum rate versus SNR with 4ˆ 4ˆ 2
DP-UPA, NU “ 30 users and T “ 16 timeslots.
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Figure 4.8: Sum rate versus ratio p T
Tc
q with

4ˆ4ˆ2 DP-UPA, NU “ 30 users and SNR “ 20
dB.
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Unless otherwise explicitly specified, for all the simulation scenarios, following parameters

are chosen: κb “ 3; κu “ 20 for 64 antenna configuration and κu “ 12 for 32 antenna

configuration; pilot dimensions of training phase T “ 16; for 32 antennas (Fig. 4.5-4.8), the

antenna array is Mx “My “ 4 and the FDD frame length is Tc “ 64, and for 64 antennas

(Fig. 4.9-4.13), Mx “ 4, My “ 8 and Tc “ 72, and the sum rate in simulation figures is

R “
ř

i

´

1´ T
Tc

¯

Ri.

Figures 4.5 and 4.6 illustrate the sum rate of downlink transmission with NU “ 15 users

in total versus SNR and the pilot dimension of the training phase, respectively. We can

observe in Fig. 4.5 that, the proposed MD-ACS with greedy algorithm outperforms all other

methods, and the gap is increasing as SNR goes. The ACS-like methods (i.e., ACS and

ACS-Matrix) perform poorly at high SNR compared with No Selection, which is probably

due to the fact that the number of users for selection is quite limited so that activating

all users may not be a bad idea. In Fig. 4.6, it appears the sum rate first increases as the

ratio does, because higher pilot dimension yields higher estimation accuracy of downlink

channel, and therefore more accuracy downlink precoding. Then, while raising the pilot

dimension may result in a more accurate channel estimation, the sum rate declines when

the ratio exceeds 0.25, as the training phase consumes more resources and leaves fewer time

slots for transmission. For the ACS-like methods (i.e., ACS and ACS-Matrix), it looks

too many users have been switched off, which results in severe performance degradation

when T is large. In Figures 4.7 and 4.8, NU “ 30 users are considered. It is observed

that our proposed MD-ACS with greedy algorithm consistently outperform other methods.

In this scenario, with a sufficiently large number of users, both ACS-Matrix and ACS

perform better than JSDM and No Selection. The No Selection method confronts severe

performance degradation – it is because there are too many users in the network, and

user selection is crucial. In these simulations, ACS-Matrix outperforms the conventional

ACS approach, which demonstrates the effectiveness of using matrix-weight bipartite graph

representation. Notably, from Fig. 4.6 and Fig. 4.8, the optimal pilot dimensions that

maximize the sum rate are different across algorithms. The optimal pilot dimension of

ACS is around T “ 12 while others are around T “ 16. This suggests that ACS seems

more dedicated to beam selection, while others (including the greedy algorithm) prefer user

selection.

Further, Fig. 4.9-4.12 increase the number of antennas from 32 to 64, and consider

two scenarios with NU “ 30 and NU “ 60 users. For the 64 DP-UPA antenna scenario

with 30 users, compared with the 32-antenna case, the sum rate improvement of our greedy
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Figure 4.9: Sum Rate versus SNR with 4ˆ 8ˆ 2
DP-UPA, NU “ 30 users and T “ 16 timeslots.
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Figure 4.10: Sum Rate versus ratio p T
Tc
q with

4ˆ8ˆ2 DP-UPA, NU “ 30 users and SNR “ 20
dB.
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Figure 4.11: Sum Rate versus SNR with 4ˆ8ˆ2
DP-UPA, NU “ 60 users and T “ 16 timeslots.
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Figure 4.12: Sum Rate versus ratio p T
Tc
q with

4ˆ8ˆ2 DP-UPA, NU “ 60 users and SNR “ 20
dB.
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Figure 4.13: Sum Rate versus the number of users with 4ˆ 8ˆ 2 DP-UPA, T “ 16 timeslots and
SNR “ 20 dB.

algorithm over other methods is diminishing, because the capability of serving more users

is enhanced with more antennas, and thus user selection is not crucial. When the number

of users increases from NU “ 30 to NU “ 60, the same phenomenon is observed as that

in Figures 4.7 and 4.8. Interestingly, from Figures 4.10 and 4.12, it is found that even if

the number of antennas is increased, the optimal pilot dimension is still around T “ 16

timeslots. It is worth noting that, ACS-Matrix with matrix-weight graph representation

outperforms the conventional scalar-weight ACS method. It suggests that the matrix-weight

formulation is more suitable than scalar-weight ACS for the DP-UPA scenario. As such, the

improvement of our proposed greedy algorithm comes from two aspects: the matrix-weight

MILP formulation and the search-based user/beam selection strategy. Fig. 4.13 shows

the sum rate versus the number of users in the cell when the pilot dimension is set to

T “ 16. We can observe that: (1) When the number of users is small, e.g., NU ď 30,

user selection is unnecessary, because the sum rates are nearly the same for the proposed

greedy algorithm, compared with No Selection. (2) As the number of users increases, the

benefit of user selection emerges, and it becomes crucial when the number of users is large,

e.g., NU ě 45. (3) Our proposed MD-ACS with greedy algorithm always outperforms the

conventional ACS thanks to the matrix-weight graph representation and the search-based

greedy user/beam selection.



94 Han Yu

4.6 Conclusion

In this work, the downlink sparsifying precoder design and user selection in DP-UPA FDD

massive MIMO systems have been investigated using ACS. By extending the original scalar-

weight bipartite graph representation of user-beam association to a matrix-weight bipartite

graph, a generalized MD-ACS for DP-UPA antenna configurations with a nonlinear integer

program formulation was proposed. Inspired by the generalized multi-assignment problem,

an efficient greedy algorithm was proposed to solve the nonlinear integer problem, and

observed its superiority in extensive simulation results using QuaDriGa channel models. We

believe such an improvement of the ACS methodology could pave the way for the potential

deployment of ACS to the practical FDD massive MIMO systems.

4.7 Appendix

4.7.1 Proof of Lemma 1

Given the channel vector in (4.1), the covariance matrix R “ EthhHu can be written as

R “

«

EthV hH
V u EthV hH

Hu

EthHhH
V u EthHhH

Hu

ff

fi

«

R1 R2

RH
2 R3

ff

. (4.31)

For k “ 1, 2, 3

Rk “

ż

Ω
pkapθ, φqa

Hpθ, φqdθdφ, (4.32)

where Ω “ tpθ, φq : θ P A, φ P Bu and

p1 “ γV γ
˚
V EtβV β˚V u, p2 “ γV γ

˚
HEtβV β̄Hu, p3 “ γHγ

˚
HEtβHβ˚Hu, (4.33)

with βV and βH being vertical and horizontal polarization respectively. In fact, the

submatrix Rk has the same structure as the covariance matrix of UPA, which is a doubly

Toeplitz matrix. By letting Pβ “
´

p1 pH2
p2 p3

¯

, the covariance matrix R can be alternatively

written as

R “ Pβ b

ż

Ω
apθ, φqaHpθ, φqdθdφ “ Pβ bB, (4.34)
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where

B “

ż

Ω
aypθ, φqa

H
ypθ, φq b axpθ, φqa

H
xpθ, φqdθdφ (4.35)

“

ż

Ω

»

—

—

–

B11 ¨ ¨ ¨ B1My

...
. . .

...

BMy1 ¨ ¨ ¨ BMyMy

fi

ffi

ffi

fl

dθdφ. (4.36)

For p, q P rMys, each block Bpq can be written as

Bpq “
“

aypθ, φqa
H
ypθ, φq

‰

pq
Apθ, φq “ e

2π
λw

dypp´qq sinφ sin θApθ, φq, (4.37)

with

rApθ, φqsij “ raxpθ, φqsira
H
xpθ, φqsj “ e

2π
λw

dxpi´jq sinφ cos θ. (4.38)

It appears that the elements in Apθ, φq only depend on pi´ jq and the submatrices in Bpq

only depend on pp´ qq. Therefore, B is a doubly Toeplitz matrix.

To facilitate the inspection from the perspective of generating function for Toeplitz

matrices, R is transformed into a doubly block Toeplitz matrix by row/column permutation.

Following the footsteps in [97], R is permutated by a perfect shuffle matrix Q as

R̂ “ QRQT “ QPβ bBQ “ B b Pβ, (4.39)

with

Q “

»

—

—

—

—

–

IM
`

1 : M2 : M, :
˘

IM
`

2 : M2 : M, :
˘

...

IM
`

M
2 : M2 : M, :

˘

fi

ffi

ffi

ffi

ffi

fl

. (4.40)

By the permutation, R̂ is doubly Toeplitz matrix, that is, an MxMy ˆMxMy doubly block

Toeplitz matrix, with each element being a 2 ˆ 2 matrix. In particular, the pm1,m2q-th

submatrix rR̂sm1,m2 can be given by

rR̂sm1,m2 “

ż

Ω
e

2π
λw
pdym1 sinφ sin θ`dxm2 sinφ cos θqdθdφPβ. (4.41)
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When Mx,My Ñ8, it is known in [70] that the pm1,m2q-th submatrix of R̂ can be given

by

rR̂sm1,m2 “

ż 1{2

´1{2

ż 1{2

´1{2
Σpω1, ω2qe

´2πpm1ω1`m2ω2qdω1dω2, (4.42)

through its generating function

Σpω1, ω2q “

8
ÿ

m1“´8

8
ÿ

m2“´8

rR̂sm1,m2e
2πpm1ω1`m2ω2q. (4.43)

It is known that for any Toeplitz matrix Tn, when n Ñ 8, there exists a circulant

matrix Cn sharing the same generating function [69]. This applies to the extensions, e.g.,

doubly (block) Toeplitz and circulant matrices. It is known in [70] that circulant matrix

can be diagonalized by DFT matrix, and this can be extended to block and doubly block

Toeplitz matrices. As such, for the doubly block Toeplitz matrix R̂, there exists a doubly

block circulant matrix Ĉ such that

Ĉ “ pFMx b FMy b I2qΣpFMx b FMy b I2q
H, (4.44)

where Σ is a block diagonal matrix with MxMy non-zero diagonal blocks of size 2ˆ 2 each.

According to [98, Theorem 2]. the diagonal blocks of Σ is the uniform sampling of the

generating function Σpω1, ω2q on the following grids

pω1, ω2q “

ˆ

´
1

2
`
m1

My
,´

1

2
`
m2

Mx

˙

, @m1 P rMys ´ 1, m2 P rMxs ´ 1. (4.45)

4.7.2 Proof of Theorem 5

According to Lemma 1, by letting dx “ dy “ d and plugging (4.41) into the spectral density

function Σpω1, ω2q,

Σpω1, ω2q “

8
ÿ

m1“´8

8
ÿ

m2“´8

rR̂sm1,m2e
2πpm1ω1`m2ω2q (4.46)

“ Pβ

ż

Ω

8
ÿ

m1“´8

8
ÿ

m2“´8

e2πm1p
d
λw

sinφ sin θ`ω1qe2πm2p
d
λw

sinφ cos θ`ω2qdθdφ (4.47)
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“ Pβ

ż

Ω

˜

8
ÿ

m1“´8

e2πm1p
d
λw

sinφ sin θ`ω1q

¸˜

8
ÿ

m2“´8

e2πm2p
d
λw

sinφ cos θ`ω2q

¸

dθdφ

(4.48)

“ Pβ

ż

Ω

˜

8
ÿ

m1“´8

δ

ˆ

m1 ´

ˆ

d

λw
sinφ sin θ ` ω1

˙˙

¸

¨

˜

8
ÿ

m2“´8

δ

ˆ

m2 ´

ˆ

d

λw
sinφ cos θ ` ω2

˙˙

¸

dθdφ,

(4.49)

where the last equation is due to Poisson Summation Formula [99].

Further, let z1 “ sinφ sin θ and z2 “ sinφ cos θ. Define zmax
i “ maxφ,θtziu and zmin

i “

minφ,θtziu. Due to the property of delta function, only if both ω1 “ m1 ´
d
λw
z1 and

ω2 “ m2 ´
d
λw
z2 are satisfied, Σpω1, ω2q is a non-zero matrix. Given that m1,m2 P Z,

´1 ď zmin
i ď zmax

i ď 1, and ω1, ω2 P
`

´1
2 ,

1
2

˘

, the only possible integer of m1 and m2 is 0.

Thus, the range of ωi that yields non-zero Σpω1, ω2q depends on that of zmin
i and zmax

i , i.e.

ωi P
”

´ d
λw
zmax
i , d

λw
zmin
i

ı

, i “ t1, 2u. As such, given a set of AOA θc, φc and AS ∆1,∆2, a

compact support can be obtained that is related to the both elevation and azimuth AOAs.

Even when the special points, ω1, ω2 “ ˘
1
2 , are considered, such that m1,m2 “ ˘1 might

exist, only the corresponding points under zi “ ˘1 does not alter the conclusion.



Chapter 5

Topological Pilot Assignment in

Large-Scale Distributed MIMO

Networks

5.1 Introduction1

After adopting the generalized ACS concept into two centralized massive MIMO problems,

this chapters aims to explore the application of ACS in distributed massive MIMO. Due to

the distance between RRHs and users and the obstacle existing, the distributed massive

MIMO network could be extracted to a graph, where includes the path-loss information.

Owing to such graph structure, the ACS concept could apply into the pilot assignment

problem of distributed networks.

As mentioned in Chapter 2, to address this pilot contamination issue, many researchers

have proposed a lot of low-complexity pilot assignment algorithms [26,62–65]. This chapter

aims to provide another perspective to investigate such a challenging pilot assignment

problem. Thanks to the bipartite graph construction, a toplogical structure is imposed on

the network connectivity based on the large-scale fading coefficients, so that only channels

with smaller path-loss than a certain threshold are captured and the network connectivity is

artificially sparsified. Due to the artificially sparsity property, the pilot assignment problem

1 c©[2022] IEEE. Reprinted, with permission, from [Han Yu, Xinping Yi, Giuseppe Caire, Topological Pilot
Assignment in Large-Scale Distributed MIMO Networks, IEEE Transactions on Wireless Communications,
2022.02]
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of distributed massive MIMO can be connected with ACS problem as well.

Based on sparsified network topology, the connection between the pilot assignment

problem and the TIM problem with multiple groupcast message setting is built, so that the

developed coding schemes for TIM using e.g., graph coloring and coded multicasting, can

be applied here for pilot assignment. Instead of analyzing the optimality with respect to

specific topologies in TIM, this chapter proposes two systematic pilot assignment methods

to deal with arbitrary topologies by formulating two non-convex optimization problems.

The first one is a low-rank matrix completion formulation to minimize the pilot dimension

with a given channel estimation pattern. In particular, it minimizes the rank of a partially

determined matrix whose entries are determined by the channel estimation pattern and a

binary pilot assignment matrix. Once the matrix is completed, the matrix factorization is

employed to obtain the binary pilot assignment matrix. The second one is a formulation of

binary quadratically constrained quadratic program to find the optimal channel estimation

pattern with a given training budget (i.e., pilot dimension). Instead of solving the problem

directly, the sequential optimization method is applied to solve it iteratively, and at each

iteration a combinatorial optimization problem is solved to maximize the usage of each

pilot dimension, in the hope to estimate as many channels as possible. By such formulation,

a mixed integer program formulation is proposed via sequential maximum weight induced

matching and a simple yet efficient greedy algorithm. The superiority of two proposed

methods are verified by Monte-Carlo simulation under the cell-free massive MIMO settings,

which show that our approaches have a better ergodic rate performance compared to the

state-of-the-art methods.

Notation: Throughout this chapter, the identity matrix is denoted by em. Define

tatut fi tat, @tu and for the multiple indices, it applies similarly.

5.2 System Modeling

5.2.1 Distributed Massive MIMO

Consider a distributed massive MIMO network with M RRHs each with single antenna2

coherently and simultaneously serving K single-antenna user equipment, all of which are

uniformly located in a large area at random. The RRHs operate in TDD mode, so that

2For ease of presentation, the single-antenna RRHs are considered for the derivation, whereas the
extension to multiple-antenna RRHs is straightforward.



100 Han Yu

the downlink channel coefficients can be estimated through uplink training due to the

uplink/downlink channel reciprocity in TDD mode. All RRHs are connected to a central

processing unit (CPU) via error-free backhaul links for the purpose of coordination. The

backhaul links are not allowed to exchange instantaneous CSI, while payload data, pilot

assignment strategy, and power control coefficients can be routed and exchanged. It is

assumed M " K, and each user should be served by a sufficiently large number of RRHs in

order to harvest the benefits of channel hardening and favorable propagation. Through the

limited coordination among RRHs, a distributed massive MIMO is formed.

According to the channel model of distributed massive MIMO in Chapter 2, the channel

coefficient gmk between RRH-m and UE-k is modeled as same with equation (2.3) Due

to only single antenna RRH and user is considered, the small-scale fading hmk is a scalar.

In this chapter, the channel coefficients are assumed to be constant during a TDD frame.

A TDD frame consists of uplink training and downlink payload transmission. This work

places focus mainly on pilot assignment and channel estimation.

5.2.2 Uplink Training

Let τp be the maximal duration (in samples) reserved for UL training phase, during which

each UE is assigned with a single pilot signal. Such a pilot signal can be generated by

combining multiple orthogonal pilot sequences tψt P CTˆ1, t P rT su with T ď τp being the

pilot dimension actually used for UL training. As such, the pilot signals of different UEs

are not necessarily orthogonal. We impose ψH
tψs “ δpt, sq to ensure the pilot orthogonality.

Note that T can be much less than the number of users T ă K, where a pilot sequence can

be reused by multiple users with proper pilot contamination control.

For a specific ψt, a set of binary variables are introduced

xkt “

#

1, if user-k is assigned ψt with success

0, otherwise.
, (5.1)

for k P rKs and t P rT s. Specifically, xkt indicates whether or not UE-k makes use of ψt to

generate the pilot signal. As such, the pilot signal sent from UE-k can be specified by

sp,k “
?
τpηp

T
ÿ

t“1

xktψt, (5.2)
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where ηp is the normalized power coefficient such that

1

K

K
ÿ

k“1

Er‖sp,k‖2s ď τpρp, (5.3)

where sp,k is the orthogonal vector that is randomly generated from the MATLAB function

in this chapter, and the random τpρp is adopted being the average power reserved for each

UE over UL training. For equal pilot power allocation, define ηp “
Kρp

řK
k“1

řT
t“1 xkt

.

At the m-th RRH, the received pilot signal over T pilot dimensions can be given by

rp,m “

K
ÿ

k“1

gmksp,k `wp,m (5.4)

“
?
τpηp

K
ÿ

k“1

T
ÿ

t“1

gmkxktψt `wp,m, (5.5)

where wp,m P CTˆ1 is the AWGN at RRH-m, and is i.i.d. over T with CN p0, IT q.

Given the above pilot signal, the RRHs check every pilot dimension and try to estimate

certain channels. At the m-th RRH, the received pilot signal is multiplied by every pilot

sequence ψt to estimate the channels from some user-k to RRH-m. Thus, the resulting pilot

signal observed at the output of the t-th pilot correlator r̂p,mt “ ψ
H
t rp,m can be written as

r̂p,mt “
?
τpηp

K
ÿ

k“1

gmkxkt `ψ
H
twp,m (5.6)

“
?
τpηpgmkxkt `

?
τpηp

ÿ

k1‰k

gmk1xk1t `ψ
H
twp,m.

The next step consists of recovering gmk from the received pilot signals and obtain the

corresponding estimates ĝmk. A channel estimate is stable in the sense that MSE satisfies

Er|gmk ´ ĝmk|2s Ñ 0 when ρp Ñ 8. The channel coefficient gmk can be estimated using

different estimators, such as least square (LS), MMSE. For instance, the MMSE estimate

of gmk can be produced by

ĝmk “
E
“

r̂Hp,mtgmk
‰

E
“

|r̂p,mt|2
‰ r̂p,mt “

?
τpηpβmkxkt

1` τpηp
ř

k1 βmk1xk1t
r̂p,mt, (5.7)

for some t. The MSE, for which RRH-m estimates the channel coefficient gmk through pilot
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ψt when user-k is sending pilot ψt as well, can be written as

MSEmkt “ Et|gmk|2u ´
|Etr̂Hp,mtgmku|2

Et|r̂p,mt|2u
(5.8)

“ βmk ´
τpηpβ

2
mkxkt

1` τpηp
ř

k1 βmk1xk1t
. (5.9)

Apparently, obtaining a meaningful estimate of gmk requires xkt “ 1 and xk1t “ 0 for all

k1 ‰ k. That is, user-k is assigned pilot ψt exclusively, so that gmk can be stably estimated

at RRH-m by using ψt with diminishing estimation error as ρp tends to infinity. If the

user-RRH connectivity is equally strong for any pair of user and RRH, the stable estimate

of all channels requires that each user is assigned a unique orthogonal pilot sequence, so

that the total pilot dimension is at least K.

Nevertheless, it is argued that under the distributed MIMO setting, it is unnecessary to

estimate all channel coefficients between every RRH and every user; rather, the user-RRH

links with negligible contributions can be ignored. As such, over T pilot dimension, let

TE,m represent the indices of users whose channels are stably estimated at RRH-m, and

RE,k represent the indices of RRHs that are supposed to serve user-k. While TE,m is a

consequence of pilot assignment, RE,k is a system choice that determines the distribution

of users’ data across RRHs. In general, they are not necessarily related.

We hereafter refer to the channel estimation pattern specified by tTE,mum as a bipartite

graph GE “ prKs, rM s, EEq with the edge set

EE “ tpk,mq : k P TE,m,@mu. (5.10)

As a first attempt, in this work those RRHs who are supposed to serve user-k should possess

stable estimates of the corresponding channel coefficients associated to user-k, and those

users whose channels are stably estimated by RRH-m should be served by RRH-m. That

is, m P RE,k if and only if k P TE,m. It follows that the edge set of GE can be alternatively

represented by the user association pattern EE “ tpk,mq : m P RE,k,@ku.

5.2.3 Downlink Data Transmission

Given the channel estimates tĝmkukPTE,m at RRH-m, conjugate beamforming is employed

to transmit the symbols tqkukPTE,m to the UE-k. The transmitted signal from RRH-m can
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be written by

sd,m “
?
ρd

ÿ

kPTE,m

η
1{2
mk ĝ

˚
mkqk, (5.11)

where qk is the desired symbol by user-k satisfying Er|qk|2s “ 1, and ηmk is the power

allocation efficient associated to the transmitted symbol qk from RRH-m, subject to the

average power constraint at each RRH

1

M

M
ÿ

m“1

Er|sd,m|2s ď ρd. (5.12)

Notably, in order to simplify the system model, the power both data transmission and

training phase are considered same for all users as this chapter concentrates on designing

the pilot assignment strategy of distributed massive MIMO. According to the transmitted

signal, the power constraint can be rewritten as

1

M

M
ÿ

m“1

ÿ

kPTE,m

ηmkγmk ď 1 (5.13)

where γmk fi Er|ĝmk|2s. Thus, the received signal at user-k is given by

rd,k “

M
ÿ

m“1

gmksd,m ` wd,k (5.14)

“
?
ρd

ÿ

mPRE,k

η
1{2
mkgmkĝ

˚
mkqk `

?
ρd

M
ÿ

m“1

ÿ

k1‰k,k1PTE,m

η
1{2
mk1gmkĝ

˚
mk1qk1 ` wd,k

“ fk,kqk `
K
ÿ

k1:k1‰k

fk,k1qk1 ` wd,k, (5.15)

where

fk,k1 fi
?
ρd

ÿ

mPRE,k1

η
1{2
mk1gmkĝ

˚
mk1 . (5.16)

Thus, the downlink received signal can be seen as an interference channel with channel

coefficients tfk,k1uk,k1 . Due to the fact that this section is focused to deriving the ideal sum
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rate, it is assumed for convenience that all channel coefficients in (5.16) are known to the

receivers. Then, in the following step, this derived ideal sum rate equation will be used

to design the optimization problem. Take note that, the channel coefficient used in the

experiments is estimated. Taking into account the uplink training overhead, the downlink

ergodic rate [100] is defined as

Rk “ p1´
T

Nc
qE

„

log

ˆ

1`
|fk,k|2

N0 `
ř

k1‰k|fk,k1 |2

˙

, (5.17)

where Nc is length of the TDD frame in samples, and N0 is the normalized noise power.

5.3 Topological Pilot Assignment

5.3.1 Topological Modeling

Due to the fact that signal power decays fast as the distance increases and the shadowing

effects, some user-RRH links are unavoidably weaker than others and thus both their

contributions to joint transmission or influence as interference are negligible. It suggests

the use of a user-RRH connectivity pattern to model this at least approximately. Different

from our ACS graph representation of Chapter 3 and Chapter 4, three types of links are

considered: (1) Strong links, representing the channel estimation pattern whose links should

be estimated; (2) not-too-strong links but non-negligible, which can be ignored for channel

estimation but should be considered for pilot assignment because they may cause pilot

contamination; and (3) weak links, which are not considered for channel estimation and their

impact on pilot contamination is also negligible. It is worth noting that strong links specify

which RRH serves which UE, and the not-too-strong links are responsible for the pilot

contamination. Thus, another weighted bipartite graph G “ prKs, rM s, Eq is introduced

in Fig. 5.1 (Left) to represent the user-RRH connectivity (i.e., network topology), where

rKs is the index set of UEs, rM s is the index set of RRHs, and E is the collection of the

edges with weights tβmkum,k. The UE-k is said to be connected to RRH-m, i.e., pk,mq P E ,

if and only if βmk ě δβ, where the threshold δβ is a crucial designing parameter. Let

us denote by Tm fi tk : pk,mq P Eu the indices of users connected to RRH-m and by

Rk fi tm : pk,mq P Eu the indices of RRHs connected to user-k.

The network topology G captures both channel estimation pattern GE (i.e., solid lines in

Fig. 5.1) that specifies the to-be-estimated channel pattern with significant contributions,
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RRH1 2 3 4 5 6 7 8

1 2 3 4 User

RRH

User

1 2 3 4 5 6 7 8

1 2 3 4

Figure 5.1: Left: Topological modeling for a distributed massive MIMO network as a partially-
connected bipartite graph, where all edges (including all solid and dotted ones) represent the
user-RRH connectivity, i.e., EpGq, and the solid edges represent the channel estimation pattern,
i.e., EEpGEq. Right: A possible pilot assignment strategy, where different colors indicate distinct
orthogonal pilot sequences. The colored edges cover the channel estimation pattern EEpGEq. By
this pilot assignment, all users’ channels of interest can be estimated stably because no pilot
contamination is incurred at the RRHs.

and the non-negligible interference pattern (i.e., dotted lines in Fig. 5.1) that has negligible

contributions to joint transmission yet non-negligible influence as interference, whereas

the weak links (i.e., those not connected in Fig. 5.1) are not considered. We would like

to emphasize that, both GE and G are artificially imposed topological structures for the

design of pilot assignment, and in practice the network is fully connected and all three

types of links are present. That is, no matter whether the link is strong or weak, the

interference of joint transmission and pilot contamination are always present and should

be considered in performance evaluation. Given G and GE , a topological pilot assignment

(TPA) problem is formulated, dedicated to pilot assignment with such artificially imposed

network structures. Without loss of generality, we assume EE Ď E that only strong channels

should be estimated.

Definition 1. Given a user-RRH connectivity pattern G “ prKs, rM s, Eq, the TPA problem

consists of two subproblems:

• Pilot Dimension Minimization, which focuses on allocating pilot sequences to minimize

pilot dimension T for a predetermined channel estimation pattern GE;

• Channel Pattern Optimization, which is dedicated to determining the optimal channel

estimation patterns GE for a given pilot dimension T .

It is worth noting that both subproblems rely highly on the choice of δβ that determines

the network topology G. A larger δβ makes the resulting topology sparser, so that a smaller

T is able to estimate all channels of the sparse network, while the uncaptured channels that
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are consequently not estimated may cause severe interference. On the contrary, a smaller δβ

leads to a denser network topology, so a specified pilot dimension may not able to estimate

all channels of interest, while the non-estimated yet captured channels may cause severe

degradation as well.

5.3.2 Pilot Dimension Minimization

The pilot dimension minimization subproblem aims to assign each user a combination of

orthogonal pilot sequences with minimal pilot dimension T for a specified channel estimation

pattern GE , so that all channels of interest can be properly and stably estimated. For

instance, when user-k is using the pilot ψt, any RRH-m is supposed to be able to estimate

the channel gmk if pk,mq P EE and the pilot signal at RRH-m is not contaminated by other

users using the same pilot ψt. Meanwhile, for a specific RRH-m, any other user-j who has

a strong channel connection to RRH-m, i.e., pj,mq P E due to βmj ě δβ , is not supposed to

use the same pilot ψt simultaneously. Otherwise the use of pilot ψt at both user-k and

user-j will result in pilot contamination at RRH-m so that the channels gmk cannot be

stably estimated at RRH-m.

Example 1. A feasible pilot assignment is shown in Fig. 5.1 (Right), in which two

orthogonal pilots are assigned to estimate the channels of interest. In Fig. 5.1 (Right), the

edges in EE are colored using two distinct colors, each of which represents an orthogonal

pilot. Thus, given two orthogonal pilot sequences ψ1,2 P R2ˆ1, UE-1 and UE-3 send ψ1,

UE-2 sends the pilot ψ2, and UE-4 sends the combination of two pilots ψ1 ` ψ2. Then,

RRH-t1, 4, 6, 7, 8u see the uncontaminated pilot signal and can estimate the corresponding

channels, whereas RRH-t2, 3, 5u see the combination of two orthogonal pilot signals, and

can estimate both channels stably over two timeslots by e.g., zero-forcing.

5.3.3 Channel Pattern Optimization

The channel pattern optimization subproblem is to decide which channel to be estimated

given a total budget (e.g., pilot dimension) during the training phase.

Let us denote by Tm fi tk : pk,mq P Eu the indices of users connected to RRH-m and by

Rk fi tm : pk,mq P Eu the indices of RRHs connected to user-k. Given two user-j, k such

that j, k P Tm, the channels gmk and gmj cannot be estimated at RRH-m using the same

pilot sequence. That is, with a single pilot sequence, each RRH can only estimate at most

one channel. On the other hand, given two RRH-m,n such that m,n P Rk, the channels
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gmk and gnk can be estimated at RRH-m and RRH-n using the same pilot sequence. That

is a single pilot could be used to estimate multiple channels originated from the same user.

As shown in Fig. 5.1 (Right), for the pilot sequence denoted by red edges, each RRH

estimates at most one channel and multiple channels may from the same user.

The above rule yields the channel pattern that can be estimated by a single pilot

sequence. Given a fixed pilot dimension (i.e., the number of orthogonal pilot sequences), the

objective of this subproblem is to maximize the total number of channels to be estimated.

5.3.4 Connection to Topological Interference Management

A closer look at the TPA problem reveals the similarity to TIM with message groupcasting

[101]. Both TPA and TIM problems aim to exploit topological information for transmission

in partially-connected interference networks without knowing channel coefficients at the

transmitters.

The TIM problem aims to deliver messages and the goal is to maximize the minimal

(symmetric) degrees of freedom dsym achieved by all desired messages across all receivers.

The groupcast message setting specifies that a message originated from a transmitter may

be desired by multiple receivers, such that a message multicasting will benefit multiple

receivers. In the TIM setting, G and GE represent the network topology and desired message

pattern respectively.

The TPA problem aims to estimate the channel coefficients given the known pilot

symbols, and the goal is to figure out how orthogonal pilot sequences are allocated to

minimize the pilot dimensions T . It is feasible that all channels associated to one UE can be

trained by one pilot sequence sent from this user. In the TPA setting, G and GE represent

the network topology and channel estimation pattern respectively.

Intuitively, if the channel coefficients are treated in TPA as the symbols of the unknown

messages in TIM, the pilot assignment in TPA can be obtained from the beamforming

vectors of the encoding schemes for TIM. Note that the pilot signals of TPA come from a

combination of multiple orthogonal pilot sequences ψt, the selection of which is controlled

by the binary-valued pilot assignment parameters txktu, and for the beamforming vectors of

TIM, there are different feasible designs, which are not necessarily binary-valued. Therefore,

as long as the beamforming vectors obtained for TIM can be represented as a linear

weighted (binary-valued) combination of the predetermined orthogonal pilot sequences,

these binary-valued weights yield the pilot assignment for TPA. Given a linear coding
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2,3 2,52,2 4,4 4,6

1,1 4,83,3 3,51,2 4,7

Figure 5.2: The conflict graph of Example 2.

scheme for TIM groupcasting, it has been translated to a pilot assignment scheme for TPA,

which yields T “ 1
dsym

, where dsym is the symmetric degrees of freedom under the TIM

setting. In light of such a connection, the well-designed coding schemes can be borrowed

from TIM to TPA. In what follows, two simple methods are presented for the purpose of

illustration: one is based on vertex coloring, and the other one is coded multicast.

Vertex Coloring

Given the network topology G and the desired message pattern GE , the conflict graph

Gc “ pVc, Ecq is constructed firstly. Every edge pk,mq P EEpGEq corresponds to a vertex

vkm P VcpGcq. That is Vc “ tvkm : pm, kq P EEpGEqu. Two vertices vkm and vk1,m1 are

connected, i.e., pvkm, vk1,m1q P EcpGcq, if and only if

• k ‰ k1, indicating that two channels are not originated from the same UE, and

• either pk,m1q P EpGq or pk1,mq P EpGq, indicating that (1) two channels are joint at

one RRH, i.e. m “ m1, (2) UE-k interferes RRH-m1, or (3) user-k1 interferes RRH-m.

Note here that, for the conflict graph, the vertex set VcpGcq is determined by the edge set

EEpGEq, while the edge set EcpGcq is determined by the edge set EpGq.
Coloring the vertices of the conflict graph ensures that the adjacent vertices (correspond-

ing to conflicting channels) receive distinct colors (corresponding to distinct orthogonal

pilots sequences). The vertices with the same color can be assigned the same pilot sequence

without causing contamination in the training phase, so that the corresponding channels

can be stably estimated.

Example 2. The conflict graph Gc of the network topology G in Fig. 5.1 is constructed in

Fig. 5.2. In this figure, the vertex vkm is denoted by the tuple pk,mq, representing the channel

between UE-k and RRH-m. In Fig. 5.2, the channels p1, 1q and p1, 2q are originated from the
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same UE-1, so they are not conflicting and thus can be assigned the same pilot; the channel

p1, 1q is conflicting with all p2, 2q, p2, 3q, p2, 5q, p2, 7q and p4, 4q, because UE-2 interferes RRH-

1 and UE-1 interferes RRH-4 that satisfy the second and third conditions of constructing

conflict graph. As such, there links cannot be estimated with the same pilot sequence ψt.

Note also that the node p4, 8q does not conflict with any other nodes so that be assigned

either in purple or red. As a result, the channels tp1, 1q, p1, 2q, p3, 3q, p3, 5q, p4, 7q, p4, 8qu

receive the same color, so that these channels can be estimated by using the same pilot

sequence. The same applies to the channels tp2, 2q, p2, 3q, p2, 5q, p4, 4q, p4, 6qu. Thus, it can be

figured out that UE-t1, 3u use one pilot sequence, UE-2 uses another one, and UE-4 uses the

combination of those two. In this example, the pilot assignment strategy is non-orthogonal

because UE-4 uses the pilot signal that is the combination of two orthogonal pilots.

Coded Multicast

When the network topology coincides with the desired message pattern, i.e., G “ GE ,

meaning that all channels captured in the network topology should be estimated, coded

multicasting method proposed in TIM can be used to assign pilot sequences. Letting

T “ maxm|Tm|, a pK,T q maximum distance separable (MDS) code can be designed with a

T ˆK generator matrix in which any T columns are linearly independent. The columns of

this generator matrix can be used as pilot sequences, and each UE select one of them to

use. At the RRHs, each of them obverses a combination of at most T pilot signals and is

able to estimate all channels.

Example 3. In Fig. 5.1 (Left), suppose all channels should be estimated. We have

maxm|Tm| “ 3, and hence a p4, 3q MDS code generator matrix can be constructed. Roughly

speaking, four pilot sequences ψ1,2,3,4 P R3ˆ1 are selected from the generator matrix, and

any three of them are linearly independent. UE-k chooses pilot sequence ψk, and at RRH-4,

the following combined pilot signal is received (with noise term omitted)

r̂4 “ g41ψ1 ` g43ψ3 ` g44ψ4

and since tψtut“1,3,4 are linearly independent, the inverse rψ1,ψ3,ψ4s
´1r̂4 yields the esti-

mates of channel coefficients tg41, g43, g44u.

The optimality of TIM under the groupcast setting is in general an open problem. The

state-of-the-art coding schemes focuses on the information-theoretic optimality with respect
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to some classes of network topologies and are therefore topology-dependent. In this chapter,

as the pilot assignment strategies are interested in, achievable schemes are aimed to design

in a systematic way although their information-theoretic optimality may be challenging to

analyze.

In what follows, a pilot assignment problem given GE is known is formulated firstly,

followed by the channel pattern optimization problem with a given pilot dimension budget.

5.4 Pilot Dimension Minimization

In this section, the pilot dimension minimization problem is considered given the network

topology G and a specified channel estimation pattern GE for the uplink training.

Denoting by xk “ rxk1, xk2, . . . , xkT s
T, and Ψ “ rψ1,ψ2, . . . ,ψT s, sk “ Ψxk is defined.

Each RRH-m performs “local” interference mitigation/cancellation by combining the

projections on the individual pilots ψt and multiplying by a constant full-rank matrix

Cm P RTˆT . The resulting pilot signal r̃m “ Cmr̂p,m can be rewritten as

r̃m “
?
τpηpCmΨH

K
ÿ

k“1

gmkΨxk `CmΨHwp,m (5.18)

“
?
τpηp

ÿ

k:pk,mqPEE

Cmxkgmk

loooooooooooooooomoooooooooooooooon

desired pilot signal

`
?
τpηp

ÿ

k:pk,mqPEzEE

Cmxkgmk

looooooooooooooooomooooooooooooooooon

significant interference

`
?
τpηp

ÿ

k:pk,mqRE
Cmxkgmk

looooooooooooooomooooooooooooooon

negligible interference

`CmΨHwp,m, (5.19)

where Cm is used to simplify problem formulation by avoiding an incomplete matrix with

binary entries and will be determined later. It can be verified that as long as the channels

are estimated from r̂p,m, they can be stably estimated from r̃m as well with high probability.

For a given m, to recover tgmk : pk,mq P EE ,@ku stably, it should be guaranteed that the

vectors of coefficients in tCmxk : pk,mq P EE ,@ku are linearly independent. To guarantee

stable estimation, let the significant interference go to zero, i.e., Cmxk “ 0 if pk,mq P EzEE .

The negligible interference does not contribute too much because the path loss βmk is small

according to topological modeling, and therefore tCmxk : @pk,mq R Eu do not really matter.

In what follows, a low-rank matrix completion and factorization method is proposed to
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calculate the minimum pilot dimension T and the pilot assignment vectors txkuk.

5.4.1 Low-rank Matrix Completion and Factorization

For the sake of problem formulation, the matrix is constructed with a specific T firstly which

is in fact unknown a priori, and then remove the dependence of T . Collecting all vectors to

form a big matrix, C “ rCT
1 , . . . ,C

T
M s

T P RMTˆT and X “ rx1, . . . ,xKs
T P t0, 1uKˆT . Let

Ã “ CXT P RMTˆK , and rÃsĨm,k “ Cmxk P RTˆ1 where Ĩm “ tpm´ 1qT ` 1, . . . ,mT u.

Thus, the matrix form of the received pilot signal can be given by

r̃m “
?
τpηpÃmgm ` ñm, (5.20)

where Ãm “ rÃsĨm,: is the submatrix of Ã indexed by the rows Ĩm, and ñm “ CmΨHwp,m.

Note here that, only the channels tgmk : pk,mq P EEu are of interest to be estimated, and

our goal is to figure out the matrix Ã with rank T which depends only on two patterns G
and GE .

To minimize the pilot dimension, T is defined as

T “ min rankpÃq, (5.21)

where Ã is a partially filled matrix and is supposed to possess the following property:

rÃsĨm,k “

$

’

&

’

%

c̃mk, if pk,mq P EE
0, if pk,mq P EzEE
˚, otherwise

(5.22)

where c̃mk is any nonzero vector, and ˚ is any indefinite T ˆ 1 vector. To ensure that the

channels of interest tgmk, pk,mq P EEu can be stably estimated over T pilot dimensions, the

following should be satisfied:

rankprÃsĨm,TE,mq “ |TE,m|. (5.23)

For simplicity, rÃsĨm,TE,m can be chosen from the columns of the identity matrix IT .

Observing that each RRH is not connected to all users, it is noted that some rows in Ã

may only have zero or indefinite elements. The rank minimization is prone to turning these

rows to be all zero, i.e., by setting indefinite elements to be 0. As such, these rows from Ã
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can be removed safely without reducing the rank. Because RRH-m has |Tm| connected UEs,

so there are |Tm| nonzero vectors with a single nonzero element in trÃsm,1, . . . , rÃsm,Ku

and the rest is indefinite. By this, we only need the |Tm| rows with nonzero elements in

rrÃsm,1, . . . , rÃsm,Kstobekept. In doing so, a modified matrix A has in total
řM
m“1|Tm|

rows and possesses the following property:

rAsIm,k “

$

’

&

’

%

cmk, if pk,mq P EE
0, if pk,mq P EzEE
˚, otherwise

(5.24)

where cmk can be any |Tm| ˆ 1 vector, Im “ t
řm´1
m1“1|Tm1 | ` 1, . . . ,

řm
m1“1|Tm1 |u, and the

full column rank property of rAsIm,TE,m should be maintained. Thus, the low-rank matrix

completion problem formulation can be written as

T “ min
A

rankpAq (5.25a)

s.t. rankprAsIm,TE,mq “ |TE,m|, @m. (5.25b)

where A follows the structure in (5.24). This matrix completion problem is known to be

difficult to solve. Instead of pursuing the unique completion as in the literature, finding

one feasible solution with any properly filled indefinite entries are only interested in. Thus,

for a given rank r, this problem is reformulated as a feasibility problem as follows

find A, s.t. rankpAq ď r, rankprAsIm,TE,mq “ |TE,m|, @m. (5.26)

Thus, denoting by M̄ “
řM
m“1|Tm|, rm “ |TE,m|, and I 1m “ t

řm
m1“1|Tm1 | ` 1 :

řm
m1“1|Tm1 |` rmu, three constraint sets are defined:

SΩ “ tA P RM̄ˆK : rAsΩ “ 0u (5.27a)

Sr “ tA P RM̄ˆK : rankpAq ď ru (5.27b)

SΩE “ tA P R
M̄ˆK : rAsI1m,TE,m “ Irm ,@mu, (5.27c)

where Ω “ tpIm, kq : pk,mq P EzEEu, ΩE “ tpIm, kq : pk,mq P EEu, and emk is the k-th

column of the identity matrix I|Tm|.

Such a low-rank matrix completion formulation is a generalized version of that for the



Chapter 5. Topological Pilot Assignment in Large-Scale Distributed MIMO Networks113

multiple-unicast TIM problem [102]. The intuition behind it is the min-rank solution in the

index coding problem [103]. Jafar has established the equivalence between index coding and

TIM with respect to linear coding schemes [101]. The use of low-rank matrix completion to

find the min-rank solution has been proposed in [104] for index coding and in [102] for TIM

with alternating projection approaches (and later on in [105] with Riemannian pursuit),

where the multi-unicast message setting was considered. In this work, the low-rank matrix

completion formulation for TIM is extended from the multi-unicast to groupcast settings.

In a similar way, a low-complexity alternating projection method [102] can be adopted to

obtain a feasible solution (see Alg. 3) by projecting iteratively on the above constraint

sets, e.g., PSpAq is to project A onto the set S. In particular, PSrpAq can be done by

singular value decomposition followed by selecting the largest r singular values and the

corresponding subspace.

Algorithm 3 Matrix Completion via Alternating Projection

Input: G, GE .

1: for r “ K,K ´ 1, . . . , 1 do
2: Set k “ 0, and randomly generate A0

r ,B
0
r P RM̄ˆK

3: while ‖Ak
r ´B

k
r ‖2 ą ε & k ď Itmax do

4: Bk
r Ð PSrpAk

r q

5: Ak
r Ð PSΩ

pBk
r q ` PSΩE

pBk
r q

6: k Ð k ` 1
7: end while
8: If k ă Itmax then Update AÐ Ak

r and break end if
9: end for

Output: T “ r, A.

Once A is completed, inserting zero rows gives us the original matrix Ã. Then the

matrix Ã will be factorized into a real matrix C and a binary matrix X, i.e., Ã “ CXT

where C P RMTˆT and X P t0, 1uKˆT . This is a matrix factorization problem with binary

component that arises in various problems, such as blind binary source signal separation and

network component analysis. Although no existing algorithms guarantee the exact unique

factorization due to the non-convexity, some efficient algorithms were proposed to yield

a feasible solution. The problem can be efficiently done by adopting the low-complexity

algorithm in [106], by which a feasible pilot assignment xk “Xk is obtained for all k. Once

the pilot assignment txkuk is determined, the MMSE channel estimator as in (5.7) can be

applied to produce channel estimates tĝmkum,k.
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5.5 Channel Pattern Optimization

When the channel estimation pattern is unknown a priori, the pilot assignment needs to be

done together with the optimization of such a pattern. In what follows, the pilot assignment

problem given a budget of pilot dimension T is considered when GE is unknown.

Taken a closer look at each pilot assignment indicators txktu, each pilot should be used

to estimate at most one channel at each RRH. To this end, another set of binary variables

tymtu are introduced such that

ymt “

#

1, if RRH-m estimates using ψt with success,

0, otherwise,
(5.28)

where ymt indicates whether or not the pilot ψt is useful for channel estimation. In terms

of success, the channel between RRH-m and user-k can be stably estimated when UE-k is

assigned with the pilot ψt and RRH-m is using the same pilot ψt.

It is further assume that each pilot ψt at RRH-m can at most estimate channels from κ

UEs connected to RRH-m by e.g., zero-forcing. Thus, the following constraint is written as

ÿ

kPTm

xktymt ď κ, @m, t (5.29)

where κ “ 1 means RRH-m is dedicated to one single UE for pilot ψt.

For ease of presentation, a topology matrix T P t0, 1uKˆM is defined as follows:

rT skm “

#

1, if pk,mq P EpGq
0, otherwise.

(5.30)

Given the budget of pilot dimension T , the objective of pilot assignment is to make sure

that as many strong channels as possible can be stably estimated by pilot tψtu
T
t“1. That is,

max
txkt,ymtu

T
ÿ

t“1

M
ÿ

m“1

K
ÿ

k“1

rBT skmxktymt (5.31a)

s.t.
K
ÿ

k“1

rT skmxktymt ď κ, @m, t (5.31b)

xkt, ymt P t0, 1u, @k,m, t (5.31c)
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where rBT skm “ βkm, and the objective is to find a set of triples pm, k, tq with maximum

sum weights tβmku. For any given pm, tq, the selected triples are subject to the constraint

(5.29).

5.5.1 Binary Quadratically Constrained Quadratic Programming

The above optimization problem can be rewritten in a matrix form as

max
X,Y

vT
XQ0vY (5.32a)

s.t. vT
XQm,tvY ď κ, @m, t (5.32b)

vX P t0, 1u
KT ,vY P t0, 1u

MT (5.32c)

where vX “ vecpXq and vY “ vecpY q are vectorization of the corresponding matrices, and

Q0 “ pBT d T q b IT (5.33)

Qm,t “ pT d p1K b e
T
mqq b diagpetq (5.34)

in which 1K is the K ˆ 1 all-one vector, em is the m-th column of IM , and et is the t-th

column of IT . This is a binary quadratically constrained quadratic program (BQCQP), in

which two set of binary parameters txktu and tymtu are interacting each other. This type

of problems is known to be difficult to solve. A possible approach is to relax the BQCQP

problem by semidifinite program (SDP) relaxation as in [107].

5.5.2 Sequential Maximum Weight Induced Matching (sMWIM)

A more tractable solution is to consider each pilot sequentially, so that for each pilot, we

assign it to as many UE-RRH links as possible, and after T sequential assignment, the

resulting assignments are expected to achieve a good approximation of the original problem.

First, let us focus on the pilot assignment for a given pilot sequence ψt and a given

network topology G. The goal is to assign the same pilot to as many user-RRH links as

possible. The optimization subproblem can be formulated as follows:

max
M
ÿ

m“1

K
ÿ

k“1

rBT skmxktymt (5.35a)
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s.t. xkt ď
M
ÿ

m“1

rT skmymt, @k (5.35b)

ymt ď
K
ÿ

k“1

rT skmxkt, @m (5.35c)

K
ÿ

k“1

rT skmxkt ď κymt `Kp1´ ymtq, @m (5.35d)

xkt, ymt P t0, 1u, @k,m (5.35e)

where (5.35b) indicates that if user-k is assigned the pilot ψt, then there is at least one

RRH with strong connections to user-k is able to estimate the channel coefficient by using

the pilot ψt; (5.35c) indicates that if an RRH can estimate the channel coefficient using

pilot ψt, then there is at least one user sending such a pilot; and (5.35d) guarantees that

if the RRH-m can estimate the channel coefficient using the pilot ψt, there exist at most

κ users with strong connectivity to this RRH that can be assigned with this pilot. These

constraints are to ensure that of (5.29). Note that there is not a similar constraint of

(5.35d) for users, meaning that one user can use the same pilot to train multiple channels

as long as the RRHs are capable to do so.

This can be recognized as a modified version of the classic maximum weight induced

matching problem in a quadratic programming form. Here the difference from the conven-

tional induced matching is that, (1) there may exist multiple edges originated from the

same k, corresponding to the scenario that the channel coefficients from a user to multiple

RRHs can be estimated at these RRHs using the same pilot; (2) there exist multiple edges

from the same m, meaning that channels from multiple users can be estimated at the same

RRH.

Let us linearize it into the following form by introducing an auxiliary variable zmkt “

xktymt:

max
M
ÿ

m“1

K
ÿ

k“1

βmkzmkt (5.36a)

s.t. (5.35b)´ (5.35e) (5.36b)

zmkt ď xkt, @pk,mq P E (5.36c)

zmkt ď ymt, @pk,mq P E (5.36d)
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zmkt ě xkt ` ymt ´ 1, @pk,mq P E (5.36e)

zmkt P t0, 1u, @m, k (5.36f)

where these additional constraint is to ensure that zmkt “ 1 if and only if xkt “ ymt “ 1.

In general, this optimization is a linear integer program, and can be solved by applying

off-the-shelf solvers. Taking a closer look at the additional constraints for tzmktu, it is

observed that (5.36f) can be relaxed without loss of optimality, that is, zmkt P t0, 1u can be

relaxed to zmkt P r0, 1s, owing to the integer-valued txktuk and tymtum. For a large-scale

network with large M and K, as the computational complexity of (5.36) is still prohibitively

high, following the Benders’ decomposition in [108], the variables txkt, ymtu can be separated

from tzmktu to reduce complexity.

Then, (5.36) can be solved sequentially with reweighed βkm, so that the assigned UE-

RRH link pk,mq will not be reconsidered later. Benders’ Decomposition is to first search for

a feasible induced matching by optimizing a master problem with variables txkt, ymtuk,m and

the constraints (5.35b) - (5.35e), followed by a slave subproblem to maximize the objective

function (5.36a) with variables tzmktuk,m and the constraints (5.36c)-(5.36f). The master

and slaver problems will be connected with a refined cut as defined below. Specifically, in

order not to select the same set of edges as induced matching for different pilot dimension,

T ptq is introduced to denote the remaining network topology with the selected edges in the

previous pilot dimensions removed, where T p0q represent the initial network topology G.

Thus, the master problem turns out to be

max
M
ÿ

m“1

ymt ` L (5.37a)

s.t. xkt ď
M
ÿ

m“1

rT ptqskmymt, @k (5.37b)

ymt ď
K
ÿ

k“1

rT ptqskmxkt, @m (5.37c)

K
ÿ

k“1

rT p0qskmxkt ď κymt `Kp1´ ymtq, @m (5.37d)

L ď
M
ÿ

m“1

K
ÿ

k“1

L̂˚pxkt, ymtq (5.37e)
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xkt, ymt P t0, 1u, @k,m, (5.37f)

where (5.37e) is the Benders’ cut that will be determined later. Denote by ptx̂ktuk, tŷmtum, L̂q

the optimal solution to the master problem. The slave problem can be given by

max
M
ÿ

m“1

K
ÿ

k“1

rB
ptq
T skmzmkt (5.38a)

s.t. zmkt ď x̂kt, @pk,mq P E (5.38b)

zmkt ď ŷmt, @pk,mq P E (5.38c)

zmkt ě x̂kt ` ŷmt ´ 1, @pk,mq P E (5.38d)

zmkt ě 0, @m, k (5.38e)

whose dual problem can be given by

min
takm,bkm,ckmu

M
ÿ

m“1

K
ÿ

k“1

`

akmx̂kt ` bkmŷmt ` ckmpx̂kt ` ŷmt ´ 1q
˘

(5.39a)

s.t. akm ` bkm ` ckm ě rB
ptq
T skm, @k,m (5.39b)

akm ě 0, bkm ě 0, ckm ď 0, @pk,mq P E . (5.39c)

Let the optimal solution to (5.39) be tâkm, b̂km, ĉkmu. The updated Benders’ cut can be

refined by

L̂˚pxkt, ymtq “ âkmxkt ` b̂kmymt ` ĉkmpxkt ` ymt ´ 1q. (5.40)

The sMWIM algorithm is summarized in Alg. 4. It has a multi-round procedure. In

each round t, the maximum weight induced matching over the remaining network topology

T ptq, by solving both the master and slave problems (5.37)-(5.38) iteratively, until the

update of Benders’ cut stabilizes. The algorithm continues until t exceeds the maximum

pilot dimension Tmax or all edges in G are assigned with a pilot. It is worth noting that the

approach assigns orthogonal pilots to each user-RRH link individually, such that one user

may be assigned with the combination of multiple pilots finally, each of which is dedicated

to some user-RRH links.
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Algorithm 4 Sequential Maximum Weight Induced Matching (sMWIM)

Input: T , BT , Tmax, κ.

1: Initialization: T p1q “ T , B
p1q
T “ BT , t “ 1

2: while t ď Tmax & T ptq ą 0 do
3: Set j “ 1, L˚1ptq “ ‖B

ptq
T ‖1, L˚0ptq “ 0

4: while |L˚j ptq ´ L˚j´1ptq| ą ε do
5: Solve (5.37) and obtain txktuk and tymtum
6: Solve (5.38) and obtain tzmktuk,m
7: Update L˚j`1ptq Ð L̂˚pxkt, ymtq according to (5.40)
8: Update j Ð j ` 1
9: end while

10: Update rT pt`1qskm Ð rT ptqskm ´ zmkt, for all k,m

11: Update B
pt`1q
T Ð B

ptq
T d T pt`1q

12: Update tÐ t` 1;
13: end while

Output: txktuk,t, tymtum,t, T “ t´ 1.

5.5.3 Greedy Algorithm

While the sMWIM algorithm gives us a tractable solution, the computational complexity

of the mixed integer program formulation usually scales with the number of parameters,

even if Benders’ decomposition is applied. By revisiting the formulation in (5.35), the

TPA problem is formulated as a many-to-many matching problem instead of the induced

matching, for which a greedy algorithm is developed to find a feasible solution.

By letting zmkt “ xktymt, for the t-th round, the optimization (5.35) can be replaced by

a many-to-may matching problem with the following linear integer program formulation

max
M
ÿ

m“1

K
ÿ

k“1

”

B̃
ptq
T

ı

km
zmkt (5.41a)

s.t.
K
ÿ

k“1

zmkt ď κ, @m (5.41b)

M
ÿ

m“1

zmkt ď κu, @k (5.41c)

zmkt P t0, 1u, @m, k (5.41d)
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where κ and κu denote the maximum number of users that each RRH could serve and

the number of connected RRHs per user, respectively. For simplicity, κ and κu are set as

constant integers throughout the iteration. The above many-to-many matching problem is

also known as the GMAP [94].

To solve the GMAP in an efficient way, a greedy algorithm is developed as shown in

Alg. 5. Given the initial network topology G, which can be constructed with or without

RRH selection, at most Tmax rounds are taken to assign pilot sequences to different UEs.

At the t-th round, an auxiliary adjacency matrix T̃ ptq (and the corresponding path loss

matrices B̃
ptq
T ) is introduced to indicate the remaining network topology to be considered

for pilot assignment. Once the users are assigned with pilots, they will be removed from

consideration, which yields an updated T̃ pt`1q (see Line 27 in Alg. 5). It is worth pointing

out that T̃ ptq is usually not equal to T ptq in the previous section, because of the use of

different matching algorithms.

At the t-th round, a pre-selection procedure is proposed to identify the network topology

T̃ ptq for the many-to-many matching. First, a binary matrix T̃
ptq
max is introduced to indicate

the position of the maximum coefficients, defined as

rT̃ ptqmaxskm “

#

1, if rB̃
ptq
T skm “ maxmtrB̃

ptq
T skmu,

0, otherwise,
(5.42)

and the corresponding path loss matrix B̃
ptq
T,max “ B̃

ptq
T d T̃

ptq
max to pre-select the maximum

coefficients. In each round, if there are multiple users that compete for the same RRH,

then only the one with the largest path loss coefficient will be considered in this round, and

the rows corresponding to other competing users in B̃
ptq
T will be set to zero (see Lines 5-8

in Alg. 5). In doing so, it is tried that ensure each user can be served by the dominant

RRH with the largest path loss coefficient and avoid the competition for the dominant

RRH between users in the same round. Second, for the selected users, if the number of

connected active RRHs is larger than κu, then only the RRHs with the largest κu path loss

coefficients will be considered, and others will be removed from the topology (see Lines

9-11 in Alg. 5, where maxpA is to choose the largest p elements from A). By doing so, the

constraint (5.41c) is automatically satisfied. Third, RRHs are selected that do not satisfy

the constraint (5.41b) and make the decision to either switch off these RRHs (i.e., ymt “ 0)

or some UEs (i.e., xkt “ 0) to make (5.41b) satisfied (see Lines 14-21 in Alg. 5). To make
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Algorithm 5 TPA via Greedy Algorithm

Input: T , BT , Tmax, κ, κu

1: Initialization: T p1q “ T , B
p1q
T “ BT , t “ 1

2: while t ď Tmax & T ptq ą 0 do
3: Set FLAG “ 1, T̃ ptq “ T ptq, B̃

ptq
T “ B

ptq
T , xkt “ ymt “ 1 for all k P rKs,m P rM s

4: Update T̃
ptq
max and B̃

ptq
T,max according to (5.42)

5: for m P tm1 :
řK
k“1rT̃

ptq
maxskm1 ą 1,@m1 P rM su do

6: Update T̃ ptq such that rT̃ ptqsk,: “ 0, @k R arg maxitrB̃
ptq
T simu

7: Update B̃
ptq
T Ð B̃

ptq
T d T̃ ptq

8: end for
9: for k P tk1 :

řM
m“1 ymtrT̃

ptqsk1m ą κu,@k
1 P rKsu do

10: Update T̃ ptq such that rT̃ ptqskm “ 0, @m R arg maxκutrB̃
ptq
T skm1u

11: end for
12: Define profit and cost matrices P ptq and Cptq as (5.44) and (5.45)
13: while FLAG do
14: Select the RRH m such that

řK
k“1 xktrT̃

ptqsmk ą κ
15: Compute (5.43) as Φb if the RRH-m is not selected, i.e., xkt “ 0

16: Compute (5.43) as Φu if only κ UEs with largest elements in B̃
ptq
T are selected

17: if Φb ą Φu then
18: ymt “ 0, and rT̃ ptqskm “ 0, @k P rKs
19: else
20: xkt “ 0, and rT̃ ptqskm “ 0,@m P rM s, k R maxκti : rB̃

ptq
T sim, i P rKsu

21: end if
22: Update B̃

ptq
T Ð B̃

ptq
T d T̃ ptq

23: if
řK
k“1 xktrT̃

ptqskm ď κ,@m P rM s then
24: FLAG “ 0
25: end if
26: end while
27: Update rT pt`1qskm Ð rT ptqskm ´ xkt, @k,m

28: Update B
pt`1q
T Ð B

ptq
T d T pt`1q

29: end while

Output: txktuk,t, tymtum,t
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the decision, the following evaluation function is introduced for the t-th round

Φptq “
M
ÿ

m“1

K
ÿ

k“1

xktymt

´

rP ptqskm ´ δrC
ptqskm

¯

, (5.43)

where δ is a predefined parameter to compromise between profit and cost, defined as

rP ptqskm “
K
ÿ

j“1

rB̃
ptq
T skmrB̃

ptq
T sjm, (5.44)

rCptqskm “
K
ÿ

j“1,j‰k

rB̃
ptq
T skmrB̃

ptq
T sjm, (5.45)

for all k,m. It is worth noting that both profit and cost matrices rely only on the path loss

information tβmkum,k for assignment, which is different from the existing approaches in the

literature. A similar approach was also demonstrated to be effective and efficient in ACS in

FDD massive MIMO systems [109].

5.6 Numerical Results

In this section, the proposed TPA algorithms via simulations are evaluated under the

cell-free massive MIMO settings [26]. A square area of 1 km ˆ 1 km is considered in the

dense urban scenario where M RRHs and K users with single antenna are uniformly located

at random. To avoid the boundary effects, we also let the area be wrapped around for the

random placement of RRHs. The large-scale fading coefficient βmk is modeled as follows:

10 log10pβmkq “ PLmk ` σshnmk, (5.46)

where PLmk represents the path loss (in dB) between RRH-m and user-k, and σsh denotes

the standard deviation (in dB) of shadow fading with nmk „ NCp0, 1q. This chapter mainly

focuses on the uncorrelated shadowing model for simplicity. In the simulation section, a

three-slope path loss model [26] is considered. Specifically,

PLmk “

$

’

&

’

%

´L´ 15 log10pd1q ´ 20 log10pd0q, if dmk ď d0

´L´ 15 log10pd1q ´ 20 log10pdmkq, if d0 ă dmk ď d1

´L´ 35 log10pdmkq, if dmk ą d1

(5.47)
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where dmk is the distance (m) between RRH-m and user-k, and we use Hata-COST231

propagation model when dmk ą d1 with d0 “ 10 m and d1 “ 50 m. Here, define

L fi 46.3` 333.9 log10pfq ´ 13.82 log10phaq ´ p1.1 log10pfq ´ 0.7qhu ` p1.56 log10pfq ´ 0.8q,

where f is the carrier frequency (MHz), and ha and hu are the heights (m) of RRHs and

UEs, respectively. The values of these system parameters are summarized in Table 5.1. The

following baseline pilot assignment algorithms are chosen for comparison.

• Semi-random [26]: Each user randomly chooses one orthongonal pilot, so that for

each pilot dimension, rKT s users are randomly selected.

• Cell-free greedy [26]: K users are assigned with K pilots randomly, and the users

with low downlink rate will be iteratively reassigned with new pilots to minimize pilot

contamination.

• Structured policies [60]: The user group scheme with RRH selection is adopted.

This is a state-of-the-art pilot assignment method for cell-free massive MIMO.

• TPA LRMC+Semi-random: Alg. 3 is applied to obtain the minimal dimension

of the required pilots, and the semi-random method is adopted for pilot assignment.

• TPA sMWIM: Alg. 4 is applied to find the set of binary values txktuk,t such that

the pilot ψt will be assigned to the user k when xkt “ 1.

• TPA greedy: Alg. 5 is applied to find txktuk,t such that the pilot ψt will be assigned

to the user k when xkt “ 1.

Unless otherwise explicitly specified, M “ 100, K “ 40, and κu “ 20 are considered in

our simulations. Table 5.1 lists all system parameters. G “ 30% is used to indicate that

30% of UE-RRH links with largest tβmku will be considered for channel estimation.

In Figure 5.3, compare the cumulative distribution function (CDF) of the downlink

achievable rate per user of the proposed algorithms with that of the existing methods [26,60].

For the proposed TPA algorithms, κ “ 2 and G “ 75%are adopted. For the user group

method of [60], T “ 16 pilot dimension is chosen, and for the semi-random and the greedy

algorithms in [26], the pilot dimension is T “ 15 to best exploit the potential of their

methods. It can be observed that the proposed sMWIM and greedy algorithms outperform
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Table 5.1: System Parameters

Parameters Values

Cell range 1km ˆ 1km

Carrier Frequency 1900 MHz

Bandwidth 20 MHz

Power ρp / ρd 100mW/200mW

Noise power spectral density -174 dBm/Hz

Antenna Height RRH/UE 15m/1.65m

Shadow Fading σsh 8 dB

Noise Figure 9 dB

Figure 5.3: The CDF of the downlink achievable
rate per user with G “ 75% and κ “ 2.
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Figure 5.4: The downlink achievable sum rate
versus pilot dimension T .
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all others in 90%-likely spectral efficiency, while the structured user group method has the

best 10%-likely rate performance.

In Figure 5.4, the sum rate performance versus the pilot dimension T is considered for

all pilot assignment algorithms. For the proposed algorithms, the different connectivity

when G “ 30%, 50%, and 75% with κ “ 2 also be considered. For comparison, the proposed

LRMC algorithm to find the pilot dimension is also considered to improve the semi-random

scheme. It is observed that the sMWIM algorithm with G “ 75% has the highest sum

rate when T “ 20, but when T is small or large, it is outperformed by the structured

policy [60]. The sMWIM algorithm with G “ 30% performs well when T is small, because

the sparsity lends itself to a relatively more efficient pilot assignment given the limited

number of training resource, but the performance is significantly degraded when T becomes

larger, due to the remaining interference that is not captured by G. Remarkably, when T is

extremely small, the semi-random algorithm turns out to be the best choice. The structured

policy with user group scheme has the superior sum rate performance if budget of pilot

dimension is larger than 24, which is more than needed for our methods. In addition, for

our proposed sMWIM algorithm, when T is small, then a sparser connectivity G yields a

better sum rate performance; when T exceeds certain threshold (e.g., T “ 12), then the

denser the connectivity G is, the better the sum rate is. It suggests that if training resource

is limited, a sparser G is preferable, and vice versa. Our proposed greedy algorithm could

also have a better sum rate performance if the pilot dimension is properly chosen, i.e.,

T “ 20. As a side remark, our proposed methods do not require the prior knowledge of

pilot dimension as the user group scheme does [60]. The pilot dimension corresponding to

the peak sum rate value indicates the minimum number of training dimensions for pilot

assignment. We can observe that the training dimension of sMWIM increases with the

density of network connectivity G – it requires T “ 20, T “ 16, and T “ 12 for G “ 75%,

G “ 50%, and G “ 30%, respectively.

To evaluate the impact of κ and G, the CDF of the downlink achievable rate is plotted

with different κ in Figure 5.5 and with different G in Figure 5.6. Figure 5.5 illustrates the

CDF of per-user rate performance of both sMWIM and greedy algorithm with κ “ 1, 2, 3

when G “ 75% is fixed. We can observe that when κ “ 1, both sMWIM and greedy

algorithms have the same performance. Note that κ “ 1 means each RRH is allowed to

estimate the channel from one user in each pilot dimension, so that the pilot dimension

is minimized. As the pilot scheduling is on the artificially imposed structure G, pilot

contamination is inevitable and may not be necessarily eliminated perfectly in the physical
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Figure 5.5: The CDF of the downlink achievable
rate per user with G “ 75%.
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Figure 5.6: The CDF of the downlink achievable
rate per user with κ “ 2.

scenarios. As such, by setting κ “ 2, 3, certain level of pilot contamination is allowed in G. In

doing so, the majority of UEs witness certain increase in per-user rate performance, although

there is some degradation of the UE with low rate. To summarize, κ “ 2 is preferred with

respect to per-user rate performance, where a limited level of pilot contamination is allowed

in pilot assignment. Figure 5.6 illustrates the CDF of the downlink per-user rate when

different connectivity G is considered under a fixed κ “ 2. It can be observed that, for

the sMWIM algorithm, when the connectivity is denser (e.g., G “ 75%), the 90%-likely

per-user rate is higher, as potential pilot contamination and multiuser interference is taken

into account although there might be less freedom for pilot assignment. On the other

hand, when the connectivity is sparser (e.g., G “ 30%) the 10%-likely per-user rate is

higher, meaning that there would be more users have per-user rate above 2.5 bits/sec/Hz.

There observations agree on the intuition that a proper user-RRH association is crucial

for the sMWIM algorithm. For the greedy algorithm, the per-user rate performance is

less sensitive to the connectivity G. It is because in the greedy algorithm the network

connectivity G will be refined before pilot assignment (see T̃ ptq in Alg. 5). We observe that

the performance is slightly outperformed by the sMWIM algorithm. One reason is that,

each user is assigned with one unique orthogonal pilot in the greedy algorithm, while in

the sMWIM algorithm the pilot of one user could be the linear combination of multiple

orthogonal pilots - this suggests the potential benefit of coded pilot design. Nevertheless,

the computational complexity of the greedy algorithm is substantially reduced.
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5.7 Conclusion

In this chapter, a framework has been proposed for pilot assignment in large-scale distributed

MIMO networks by artificially imposing topological structures on user-RRH connectivity.

By such a topological modeling, the pilot assignment problem is casted to a TIM problem

with groupcast messages. With respect to the known or unknown channel estimation

patterns, two TPA problem formulations were proposed by a low-rank matrix completion

and factorization method and a binary quadratically constrained quadratic program, for

which the low-complexity algorithm is applied to solve the pilot assignment problem

efficiently. The effectiveness of the proposed frameworks and algorithms are verified under

the cell-free massive MIMO settings. The proposed TPA approach yields superior ergodic

rate performance compared to the state-of-the-art pilot assignment methods. The bridge

between TPA and TIM problems is expected to trigger a new line of research dedicated to

channel estimation methods in distributed networks. The rich coding tools from TIM will

be hopefully tailored for pilot assignment applications in distributed MIMO systems.
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Conclusion and Future Work

6.1 Conclusion

Starting from the spectral property, this thesis firstly derived the common basis of UPA and

DP-UPA antenna to exploit the channel spectral spectrum using the Toeplitz matrix theory

so that the ACS concept could be applied to more practical massive MIMO systems. Given

exploited spectral properties, according to the ACS concept, this thesis has shown that ACS

could be a general idea for massive MIMO systems and have much wider applications, e.g.,

pilot decontamination in TDD mode, channel downlink reconstruction in FDD mode, and

pilot assignment problem in distributed massive MIMO. The key idea of the ACS concept

is to transfer the communication problem to a suitable graph problem so that existing

combinatorial optimization solutions could be used. In this thesis, Chapters 3-5 show the

major research works, and the main contributions are listed as follow.

• In Chapter 3, firstly, this work provided a joint beam and user selection method to

mitigate uplink pilot contamination and enhance uplink multiuser sum rate perfor-

mance. A novel method is proposed to actively sparsity users’ channels by joint beam

and user selection, which does not rely on sparsity assumptions. Secondly, to improve

the ACS implementation, this work introduced the constraint of SINR explicitly

into the optimization problem that makes the optimization problem more reasonable.

Moreover, compared with the former ACS research work, we take both NMSE of

uplink channel estimation and sum rate of uplink transmission into account.

128
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• The research work of Chapter 4 addressed the challenge of extending from ULA to

DP-UPA system. Such challenge is not a simple replacement of antenna array. Firstly,

to analyze the spectral properties of DP-UPA antenna array, this work figured out

the common basis to represent channel vectors in the angular domain. Secondly, due

to the dual-polarized structure of DP-UPA antenna, this work extended the original

ACS [28] to MD-ACS and explicitly take user selection, sum rate maximization, and

interference control into account. Consequently, such an MD-ACS framework can be

recognized as a generalized multi-assignment problem with some specific constraints

for interference control, for which we proposed a low-complexity greedy algorithm to

solve it efficiently.

• When it comes to distributed massive MIMO, this work of Chapter 5 connected the

pilot assignment with the TIM problem, in which many coding schemes for TIM

can be applied. In distributed massive MIMO, the sparsity property comes from the

large-scale fading coefficients where only stronger channels than a certain threshold are

considered. Consequently, the partially connected bipartite graph is constructed, and

the ACS concept can be extended to distributed massive MIMO. After constructing

the bipartite graph, the connection between TIM and TPA problem is established

so that a set of solutions of TIM can be used in the TPA and even ACS problems.

To figure out the pilot assignment problem, an sWMIM formulation is proposed

and the iterative approach is used to solve it. Due to the high complexity of the

iterative process and induced matching, inspired by the ideas of solutions to the

GMAP problem, a low complexity greedy algorithm is designed.

6.2 Future Work

The core idea of ACS is to figure out the graph problem, which is transferred from the

communication system. As mentioned before, such a concept consists of two major steps:

a) constructing a graph representation for communication system and transferring such

communication problem to a graph or combinatorial problem; b) proposing the feasible

algorithms of the corresponding graph problem. The ACS concept can be jointly applied in

several communication systems in the future work, e.g., the terahertz (THz) communication

system, high mobility scenario. In addition, the ACS concept implementation can be

improved by e.g., TIM solutions and machine learning in both steps of ACS. In this section,
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some possible research directions are listed and discussed.

• THz system analysis:

Recently, the THz-band communication has been considered as a key enabling tech-

nology in the future generation of wireless communications. Compared with mmWave,

THz communication has a higher frequency range from 300GHz-10THz, to achieve

a terabit/second (Tbps) data rate without using spectral efficiency improvement

techniques [110]. Owing to the inherent sparsity structure of the THz communication,

our ACS concept naturally could exploit and make use of such property on figuring

out problems of THz communication. However, the practical channel measurement

of THz is undertaken in the real world, and the major problem, blockage, imposes

the challenge of analyzing the spectral properties of THz. To address such chal-

lenge, some research works adopt the ultra-massive MIMO (UM-MIMO) in the THz

communication system. If the ACS is adopted directly in THz UM-MIMO system,

firstly, the common space representation of THz channel could be different, especially

equipping with the arbitrary antenna array. Secondly, it results in the huge size graph

representation. Consequently, how to transfer and simplify the graph representation

of THz communication system is an interesting question for the future work.

• ACS problem in distributed massive MIMO:

In the distributed massive MIMO system, the behavior of channel sparsity is different,

and lies in the partial connectivity due to the signal blockage and power decay. As

the first attempt, a threshold was adopted in our former research works to construct

the partially connected bipartite graph. The choices of the threshold, or a set of

thresholds, play a key role in the bipartite graph construction, and have a critical

influence on the overall performance. How to properly choose such thresholds is an

interesting yet challenging problem.

Another challenge of the ACS concept is the graph problem of the distributed

communication system. As mentioned in Chapter 5, the connection between TIM

and TPA problem is established so that the coding approaches of TIM can be applied

to ACS. In this thesis, a first attempt was made to translate coding schemes for TIM

into solutions to TPA. Given a variety of TIM coding schemes, how to tailor these

coding schemes to improve the performance of pilot decontamination is an interesting

future direction.
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To solve the graph problems behind the ACS formulation, state-of-the-art machine

learning techniques, especially the new advances of graph neural networks (GNN),

can be applied here. For example, the graph embedding algorithm could extract the

information into a vector or matrix [111], which is a feasible solution for solving graph

problems; some graph reduction techniques [112] may be implemented to construct

the partially connect graph. Moreover, to solve the MILP formulations of ACS as

combinatorial optimization problems, the GNN empowered solutions are also of much

interest to solve, e.g., scheduling problems [111,114,115].

• ACS in the dynamic setting:

The future wireless network is more dynamic with the increase of high-mobility users

(e.g., vehicles, drones) participating in networking. To deal with network dynamics,

the traditional approaches have to re-build the model and re-run algorithms such as

pilot assignment, scheduling problem, etc. In this case, the computational complexity

that depends on the frequency of the changes. Hence, proposing a low complexity

dynamic solution to the high mobility wireless network is a challenge will be studied

in future work.

One possibility to design a dynamic algorithm is the integration of GNN and represen-

tation learning. For example, some research works combine the time series modules

such as recurrent neural networks (RNN) and GNN to design the dynamic network

algorithm [116].

To summarize, the ACS concept is the core of future research works. As mentioned

before, the deep learning technique will play a key role to solve above challenges, such as

graph reduction, dynamic network, combinatorial optimization. Also, the TIM coding is

crucial and has research significance for small/middle communication networks.
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