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Abstract. We revisit the Kitaev model for fault tolerant quantum computing

on a square lattice with underlying quantum double D(G) symmetry, where G

is a finite group. We provide projection operators for its quasiparticles content
as irreducible representations of D(G) and combine this with D(G)-bimodule

properties of open ribbon excitation spaces L(s0, s1) to show how open ribbons

can be used to teleport information between their endpoints s0, s1. We give a
self-contained account that builds on earlier work but emphasises applications

to quantum computing as surface code theory, including gates on D(S3). We

show how the theory reduces to a simpler theory for toric codes in the case
of D(Zn)≅CZ2

n, including toric ribbon operators and their braiding. In the

other direction, we show how our constructions generalise to D(H) models

based on a finite-dimensional Hopf algebra H, including site actions of D(H)

and partial results on ribbon equivariance even when the Hopf algebra is not

semisimple.

1. Introduction

The idea of fault-tolerant quantum computing using topological methods has
been around for some years now, notably the Kitaev model in the original work[21]
and important sequels such as [8, 7, 10, 30]. Here we add to this growing body
of literature with a renewed focus on the quantum double D(G) Hopf algebra
symmetry implicit in the original Kitaev model, where G is a finite group. The
model here is built on a suitable oriented graph but for our purposes we focus on a
fixed oriented square lattice. The Hilbert space H of the system is then the tensor
product over all arrows of a vector space with basis G at every arrow. Every site,
by which we mean a choice of a face and vertex on it, carries a representation
of the quantum group D(G). In general ‘quasiparticles’ in the model are defined
as irreducible representations of this quantum group and we explain how these
are defined by certain projection operators PC,π, where C is a conjugacy class in

G and π is an irreducible representation of the isotropy group. We then study
quasiparticles at the end-points s0, s1 of an open ribbon ξ, again taking a D(G)
approach to the ribbon operator commutation relations. Most of these results are

E-mail addresses: †akcowtan@gmail.com,∗s.majid@qmul.ac.uk.
Key words and phrases. Surface code, condensed matter, quantum computing, Kitaev model,

quantum group, quantum double, teleportation. Version 1.1 February 2022.
1 On sabbatical at CQC.

1



2 QUANTUM DOUBLE ASPECTS OF SURFACE CODE MODELS

in Section 3 but a more sophisticated view of ribbon operators as left and right
module maps Fξ ∶ D(G)∗ → End(H) is deferred to Section 4 as a warm up for the
generalisation there.

Of particular interest in the paper is the space L(s0, s1) of states created from
a local vacuum by all possible ribbon operations Fξ for a fixed ξ. This was a key
ingredient in [21] and its independence as a subspace of H on deformations of the
ribbon expresses the topological nature of the model. Our results here build on ideas
in [7] whereby this space carries the left action of D(G) at s0 and another action,
which we view as a right action, at s1. The space is then isomorphic to D(G)
itself as a bimodule under left and right multiplication and hence subject to its
Peter-Weyl decomposition as a direct sum of End(VC,π) over all quasiparticle irrep

spaces VC,π. We use this to create a state ∣Bell; ξ⟩ ∈ L(s0, s1) and show that this

can be used to teleport information between s0, s1. We illustrate the theory further
as well as give more details and examples of quantum computations for D(S3) in
Section 3.5, where S3 is the group of permutations on 3 elements. Likewise, the
theory simplifies but carries some of the same structures in the toric case D(Zn)
for which the ribbon theory is in Section 3.4.

The paper begins with a preliminary warm up Section 2 which sets up the basic
ideas as this easier level of D(Zn) but from the point of view of this as Zn × Zn
with a certain factorisable quastiriangular structure in the sense of Drinfeld[16].
The body of the paper concludes in Section 4 with some partial results going the
other way to D(H), where H is a finite-dimensional Hopf algebra. The Kitaev
theory at this level but with H semisimple so that (over C) we have S2 = id was
introduced in [10] where it was was shown that one has a D(H) action at every
site, but without explicitly considering ribbons. The latter, however, are special
cases of ‘holonomy maps’ in the follow-up work [30], again in the semisimple case.
This work focusses more on the topological and ‘gauge theory’ aspects rather than
ribbon operators specifically, thus at the very least we aim in the semisimple case
for a much more explicit treatment of what is already known in some form. Thus,
our main result of the section on ribbon operators as left and right module maps
D(H)∗ → End(H) is similar to [30, Thm 8.1] except that that applies to a special
class of holonomy operators that explicitly do not include ribbon ones, and our
proofs are much more explicit. For example, the equivariance of the smallest open
ribbons (which are base for our induction) is proven in Figures 8, 9 by Hopf algebra
calculations.

The bottom line, however, is that the theory is known to generalise well to H
semisimple and the most novel aspect of Section 4 is that we do as much as we can
without assuming this. Computationally speaking, the H non-semisimple case loses
the interpretation of the integral actions as check operators which are measured to
detect unwanted excitations. In addition, ribbon operators on the vacuum are no
longer in general equivalent up to isotopy. For this reason, the logical space does
not enjoy the same ‘topological protection’ as the semisimple case. On the other
hand, we find that there is no problem with a D(H) action at every site, but for
dual-triangle operators and ribbon operators involving them, we need two versions
(±)L depending one whether we use S±1 at the relevant incoming arrow. That
means that the same ribbon operator is not a module map from both the left and
the right at the same time. This obstruction can also be put on the faces and is not
a deal breaker, but requires more study for a fully worked out theory. For example,
in the quasitriangular Hopf algebra case the two are equivalent by conjugation,
S = uS−1( )u−1 for Drinfeld’s element u ∈ H in [16]. Thus, this aspect of Section 4
should be seen as first steps in a fully general Kitaev theory.
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In fact such a more general theory is needed in order to apply to quantum groups
such as uq(sl2) at roots of unity, which in turn would be needed to connect up to
ideas for quantum computing based on modular tensor categories associated to such
non-semi-simple quantum groups. For example, the Fibonacci anyons surveyed in
[34] are based on uq(sl2) at q5 = 1. The double D(uq(sl2)) here also underlies the
Turaev-Viro invariant of 3-manifolds and hence this should certainly be a source
of topological stability if the Kitaev model can be extended to such cases. If so, it
would then be related closely to 2+ 1 quantum gravity with point sources, which is
a viable theory and another reason to expect that this is ultimately possible. There
are many other obstacles also, however, to such a programme, some of which are
discussed in the final Section 5. We also discuss there other issues for topological
quantum computing and possible links with ZX-calculus.

Acknowledgements. While completing the writing of other parts of the paper,
there appeared the preprint [11] which covers some of the same ground as Section
4 with regard to the ribbon operators in the semisimple case where S2 = id. Our
approach is different and is, moreover, directed to exposing the issues for the general
non-semisimple case. We thank the team at CQC for helpful discussions.

2. Preliminaries: Toric code D(Zn) model

The toric code is well studied, and is an example of a stabiliser code in com-
puter science parlance [20]. Here we give an exposition of basic properties from an
algebraic point of view, with the aim of generalising later on.

Let CZn denote the group Hopf algebra with generator h where hn = 1 and
∆h = h⊗h, εh = 1, Sh = h−1 for the coproduct, counit and antipode. Let C(Zn) be
the Hopf algebra of functions on Zn with a basis of δ-functions on Zn = 0,1,⋯, n − 1
and ∆δi = ∑j δj ⊗ δi−j , ε(δi) = δi,0, Sδi = δ−i for the Hopf algebra structure. The
normalised integrals in these Hopf algebras are

Λ = 1

n
∑
i

hi ∈ CZn, Λ∗ = δ0 ∈ C(Zn).

The quantum double D(Zn) = C(Zn)⊗CZn≅CZn ×CZn as Hopf algebras, since
the groups are Abelian, and since (over C) CZn≅C(Zn) by the Fourier isomorphism

g ↦∑
i

qiδi, δi ↦
1

n
∑
k

q−ikgk, (1)

where q is a primitive nth root of unity. Now the double is CZn × CZn with
generators g, h respectively for the two copies, commuting and obeying hn = gn = 1.
Under this isomorphism, the general D(G) theory in Section 3 looks much simpler
and we therefore treat this toric case first as a model for the later sections.

Denoting the generators of the two copies of CZn in this form of the double by
g, h respectively, the quasitriangular structure and quantum Killing form are

R = 1

n
∑
i,j

q−ijgi⊗hj , Q = ∑
i,j,k,l

q−ij−klgihl⊗ gkhj

where the former is R = ∑j δj ⊗hj for D(Zn) according to (2) given later. One can
check that Q is nondegenerate in the sense of a ‘factorisable’ quantum group.

Now let Σ = Σ(V,E,P ) be a square lattice viewed as a directed graph with its
usual (cartesian) orientation. The Hilbert space will be a tensor product of vector
spaces with one copy of CZn at each arrow e ∈ E. We denote the basis of each copy
by ∣i⟩. Next, for each vertex v ∈ V and each face p ∈ P we define an action of Zn
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which acts on the vector spaces around the vertex or around the face, and trivially
elsewhere, according to

h ▹ ∙v
g1 ∙= a ▹ p =

∙
∙∙

∙ ∙
∙∙

g2

g3
g4

g1h− 1
hg4

hg3

g2h− 1

g1

g2

g3

g4v∙
a(g1g2(g3)− 1(g4)− 1) g1

g2

g3

g4

h ▹ ∙v
| i⟩

| j⟩
|k⟩

| l⟩
∙

| j + 1⟩

|k + 1⟩
| l − 1⟩

| i − 1⟩= g ▹
∙

p| i⟩

| j⟩

|k⟩
| l⟩

=∙
∙∙

∙| i⟩

| j⟩

|k⟩

| l⟩ ∙
∙∙

qi+ j− k− l

These are built from four-fold copies of the operator X and its adjoint and of Z
and its adjoint, where X ∣i⟩ = ∣i + 1⟩ and Z ∣i⟩ = qi∣i⟩ obey ZX = qXZ. Here h▷
subtracts in the case of arrows pointing towards the vertex and g▷ has k, l entering
negatively in the exponent because these are contra to a clockwise flow around the
face in our conventions. These combine to an action of Zn×Zn at every ‘site’ (v, p)
defined as a vertex v and an adjacent face p (the exact placement of v in relation
to p is not relevant in an Abelian group model such as this).

Lemma 2.1. For every site (v, p), the operators g▷ and h▷ commute and give a
representation of Zn ×Zn on the Hilbert space H.

Proof. This is a direct calculation acting on the 6 relevant vector spaces, of which
two are in common to the two actions, see

a2 ▹ h2 ▹ v

g1

∙=
p

g2

g3

g4
h4g6

g4Sh5

g1S− 1h2

h3g5
a2 ▹

∙ ∙
∙ ∙ g5

g6

g2

g3

∙ ∙
p

⟨Sh1, a1⟩
⟨h3, a3⟩

⟨Sh1, a1⟩⟨h6, a3⟩

∙=

h4g6
g42Sh51

g11S− 1h22

h3g5

g21

g32∙ ∙
⟨Sh1(S(g12S− 1h21))(Sg22)g31g41(Sh52)h6, a⟩

∙=
h3g6

g42Sh4

g11S− 1h1

h2g5

g21

g32∙ ∙
⟨(Sg12)(Sg22)g31g41, a⟩

= ∙
g6

g42

g11

g5

g21

g32∙ ∙
⟨(Sg12)(Sg22)g31g41, a⟩

h ▹ v = ∙
g6

g4

g1

g5

g2

g3

∙ ∙
h ▹ a ▹ v

p

∙ ∙

∙ ∙ ∙

v

p| j⟩∙ ∙
∙ ∙

| i⟩ |k⟩
| l⟩

|m⟩
|s⟩

h ▹ p| j + 1⟩
∙ ∙
∙ ∙

| i − 1⟩ |k + 1⟩
| l − 1⟩

|m⟩
|s⟩ g ▹ p| j + 1⟩

∙ ∙
∙ ∙

| i − 1⟩ |k + 1⟩
| l − 1⟩

|m⟩
|s⟩

qj+ 1+ m− s− (k+ 1)

g ▹
v

p| j⟩∙ ∙
∙ ∙

| i⟩ |k⟩
| l⟩

|m⟩
|s⟩

qj+ m− s− k h ▹

�

The same applies trivially if v and p are not adjacent (as they have no arrow
in common). Thus, we can in fact consider h▷ determined by a vertex v and g▷
determined by a face p independently. With this in mind, we define

A(v) = Λ▷ = 1

n
∑
m

(h▷)m, B(p) = Λ∗▷ = 1

n
∑
m

(g▷)m

where now Λ∗ = n−1∑i gi according to (1), and these necessarily commute. In fact
it is easy to see that

A(v)2 = A(v), B(p)2 = B(p), [A(v),A(v′)] = [B(p),B(p′)] = [A(v),B(p)] = 0.

We then define the Hamiltonian

H =∑
v

(1 −A(v)) +∑
p

(1 −B(p)) = −(∑
v

A(v) +∑
p

B(p)) + const.

and define the set of vacuum states

Hvac = {∣ξ⟩ ∈H ∣ A(v)∣ξ⟩ = B(p)∣ξ⟩ = ∣ξ⟩,∀v, p}.
Vacuum states are ‘topologically protected’ from errors which are sufficiently

local, which we will make precise later.
Next, the irreducible representations of the double in this form are

πij(g) = qi, πij(h) = qj ,
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which are all 1-dimensional. We denote these by

1 = π00, ei = π0i, mi = πi0, εij = πij , i, j ∈ 1,⋯, n − 1

with braiding

Ψ1,∗ = Ψ∗,1 = Ψei,ej = Ψmi,mj = Ψei,mj = Ψεjk,mi = Ψei,εjk = 1,

Ψmi,ej = qij , Ψmi,εjk = qik, Ψεjk,ei = qij , Ψεij ,εkl = qil+jk

where Ψu,v =R(2)▷v ⊗R(1)▷u = 1
n ∑i,j q

−ijhj▷v ⊗ gi▷u.

Next, we define projectors associated to πij namely

Pij =
1

n2
∑
kl

(Trπijg
−kh−l)gkhl = P gi P

h
j , P gi = 1

n
∑
k

q−ikgk

in the group algebra of Zn×Zn, built from projectors in each Zn (here Phj is defined

in the same way on the other copy). The projectors on one copy obey P gi P
g
j = δijP gi

and ∑i P gi = 1 and similarly for Phj , so that

PijPi′j′ = δii′δjj′Pij , ∑
i,j

Pij = 1.

At every vertex v, every face p and every site (v, p), we have specific projection
operators on H given by

Pi(p) = P gi ▷, Pj(v) = Phj ▷, Pij(v, p) = Pij▷
for the actions above on the relevant arrows. We consider these orthogonal projec-
tors as measurement outcomes dictating, for i, j ≠ 0:

● Pi(p) – there is a quasiparticle of type mi occupying face p
● Pj(v) – there is a quasiparticle of type ej occupying vertex v
● Pij(v, p) – there is a quasiparticle of type εij occupying site (v, p)

which, combined, make two projective measurements at a site (v, p), as the out-
comes for mi and ej are independent. The corresponding quantum mechanical
observables are the self-adjoint operators Op = ∑i riPi(p) and Ov = ∑j tjPj(v),
where each ri ∈ R is distinct, and the same for each tj . In particular we acquire
the outcome P00(v, p) when there is a trivial representation quasiparticle at (v, p),
which is equivalent to the absence of the above excitations, i.e. we regard it as a
local vacuum. Note also that

P0(v) = A(v), P0(p) = B(p), P00(v, p) = A(v)B(p)
which gives the meaning of these. Thus A(v) specifies that there is no excitation
at the vertex independently of the face, etc.

Lemma 2.2. Let ∣ψ⟩ ∈H. For all i, j ∈ Zn:

(1) Pi(p)∣ψ⟩ = ∣ψ⟩ if and only if g▷∣ψ⟩ = qi∣ψ⟩ for the four arrows around p.
(2) Pj(v)∣ψ⟩ = ∣ψ⟩ if and only if h▷∣ψ⟩ = qj ∣ψ⟩ for the four arrows around v.
(3) Pij(v, p)∣ψ⟩ = ∣ψ⟩ if and only if g▷∣ψ⟩ = qi∣ψ⟩ and h▷∣ψ⟩ = qj ∣ψ⟩ for the six

arrows at the site.
(4) ∣vac⟩ ∈ Hvac if and only if Pij(v, p)∣vac⟩ = 0 for all (i, j) ≠ (0,0) and at all

sites (v, p).

On a closed plane, there is a unique vacuum state (up to normalisation):

∣vac⟩ = ∏
v∈V

A(v)⊗
E

∣0⟩

where 0 is the group identity of Zn.
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Proof. (1) Pi(p) acts on the four-arrow state ∣i1⟩⊗ ∣i2⟩⊗ ∣i3⟩⊗ ∣i4⟩ in order around

the face by 1
n ∑k q

−iaqa(i1+i2−i3−i4) = δi,i1+i2−i3−i4 . So invariant states are linear
combinations of ones with i1 + i2 − i3 − i4 = i going around the face. These are
precisely the local states where g▷∣ψ⟩ = qi∣ψ⟩.

(2) Linear combinations of ∣ii⟩⊗ ∣i2⟩⊗ ∣i3⟩⊗ ∣i4⟩ in order around the vertex that
are invariant under Pj(v) are of the form

∣ψ⟩ =∑
b

q−jb∣i1 − b⟩⊗ ∣i2 + b⟩⊗ ∣i3 + b⟩⊗ ∣i4 − b⟩

and these are also the local states where

h▷∣ψ⟩ =∑
b

q−jb∣i1 − b − 1⟩⊗ ∣i2 + b + 1⟩⊗ ∣i3 + b + 1⟩⊗ ∣i4 − b − 1⟩ = qj ∣ψ⟩

(3) Considering the site (v, p) with p to the upper right of v as before, the joint
eigenvectors for (1) and (2) are of the form

∣ψ⟩ =∑
b

q−jb∣i1 − b⟩⊗ ∣i2 + b⟩⊗ ∣i3 + b⟩⊗ ∣i4 − b⟩⊗ ∣i5⟩⊗ ∣i6⟩; i2 + i5 − i6 − i3 = i

where we take them in order round the vertex then around the face. These are also
the local states where g▷∣ψ⟩ = qi∣ψ⟩ and h▷∣ψ⟩ = qj ∣ψ⟩.

(4) We just note that P0(v) = A(v), P0(p) = B(p) so P00(v, p) = A(v)B(p). So
if ∣ψ⟩ ∈ Hvac then P00∣ψ⟩ = ∣ψ⟩ i.e. there are no excitations, at every site (v, p).
Moreover, for (i, j) ≠ (0,0), Pij ∣ψ⟩ = PijP00∣ψ⟩ = 0 by the projector orthogonalilty,
again at every site. Conversely, if Pij ∣ψ⟩ = 0 for all (i, j) ≠ (0,0) at (v, p) then
P00∣ψ⟩ = ∣ψ > as ∑ij Pij = 1 while A(v)∣ψ⟩ = ∑i Pi0∣ψ⟩ = P00∣ψ⟩ = ∣ψ⟩ and similarly
for B(p). If this is true at every site then ∣ψ⟩ ∈Hvac.

Note that (4) is the same as saying that if the system is in a vacuum state
there is no excitation at any site. We can see this directly as h▷ ○ Λ▷ = Λ▷ at a
given vertex. So if ∣vac⟩ is in Hvac as defined above then h▷∣vac⟩ = h▷A(v)∣vac⟩ =
hΛ▷∣vac⟩ = Λ▷∣vac⟩ = ∣vac⟩. Similarly for g▷∣vac⟩ = ∣vac⟩. This agrees with the
analysis above. The vacuum state ∣vac⟩ may be verified by directly checking the
definition of Hvac. We will see later that this state is unique in Hvac as a special
case of Corollary 3.3.

2.1. Quasiparticle creation and transportation. We now consider concretely
how to create quasiparticles on the lattice. Assume the system has state ∣vac⟩ ∈
Hvac. Consider the arrow between vertices v2 and v1 on the boundary of faces p1
and p2,

∣s⟩p1
p2

v2

v1

∣t⟩
∣u⟩ p3

v3

For some j ∈ Zn, consider Z−j acting on ∣s⟩, which we denote Z−j
s and takes ∣s⟩ ↦

q−sj ∣s⟩:

∣s⟩p1
p2

v2

v1

∣t⟩
∣u⟩ p3

v3

q−js

We shall use the notation h▷v1 to mean the local action of h ∈ CZn at the vertex
v1, for example, and similarly g▷p1 for the action of g at face p1.
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Then, h▷v1Z
−j
s ∣vac⟩ = qjZ−j

s h▷v1 ∣vac⟩ = qjZ−j
s ∣vac⟩ and similarly h▷v2Z

−j
s ∣vac⟩ =

q−jZ−j
s ∣vac⟩, which is easy to check using commutation relations. By Lemma 2.2,

all neighbouring sites (v1, pa) and (v2, pa) are occupied by mj and m−j , where pa
is any neighbouring face. Let X−i further act on Z−j

s ∣s⟩ alone, for some i ∈ Zn:

∣s − i⟩p1
p2

v2

v1

∣t⟩
∣u⟩ p3

v3

q−js

Now, g▷p1(X−iZ−j)s∣vac⟩ = qi(X−iZ−j)sg▷p1 ∣vac⟩ = qi(X−iZ−j)s∣vac⟩ and g▷p2(X−iZ−j)s∣vac⟩ =
q−i(X−iZ−j)s∣vac⟩. All neighbouring sites (vb, p1) and (vb, p2) are now occupied by
a quasiparticle ei and e−i respectively, where vb is any neighbouring vertex. In
particular, (v1, p1) is occupied by πi,j , while (v2, p2) is occupied by π−i,−j .

Quasiparticles may be moved on the surface by X and Z edge operations. We
next apply Xi to ∣t⟩:

∣s − i⟩p1
p2

v2

v1

∣t + i⟩
∣u⟩ p3

v3

q−js

Now, g▷p2X
i
t ⊗ (X−iZ−j)s∣vac⟩ = Xi

t ⊗ (X−iZ−j)s∣vac⟩ (being careful about edge
orientation). Site (v2, p2) is now only occupied by m−j . However, the previously
unoccupied site (v3, p3) is now occupied by e−i, as g▷p3X

i
t ∣p⃗3⟩ = qiXi

t ∣p⃗3⟩. Now
further apply Z−j acting on ∣u⟩:

∣s − i⟩p1
p2

v2

v1

∣t + i⟩
∣u⟩ p3

v3

q−j(s+u)

h▷v2Z
−j
u ⊗Xi

t ⊗ (X−iZ−j)s∣vac⟩ = Z−j
u ⊗Xi

t ⊗ (X−iZ−j)s∣vac⟩, and so site (v2, p2) is
now unoccupied. Site (v3, p3) is occupied by π−i,−j , as h▷v3Z

−j
u ⊗Xi

t⊗(X−iZ−j)s∣vac⟩ =
q−jZ−j

u ⊗Xi
t ⊗ (X−iZ−j)s∣vac⟩. This explanation of creation and transport is quite

ad hoc. In fact, the above operators are specific instances of ribbon operators, which
we describe in Section 3. We delay discussing braiding until then, as it is clearer in
terms of ribbons.

3. D(G) models and example of D(S3)
The models described in this Section are the primary subject of Kitaev’s original

paper [21], and while some of the results here have been described in some form
either there or elsewhere, see [7, 8], we aim to be explicit and formal in the presen-
tation. In addition, we believe that our account of how to utilise the Peter-Weyl
isomorphism for ribbon operators is novel at least in its level of detail, as is the
description of a generalised quantum teleportation-like protocol.

Let G be a finite group with identity e ∈ G. We recall that the group Hopf
algebra CG base basis G with product extended linearly and ∆h = h⊗h, εh = 1 and
Sh = h−1 for the Hopf algebra structure. Its dual Hopf algebra C(G) of functions on
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G has basis of δ-functions {δg} with ∆δg = ∑h δh⊗ δh−1g, εδg = δg,e and Sδg = δg−1
for the Hopf algebra structure. The normalised integrals are

Λ = 1

∣G∣ ∑h∈G
h ∈ CG, Λ∗ = δe ∈ C(G).

For the Drinfeld double we have D(G) = C(G)>◁CG, see [26], with CG and C(G)
subalgebras and the cross relations hδg = δhgh−1h (a semidirect product). We will of-
ten prefer to refer to D(G) explicitly on the tensor product vector space, then for ex-
ample the cross relation appears explicitly as (1⊗h)(δg ⊗1) = (δhgh−1 ⊗1)(1⊗h) =
δhgh−1 ⊗h and antipode as S(δg ⊗h) = δh−1g−1h⊗h−1. There is also a quasitriangular
structure which in the subalgebra notation is

R = ∑
h∈G

δh⊗h ∈D(G)⊗D(G). (2)

More relevant to us is the representation on Hilbert space H, which now is a
tensor product of CG at each arrow. As before, this is associated to a pair (v, p)
(a ‘site’) where v is a vertex on the boundary of the face p. What is different from
the Abelian group case such as for toric codes in Section 2 is that now for the a▷
action on H we have to pay attention to the exact placement of v in relation to p
by drawing dashed line (the ‘cilium’) between v and the interior of p and taking
the group elements in order around the face according to

h ▹ ∙v
g1 ∙= a ▹ p =

∙
∙∙

∙ ∙
∙∙

g2

g3
g4

g1h− 1
hg4

hg3

g2h− 1
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g2

g3

g4v∙
a(g1g2(g3)− 1(g4)− 1) g1
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g3

g4

h ▹ ∙v
| i⟩

| j⟩
|k⟩

| l⟩
∙

| j + 1⟩

|k + 1⟩
| l − 1⟩

| i − 1⟩= g ▹
∙

p| i⟩

| j⟩

|k⟩
| l⟩

=∙
∙∙

∙| i⟩

| j⟩

|k⟩

| l⟩ ∙
∙∙

qi+ j− k− l

Here h ∈ G, a ∈ C(G) and g1,⋯, g4 denote distinct elements of G (not powers).

Lemma 3.1. h▷ and a▷ for all h ∈ G and a ∈ C(G) define a representation of
D(G) on H associated to each site (v, p).

Proof. This follows from the definitions and a check acting on the six affected arrow
spaces, see

v

pg4

∙ ∙
∙ ∙

g1 g3

g2

g5

g6
h ▹ p∙ ∙

∙ ∙ δg ▹

∙ ∙
∙ ∙

δh−1gh ▹
v∙ ∙
∙ ∙

h ▹

hg4

g1h−1 hg3

g2h−1

g5

g6

g4
g1

g3

g2

g5

g6

hg4

g1h−1 hg3

g2h−1

g5

g6

δh−1gh(g4g5(g6)−1(g3)−1)

δg(hg4g5(g6)−1(hg3)−1)

�

We next define

A(v) = Λ▷ = 1

∣G∣ ∑h∈G
h▷, B(p) = Λ∗▷ = δe▷

where δe(g1g2g3g4) = 1 iff g1g2g3g4 = e which is iff (g4)−1 = g1g2g3 which is iff
g4g1g2g3 = e. Hence δe(g1g2g3g4) = δe(g4g1g2g3) is invariant under cyclic rotations,
hence Λ∗▷ computed at site (v, p) does not depend on the location of v on the
boundary of p. Moreover,

A(v)B(p) = ∣G∣−1∑
h

hδe▷ = ∣G∣−1∑
h

δheh−1h▷ = ∣G∣−1∑
h

δeh▷ = B(p)A(v)
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if v is a vertex on the boundary of p by Lemma 3.1, and more trivially if not. We
also have the rest of

A(v)2 = A(v), B(p)2 = B(p), [A(v),A(v′)] = [B(p),B(p′)] = [A(v),B(p)] = 0

for all v ≠ v′ and p ≠ p′, as easily checked. We then define

H =∑
v

(1 −A(v)) +∑
p

(1 −B(p))

and the space of vacuum states

Hvac = {∣ψ⟩ ∈H ∣ A(v)∣ψ⟩ = B(p)∣ψ⟩ = ∣ψ⟩, ∀v, p}.
3.1. Vacuum space. The vacuum space degeneracy depends on the surface topol-
ogy. Here and throughout the paper, we describe everything very concretely using
a square lattice for convenience. While this is obviously possible for a plane, more
general surfaces may not admit such a tiling. Precisely, the only 2-dimensional
closed orientable surface which admits a (4, 4) tessellation is the torus, which fol-
lows from [17, Thm 1]. However, the following well-known theorem, and results
throughout this paper, apply for other (ciliated, ribbon) graphs embedded into a
closed orientable surface. We avoid getting into the weeds on the subject of topo-
logical graph theory, but observe that while the lattice will primarily be square,
in some places there will have to be irregular faces or vertices. Face and vertex
operators generalise straightforwardly to such irregularities.

Theorem 3.2. Let Σ be a closed, orientable surface. Then

dim(Hvac) = ∣Hom(π1(Σ),G)/G∣.
where the G-action on any φ ∈ Hom(π1(Σ),G) is the adjoint action, i.e. h▷φ =
hφh−1.

For completeness we prove this in the Appendix A, mostly following [14], and in
the process presenting an orthogonal basis forHvac. In fact, dim(Hvac) corresponds
to the topological invariant Z(M) of Dijkgraaf-Witten theory, see e.g. [5, Sec 4.2]
for an introduction. Theorem 3.2 implies, in particular:

Corollary 3.3. Let Σ be planar, with no boundaries. Then the vacuum state ∣vac⟩
is unique up to normalisation, and

∣vac⟩ = ∏
v∈V

A(v)⊗
E

e

where e is the group identity of G and ⊗ is over the arrows.

Proof. We have assumed that π1(Σ) = {e} and clearly Hom({e},G) = {e}, {e}/G =
{e}. Hence, the vacuum is unique. To find it, define g ∶= ⊗E e, and observe
that B(p)g = g for all p ∈ P , so g ∈ S. Since B(p) commutes with every A(v)
commute with, it follows that B(p)∣vac⟩ = ∣vac⟩. Moreover, applying A(v) for a
fixed v to ∣vac⟩, this combines with A(v) in the product to give A(v) again, hence
A(v)∣vac⟩ = ∣vac⟩. Hence, we have constructed the vacuum state. �

We specify that the plane has no boundaries for Corollary 3.3 because Theo-
rem 3.2 holds only for closed surfaces; the ‘plane’ can then be thought of as an
infinite sphere. The treatment of boundaries requires adding more algebraic struc-
ture to the model, and in general splits vacuum degeneracy [7]. It is also obvious
that if Σ is a closed orientable surface and G is Abelian so that the G-action by
conjugation is trivial, then

dim(Hvac) = ∣Hom(π1(Σ),G)∣.
The Kitaev model may be used to perform fault-tolerant quantum computation

– indeed, the D(G) model corresponds to a class of quantum error-correcting codes
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in the sense of [22], according to [14]. If we consider the vacuum to be the logical
space of a quantum computer and by following the proof of Theorem 3.2, we observe
that the only non-trivial operators in End(Hvac) are non-contractible closed loops
on the lattice. Operators which do not form closed paths take the system out of
Hvac, and introduce excitations. In particular, considering the quantum computer
to be operating in a noisy environment, errors on the lattice which introduce un-
wanted excitations may be detected using projective measurements and corrected.
Undetectable errors must therefore be sufficiently non-local as to form undetectable
non-trivial holonomies; we thus refer to the logical state of the computer as being
‘topologically protected’.

To run algorithms of practical interest, the model must be capable of supporting
a large Hilbert space, but Corollary 3.3 tells us that a boundary-less plane is only
capable of supporting a single vacuum state. There are therefore 3 methods of
encoding data in Kitaev models:

(1) Build the lattice Σ as a torus with k holes, which can encode data in the
degenerate vacuum state using π1(Σ).

(2) Incorporate gapped boundaries or topological defects into the lattice, which
are compatible (in some suitable sense) with the algebra of D(G) and allow
for additional vacuum states [7, 8].

(3) Use excited states to encode data. This method requires that G be non-
Abelian, as the D(G) model does not admit degenerate excited states on
the plane when G is Abelian without the addition of topological features
such as boundaries [21].

3.2. Quasiparticles and projection operators to detect them. We now re-
turn to the underlying algebra of the Kitaev model. The ‘quasiparticles’ in the
theory are labelled by irreducible representations of D(G). A couple of standard
but not generally irreducible right representations of D(G) on CG itself are

(i) g◁h = gh, g◁δh = gδh,e; (ii) g◁h = h−1gh, g◁δh = gδg,h.

More generally, as a semidirect product, irreducible representations of D(G) are
given by standard theory as labelled by pairs (C, π) consisting of an orbit under
the action (i.e. by a conjugacy class C ⊂ G in the present case) and an irrep π of
the isotropy subgroup CG of a fixed element rC ∈ C (in our case its centraliser i.e.
n ∈ G such that nrC = rCn), the choice of which does not change the group up to
isomorphism but does change how it sits inside G. Here C is called the ‘magnetic
charge’ and π is called the ‘electric charge’. Special cases corresponding to ei and
mi respectively in the toric case are

chargeons ({e}, π), δgh▷w = δg,eπ(h)w; fluxions (C,1), δgh▷c = δg,hch−1hch−1

acting on the representation space Vπ of π as an irrep of G, and the span CC of
the conjugacy class, respectively. The braiding of two fluxions or a fluxion with a
chargeon, for example, are

Ψ(f ⊗ f ′) =∑
g

g▷f ′⊗ δg▷f = ff ′f−1⊗ f, Ψ(f ⊗w) =∑
g

g▷w⊗ δg▷f = π(f)w⊗ f.

The irrep associated to general (C, π) can be described as follows[28]. First, fix a
map

q ∶ C → G, qcrCq
−1
c = c, ∀c ∈ C, (3)

and define from this a ‘cocycle’ ζ ∶ C×G→ CG respectively defined and characterised
by

ζc(g) = q−1gcg−1gqc; ζc(gh) = ζhch−1(g)ζc(h)
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for all c ∈ C and g, h ∈ G. The quantum double action on CC⊗Vπ is then

δgh▷(c⊗w) = δg,hch−1hch−1⊗π(ζc(h))w. (4)

This is irreducible and although the formulae depend on the choice of q, different
choices give isomorphic representations. In particular, we can right multiply qc by
any element nc ∈ CG, and using this freedom we can suppose that

qrC = e (5)

which, in particular, ensures that (e, π) recovers the chargeon representation rather
than an equivalent conjugate of it. Also note G is partitioned into the right cosets
of CG with the quotient space G/CG identified with C by its action on rC . This
implies that every element g ∈ G can be uniquely factorised as g = qcn for some
c ∈ C and n ∈ CG.

We now describe the projectors[28] that determine the presence of such quasi-
particles, focussing first on the electric/chargeon sector. Then for each irrep π,
such quasiparticles will be detected by measuring an observable O = ∑π rπPπ(v) =
∑π rπPπ▷v, where rπ ∈ R ∀π, and v is a vertex; Pπ is a central projection element
(central idempotent) in the group algebra CG given by

Pπ =
dimVπ

∣G∣ ∑g
(Trπg

−1)g (6)

These obey PπPπ′ = δπ,π′Pπ by the orthogonality of characters on finite groups, as
well as ∑π Pπ = 1 and P1 = Λ. Centrality is immediate by changing the variable g
and symmetry of the trace. For reference, the orthogonality relations for characters
on any finite group are

∑
h∈G

Trπ(h−1)Trπ′(hg) = δπ,π′
∣G∣

dim(Vπ)
Trπ(g) (7)

∑
π∈Ĝ

Trπ(g−1)Trπ(h) = δCg,Ch ∣CG(g)∣ (8)

for all h, g ∈ G and π,π′ ∈ Ĝ the set of irreps up to equivalence. Here Cg denotes the
conjugacy class containing g. We likewise have a projection element χC in C(G)
defined as the characteristic function of C and PC(v) = χC▷v for all v ∈ H acting
at any site. The general case is

PC,π = ∑
c∈C

δc⊗ qcPπq−1c = dimVπ
∣CG∣ ∑

c∈C
∑
n∈CG

Trπ(n−1)δc⊗ qcnq−1c (9)

where Pπ ∈ CCG is for π as a representation of CG, and associated site projection
operators PC,π(s) = PC,π▷s for s a site on the lattice. We therefore have a measured

observable Γs = ∑C,π rC,πPC,π(s) for each site. Here dim(Vπ)/∣CG∣ = dim(VC,π)/∣G∣.
Also note that

Pe,1 = Λ∗⊗Λ, Pe,π = Λ∗⊗Pπ, PC,1 = ∑
c∈C

δc⊗ qcΛCGq−1c ,

the last of which in the Abelian case is δc⊗Λ and recovers the chargeon and fluxion
projections to the extent possible. We can also define for a fixed C,

∑
π∈ĈG

PC,π = ∑
c∈C

δc⊗ qc( ∑
π∈ĈG

Pπ)q−1c = χC ⊗1.

What we can not do in the nonAbelian case is sum over C for a fixed nontrivial π
as these depend on C, so we do not have a formula like ∑C PC,π = 1⊗Pπ.
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Lemma 3.4. In D(G), the PC,π are central and form a complete orthogonal set of
projections,

PC,πPC ′,π′ = δC,C ′δπ,π′PC,π, ∑
C,π

PC,π = 1 (10)

Proof. This is due to [28], but for completeness we now provide more explicit proofs
than given there. Thus,

PC,πPC ′,π′ = ∑
c∈C,d∈C ′

(δc⊗ qcPπq−1c )(δd⊗ q′dPπ′q′−1d )

= dimVπ
∣CG∣ ∑

c∈C,d∈C ′
δc ∑
n∈CG

Trπ(n−1)δc,qcnq−1c dqcn−1q−1c ⊗ qcnq−1c q′dPπq′−1d

= dimVπ
∣CG∣ ∑

c∈C,d∈C ′
δc ∑
n∈CG

Trπ(n−1)δc,d⊗ qcnq−1c q′dPπ′q′−1d

= δC,C ′ ∑
c∈C

δc⊗ qcPπPπ′q−1c = δC,C ′δπ,π′ ∑
c∈C

δc⊗ qcPπ′q−1c = δC,C ′δπ,π′PC,π

where CG = CG(rC) and c = qcnq−1c dqcn−1q−1c iff d = qcn−1q−1c cqcnq−1c = qcn−1rCnq−1c =
qcrCq−1c = c. Note that if C = C′, which is needed for c = d, then q = q′ are the same

function and we can cancel qcq
′−1
d in this case. We also have

∑
C,π

PC,π =∑
C
∑
c∈C

δc⊗ qc (∑
π

Pπ) q−1c =∑
C
∑
c∈C

δc⊗1 =∑
C
χC ⊗1 = 1⊗1

where we sum over irreps π of CG for each C. For centrality,

PC,π(δh⊗ g) =
dimVπ
∣CG∣ ∑

c∈C
∑
n∈CG

δcTrπ(n−1)δc,qcnq−1c hqcn−1q−1c ⊗ qcnq−1c g

= dimVπ
∣CG∣ δhχC(h)⊗ ∑n∈CG

Trπ(n−1)qhnq−1h g = χC(h)δh⊗ qhPπq
−1
h g

(δh⊗ g)PC,π = (δh⊗ g)∑
c∈C

δc⊗Pπq−1c =∑
c

δhδgcg−1,h⊗ gqcPπq−1c = χC(h)δh⊗ gqg−1dgPπq
−1
g−1dg

where for the second equality c = qcnq−1c hqcn−1q−1c iff c = h by the same calculation
as above. But q−1h gqg−1hgrCq−1g−1hgg−1qh = q−1h gg−1hgg−1qh = rC so q−1h gqg−1hg ∈ CG
and therefore commutes with Pπ. �

The origin of these projection operators is the Peter-Weyl decomposition which
applies to group algebras and other semisimple Hopf algebras including D(G).
We look at the group algebra case first in some detail. Thus, for CG, there is
an isomorphism CG≅ ⊕π End(Vπ) where the map to each component is to send
g ↦ π(g)ijei⊗ f j where ei is a basis of Vπ and f j is a dual basis. Here, ei⊗ f j
is the elementary matrix with 1 at the i, j row/column if we identify End(Vπ) =
Mdim(Vπ)(C). We check conventions: if v = viei then π(g)v = viπkjek⟨f j , ei⟩ =
ekπkiv

i so that π(g) acts by matrix multiplication on (vi) as a column vector. In
the converse direction we define

ΦCG ∶ ⊕πEnd(Vπ)→ CG, Φ(ei⊗ f j) =
dimVπ

∣G∣ ∑
g∈G

π(g−1)jig

which we see obeys Φ(ei⊗ f i) = Pπ. One can check that the map Φ is an isomor-
phism of bimodules where CG acts on itself from the left and the right and acts on
End(Vπ) = Vπ ⊗V ∗

π on the left by π and on the right by its adjoint. Here h▷ei =
ekπ(h)ki and f j◁h = π(h)jkfk (the dual basis elements transform the same way as
vectors) and ΦCG is necessarily surjective as the image of ∑π∑i ei⊗ f i = ∑Pπ = 1,
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given that is is a bimodule map. Moreover, under π′, the element Φ(ei⊗ f j) maps
to

dimVπ
∣G∣ ∑

g∈G

π(g−1)jiπ′(g)klek ⊗ f l = δπ,π′ei⊗ f j (11)

as required for the inverse in one direction, which proves that ΦCG is injective.
The equality (11) used here is equivalent to a stronger version of the orthogonality
relations for matrix entries of unitary irreducible representations over C, of which
(7) is a consequence. This also implies that π′(Pπ) = idδπ,π′ and hence that

Pπ▷ei = ekπ(Pπ)ki = ei, f j◁Pπ = π(Pπ)jkfk = f j (12)

if ei ∈ Vπ and fj ∈ V ∗

π respectively, or zero if these are in one of the other components.
By the equivariance, these actions are equivalent to the projectors Pπ acting by left
or right multiplication, hence PπCG = (CG)Pπ≅End(Vπ) via Φ.

We now similarly let D(G) act on End(VC,π) = VC,π ⊗V ∗

C,π from the left and

right by the given left representation and its adjoint as a right one. It also acts on
itself by left and right multiplication.

Theorem 3.5. Taking a basis {c⊗ ei} of the D(G) representation VC,π, with dual

basis {δd⊗ f j}, the map Φ ∶ ⊕C,πEnd(VC,π)→D(G) given on End(VC,π) by

Φ(c⊗ ei⊗ δd⊗ f j) = δc⊗ qcΦCCG(ei⊗ f j)q−1d = dimVπ
∣CG∣ ∑

n∈CG

π(n−1)jiδc⊗ qcnq−1d

is an isomorphism of bimodules.

Proof. Using the action (4) of D(G) on VC,π in basis terms

(δh⊗ g)▷(c⊗ ei) = δh,gcg−1gcg−1⊗π(q−1gcg−1gqc)kiek, (13)

the left module property of Φ is

Φ((δh⊗ g)▷(c⊗ ei)⊗ δd⊗ f j) = Φ(δh,gcg−1gcg−1⊗π(q−1gcg−1gqc)kiek ⊗ δd⊗ f j)

= δh,gcg−1
dimVπ
∣CG∣ ∑

n∈CG

π(n−1)jkπ(q−1gcg−1gqc)kiδgcg−1 ⊗ qgcg−1nq−1d

= δh,gcg−1
dimVπ
∣CG∣ ∑

n′∈CG
π(n′−1)kiδgcg−1 ⊗ gqcn′q−1d

= (δh⊗ g)Φ(c⊗ ei⊗ δd⊗ f j)

where n′ = q−1c g
−1qgcg−1n. We check that n′rCn′−1 = q−1c g

−1qgcg−1rCq−1gcg−1gqc =
q−1c g

−1(gcg−1)gqc = rC so n′ ∈ CG in our change of variables. For the other side we
first use

⟨(δd⊗ f j)◁(δh⊗ g), c⊗ ei⟩ ∶= ⟨δd⊗ f j , (δh⊗ g)▷(c⊗ ei)
= ⟨δg ⊗ f j , δh,gcg−1gcg−1⊗π(q−1gcg−1gqc)kiek⟩ = δd,hδd,gcg−1π(q−1gcg−1gqc)ji
= δd,h⟨δg−1dg ⊗π(q−1d gqg−1dg)jkfk, c⊗ ei⟩

for all c, ei, from which we find the dual action

(δd⊗ f j)◁(δh⊗ g) = δh,dδg−1dg ⊗π(q−1d gqg−1dg)jkfk (14)
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We then proceed similarly for the right module property

Φ(c⊗ ei⊗(δd⊗ f j)◁(δh⊗ g)) = Φ(c⊗ ei⊗ δh,dδg−1dg ⊗π(q−1d gqg−1dg)jkfk)

= δh,d
dimVπ
∣CG∣ ∑

n∈CG

δc⊗π(q−1d gqg−1dg)jkπ(n−1)jiqcnq−1g−1dg

= δh,d
dimVπ
∣CG∣ ∑

n′∈CG
δc⊗π(n′−1)jiqcn′q−1d g

= Φ(c⊗ ei⊗ δd⊗ f j)(δh⊗ g)

where n′ = nq−1g−1dgg−1qd and one can check that this is in CG. For the last line to

identify the product in D(G), we need for any n ∈ CG that qcnq
−1
d hqdn

−1q−1c = c if
and only if h = d.

We now check that Φ is inverse to the composite of the representations (C, π)
as maps D(G) → End(VC,π). It is already surjective as it is a bimodule map and

Φ(∑C,π∑c,i c⊗ ei⊗ δc⊗ f i) = ∑C,π PC,π = 1 ∈ D(G). Therefore it suffices to check

that applying the representation (13) undoes Φ. Focussing on the block End(VC,π)
and acting with its image on c′⊗ ei′ ∈ VC ′,π′ ,

Φ(c⊗ ei⊗δd⊗ f j)▷(c′⊗ ei′) =
dimVπ
∣CG∣ ∑

n∈CG

π(n−1)ji(δc⊗ qcnq−1d )▷(c′⊗ ei′)

= dimVπ
∣CG∣ ∑

n∈CG

π(n−1)jiδc,qcnq−1d c′qdn−1q−1c c⊗π
′(q−1c qcnq−1d qc′)j′i′ej′

= δC,C ′δd,c′c⊗
dimVπ
∣CG∣ ∑

n∈CG

π(n−1)jiπ′(n)j′i′ej′

= δC,C ′δπ,π′δd,c′δj,i′c⊗ ei
as required. Here, c = qcnq−1d c′qdn−1q−1c iff n−1rC = q−1d c′qdn−1 which is iff qdrCq−1d =
c′ which is iff c = c′. This is zero unless C = C′ also. We then used the full
orthogonality (11) for the group CG.

By general arguments as in the group case, it follows that PC,π acts as the

identity on VC,π and V ∗

C,π (and zero on other components). One can also check this

explicitly, for example,

PC,π▷(c⊗ ei) =
dimVπ
∣CG∣ ∑

d∈C
∑
n∈CG

Trπ(n−1)δd,qdnq−1d cqdn−1q−1d
d⊗ ejπ(ζc(qdnq−1d )ji

= dimVπ
∣CG∣ ∑

n∈CG

Trπ(n−1)c⊗ ejπ(n)ji = c⊗ ei

since d = qdnq−1d cqdn−1q−1d iff c = qdnq−1d dqdn−1q−1d = qdnrcn−1q−1d = qdrCq−1d = d. We
used the strong orthogonality relations. Likewise for fv◁PC,π = fv. �

We see that, while Φ clearly sends the identity element or ‘maximally entangled
state’ of VC,π ⊗V ∗

C,π to PC,π, it also implies a basis of all of D(G) broken down

into irreps (C, π) and elements Φ(c⊗ ei⊗ δd⊗ f j) for each block. We will need this
result for the discussion of ribbon teleportation.

3.3. D(G) ribbon operators. To discuss the physics further, one needs the notion
of a ribbon operator. By definition, a ribbon ξ is a strip of face width that connects
two sites s0 = (v0, p0) to s1 = (v1, p1) by a sequence of sites (shown dashed) as for
example in Figure 1. We call a ribbon closed if its endpoints are at the same site,
and open if the endpoints are at disjoint sites with no intersection. Note that there
exist ribbons which are neither open nor closed, which end at the same vertex but
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v

pg4

∙ ∙
∙ ∙

g1 g3

g2

g5

g6
h ▹ p∙ ∙

∙ ∙ δg ▹

∙ ∙
∙ ∙

δh−1gh ▹
v∙ ∙
∙ ∙

h ▹

hg4

g1h−1 hg3

g2h−1

g5

g6

g4
g1

g3

g2

g5

g6

hg4

g1h−1 hg3

g2h−1

g5

g6

δh−1gh(g4g5(g6)−1(g3)−1)

δg(hg4g5(g6)−1(hg3)−1)

∙
∙∙∙v0

p0
v1

h1 h2

h3
g1 g2

g3

g4

Fh,g
ξ = g1 h−1

g2 (h1 )−1 h−
1 h1

g3 h3 (h2 )−1 (h1 )−1 h−
1 h1 h2 (h3 )−1

δg(h1h2(h3)−1h4)
h4 ∙
p1

∙
∙∙∙v0

p0
v1

h1 h2

h3
h4 ∙
p1

g4 h3 (h2 )−1 (h1 )−1 h−
1 h1 h2 (h3 )−1

∙
∙∙∙v0

p0
v1

| i⟩
Fa,b

ξ = δb,i+ j−k+ l∙
p1

∙
∙∙∙v0

p0
v1∙

p1

| j⟩

|k⟩
| l⟩

| i⟩ | j⟩

|k⟩
| l⟩

|m⟩
|p⟩

|r⟩
|s⟩

|m − a⟩ |r − a⟩
|s − a⟩

|p − a⟩
Figure 1. Example of a ribbon operator for a ribbon ξ starting
at s0 = (v0, p0) to s1 = (v1, p1).

with different faces, say, but we are not concerned with this case. In Figure 1 we

also show an associated ribbon operator Fh,gξ acting on the spaces associated to the

participating arrows and trivially elsewhere. The ribbon has an edge along which
we transport h from the initial vertex by conjugation along the path, at each vertex
of which we apply the conjugated h in the manner of a vertex operation but only
to the cross arrow that comes anticlockwise from the dashed site marker. It follows
that if we concatenate ribbon ξ′ following on from ribbon ξ then we have the first
of

Fh,gξ′○ξ = ∑
f∈G

F f
−1hf,f−1g

ξ′ ○ Fh,fξ ; Fh,gξ ○ Fh
′,g′

ξ = δg,g′Fhh
′,g

ξ , (15)

where we see the coproduct ∆δg of C(G). The latter implies the adjointness

(Fh,gξ )† = Fh
−1,g

ξ (16)

with respect to the inner product of H.

Example 3.6. Let the state on the l.h.s. of Figure 1 be ∣ψ⟩, and take the inner
product with another state:

h′1 h′2

h′3
h′4g′1 g′2

g′3

g′4

∣ψ′⟩ ∶=

⟨ψ′∣(Fh,gξ ∣ψ⟩) = δg(h1h2(h3)−1h4)δh′1(h1)δh′2(h2)δh′3(h3)δh′4(h4)δg′1(g1h−1)
δg′2(g2(h1)−1h−1h1)δg′3(g3h3(h2)−1(h1)−1h−1h1h2(h3)−1)
δg′4(g4h3(h2)−1(h1)−1h−1h1h2(h3)−1)
= δg(h′1h′2(h′3)−1h′4)δh′1(h1)δh′2(h2)δh′3(h3)δh′4(h4)δg1(g′1h)
δg2(g′2(h1)−1hh1)δg3(g′3h3(h2)−1(h1)−1hh1h2(h3)−1)
δg4(g′4h3(h2)−1(h1)−1hh1h2(h3)−1)

= (⟨ψ′∣Fh
−1,g

ξ )∣ψ⟩

and by (15), (Fh,gξ )†Fh,gξ = Fh,gξ (Fh,gξ )† = F e,gξ .



16 QUANTUM DOUBLE ASPECTS OF SURFACE CODE MODELS

Ribbon operators of the form F e,gξ produce only a scalar δg(⋯) when applied to

a lattice state. It is easy to see that

[F e,gξ , F e,g
′

ξ′ ] = 0 (17)

for all g, g′ ∈ G and ribbons ξ, ξ′.
Another important property of ribbon operators is that closed, contractible rib-

bons admit a trivial action of the corresponding ribbon operator on a vacuum state.

Example 3.7. An example of a closed ribbon operator Fh,gζ from site (v, p) going

anticlockwise back to itself is shown in Figure 2. We compare this with the following
sequence of operations (i) δg▷ at site (v, p0), (ii) h▷ at v, (iii) (h1)−1hh1▷ at v1
(iv) (h2)−1(h1)−1hh1h2▷ at v2, and (v) h3(h2)−1(h1)−1hh1h2(h3)−1▷ at v3. The
final results differ only on the initial arrows (h4, g8) where the ribbon sends these
to (h4, g8h−1hg−1h−1g) (given the δg) while the sequence by contrast sends these
to (hg−1h−1gh4, g8h−1). Thus, the two act the same as long as the state they act
on forces δg,e. This is true for a vacuum state where δg▷∣vac⟩ = δgΛ

∗▷∣vac⟩ =
δg,eδe▷∣vac⟩ = δg,e∣vac⟩ and where Fh,gζ can be viewed as starting with δg▷, as

does our sequence. We have h▷∣vac⟩ = hΛ▷∣vac⟩ = Λ▷∣vac⟩ = ∣vac⟩ similarly, hence
the action of the sequence (i)-(v) on the vacuum is δg,e∣vac⟩. We conclude that

Fh,gζ ∣vac⟩ = δg,e∣vac⟩.

Lemma 3.8. Let ξ be a ribbon between sites s0 = (v0, p0) and s1 = (v1, p1). Then

[Fh,gξ , f▷v] = 0, [Fh,gξ , δe▷p] = 0,

for all v ∉ {v0, v1} and p ∉ {p0, p1}.

f▷s0 ○ F
h,g
ξ = F fhf

−1,fg
ξ ○ f▷s0 , δf▷s0 ○ F

h,g
ξ = Fh,gξ ○ δh−1f▷s0 ,

f▷s1 ○ F
h,g
ξ = Fh,gf

−1

ξ ○ f▷s1 , δf▷s1 ○ F
h,g
ξ = Fh,gξ ○ δfg−1hg▷s1

for all ribbons where s0, s1 are disjoint, i.e. when s0 and s1 share neither vertices
or faces. As before, the subscript notation f▷v means the local action of f ∈ CG at
v, and the dual for δf▷s at a site s.

Proof. We refer to the example in Figure 1 to be concrete, but the arguments
are general. (1) Commutation of the ribbon with f▷ at sites across from the
main path is automatic because the ribbon acts on the states on the cross arrows
(g1, . . . , g4 in the example) like a vertex operator on the main path, which has an
opposite relative orientation to a vertex at the other end of the relevant cross arrow.
Hence the two actions are from opposite sides and commute. f▷ between h1, h2

changes these to h1f−1, fh2 in the illustration which does not change the product
when it comes to parts of a subsequent ribbon operator at later vertices. It also
changes g2 to g2f−1. When we then apply the ribbon operator this changes to
g2f−1(h1f−1)−1h−1h1f−1 = g2(h1)−1h−1h1f−1 which is what we get if we apply the
ribbon first and then f▷ at this vertex. The same cancellation applies at other
vertices on the main path other than the endpoints.

(2) The action of δf▷ at a face depends on the cyclic order determined by the
vertex part of the site; commutation only holds in general if we chose this correctly
or if we restrict to δe as stated (this disagrees with [7]). For faces on the other
side of the main path δf▷ has the form of δf(...hi...) where the ... are states on
arrows unaffected by the ribbon. The ribbon op does not change hi so commutes
with δf▷. The other relevant faces are those in the body of the ribbon itself and
we look at all three in detail. (i) The face bounded by g1, h1, g2 and an unkown
x has δf▷ = δf(g1h1(g2)−1x−1) in some cyclic order. But if we apply the ribbon
first then δf▷ = δf(g1h−1h1(g2(h1)−1h−1h1)−1x−1) in the same cyclic order, which
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v
h4

∙ ∙
∙ ∙

h1

g1

h3

h2Fh,g
ζ =

g1h− 1 g2(h1)− 1h− 1h1

δg(h1h2(h3)− 1(h4)− 1)

p
g2

g3

g4

g5g6

g7

g8 v
h4

∙ ∙
∙ ∙

h1

h3

h2

p
(h1)− 1hh1g3

(h2)− 1(h1)− 1hh1h2g4

(h2)− 1(h1)− 1hh1h2g5h3(h2)− 1(h1)− 1hh1h2(h3)− 1g6

g7h3(h2)− 1(h1)− 1h− 1h1h2(h3)− 1

g8h4h3(h2)− 1(h1)− 1h− 1h1h2(h3)− 1(h4)− 1

hδg − 1 ▹

p0

hh4

∙ ∙
∙ ∙

hh1

g1h− 1

h3

h2

g2

g3

g4

g5g6

g7

g8h− 1

(h1) − 1hh1▹
v1

hh4

∙ ∙
∙ ∙

h1

g1h− 1

h3

g2(h1)− 1h− 1h1

(h1)− 1hh1g3

g4

g5g6

g7

g8h− 1

v2
(h1)− 1hh1h2

(h2)− 1(h1)− 1hh1h2 ▹

δg− 1(h4h3(h2)− 1(h1)− 1) δg− 1(h4h3(h2)− 1(h1)− 1)

hh4

∙ ∙
∙ ∙

h1

g1h− 1 g2(h1)− 1h− 1h1

(h1)− 1hh1g3

(h2)− 1(h1)− 1hh1h2g5g6

g7

g8h− 1

v3
h2

δg− 1(h4h3(h2)− 1(h1)− 1)

h3(h2)− 1(h1)− 1hh1h2(h3)− 1 ▹

(h2)− 1(h1)− 1hh1h2g4h3 (h2 )−1
(h1 )−1

h−1
h1 h2

hh4h3(h2)− 1(h1)− 1h− 1h1h2(h3)− 1

∙ ∙
∙ ∙

h1

g1h− 1 g2(h1)− 1h− 1h1

(h1)− 1hh1g3

(h2)− 1(h1)− 1hh1h2g5h3(h2)− 1(h1)− 1hh1h2(h3)− 1g6

g8h− 1

h2

δg− 1(h4h3(h2)− 1(h1)− 1)

(h2)− 1(h1)− 1hh1h2g4h3g7h3(h2)− 1(h1)− 1h− 1h1h2(h3)− 1

Figure 2. (a) Example of a circular ribbon starting at (v, p)
and going anticlockwise, and (b) proof that this acts trivially on a
vacuum state

we see is the same unless we started at g2. (ii) The face bounded by g2, h2, h3, g3

has δf▷ = δf(g2h2(h3)−1(g3)−1) in some cyclic order. But if we apply the ribbon
first then δf▷ = δf(g2(h1)−1h−1h1h2h3(g3h3(h2)−1(h1)−1h−1h1h2(h3)−1)−1) in the
same order which again cancels (but only for the order shown). (iii) The face
bounded by g3, g4 and unknowns x, y say has δf▷ = δf(g3(g4)−1x−1y), say, in some
cyclic order. If we apply the ribbon first then g3 is replaced by g3w for a certain
expression w but so is g4, so δf▷ is the same as long as we do not start at g4.

(3) We have four remaining cases and again we refer to Figure 1 to be concrete.
(i) f▷ at vertex v0 sends (h1, g1) to (fh1, g1f−1) (the other two arrows are also

changed but this commutes with the ribbon operation). Applying F fhf
−1,fg

ξ changes

this to (fh1, g1f−1(fhf−1)−1) with a factor δfg(fh1⋯). If we apply Fh,gξ first then

we have (h1, g1h−1) and a factor δg(h1⋯) and applying f▷ turns the former to
(fh1, g1h−1f−1), which is the same. (ii) Similarly, f▷ at vertex v1 sends h4 to
h4f−1 (the action on other, unmarked, arrows commutes with the ribbon operator).

The ribbon operator Fh,gf
−1

ξ then gives a factor δgf−1(⋯h4f−1). If we apply the

ribbon first, we have δg(⋯h4) and then f▷ gives the same as before. (iii) δh−1f▷
at v0 gives factor δh−1f((g1)−1...) (for three unmarked arrows around the rest of
the face) and the ribbon then gives a factor sends gives a factor δg(h1⋯). It also
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acts on g1. If we apply the ribbon first, then this gives δg(h1⋯) and changes g1 to
g1h−1. Then applying δf▷ gives a factor δf((g1h−1)−1⋯), which is the same. (iv)
δfg−1hg▷ at v1 gives a factor δfg−1hg(⋯g4h4) for two unmarked arrows at the start
of the face). The ribbon then imposes δg(zh4) where z is the product along the
ribbon main path up to h4 (in our case, h1h2(h3)−1). If we apply the ribbon first
then g4 gets changed to g4z−1h−1z and then δf▷ gives δf(⋯g4z−1h−1zh4), which is
the same, given the δg(zh4) factor. �

This means that Fh,gξ commutes with all terms of the Hamiltonian except those

at s0, s1, where the nontrivial commutation relations will be used to create a quasi-
particle at s0 and its antiparticle at s1. In this sense, a ribbon operator is a
generalisation of the creation operators discussed in Section 2. We briefly consider
so-called triangle operators, as they will be useful in future proofs.

Definition 3.9. The direct-triangle and dual-triangle operators T gτ and Lhτ∗ respec-
tively are defined by

∙ ∙s0 s1
∙ ∙s0 s1

= a(h11)
h1 h12Ta

τ ∙ ∙s0 s1
∙ ∙s0 s1

= a(Sh12)
h1 h11Ta

τ

∙ s1s0 ∙ s1s0=
g1 hg1

(± )Lh
τ*

∙ s1s0 ∙ s1s0=
g1 g1S± 1h

(± )Lh
τ*

∙
∙∙∙v0

v1

h1 h2

h3
g1 g2

g3

g4

Fh,g
ξ

h4 ∙
s0

s1∙ s1s0 ∙ s1s0=
g1 g1h− 1Lh

τ*

∙ ∙s0 s1
∙ ∙s0 s1=

h1 h1

δg(h1)Tg
τ

We also show how a ribbon can be built as a sequence of triangle operations.

We will only consider these standard triangle operations and their rotations,
not their reflections. Note that the dual lattice here inherits an orientation by
anticlockwise rotation of the unique arrow that crosses a dual arrow. If the flow
around either triangle is clockwise then h or g enters as shown, otherwise their
opposite version much as before. For the dual triangle, this is the same as the
arrow pointing inwards towards the vertex. Triangle operations can be viewed as
atomic instances of ribbon operators, where the start and end are adjacent sites,

namely the associated ribbons are Fh,gτ = T gτ and Fh,gτ∗ = δg,eLhτ∗ respectively and

convolving these via (15) gives the composite Fh,gξ . However, triangle operators are

not open ribbons due to s0, s1 not being disjoint, so they have different commutation
relations from those in Lemma 3.8, which we study in full later. It is clear that we
have have algebras Aτ ∶= span{T gτ ∣ g ∈ G}≅C(G) and Aτ∗ ∶= span{Lhτ∗ ∣ h ∈ G}≅CG
in view of the composition rules

T gτ ○ T g
′

τ = δg,g′T gτ , Lhτ∗ ○Lh
′
τ∗ = Lhh

′
τ∗ .

Proposition 3.10. Let ∣vac⟩ be a vacuum vector on a plane Σ. Let ξ be a ribbon
between fixed sites s0 ∶= (v0, p0), s1 ∶= (v1, p1) and

∣ψh,g⟩ ∶= Fh,gξ ∣vac⟩.

(1) ∣ψh,g⟩ is independent of the choice of ribbon between fixed sites s0, s1.
(2) The space

L(s0, s1) ∶= {∣ψ⟩ ∈H ∣ A(v)∣ψ⟩ = B(p)∣ψ⟩ = ∣ψ⟩, ∀v ∉ {v0, v1}, p ∉ {p0, p1}}
is spanned by {∣ψh,g⟩ ∣ h, g ∈ G}.

(3) When sites s0 and s1 are disjoint, {∣ψh,g⟩ ∣ h, g ∈ G} is an orthogonal basis
of L(s0, s1). We call this the ‘group basis’ of L(s0, s1).

(4) L(s0, s1) ⊂H inherits actions at disjoint sites s0, s1,

f▷s0 ∣ψh,g⟩ = ∣ψfhf
−1,fg⟩, δf▷s0 ∣ψh,g⟩ = δf,h∣ψh,g⟩
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f▷s1 ∣ψh,g⟩ = ∣ψh,gf
−1
⟩, δf▷s1 ∣ψh,g⟩ = δf,g−1h−1g ∣ψh,g⟩

isomorphic to the left and right regular representation of D(G) by ∣ψh,g⟩↦ δhg.

Proof. (1) Acting on the vacuum, a contractible, closed ribbon acts trivially as we
have illustrated. Then if ξ, ξ′ are two ribbons between the same sites, we regard
the composite of the reverse of ξ′ with ξ as a contractible, closed ribbon, as Σ is a
plane. We then use equation (15).

(2) We leave this proof to Appendix B, as it is lengthy and similar in some
respects to [8].

(3) This proof can be found in [7], but we include it to clarify that it applies
only when s0, s1 are disjoint. Thus,

⟨ψh,g ∣ψh
′,g′⟩ = ⟨vac∣(Fh,gξ )†Fh

′,g′

ξ ∣vac⟩ = ⟨vac∣Fh
−1,g

ξ Fh
′,g′

ξ ∣vac⟩ = δg,g′⟨vac∣Fh
−1h′,g

ξ ∣vac⟩
and, if s0, s1 are disjoint,

⟨vac∣Fh,gξ ∣vac⟩ = ⟨vac∣(δe▷p1)†Fh,gξ ∣vac⟩ = ⟨vac∣δe▷p1F
h,g
ξ ∣vac⟩ = ⟨vac∣Fh,gξ δg−1hg▷p1 ∣vac⟩

so that ⟨vac∣Fh,gξ ∣vac⟩ = 0 if h ≠ e. When h = e,

⟨vac∣F e,gξ ∣vac⟩ = ⟨vac∣(k▷v1)†F e,gξ ∣vac⟩ = ⟨vac∣F e,gkξ k−1▷∣vac⟩ = ⟨vac∣F e,gkξ ∣vac⟩
for every k, from which we deduce that ⟨vac∣F e,gξ ∣vac⟩ is independent of g. Since

∑g∈G F e,gξ = id, it follows that ⟨vac∣Fh,gξ ∣vac⟩ = δh,e
∣G∣

and hence that

⟨ψh,g ∣ψh
′,g′⟩ = δg,g′⟨vac∣Fh

−1h′,g
ξ ∣vac⟩ = 1

∣G∣δh,h
′δg,g′ .

Combined with (2), {∣ψh,g⟩ ∣ h, g ∈ G} is then an orthogonal basis of L(s0, s1).
If s0, s1 are not disjoint then Lemma 3.8 no longer applies, and the commutation

relations are different. For example, if s0 and s1 are joined by a direct triangle τ
then Fh,gτ = T gτ so {∣ψh,g⟩ ∣ h, g ∈ G} are no longer orthogonal.

(4) This follows from the commutation relations in Lemma 3.8 at s0 and s1 using
f▷∣vac⟩ = ∣vac⟩ and δf▷∣vac⟩ = δf,e∣vac⟩ replacing f as modified by the commutation
relations. Making the identification with D(G) we compare the s0 action with
the left regular representation δf▷(δhg) = δfδhg = δf,hδhg and f▷(δhg) = fδhg =
δfhf−1fg using the D(G) commutation relations. The right regular representation
is made into a left action via the antipode, so δf▷(δhg) = δhgδf−1 = δhδgf−1g−1g =
δf,g−1h−1gg and f▷(δhg) = δhgf−1. These match the stated D(G) actions at the
end sites. �

Remark 3.11. The above Proposition 3.10 is known in the literature, albeit in
different forms, see [21, 7, 8], and included to be precise in our set up. It assumes
that we begin with a vacuum state ∣vac⟩ on Σ but it is immediate, however, that
the same arguments apply for a state ∣ϑ⟩ which is merely locally vacuum – that is,
B(p)∣ϑ⟩ = A(v)∣ϑ⟩ = ∣ϑ⟩ for v, p at sites along the ribbon path and in the region
between if we change the ribbon path. Thus, (1) now becomes more precisely that

∣ϑh,g⟩ ∶= Fh,gξ ∣ϑ⟩ is invariant under choice of ribbons ξ and ξ′ between fixed sites

s0, s1 iff the composite of ξ with reversed ξ′ forms a closed, contractible ribbon ξ′′,
and where A(v)∣ϑ⟩ = B(p)∣ϑ⟩ = ∣ϑ⟩ for all p and v adjacent to ξ′′ and in the region
enclosed by ξ′′. The intuition is that the ribbons may be smoothly deformed into one
another, and thus leave the state invariant by previous arguments. The subspace
L′(s0, s1) is then defined in the natural way, ignoring excitations outwith the local
neighbourhood of consideration, and actions are inherited on the sites s0, s1 in the
identical manner to L(s0, s1). This locality of the Hamiltonian H allows us to create
quasiparticles at distance without being concerned about the compounding effects:
they may be considered entirely separately. While we don’t refer to it explicitly,
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this remark applies to the corollaries and applications throughout the paper in this
context.

The last part of Proposition 3.10 implies a new basis of L(s0, s1) in terms of the
quasiparticle content at the two ends.

Corollary 3.12. Let ξ be an open ribbon from s0 to s1. Then L(s0, s1) has an al-
ternative ‘quasiparticle basis’ consisting for each irrep C, π of D(G) of the elements

∣u, v;C, π⟩ = dimVπ
∣CG∣ F

′C,π;u,v
ξ ∣vac⟩; F

′C,π;u,v
ξ ∶= ∑

n∈CG

π(n−1)jiF c,qcnq
−1
d

ξ

where u = (c, i) and v = (d, j) with c, d ∈ C and i, j = 1,⋯dimVπ.

Proof. Here ∣u, v;C, π⟩ = Φ̃(eu⊗ fv) by which we mean Φ(eu⊗ ev) in Theorem 3.5,
where eu = c⊗ ei and fv = δd⊗ f j are basis elements of VC,π and V ∗

C,π respec-

tively, then identified with an element of L(s0, s1) by the inverse of the last part of
Proposition 3.10. �

These states behave for the left site action ▷s0 on L(s0, s1) according to a quasi-
particle state labelled by basis element eu and for the right action at s1 according
to an anti-quasiparticle state labelled by the dual basis element fv. Recall that we
view the left site action ▷s1 as a right one via the antipode S of D(G). The ribbon

operators F
′C,π;u,v
ξ that create these states from the vacuum are also of interest in

their own right and it is claimed in [8] that they form a basis of the space of oper-
ators that commute with almost all A(v) and B(p) in the same way that L(s0, s1)
is defined.

Corollary 3.13. If ∣ψ⟩ ∈ L(s0, s1) and we detect in it a quasiparticle of type C, π
at s0 by nonzero projection PC,π▷s0 ∣ψ⟩ then

PC,π▷s0 ∣ψ⟩ = ∣ψ⟩◁s1PC,π,
hence we also automatically detect it at s1, and vice-versa. In particular, the state

∣Bell, ξ⟩ = ∑
h∈G

Fh,eξ ∣vac⟩

has a nonzero projection PC,π▷s0 ∣Bell, ξ⟩ = ∣Bell, ξ⟩◁s1PC,π ≠ 0 for all C, π.

Proof. This is essentially a block version of teleportation. A general state is highly
entangled between the different particle types,

∣ψ⟩ = ∑
C,π
∑
u,v

φ(C, π, u, v)Φ̃(eu⊗ fv)

where, as above, Φ̃ ∶ End(VC,π) → L(s0, s1) denotes Φ combined with the inverse

of the identification in Proposition 3.10. Here {eu} are a basis of VC,π and {fu}
a dual basis. Applying PC ′,π′▷s0 and ◁s1PC ′,π′ becomes via the bimodule prop-

erties respectively PC ′,π′▷eu and fv◁PC ′,π′ . But these projections are zero unless

(C′, π′) = (C, π), in which case they act as the identity, as in the proof of Theo-
rem 3.5. Hence

PC,π▷s0 ∣ψ⟩ =∑
u,v

φ(C, π, u, v)Φ̃(eu⊗ fv) = ∣ψ⟩◁s1PC,π.

In particular,

PC ′,π′▷s0 ∣u, v;C, π, ξ⟩ = ∣u, v;C, π, ξ⟩◁s1PC ′,π′ = δC ′,Cδπ′,π ∣u, v;C, π, ξ⟩. (18)

For the ‘block Bell state’, we consider 1D(G) = ∑h∈G δh⊗ e which map to ∑h ∣ψh,e⟩
according to the last part of Proposition 3.10. On the other hand, this is ∑C,π PC,π
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by Lemma 3.4 and hence each term is the image under Φ of ∑ eu⊗ fu in Theo-
rem 3.5. Thus,

∣Bell; ξ⟩ = ∑
C,π
∑
u

Φ̃(eu⊗ fu) = ∑
C,π
∑
u

∣u,u;C, π⟩

and from (18) we have

PC,π▷s0 ∣Bell, ξ⟩ = ∣Bell;C, π, ξ⟩ = ∣Bell, ξ⟩◁s1PC,π ≠ 0

where

∣Bell;C, π, ξ⟩ =∑
u

Φ̃(eu⊗ fu) =∑
u

∣u,u;C, π⟩

is the claimed nonzero state projected out from ∣Bell; ξ⟩. �

We recall that in teleportation one has an entangled ‘Bell state’, ∑i ∣vi⟩⊗⟨vi∣
for a basis and dual basis of a Hilbert space, and if we apply from the left a
projection ∣v1⟩⟨v1∣ say then the state collapses to ∣v1⟩⊗⟨v1∣ so that the right factor
is an eigenstate if we apply ∣v1⟩⟨v1∣ from the right. Equivalently, if we evaluate
against any ⟨ψ∣ on the left then the result is ⟨ψ∣ in the right factor. We see a
similar phenomenon with the block VC,π ⊗V ∗

C,π in place of ∣vi⟩⊗⟨vi∣. In the toric

case discussed below, each block will be 1-dimensional so that we are then a bit
closer to the standard case.

We can also potentially look inside each block, i.e. for each fixed C, π, re-
gard ∣Bell;C, π, ξ⟩ ∈ L(s0, s1) as a ‘mini Bell state’ that can similarly transport
a single particle state across the ribbon. We saw in the proof above that this is

∑uΦ(eu⊗ fu) = PC,π mapped over to this space by the inverse of the identification

in the last part of Proposition 3.10. We can also write

∣Bell;C, π, ξ⟩ = dimVπ
∣CG∣ W

C,π
ξ ∣vac⟩; WC,πξ ∶=∑

u

F
′C,π;u,u
ξ . (19)

so that the ‘ribbon trace operator’ WC,πξ has the physical interpretation of creating

a maximally entangled quasiparticle/anti-quasiparticle pair (the mini Bell state) of
only the specified type C, π. The issue for teleportation of a single quasiparticle
state vector using a such mini Bell state would be how, in a quantum computer, to
create a single particle state or its dual and evaluate it against eu at s0 or against
fu at s1.

Lemma 3.14. Let ξ ∶ s0 → s1 and ξ′ ∶ s1 → s2 be open ribbons. Then

F
′C,π;u,v
ξ′○ξ =∑

w

F
′C,π;w,v
ξ′ ○ F

′C,π;u,w
ξ

Proof. We have using (15),

F
′C,π;(c,i),(d,j)
ξ′○ξ = ∑

n∈CG

π(n−1)jiF c,qcnq
−1
d

ξ′○ξ

= ∑
f∈G

∑
n∈CG

π(n−1)jiF f
−1cf,f−1qcnq−1d

ξ′ ○ F c,fξ

= ∑
b∈C
∑
k

∑
m,n∈CG

π((m−1n)−1)jkπ(m−1)kiF b,qbm
−1nq−1d

ξ′ F
c,qcmq

−1
d

ξ

where we uniquely factorised f−1qc = qbm−1 in terms of some b ∈ C and m ∈ CG. We
then change variables to n′ =m−1n and recognise the answer with w = (b, k). �

This reflects that F ′

ξ are a kind of (nonAbelian) Fourier transform of the original

Fξ with convolution as in (15) becoming multiplication. Invertibility of Fourier
transform implies that the space spanned by such operators is the same as the
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space spanned by the original Fξ, now organised according to the quasiparticle
type. In addition, we have:

Lemma 3.15.
W e,π
ξ ○W e,π′

ξ =W e,π⊗π′

ξ

Proof. Using (19), Corollary 3.12 and (15) in that order,

W e,π
ξ ○W e,π′

ξ = ∑
n,n′∈G

Trπ(n−1)F e,nξ Trπ′(n′−1)F e,n
′

ξ

= ∑
n,n′∈G

Trπ(n−1)Trπ′(n′−1)δn,n′F e,nξ

=∑
n

Trπ⊗π′(n−1)F e,nξ

which we recognise as stated. �

We will also need the following.

Lemma 3.16. Let ξ ∶ s0 → s1 be an open ribbon. Then W
′C,π
ξ

† =W
′C∗,π∗
ξ where π∗

is the conjugate unitary representation of CG and C∗ = C−1 equipped with rC∗ = r
−1
C

and q ∶ C−1 → G given by qc−1 = qc for all c ∈ C.

Proof. Here

F
′C,π;(c,i),(d,j)
ξ

† = ∑
n∈CG

π(n−1)jiF c
−1,qcnq−1d
ξ = ∑

n∈CG

π∗(n−1)ijF c
−1,qcnq−1d
ξ = F

′C−1,π∗;(c−1,j),(d−1,i)
ξ

where C∗ is the C−1 with the basepoint and q function data as stated and the same
CG. We now take the trace by summing over c = d and i = j. �

Note that it could be that C = C−1 as a set but is not C∗ due to a different base
point (this happens for the order two conjugacy class of S3).

The last ingredient we need for applications is a generalisation of the space
L(s0, s1). If s0, s1,⋯, sn are n + 1 sites, define the subspace

L(s0, s1,⋯, sn) ∶= {∣ψ⟩ ∈H ∣A(v)∣ψ⟩ = B(p)∣ψ⟩ = ∣ψ⟩,∀v ∉ {v0, v1,⋯, vn}, p ∉ {p0, p1,⋯, pn}}.

Lemma 3.17. Given a D(G) model on a borderless planar lattice Σ, let s0, s1,⋯, sn
be n + 1 disjoint sites. Then

dim(L(s0, s1,⋯, sn)) = ∣G∣2n

with an orthogonal basis

{∣ψ{h1,h2,⋯,hn},{g1,g2,⋯,gn}⟩ ∣ h1, h2,⋯, hn, g1, g2,⋯, gn ∈ G}
generalising the group basis of L(s0, s1). There is another orthogonal basis that is
the equivalent generalisation of the quasiparticle basis.

Proof. As we saw in the proof of Proposition 3.10, the only operations which take
the vacuum to states with excitations only at any two sites, say s0, s1, are ribbon
operators along a ribbon ξ ∶ s0 → s1. Now, let A be a complete graph, with sites
s0, s1,⋯, sn as vertices. We then have a contribution to dim(L(s0, s1,⋯, sn)) of
∣G∣2 = dim(L(s0, s1)) from an edge in A between s0, s1, corresponding to some rib-
bon ξ ∶ s0 → s1; we can give this the group basis with labels {h1, g1 ∣ h1, g1 ∈ G}
or the equivalent quasiparticle basis. Edges in A between other vertices/sites con-
tribute similarly, so for example there are another ∣G∣2 orthogonal ribbon operators
along the ribbon ξ′ ∶ s1 → s2, which multiplies with the initial ∣G∣2 from ξ. However,
by Lemma 3.8, if we have already counted the operators along ribbons ξ ∶ s0 → s1
and ξ′ ∶ s1 → s2 then any ribbon operator Fh,gξ′′ for ξ′′ ∶ s0 → s2 has a decomposition
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into ribbons along ξ and ξ′ iff ξ′′ is isotopic to ξ′ ○ ξ. Therefore the only edges
which contribute are between vertices which have no alternative path along previ-
ously visited edges. In particular, we define T as any spanning tree on A. Then
dim(L(s0, s1,⋯, sn)) receives contributions from exactly the n edges in T , and we
may for example give the group basis with labels {hi, gi ∣ hi, gi ∈ G} from each
edge. �

We note that while the dimensions multiply, it is not true that L(s0, s1,⋯, sn)
can be presented as L(s0, s1) ⊗⋯ ⊗ L(sn−1, s1) where the tensor product is along

each edge in T . This is because, for example, ribbon operators Fh,gξ and Fh
′,g′

ξ′

meet at the endpoint s1 and need not commute. On the other hand, if we have
some disjoint subsets of {s0,⋯, sn−1} then the tensor product of the logical spaces
associated to each subset form a subspace. For example

L(s0, s1)⊗L(s2, s3) ⊂ L(s0, s1, s2, s3)

by sending Fh,gξ ∣vac⟩⊗Fh
′,g′

ξ′ ∣vac⟩↦ Fh,gξ ○ Fh
′,g′

ξ′ ∣vac⟩.

3.4. Reduction to toric model for G = Zn. In this section, we verify that ev-
erything above reduces correctly to the toric case already covered in Section 2
via the Fourier correspondence (1). Here D(Zn) = C(Zn)⊗CZn≅C.Zn × Zn =
C[g, h]/⟨gn − 1, hn − 1⟩ and we recall that we set q = e 2πı

n . Clearly, at a face

g▷ =∑
m

qmδm▷ =∑
m

qmδm,i+j−k−l = qi+j−k−l

if the state around the face is ∣i⟩, ∣j⟩, ∣k⟩, ∣l⟩ with orientations as displayed before.
This no longer depends on the starting point. Moreover h▷ around a vertex is
the action of 1 ∈ Zn so acts as before. This clearly gives gives A(v) as before and
B(p) = δ0▷ = 1

n ∑k g
k▷ as before.

The vacuum degeneracy of the toric model is straightforward to calculate.

Lemma 3.18. Let Σ be a closed, orientable surface, and let G = Zn. Then

dim(Hvac) = n2k,

where k is the genus of Σ.

Proof. The fundamental group π1(Σ) ≅ Z2k. Z2k is a 2k-biproduct of Z in the
category of groups, so Hom(Z2k,Zn) ≅ Hom(Z,Zn)2k. Now, ∣Hom(Z,Zn)∣ = n, so
∣Hom(Z2k,Zn)∣ = n2k. The G-action is trivial, so we are done. �

For representations, the conjugacy classes are singletons {i}, say, with isotropy
group all of Zn, with irrep πj say. The carrier space is 1-dimensional and the irrep
is

g▷{i} =∑
m

qmδm,i{i} = qi{i}, h▷{i} = qj{i}

as employed before. Projectors simplify to those from Section 2. Thus,

Pj =
dimVπ

∣G∣ ∑g
(Trjg

−1)g = 1

n
∑
k

q−jkgk

P{i},j = δi⊗Pj = δi⊗
1

n
∑
l∈G

q−jlgl ≅ Pi⊗Pj =
1

n2
∑
k,l

q−(ik+jl)hkgl = Pij

by Fourier isomorphism between CZn and C(Zn).
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The ribbon operators are now labelled as F a,bξ say, where a, b ∈ Zn and have a

simpler form. For example,

v

pg4

∙ ∙
∙ ∙

g1 g3

g2

g5

g6
h ▹ p∙ ∙

∙ ∙ δg ▹

∙ ∙
∙ ∙

δh−1gh ▹
v∙ ∙
∙ ∙

h ▹

hg4

g1h−1 hg3

g2h−1

g5

g6

g4
g1

g3

g2

g5

g6

hg4

g1h−1 hg3

g2h−1

g5

g6

δh−1gh(g4g5(g6)−1(g3)−1)

δg(hg4g5(g6)−1(hg3)−1)

∙
∙∙∙v0

p0
v1

h1 h2

h3
g1 g2

g3

g4

Fh,g
ξ = g1 h−1

g2 (h1 )−1 h−
1 h1

g3 h3 (h2 )−1 (h1 )−1 h−
1 h1 h2 (h3 )−1

δg(h1h2(h3)−1h4)
h4 ∙
p1

∙
∙∙∙v0

p0
v1

h1 h2

h3
h4 ∙
p1

g4 h3 (h2 )−1 (h1 )−1 h−
1 h1 h2 (h3 )−1

∙
∙∙∙v0

p0
v1

| i⟩
Fa,b

ξ = δb,i+ j−k+ l∙
p1

∙
∙∙∙v0

p0
v1∙

p1

| j⟩

|k⟩
| l⟩

| i⟩ | j⟩

|k⟩
| l⟩

|m⟩
|p⟩

|r⟩
|s⟩

|m − a⟩ |r − a⟩
|s − a⟩

|p − a⟩

for the ribbon in Figure 1. Concatenation of ribbon operators simplifies to:

F a,bξ′○ξ = ∑
f∈G

F a,b−fξ′ ○ F a,fξ . (20)

The commutation relations in Lemma 3.8 simplify to

h▷s0 ○ F
a,b
ξ = F a,b+1ξ ○ h▷s0 , g▷s0F

a,b
ξ = qaF a,bξ g▷s0

h▷s1 ○ F
a,b
ξ = F a,b−1ξ ○ h▷s0 , g▷s0F

a,b
ξ = q−aF a,bξ g▷s0

i.e. these ‘q-commute’. For example,

g▷s0 ○F
a,b
ξ =∑

m

qmδm▷s0 ○F
a,b
ξ =∑

m

qmF a,bδm−a▷s0 =
1

n
∑
m,k

qmF a,bξ q−(m−q)kgk▷s0 .

The sum over m forces k = 1 which then gives the answer stated. Consequently, on

states ∣ψa,b⟩ = F a,bξ ∣vac⟩ we just have that

h▷s0 ∣ψa,b⟩ = ∣ψa,b+1⟩, g▷s0 ∣ψa,b⟩ = qa∣ψa,b⟩
which commute, and similarly at s1.

For the quasiparticle basis, the relevant ribbon operator and its adjoint are

F
′i,j
ξ ∶=∑

k

q−jkF i,kξ , F
′i,j
ξ

† = F
′
−i,−j
ξ

where we omit u, v as these are trivial and the i, j play the role of C, π respectively
in the construction of Pij above. We see that F ′

ξ is just a Fourier transform in the

second argument, which takes convolution to multiplication so that (20) becomes

F
′i,j
ξ′○ξ =∑

k

q−j(k−l)−jl∑
l

F i,k−lξ′ ○ F i,lξ = F ′i,j
ξ′ ○ F ′i,j

ξ . (21)

Also, since there are no u, v indices, W i,j
ξ = F

′i,j
ξ . The following three subsections

show how the above might be used in practice to perform operations relevant to
quantum computation.

3.4.1. Toric Bell state and teleportation. According to our general theory and our
calculations above, the state which is maximally entangled between the particle
types is

∣Bell; ξ⟩ =∑
i,j

1

n
F

′i,j
ξ ∣vac⟩ = 1

n
∑
i,j,k

q−jk ∣ψi,k⟩ =∑
i

F i,0ξ ∣vac⟩ =∑
i

∣ψi,0⟩,

where the second-to-last step is the Fourier transform. Here ⟨Bell; ξ∣Bell; ξ⟩ = n.
For a concrete example, consider

s0

s1

∣f⟩
∣k⟩

∣l⟩

∣p⟩

∣m⟩

=∣Bell; ξ⟩ = ∑i F i,0ξ δ0(k + l +m)∑i
s0

s1

∣f + i⟩
∣k⟩ ∣p − i⟩

∣l⟩ ∣m⟩

∣a⟩

∣b⟩

∣c⟩ ∣a⟩

∣b⟩

∣c⟩

∣d⟩ ∣d⟩
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for a ribbon ξ ∶ s0 → s1, where s0 = (v0, p0), s1 = (v1, p1) and a generic term in ∣vac⟩
with relevant arrow values ∣a⟩⊗⋯⊗ ∣p⟩ as shown. We also know that

∣i, j⟩ ∶= ∣Bell; i, j, ξ⟩ = Pij▷s0 ∣Bell; ξ⟩ = ∣Bell; ξ⟩◁s1Pij =
1

n
W i,j
ξ ∣vac⟩

are the ‘mini-Bell’ states associated to each i, j. In our case (as there are no u, v
indices) these have no internal substructure as an entangled sum of internal states
and we just regard them as a basis of L(s0, s1) as we vary i, j. To illustrate how
this goes explicitly, consider Pij = 1

n2 ∑x,y q−ix−jygxhy as above, acting at s0, say.
Then, renaming the dummy index i in ∣Bell; ξ⟩ as z,

Pij▷s0 ∣Bell; ξ⟩ = 1

n2
∑
x,y,z

q−ix−jyδ0,k+l+mq
x(f+z+y−c−b+a−y)

∣f + z + y⟩⊗ ∣k + y⟩⊗ ∣d − y⟩⊗ ∣a − y⟩⊗ ∣p − z⟩

= 1

n
∑
y

q−jyδ0,k+l+m∣i + c + b − a + y⟩⊗ ∣k + y⟩⊗ ∣d − y⟩⊗ ∣a − y⟩⊗ ∣p − i + f − c − b + a⟩

= 1

n
∑
y

q−jyδ0,k+l+m∣i + f + y⟩⊗ ∣k + y⟩⊗ ∣d − y⟩⊗ ∣a − y⟩⊗ ∣p − i⟩

= 1

n
∑
y

q−jyδy,k+l+m∣f + i⟩⊗ ∣k⟩⊗ ∣d⟩⊗ ∣a⟩⊗ ∣p − i⟩

= 1

n
∑
y

q−jyF i,yξ ∣vac⟩ = 1

n
W i,j
ξ ∣vac⟩

for the affected arrows located in line with the previous diagram. The sum over x
forced the value z = i−f +c+b−a for the second equality. We then used that δ0▷s0

acts as the identity on the vacuum so that f + c + b − a = 0 around the face p0 for
the third equality. Likewise, we use that h−y▷s0 is the identity on the vacuum for
the fourth (this shifts the original values f, k, d, a around the vertex v0 by ∓y). We

then recognise the action of W i,j
ξ as expected. Similarly for ◁s1Pij .

We now explain our teleportation point of view in this toric case. Here {∣i, j⟩}
are a basis of L(s0, s1) and we have seen that Pij(s0) applied to ∣Bell; ξ⟩ collapses
the ribbon state to ∣i, j⟩, and a quasi-particle of type (i, j) now occupies s0. This is
a local operation at s0 but the resulting state when measured at P−i,−j(s1) =◁s1Pij
is also an eigenstate and detects a quasiparticle of type (−i,−j) locally at s1. Here
the right action of Pij is the left action of S(Pij), where S is the antipode of the
group algebra of Zn ×Zn. Although the details are not the same as usual quantum
teleportation, we follow the same principle of using a maximally entangled state to
transfer information along the length of an extended object, our case the ribbon.
We can use this to transmit any state vector in the vector space spanned by the
particle types, i.e. a vector ψ⃗ = (ψij). We set up a state ∣Bell; ξ⟩ and apply the
operator ∑i,j ψijPij(s0) to it locally at s0. This results in

∣ψ⟩ ∶=∑
i,j

ψijPij(s0)∣Bell; ξ⟩ =∑
i,j

ψij ∣i, j⟩ ∈ L(s0, s1)

as a ribbon state that encodes our vector ψ⃗. We can then read off the latter at the
other end by applying the operator P−i,−j(s1) locally at s1, where

P−i,−j(s1)∣ψ⟩ = ∣ψ⟩◁s1Pij = Pij▷s0 ∣ψ⟩ =∑
k,l

ψklPij(s0)∣k, l⟩ = ψijPi,j(s0)∣Bell; ξ⟩

This is the component of ∣ψ⟩ that contains the ψij coefficient. It is also equal to
ψijP−i,−j(s1)∣Bell; ξ⟩ making it clear that we can extract the coefficient by local
operations at s1.
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While such a teleportation scheme is possible when the projectors Pij can be ap-
plied to the lattice, in reality such projectors can only be applied probabilistically,
by performing measurements. In particular, assuming that application of projec-
tors can be performed deterministically in general has grave complexity-theoretic
consequences, such as allowing NP-complete problems to always be solved in poly-
nomial time on a quantum computer [1]. This means that, while the above scheme
is illustrative of the entanglement between sites s0 and s1, it is unclear how to
leverage this property to be computationally useful when the superposition may
only be collapsed by a measurement.

3.4.2. Quasiparticle creation and transportation redux. Next, we show how to create

and transport quasiparticles using the W i,j
ξ operators, which are equal to F

′i,j
ξ in

the Zn case, and relate this to the ad hoc description of Section 2.1. This pertains
to the following lattice in the vacuum state:

∣s⟩

∣t⟩
∣u⟩

s0

s1

with ξ ∶ s0 → s1 as shown. We apply

∣s⟩

∣t⟩
∣u⟩

s0

s1
W i,j
ξ

=

∣s − i⟩

∣t⟩
∣u⟩

s0

s1
∑k q−jkδk(s)

We see that only ∣s⟩ is affected and ∑k q−jkδk(s) = q−js. In terms of our X,Z

operations, we have W i,j
ξ ∣s⟩ =X−iZ−j ∣s⟩. Recall from Section 2.1 that the effect of

this is that particles πi,j and π−i,−j appear at sites s0 and s1 respectively, which we
tested using projectors. In other words, we have the mini-Bell state ∣Bell; i, j, ξ⟩.

Next, we consider a further site s2

∣t⟩
∣u⟩

s0

s1

s2

then the further effect of a operator W i,j
ξ′ for an open ribbon ξ′ ∶ s1 → s2 is

∣t⟩
∣u⟩

s1

s2

W i,j
ξ′ = q−ju

∣t + i⟩
∣u⟩

s1

s2

We see that W i,j
ξ′ ∶ ∣t⟩⊗∣u⟩↦Xi∣t⟩⊗Z−j ∣u⟩ while leaving the other states unchanged.

We saw in Section 2.1 that quasiparticles πi,j and π−i,−j now occupy sites s0 and s2
respectively. So the effect of this second ribbon operator is to transport the π−i,−j
excitation from s1 to s2. We also know from (21) that these two ribbon operations

compose to W i,j
ξ′○ξ along the composite ribbon, so we create the state ∣Bell; i, j, ξ′○ξ⟩.

In other words, creation at sites s0 and s1 followed by transport from s1 to s2 is
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equal to creation at sites s0 and s2. The combined operation is

∣s⟩

∣t⟩
∣u⟩

s0

s1

s2

W i,j
ξ′○ξ =

∣u⟩

s0

s1

s2

∣t + i⟩

∣s − i⟩
q−j(u+s)

which we see affects only the states ∣s⟩⊗ ∣t⟩⊗ ∣u⟩ along the ribbon and has the
particle content at the ends as previously analysed.

3.4.3. Quasiparticle braiding. This section gives an example of braiding on the lat-
tice, and relates it to the braiding of irreducible representations of D(G) given at
the start of Section 2. We do not prove explicitly that all such lattice braidings
correspond to braids in the representation category, but the broad arguments are
easy to see. Let ξ ∶ s0 → s1 be the following ribbon acting on a vacuum state ∣vac⟩,

∣n⟩∣m⟩∣k⟩

s0 s1

∣l⟩

∣o⟩

∣p⟩
∣q⟩

where we have labelled the relevant edges ∣k⟩ to ∣q⟩ as shown. W 0,−j
ξ creates quasi-

particles e−j , ej at s0, s1, and takes the vacuum to

∣n⟩Zj ∣m⟩Zj ∣k⟩ Zj ∣l⟩

∣o⟩

∣p⟩
∣q⟩

Also consider another ribbon operator W −i,0
ξ′ for ξ′ ∶ s2 → s3, creating m−i, mi

quasiparticles at s2, s3 according to

Zj ∣m⟩Zj ∣k⟩ Zj ∣l⟩

∣q⟩ s2s3

∣n⟩

∣o⟩

∣p⟩

The combined effect of these is the state ∣ψ⟩ ∶=W −i,0
ξ′ ⊗W 0,−j

ξ ∣vac⟩

Zj ∣m⟩Zj ∣k⟩ Zj ∣l⟩

Xi∣q⟩

∣n⟩

∣o⟩

∣p⟩

Now let ξ′′ be a ribbon rotating anti-clockwise from s1 back to s1 around the face
of s3, according to

∣n⟩Zj ∣m⟩Zj ∣k⟩ Zj ∣l⟩

∣o⟩

∣p⟩
Xi∣q⟩

s1
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Acting on ∣ψ⟩, we move the ej quasiparticle at s1 around the mi at s3 using W 0,−j
ξ′′

and resulting in

Zj ∣m⟩Zj ∣k⟩ Zj ∣l⟩

ZjXi∣q⟩

Z−j ∣n⟩

Z−j ∣o⟩
Zj ∣p⟩

Now use ZjXi = qijXiZj on ∣q⟩ so that the Z±j operators that make up W 0,−j
ξ′′

act on ∣vac⟩. But the latter is a face operator g−j▷ around the face of s3 and acts

trivially on the vacuum. Hence the effect of W 0,−j
ξ′′ on ∣ψ⟩ is to send

∣ψ⟩↦ qij ∣ψ⟩

as expected for the braiding of mi with ej . To visualise this braiding, we should
think in terms of worldlines to take account of the temporal aspect: we first create
the quasiparticles, and then transport one around the other. We identify the map
above with

Ψmi,ej ○Ψej ,mi ∶ ej ⊗mi → ej ⊗mi

and have braided the worldline of the ej quasiparticle around that of the mi quasi-
particle and back again.

While this is only one instance of braiding, any ribbon operator on the plane
which forms a closed loop around another occupied site will admit a similar braiding,
as the same argument from above applies but taking a product of vertex and face
operators, rather than just g−j▷ in this example. We assert that the state at the
occupied site will always admit commutation relations such that the appropriate
phase factor is produced.

3.5. Details for D(S3) and applications. S3 is the smallest nonAbelian group.
We let S3 be generated by u = (12), v = (23) with relations u2 = v2 = e and
uvu = vuv (= w = (13)). This has three irreducible representations:

1, σ = sign, τ ; σ⊗σ = 1, σ⊗ τ = τ ⊗σ = τ, τ ⊗ τ = 1⊕ σ ⊕ τ

where τ is the only 2-dimensional one and sign = −1 on u, v,w and +1 otherwise.
The irreps of D(S3) are given by pairs (C, π), where C is a conjugacy class in S3 and
π is an irrep of the centraliser of a distinguished element rC in C, i.e. an isotropy

subgroup, and we also need to fix qc for each c ∈ C such that c = qcrCq−1c . We take
these as follows:

(1) The trivial conjugacy class C = {e}, rC = qc = e and CG = S3, giving exactly
3 chargeons ({e},1), ({e}, σ) and ({e}, τ) as D(S3) irreps.

(2) C = {u, v,w}, rC = u, qu = e, qv = w, qw = v and CG = Z2 = {e, u}, giving
({u, v,w},1) and ({u, v,w},−1) as 2 irreps of D(S3), where we indicate the
representation π−1(u) = −1 of CG.

(3) C = {uv, vu}, with rC = uv, quv = e, qvu = v and CG = Z3 = {e, uv, vu}, giving
({uv, vu},1), ({uv, vu}, ω), ({uv, vu}, ω∗) as 3 irreps of D(S3), where ω =
e

2πı
3 and we indicate irreps πω(uv) = ω and πω∗(uv) = ω−1 of CG.

Thus, there are 8 irreps of D(S3). To describe the projectors, we denote the con-
jugacy class C by its chosen element rC as shorthand, for example Pu,π ∶= P{u,v,w},π.
The chargeons have projectors

P1 =
1

6
∑
g

g, Pσ =
1

6
(e − u − v −w + uv + vu), Pτ =

1

6
(2e − uv − vu)
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in CS3 with actual D(S3) projectors Pe,1 = δe ⊗ P1, Pe,σ = δe ⊗ Pσ, Pe,τ = δe ⊗ Pτ .
The fluxion projectors are

Pu,1 = ∑
c∈C

δc⊗ qcΛCGq−1c = 1

2
(δu ⊗ (e + u) + δv ⊗ (e + v) + δw ⊗ (e +w))

Puv,1 =
1

3
(δuv + δvu)(e + uv + vu)

along with Pe,1 from before which can be viewed as either. The remaining projectors
after a short computation are

Pu,−1 =
1

2
(δu ⊗ (e − u) + δv ⊗ (e − v) + δw ⊗ (e −w))

Puv,ω = 1

3
(δuv ⊗ (e + ω−1uv + ωvu) + δvu ⊗ (e + ωuv + ω−1vu))

Puv,ω−1 =
1

3
(δuv ⊗ (e + ωuv + ω−1vu) + δvu ⊗ (e + ω−1uv + ωvu))

On a lattice Σ where each edge has an associated state in CS3, L(s0, s1) has
the quasiparticle basis ∣u, v;C, π⟩ from Corollary 3.12, where unlike the Zn case
u = (c, i), v = (d, j) can have different i, j as not all irreps are 1-dimensional. To
avoid a clash with group elements of S3, we will refer to the pairs (c, i), (d, j)
directly. We again refer to C by its representative. Then in our case, the ribbon
operators required to create these bases from vacuum for each chargeon are

F
′e,1
ξ = ∑

n∈S3

F e,nξ = id, F
′e,σ
ξ = ∑

n∈S3

sign(n)F e,nξ , F
′e,τ ;i,j
ξ = ∑

n∈S3

τ(n−1)jiF e,nξ

The last of these is the only case with i, j indices as the other π are 1-dimensional.
Similarly, for fluxions:

F
′u,1;c,d
ξ = F c,qcq

−1
d

ξ + F c,qcuq
−1
d

ξ , F
′uv,1;c,d
ξ = F c,qcq

−1
d

ξ + F c,qcuvq
−1
d

ξ + F c,qcvuq
−1
d

ξ

where in the first case have indices c, d ∈ {u, v,w} and in the second case c, d ∈
{uv, vu}. The remaining quasiparticle basis operators are

F
′u,−1;c,d
ξ = F c,qcq

−1
d

ξ − F c,qcuq
−1
d

ξ

F
′uv,ω;c,d
ξ = F c,qcq

−1
d

ξ + ω−1F c,qcuvq
−1
d

ξ + ωF c,qcvuq
−1
d

ξ

F
′uv,ω∗;c,d
ξ = F c,qcq

−1
d

ξ + ωF c,qcuvq
−1
d

ξ + ω−1F c,qcvuq
−1
d

ξ

with corresponding indices as before.

We will mainly need the traces WC,πξ of these defined in (19). Up to normalisa-

tion, these are just the PC,π already computed but converted to ribbon operators

according to the last part of Proposition 3.10. For chargeons these come out as

W e,1
ξ = id, W e,σ

ξ = ∑
n∈S3

sign(n)F e,nξ , W e,τ
ξ =∑

j

F
′e,τ ;j,j
ξ = 2F e,eξ − F e,uvξ − F e,vuξ .

For fluxions we have

Wu,1
ξ = ∑

c∈{u,v,w}

F c,eξ + F c,cξ , Wuv,1
ξ = ∑

c∈{uv,vu}

F c,eξ + F c,uvξ + F c,vuξ

and the other ones are

Wu,−1
ξ = ∑

c∈{u,v,w}

F c,eξ − F c,cξ

Wuv,ω
ξ = Fuv,eξ + F vu,eξ + ω(Fuv,vuξ + F vu,uvξ ) + ω−1(Fuv,uvξ + F vu,vuξ )

Wuv,ω∗

ξ = Fuv,eξ + F vu,eξ + ω(Fuv,uvξ + F vu,vuξ ) + ω−1(Fuv,vuξ + F vu,uvξ )
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Note that the C = {uv, vu} class is self-inverse but its elements are not self-inverse,
so C∗ is the same class C but with rC∗ = vu and q∗uv = qvu = v, q∗vu = quv = e. Hence
Lemma 3.16 says that

Wuv,ω
ξ

† =W vu,ω∗

ξ =∑
n

πω∗(n−1)(Fuv,vnv
−1
+ F vu,n) =Wuv,ω

ξ

so this works out as self-adjoint (as one can also check directly). Similarly for

Wuv,ω∗

ξ , and more obviously for the other cases.

The maximally entangled state is then

∣Bell; ξ⟩ = (1

6
(W e,1

ξ +W e,σ
ξ + 2W e,τ

ξ ) + 1

2
(Wu,1

ξ +Wu,−1
ξ )

+ 1

3
(Wuv,1

ξ +Wuv,ω
ξ +Wuv,ω∗

ξ ))∣vac⟩

= ∑
h∈S3

Fh,eξ ∣vac⟩

as required by Corollary 3.13, the first expression being as a sum of 8 mini Bell
states.

3.5.1. Protected qubit system using S3 ribbons. Here, we provide a concrete con-
struction of a protected logical qubit within the D(S3) Kitaev model, elaborating
on ideas in [35]. Let Σ be a lattice in the vacuum state. Let ξ be a ribbon between
sites s0 ∶= (v0, p0) and s1 ∶= (v1, p1).

s0 s1

This particular choice of ribbon and sites is just for illustrative purposes; any open
ribbon will do. We focus initially on the chargeon sector with W τ

ξ ∶= W e,τ
ξ . If we

apply this to the vacuum the lattice is now occupied by quasiparticles π and π∗

at sites s0 and s1. Next, let ξ′ ∶ s2 → s3 be another ribbon and apply the ribbon
operator W τ

ξ′

s2 s3

We call this state ∣0L⟩ ∶=W τ
ξ′ ○W τ

ξ ∣vac⟩ for reasons which will become clear. ∣0L⟩ ∈
L(s0, s1, s2, s3), and now τ quasiparticles occupy the lattice at sites s0, s1, s2, s3,
which is obvious as Pτ▷siW

τ
ξ′ ○W τ

ξ ∣vac⟩ =W τ
ξ′ ○W τ

ξ ∣vac⟩ for all i.
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Next, let ξ′′ ∶ s0 → s2 connect across as

s2

s0

and apply the ribbon operator Wσ
ξ′′ to ∣0L⟩, defining ∣1L⟩ ∶=Wσ

ξ′′ ∣0L⟩. We claim that

∣1L⟩ still has only τ excitations at s0, s1, s2, s3. We check this by expanding Pτ and
Wσ
ξ′′ :

Pτ▷s0W
σ
ξ′′ =

1

6
(2e▷s0 − uv▷s0 − vu▷s0)(F

e,e
ξ′′ − F

e,u
ξ′′ − F e,vξ′′ − F e,wξ′′ + F e,uvξ′′ + F e,vuξ′′ )

= 1

6
(2(F e,eξ′′ − F

e,u
ξ′′ − F e,vξ′′ − F e,wξ′′ + F e,uvξ′′ + F e,vuξ′′ )e▷s0

− (F e,vuξ′′ − F e,wξ′′ − F e,uξ′′ − F e,vξ′′ + F e,eξ′′ + F
e,vu
ξ′′ )uv▷s0

− (F e,uvξ′′ − F e,vξ′′ − F e,wξ′′ − F e,uξ′′ + F e,vuξ′′ + F e,eξ′′ )vu▷s0)

= (F e,eξ′′ − F
e,u
ξ′′ − F e,vξ′′ − F e,wξ′′ + F e,uvξ′′ + F e,vuξ′′ )1

6
(2e▷s0 − uv▷s0 − vu▷s0)

=Wσ
ξ′′ ○ Pτ▷s0

by Lemma 3.8. Therefore

Pτ▷s0 ∣1L⟩ = Pτ▷s0W
σ
ξ′′ ○W τ

ξ′ ○W τ
ξ ∣vac⟩

=Wσ
ξ′′ ○ Pτ▷s0W

τ
ξ′ ○W τ

ξ ∣vac⟩
=Wσ

ξ′′ ○ Pτ▷s0 ∣0L⟩ =Wσ
ξ′′ ∣0L⟩ = ∣1L⟩

and an identical calculation applies at s1.
The states ∣0L⟩ and ∣1L⟩ are therefore indistinguishable by local projectors,

as the orthogonality of projectors shown in Lemma 3.4 means that for all PC,π,

PC,π▷si ∣0L⟩ = PC,π▷si ∣1L⟩ = 0, ∀si iff C, π ≠ e, τ , and Pe,τ▷si ∣0L⟩ = ∣0L⟩, Pe,τ▷si ∣1L⟩ =
∣1L⟩. A physical explanation is that the σ quasiparticles generated by Wσ

ξ′′ at sites

s0, s2 ‘fuse’ with the extant τ quasiparticles, as we have σ ⊗ τ = τ . Now, ∣0L⟩ and
∣1L⟩ are orthogonal since

⟨0L∣1L⟩ = ⟨vac∣W τ
ξ

† ○W τ
ξ′

† ○Wσ
ξ′′ ○W τ

ξ′ ○W τ
ξ ∣vac⟩

= ⟨vac∣Wσ
ξ′′ ○W τ

ξ ○W τ
ξ′ ○W τ

ξ′ ○W τ
ξ ∣vac⟩

= ⟨vac∣Wσ
ξ′′ ○W τ⊗τ

ξ′ ○W τ⊗τ
ξ ∣vac⟩

by (17), Lemma 3.15 and Lemma 3.16. By the arguments of Lemma 3.17, W τ⊗τ
ξ′ W τ⊗τ

ξ ∣vac⟩
has no support in L(s0, s2), while Wσ

ξ′′ ∣vac⟩ has no support in L(s0, s1) or L(s2, s3),
and so

⟨0L∣1L⟩ = 0.

Thus, HL ∶= span{∣0L⟩, ∣1L⟩} is a 2-dimensional subspace of L(s0, s1, s2, s3) that is
degenerate under H. We callHL a logical qubit on the lattice. By similar arguments
as for the vacuum in Section 3.1, any state in HL is ‘topologically protected’; local
errors leave the state unaffected. In this case, the two types of errors which are
undetectable and affect HL are (a) loops enclosing at least one occupied site and
(b) ribbon operators extending between occupied sites. Therefore, quasiparticles
should be placed at distant locations to minimise errors.
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We then identify Wσ
ξ′′ with XL, the logical X gate, which is justified as

Wσ
ξ′′ ○Wσ

ξ′′ =Wσ⊗σ
ξ′′ =W 1

ξ′′ = id

by Lemma 3.15. Therefore, XL is involutive as desired for any implementation of
a qubit computation within the model, for example by ZX-calculus based on CZ2

as a quasiFrobenius algebra. Clearly, we can obtain any XL basis rotation on the
logical qubit by exponentiation. In [35] it is argued that we can in fact acquire
universal quantum computation by an implementation of the logical Hadamard,
entangling gates and measurements. For completeness, we outline some aspects of
these further steps in Appendix C.

4. Aspects of general D(H) models

The Kitaev model is known to generalise with CG replaced by any finite-dimensional
Hopf algebra H with antipode S obeying S2 = id (which over C or another field
of characteristic zero is equivalent to H semisimple or cosemisimple). Although
less well studied, that one can obtain topological invariants as a version of the
Turaev-Viro invariant was shown in [4, 30]. That one has an action of the Drinfeld
quantum double D(H) [16] at each site is more immediate and was first noted in
[10]. We just replace the group action g▷ by h▷ acting in the tensor product
representation with factors in order going around the vertex as in Figure 3, which
now depends on where p is located. We likewise replace the action of δg by a▷ for
a ∈H∗ and likewise just take the tensor product action around the face in the order
depending on where v is located. We use the Hopf algebra regular and coregular
representations

h▷g = hg or h▷g = gSh; a▷g = ⟨a, g1⟩g2 or a▷g = ⟨a,Sg2⟩g1 (22)

with the first choice if the arrow is outbound for the vertex /in the same direction as
the rotation around the face. Here ⟨ , ⟩ is the duality pairing or evaluation between
H,H∗, ∆g = g1⊗ g2 (sum understood) denotes the coproduct ∆ ∶ H → H ⊗H and
a▷ is a right action of H∗ viewed as a left action of H∗op. The antipode S ∶H →H
is characterised by (Sh1)h2 = h1Sh2 = 1ε(h) for all h ∈ H, where ε ∈ H∗ is the
counit. We refer to [26] for more details.

We have also used better conventions for D(H), namely the double cross product
construction introduced by the 2nd author in [25]. Here D(H)≅H∗op&H, where H
left acts on H∗ and H∗ left acts on H by the coadjoint actions

h▷a = a2⟨h, (Sa1)a3⟩, h◁a = h2⟨a, (Sh1)h3⟩
with the left action of H∗ viewed as a right action of H∗op. The numerical suffices
denote iterated coproducts (sums understood) and ⟨ , ⟩ is the duality pairing or
evaluation. These then form a matched pair of Hopf algebras[25] and give the
Drinfeld double explicitly as [26, Thm 7.1.1],

(a⊗h)(b⊗ g) = b2a⊗h2g⟨Sh1, b1⟩⟨h3, b3⟩, ∆(a⊗h) = a1⊗h1⊗a2⊗h2.
S(a⊗h) = S−1a2⊗Sh2⟨h1, a1⟩⟨Sh3, a3⟩, R =∑

a

fa⊗1⊗1⊗ ea,

where we also give the factorisable quasitriangular structure. Here {ea} is a basis of
H and {fa} is a dual basis, where the basis labels run a = 1,⋯,dim(H) (not to be
confused with algebra elements). We will also sometimes employ a subalgebra nota-
tion where h, a are viewed in D(H) with cross relations ha = a2h2⟨Sh1, a1⟩⟨h3, a3⟩
and R = ∑a fa⊗ ea. While this much is clear, explicit properties of ribbon opera-
tors have not been much studied as far as we can tell even for S2 = id, and we do so
here. Moreover, we will explore how much can be done without this semisimplicity
assumption.
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From Hopf algebra theory, we will particularly need that every finite-dimensional
Hopf algebra H has, uniquely up to normalisation, a left integral element Λ ∈
H such that hΛ = ε(h)Λ and a right-invariant integral map ∫ ∈ H∗ such that
(∫ h1)h2 = 1 ∫ h for all h. Ditto with left-right swapped. In the semisimple case in
characteristic zero the integrals can be normalised so that ε(Λ) = ∫ 1 = 1, are both
left and right integrals at the same time, and obey ∫ hg = ∫ gh and ∆Λ = flip∆Λ
(here ∫ = TrH/dimH is the normalised trace in the left regular representation),
see [32] for an account (the general theory underlying this goes back to the work of
Larson and Radford). If we denote irreps of H by (π,Vπ) then analogously to the
group case, one has a complete orthogonal set of central idempotents Pπ given by

Pπ = dim(Vπ)Λ1Trπ(SΛ2) (23)

whereby PπH =HPπ≅EndVπ. Note that ∑π Pπ = Λ1 ∫ SΛ2 dimH = 1 as part of the
Frobenius structure where Λ is currently normalised so that ∫ Λ = 1/dimH com-
pared to usual normalisation in [32, 29]. We omit the proof but part of the theory
is the orthogonality relation TrH∗(χπχπ′) = δπ,π′ dimH for normalised characters
χπ = Trπ/dimVπ. Moreover, in this case of H semisimple, D(H) is also, with inte-
grals ΛD = ∫ ⊗Λ and ∫D = Λ⊗ ∫ . Hence the same result applied to D(H) tells us
that D(H)≅⊕π̃End(Vπ̃) now for irreps (π̃, Vπ̃) of D(H). Hence our ideas about Bell
states and ribbon teleportation still apply in this case, with quasiparticles detected
by projectors Pπ̃.

Also note that a representation of D(H) can also be described as a H-crossed
[26, 27] or ‘Drinfeld-Yetter’ module consisting of a left action or representation π
of H and a compatible left coaction of H ∆L (this is equivalent to a compatible
right action of H∗ or left action of H∗op on the same vector space, these being two
subalgebras from which D(H) is built). If Vπ̃ has basis {ei} then the structures for
a crossed module are ∆Lei = ρij ⊗ ej where a▷ei = ⟨a, ρij⟩ej is the corresponding
action, and h▷ei = π(h)kiek as usual. We sum over the repeated k and ρij ∈ H is
required to obey

∆ρij = ρik ⊗ρkj , ερij = δij , h1ρikπ(h2)jk = π(h1)kiρkjh2
for all h ∈H, again summing over k.

Lemma 4.1. Let S2 = id and π̃ an irrep of D(H) with π, ρ its associated crossed
module data with respect to a basis {ei} as above. Then

Pπ̃ = dim(Vπ̃) ∑
a,i,j

fa⊗Λ1π(SΛ2)ij(∫ eaSρij).

Moreover, when specialised to D(G), we recover the projectors PC,π in (9).

Proof. The general formula for the tensor product integral becomes

Pπ̃ = dim(Vπ̃)∫
1
⊗Λ1Trπ̃((S ∫

2
)SΛ2) = dim(Vπ̃)fa ∫

1
ea⊗Λ1⟨S ∫

2
, ρkj⟩⟨f i, ej⟩π(SΛ2)ki

which becomes as stated using Hopf algebra duality. In the D(G) case, we let
π̃ = (C, π) as before and go back to (23). Then

Pπ̃ =
dim(VC,π)

∣G∣ ∑
h,g∈G

(δh⊗ g)Trπ̃(S(δh−1 ⊗ g))

= dimVπ
∣CG∣ ∑

h,g∈G

∑
c∈C,i

(δh⊗ g)⟨δc⊗ f i, (δg−1hg ⊗ g−1)▷(c⊗ ei)⟩

= dimVπ
∣CG∣ ∑

h,g∈G

∑
c∈C

(δh⊗ g)δg−1hg,g−1cgδc,g−1cgTrπ(q−1g−1cgg−1qc) = PC,π
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where ▷ is the action (13). We view the restrictions setting h = c and g ∈ CG(c).
Changing variables to n = qcgq−1c , this is equivalent to a sum over n ∈ CG(rC) as

usual and n−1 in the trace. �

How exactly to construct and classify irreps π̃, however, depends on the structure
of D(H), which is no longer generally a semidirect product. This therefore has to be
handled on a case by case basis before one can do practical quantum computations.

Example 4.2. Let G = G+.G− be a finite group that factorises into two sub-
groups G±, neither of which need be normal and H = C(G−)▸◁CG+ the associated
bicrossproduct (or ‘bismash product’) quantum group[33, 25, 26], which is semisim-
ple. It is shown in [6] that D(H)≅D(G)F , where the latter is a Drinfeld twist of
D(G) by a 2-cocycle

F = ∑
g∈G

1⊗ g−⊗ δg−1 ⊗1 ∈D(G)⊗D(G)

in the sense of [26]. We write g = g+g− for the unique factorisation of any element of
G. Explicitly, D(G)F has the same algebra as D(G) but a conjugated coproduct

∆(δg ⊗h) = F (∆D(G)(δg ⊗h))F −1 = ∑
f∈G

δf−gff−1− ⊗ f−h(h−1fh)−1− ⊗ δf−1 ⊗h

after a short computation. The nontrivial isomorphism with D(H) in [6] is needed
to identify the H and H∗op subalgebras but where this is not required, we can work
directly with this twisted description. In particular, irreps of D(G)F are the same
as those of D(G) (since the algebra is not changed) and can be identified with
irreps of D(H) by the isomorphism. The braided tensor category is different from
but monoidally equivalent to that of D(G).

We will be concerned more with the formalism with explicit models, such as
based on this construction, deferred to a sequel. We see, however, that there are
plenty of examples. Note that G▷<G by Ad is an example with one subgroup
normal, so H =D(G) is covered by this analysis and D(D(G))≅D(G▷<G)F .

4.1. D(H) site operators. By working with the above cleaner form of the Drinfeld
double, our modest new observation in this section is that the same format for the
Kitaev model works in the general case without assuming S2 = id provided we use
additional information from the lattice geometry to distinguish the four cases (a)-
(d) in Figure 3 which follow the same rules as above but sometimes specify to use
S−1. We focus on the case of a square lattice with its standard orientation as this is
most relevant to computer science, rather than on a general ciliated ribbon graph.

Theorem 4.3. If (v, p) is a site in the lattice then the actions for the form in
Figure 3, where we act as shown and by the identity on other arrows, is a repre-
sentation of D(H) provided we use (as shown) S−1 if the first arrow going around
the vertex is inward and S if the last arrow is inward. We can freely choose S or
S−1 if the inward arrow is in one of the intermediate places.

Proof. We have to check the relations a2h2⟨Sh1, a1⟩⟨h3, a3⟩ = ha for all h ∈ H and
a ∈ H∗. The proof of the hardest case (c) is in Figure 4 and for the cancellation
for the 3rd equality, we see that we need S−1 when the first vertex going around
is inward and S when the last vertex is, as is the case here. The other cases are
similar but slightly easier as unconstrained on the choice of S where there is no
inward arrow in one or both of these positions. �

We could equally well decide to always use S for h▷ and use S−1 in a▷ if the
contraflowing is in first position going around the face and S if it is in last position.
(This is the same as above in the dual lattice and faces and arrows interchanged
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a ▹ p g 3 =∙
∙∙

∙
∙∙

v
g 1

g 2

g 4

⟨a, g 11g 21(Sg 32)Sg 42⟩ g 12

g 22

g 41

g 31h ▹ v

g 1

∙=
(a)

p
g 2

g 3

g 4
h1g 1

g 2Sh2

g 3Sh3

h4g 4

(b)

h ▹ v g 1 ∙=
p

g 2

g 3

g 4

h2g 2
g 3Sh3

g 4Sh4

h1g 1

(c)

h ▹ v

g 1
∙=

p

g 2
g 3

g 4
h3g 3

g 4Sh4

g 1S− 1h1

h2g 2

(d )

h ▹ v
g 1 ∙=
p

g 2

g 3
g 4 h4g 4

g 1S− 1h1

g 2Sh2

h3g 3

a ▹ ∙
p

g 3

=∙
∙

∙ ∙
∙∙v g 1

g 2
g 4 ⟨a, g 11(Sg 22)(Sg 32)g 41⟩

g 12

g 21g 42

g 31

a ▹ ∙
pg 3 =∙

∙
∙ ∙

∙∙
g 1

g 2

g 4

⟨a, (Sg 12)(Sg 22)g 31g 41⟩ g 11

g 21

g 42

g 32

v

a ▹
∙

p

g 3

=
∙∙

∙ ∙
∙∙

g 1

g 2 g 4 ⟨a, (Sg 12)g 21g 31Sg 42⟩
g 11

g 22 g 41

g 32

v
∙

∙

∙

∙ ∙∙
∙

∙

∙

Figure 3. Kitaev model representation of D(H) at a site (v, p)
for general not necessarily semisimple Hopf algebras. Most in-
stances of the antipode S can be equally S−1 but if we use S in all
the a▷ then we have to use S−1 in h▷ if this occurs in the first
arrow encountered in going around the vertex.

a2 ▹ h2 ▹ v

g1

∙=
p

g2

g3

g4
h4g6

g4Sh5

g1S− 1h2

h3g5
a2 ▹

∙ ∙
∙ ∙ g5

g6

g2

g3

∙ ∙
p

⟨Sh1, a1⟩
⟨h3, a3⟩

⟨Sh1, a1⟩⟨h6, a3⟩

∙=

h4g6
g42Sh51

g11S− 1h22

h3g5

g21

g32∙ ∙
⟨Sh1(S(g12S− 1h21))(Sg22)g31g41(Sh52)h6, a⟩

∙=
h3g6

g42Sh4

g11S− 1h1

h2g5

g21

g32∙ ∙
⟨(Sg12)(Sg22)g31g41, a⟩

= ∙
g6

g42

g11

g5

g21

g32∙ ∙
⟨(Sg12)(Sg22)g31g41, a⟩

h ▹ v = ∙
g6

g4

g1

g5

g2

g3

∙ ∙
h ▹ a ▹ v

p

∙ ∙

∙ ∙ ∙

v

p| j⟩∙ ∙
∙ ∙

| i⟩ |k⟩
| l⟩

|m⟩
|s⟩

h ▹ p| j + 1⟩
∙ ∙
∙ ∙

| i − 1⟩ |k + 1⟩
| l − 1⟩

|m⟩
|s⟩ g ▹ p| j + 1⟩

∙ ∙
∙ ∙

| i − 1⟩ |k + 1⟩
| l − 1⟩

|m⟩
|s⟩

qj+ 1+ m− s− (k+ 1)

g ▹
v

p| j⟩∙ ∙
∙ ∙

| i⟩ |k⟩
| l⟩

|m⟩
|s⟩

qj+ m− s− k h ▹

Figure 4. Proof that case (c) of Figure 3 works in Theorem 4.3.

and with the roles of H,H∗ interchanged.) We see that in the non-involutive S
case there is still some freedom in the choice of S or S−1, which we have fixed for
the sake of being concrete in what follows.

We also know that our finite dimensional Hopf algebra has up to scale a unique
right integral Λ ∈ H and a unique right-invariant integral ∫ ∶ H → k so we can
proceed to define operators

A(v, p) = Λ▷, B(v, p) = ∫ ▷
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on H. It is striking that exactly this integral data is also key to a Frobenius Hopf
algebra interacting pair for ZX calculus based on H, see [13, 29] at this level of
generality. Clearly

A(v, p)2 = ε(Λ)A(v, p), B(v, p)2 = (∫ 1)B(v, p)

but without further assumptions, both operators depend on both parts of the site.
One can also check that

[A(v, p),A(v′, p′)] = 0, [B(v, p),B(v′, p′)] = 0

for all v, v′, p, p′ with in the first case v ≠ v′ and in the second case p ≠ p′. The first
is because if, in the worst case, the vertices are adjacent then the common arrow is
pointing in for one vertex and out for the other, hence the element g in the middle
gets multiplied by something on the left and something on the right, which does
not depend on the order by associativity. Similarly for two faces with an arrow in
common. We do not in general have that [A(v, p),B(v, p)] = 0.

For the Hamiltonian, there are two possible approaches. (i) we could we fix the
vertex of all site to be at the bottom left of the face (Case (a) in Figure 3). Thus
if v is a vertex, we define pv as the face to its upper right. Then

H =∑
v

(1 −A(v, pv) + 1 −B(v, pv))

makes sense. (ii) Alternatively, motivated by [30] we can define

HK = ∏
(v,p)

A(v, p)B(v, p)

The D(G) model admits a Hamiltonian which is necessarily frustration-free, mean-
ing that any vacuum state is also the lowest energy state of any given local term.
This condition is broken by general D(H) models. Let A(v1, p1) be a local term.
First, consider the Hamiltonian from (i), ignoring the additive constant:

A(v1,pv1)∣vac⟩ = −A(v1, pv1)∑
v

(A(v, pv) +B(v, pv))∣vac⟩

= −(ε(Λ)A(v1, pv1) +A(v1, pv1)B(v1, pv1) + ∑
v≠v1

(A(v, pv) +B(v, pv)))∣vac⟩

So in general, A(v1, pv1)∣vac⟩ ≠ ∣vac⟩. Next, consider the Hamiltonian from (ii):

A(v1, pv1)∣vac⟩ = A(v1, pv1) ∏
(v,p)

A(v, p)B(v, p)∣vac⟩ = ε(Λ)∣vac⟩

The fact that the integral actions are no longer idempotent also breaks the inter-
pretation of these actions as ‘check operators’, which are a particular measurement
outcome and detect unwanted excitations. In these more general models, it is un-
clear what error-correcting capabilities still exist on the lattice, or whether there are
alternative methods of preserving fault-tolerance. They don’t appear to fit under
the umbrella of ‘surface codes’ in the usual sense. We still preserve some locality as
a feature of the model, in the sense that a locally vacuum state can be defined for ex-
ample in case (ii) as being a state ∣ψ⟩ such that∏(v∈VR,p∈PR)

A(v, p)B(v, p)∣ψ⟩ = ∣ψ⟩,
where VR and PR are sets of vertices and faces in some region R.

In the semisimple case where S2 = id, we have already noted that ∆Λ = flip∆Λ
and that the integrals can be normalised so that ε(Λ) = ∫ 1 = 1. This implies
that A(v, p) = A(v) independently of p and B(v, p) = B(p) independently of v, are
projectors and, using the commutation relations of D(H) and Theorem 4.3 that
[A(v),B(p)] = 0. Therefore, we recover both the frustration-free property of H
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and the interpretation of the lattice as a fault-tolerant quantum memory. In this
case, it is claimed in [30] that

HK =∏
v

A(v) ○∏
p

B(p), Hvac = image(HK)

results in the latter ‘protected space’ being a topological invariant of the surface
obtained by gluing discs on the faces of a ribbon graph. This motivates the definition
above. It is also claimed in [30] that a particle at (v, p) corresponds to a defect
where we leave out the site (v, p) in the product.

While the D(G) model on a lattice Σ allows for the convenient expression in
Theorem 3.2 for dim(Hvac) in terms of the fundamental group π1(Σ), the proof
of this relies on the invertibility of group elements and the invariance under orien-
tation of δe▷. The topological content for D(H) models can similarly be related
to holonomy as in [30] but is more complicated. The topological content in the
D(H) model in the non-semisimple case is less clear and will be more indirect. For
example, reversal of orientation cannot be expressed simply via the antipode as this
no longer squares to the identity.

4.2. D(H) triangle and ribbon operators. Canonical representations of D(H)
that we will need are left and right actions of D(H) on H, [26, Ex. 7.1.8]

h▷g = h1gSh2, a▷g = a(g1)g2; g◁h = (Sh1)gh2, g◁a = g1a(g2) (24)

and left and right actions of D(H) on H∗,

h▷b = ⟨Sh, b1⟩b2, a▷b = (S−1a2)ba1; b◁h = b1⟨Sh, b2⟩, b◁a = a2bS−1a1 (25)

which is essentially the same construction with the roles of H,H∗op swapped.
Moreover, in the quasitriangular case, there is a braided monoidal functor HM →
D(H)M, see [26, 27], which can be used to obtain a class of nice representations of
D(H) from irreps of H.

Also note that if D is any Hopf algebra, for example D = D(H), it acts on its
dual as a module algebra by the left and right coregular representations

d▷φ = ⟨Sd,φ1⟩φ2, φ◁d = φ1⟨Sd,φ2⟩ (26)

for all d ∈D and φ ∈D∗. These already feature in (25) for the action of H. Also, if
D acts from the left (say) on a vector space H by an action ▷ then it acts on the
linear operators End(H) as a module algebra from both the left and the right [26].

(d▷L)(ψ) = d1▷L(Sd2▷ψ), (L◁d)(ψ) = Sd1▷L(d2▷ψ) (27)

for all d in the Hopf algebra and L ∈ End(H). We will use (27) with different site
actions of D(H) in Theorem 4.3 for example ▷s0 and ▷s1 for the two halves. These
commute if s0, s1 are far enough apart. In the case of D(H), its dual is H ⊗H∗ as
an algebra and has the coproduct

∆D(H)∗(h⊗a) =∑
a,b

h2⊗ faa1f b⊗Seah1eb⊗a2. (28)

Next, we define Hopf algebra triangle and ribbon operators at least in the case
S2 = id. Before attempting this, we need to better understand the D(G) case, both
ribbon covariance properties and the construction of a ribbon a sequence of triangle
and dual triangle ops as defined in Definition 3.9.

Lemma 4.4. For D(G) and with left and right actions on End(H) induced as in
(27) by the initial and final site actions:

(1) If τ∗ is a dual triangle, the triangle operator Lhτ∗ = ∑g F
h⊗ δg
τ∗ is a left and

right module map Lτ∗ ∶ CG→ End(H), where D(G) acts as in (24) by

(δa⊗ b)▷h = δa,bhb−1bhb−1, h◁(δa⊗ b) = b−1hb δa,h.
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(2) If τ is a direct triangle, the triangle operator T
δg
τ = Fh⊗ δgτ for any h is a

left and right module map Tτ ∶ C(G) → End(H), where D(G) acts as in
(25) by

(δa⊗ b)▷δg = δa,eδbg, δg◁(δa⊗ b) = δa,eδgb.

(3) If ξ is an open ribbon then F̃
h⊗ δg
ξ ∶= Fh

−1,g
ξ is a left and right module map

F̃ ∶ D(G)∗ → End(H), where D(G) acts by (26). Moreover, if ξ, ξ′ are
composeable ribbons then

F̃
h⊗ δg
ξ′○ξ = F̃ (h⊗ δg)2

ξ′ ○ F̃ (h⊗ δg)1
ξ

using the coproduct (28) of D(G)∗. This also applies to F
h⊗ δg
ξ = Fh,gξ .

Proof. (1) The relations we find for dual triangles are

(δa⊗ b)▷s0○F̃ b
−1hb⊗ δg = F̃h⊗ δg○(δha⊗ b)▷s0 , (δah⊗ b)▷s1○F̃ b

−1hb⊗ δg = F̃h⊗ δg○(δa⊗ b)▷s1

which we interpret as stated.
(2) The relations we find for direct triangles are

(δa⊗ b)▷s0○F̃h⊗ δg = F̃h⊗ δbg○(δa⊗ b)▷s0 , F̃h⊗ δg○(δa⊗ b)▷s1 = (δa⊗ b)▷s1○F̃h⊗ δgb

which we interpret as stated. These same commutation rules hold for the action
▷t at any site t that has the same vertex as s0, s1 respectively, while the action at
other sites commutes with the triangle operator.

(3) Here D(G)∗ = CG⊗C(G) as an algebra while its coproduct dual to the
product of D(G) is

∆D(G)∗(h⊗ δg) = ∑
f∈G

h⊗ δf ⊗ f−1hf ⊗ δf−1g

Then the composition rule in equation (15) for Fξ is already in the form stated.

The same then applies F̃ξ as S⊗ id is clearly a coalgebra map. For equivariance,
we have from Lemma 3.8,

⟨S(δa⊗ b)1,(h⊗ δg)1⟩F̃
(h⊗ δg)(2)
ξ ○ (δa⊗ b)1▷s0

=∑
x,f

⟨S(δx−1 ⊗ b), h⊗ δf ⟩F̃
f−1hf ⊗ δf−1g
ξ ○ (δxa⊗ b)1▷s0

=∑
x,f

⟨δb−1xb⊗ b−1, h⊗ δf ⟩F̃
f−1hf ⊗ δf−1g
ξ ○ (δxa⊗ b)1▷s0

= F̃ bhb
−1
⊗ δfg

ξ ○ (δbhb−1a⊗ b)▷s0 = δa▷F̃
bhb−1 ⊗ δbg
ξ ○ b▷s0 = (δa⊗ b)▷s0 F̃

h⊗ δg
ξ

where f = b−1 and x = bhb−1. We used the commutation relations from Lemma 3.8.
Similarly for the other side,

(δa⊗ b)1▷s1 ○ F̃
(h⊗ δg)1
ξ ⟨S(δa⊗ b)(2), (h⊗ δg)(2)⟩

=∑
x,f

(δax⊗ b)▷s1 ○ F̃
h⊗ δf
ξ ⟨S(δx−1 ⊗ b), f−1hf ⊗ δf−1g⟩

=∑
x,f

(δax⊗ b)▷s1 ○ F̃
h⊗ δf
ξ ⟨δb−1xb⊗ b−1, f−1hf ⊗ δf−1g⟩

= (δag−1hg ⊗ b)▷s1 ○ F̃
h⊗ δgb
ξ = δag−1hg▷s1 ○ F̃

h⊗ δg
ξ ○ b▷s1 = F̃

h⊗ δg
ξ ○ (δa⊗ b)▷s1

where gb = f and x = bf−1hfb−1 = g−1hg. �
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The additional commutation relations for Tτ mentioned in the proof can best be
said as the action on it as an operator in End(H),

(δa⊗ b)▷t(T δg) = T (δa ⊗ b)▷tδg ; (δa⊗ b)▷tδg = δa,e

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

δbg

δgb−1

δg

where we act as per Lb at vertex t on g regarded effectively as living on the arrow of
the direct triangle, i.e. bg if the arrow in relation to the vertex of t is outgoing, gb−1 if
incoming and g otherwise. We can then derive the left and right module properties
for ribbon operators by iterating those for triangle operators. To illustrate this,
consider

F̃
h⊗ δg
τ2○τ

∗
1
= T δgτ2 ○L

h−1
τ∗1

=∑
f

F̃
f−1hf ⊗ δf−1g
τ2 ○ F̃h⊗ δf

τ∗1
= (F̃τ2 ○ F̃τ∗1 )(h⊗ δg)

where τ∗1 ∶ s0 → s1 and τ2 ∶ s1 → s2 and F̃
h⊗ δg
τ = T δgτ and F̃

h⊗ δg
τ∗ = δg,eLh

−1
τ∗ are the

associated ribbon operators which we convolve as in part (3) of the lemma. Using
the first expression and the triangle operator left module properties

(δa⊗ b)▷s0(F̃
h⊗ δg
τ2○τ

∗
1
) = (δa⊗ b)1▷(T δgτ2 ) ○ (δa⊗ b)2▷(Lh

−1
τ∗1

)

=∑
x

T
(δax−1 ⊗ b)▷s0δg
τ2 ○L(δx ⊗ b)▷h

−1

τ∗1

= T δbgτ2 ○Lδa,bh−1b−1bh
−1b−1

τ∗1
= δa−1,bhb−1 F̃

bhb−1 ⊗ δbg
τ2○τ

∗
1

= F̃ (δa ⊗ b)▷(h⊗ δg)

τ2○τ
∗
1

where from (26),

(δa⊗ b)▷(h⊗ δg) =∑
f

⟨δb−1a−1b⊗ b−1, h⊗ δf ⟩f−1hf ⊗ δf−1g = δh,b−1a−1bbhb−1⊗ δbg

The similar calculation for (F̃h⊗ δg
τ2○τ

∗
1
)◁s2(δa⊗ b) is not so easy as ◁s2 does not enjoy

simple commutation relations with Lh
−1

. There is a similar story for

F̃
h⊗ δg
τ∗2 ○τ1

= Lg
−1h−1g
τ∗2

○ T δgτ1 =∑
f

F̃
f−1hf ⊗ δf−1g
τ∗2

○ F̃h⊗ δfτ1 = (F̃τ∗2 ○ F̃τ1)(h⊗ δg)

as the other smallest open ribbon.
Now proceeding to the Hopf algebra case, we define triangle operations in the

obvious manner as partial vertex and face operators, with left multiplication by h
or right multiplication by S±1h for dual triangles, depending on orientation,

∙ ∙s0 s1
∙ ∙s0 s1

= a(h11)
h1 h12(± )Ta

τ ∙ ∙s0 s1
∙ ∙s0 s1

= a(S± 1h12)
h1

h11

∙ s1s0 ∙ s1s0=
g1 hg1

(± )Lh
τ*

∙ s1s0 ∙ s1s0=
g1 g1S± 1h

(± )Lh
τ*

∙
∙∙∙v0

v1

h1 h2

h3
g1 g2

g3

g4

Fh,g
ξ

h4 ∙
s0

s1∙ s1s0 ∙ s1s0=
g1 g1h− 1Lh

τ*

∙ ∙s0 s1
∙ ∙s0 s1=

h1 h1

δg(h1)Tg
τ

(± )Ta
τ

We only consider ribbons made from these and their rotations, not their reflections.
Recall that we have chosen to use S throughout the face operations but had to use
S−1 if the first arrow was inward in a vertex operation. Related to this, (+)T is
the default for direct triangles in isolation but we need both (±)L, and later on (for

ribbons) we will need (−)T also.

Lemma 4.5. Let H be a finite-dimensional Hopf algebra, D(H) act on H, H∗ as
in (24) and (25) and act on End(H) as in (27) from the left induced by ▷s0 and
from the right induced by ▷s1 .
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(a)
L(a1⊗f1)▹h

τ* ∘ (a2 ⊗ f2) ▹s0

∙
∙∙ h 4

h 1

h 3

s0
h 2

h 5
h 6

=
⟨a1, f1h 1Sf4⟩ Lf2h 2Sf3

τ*

∙
∙∙h 42Sf9

h 11S− 1f6

f8h 3

s0
f7h 2

h 51

h 62
⟨a2, S(h 12S− 1f5)(Sh 52)h 61h 41Sf10⟩

=

∙
∙∙h 42Sf9

h 11(S− 1f6)S± 1( f2h 2Sf3)

f8h 3

s0
f7h 2

h 51

h 62

⟨a, f1h 1(Sf4)S(h 12S− 1f5)(Sh 52)h 61h 41Sf10⟩

=
f6h 3

∙
∙∙h 42Sf7

h 11(S− 1f4)S± 1( f2h 2Sf3)
s0

f5h 2

h 51

h 62

⟨a, f1h 1(Sh 12)(Sh 52)h 61h 41Sf8⟩
∙
∙∙h 42Sf5

h 11(S− 1h 2)S− 1f2

f4h 3

s0
f3h 2

h 51

h 62

=

⟨a, f1h 1(Sh 12)(Sh 52)h 61h 41Sf6⟩

=

h 51
∙
∙∙h 41Sf5

h 11(S− 1h 2)S− 1f2

f4h 3

s0
f3h 2

h 62

= (a ⊗ f ) ▹s0 ∘Lh
τ*

∙
∙∙ h 4

h 1
s0

h 2

h 5
h 6

h 3

⟨a, S(h 12(S− 1h 1)(S− 1f1))(Sh 52)h 61h 41Sf6⟩

(b)

(a1 ⊗ f1) ▹s1 ∘Lh ◃(a2⊗f2)
τ* ∙

∙∙
h 4

h 1h 3
s1

h 2

h 5

h 6 ∙
∙∙

h 4

h 1h 3
s1

h 2

h 5

h 6

= (a1 ⊗ f1) ▹s1 ∘L(Sf2)h 1 f3
τ*⟨a2, h 2⟩

=
(a1 ⊗ f1) ▹s1

⟨a2, h 2⟩

∙
∙∙

h 4S± 1((Sf2)h 1 f3)

h 1h 3
s1

h 2

h 5

h 6

⟨a, f1h 11(Sh 52)(Sh 62)(h 4S± 1((Sf6)h 1 f7)Sf5)1h 2⟩
⟨a, f1h 11(Sh 52)(Sh 62)h 41(Sf6)(Sh 2)h 3⟩

∙
∙∙

h 42(Sf5)Sh 1

f2h 12h 3Sf4
s1

f3h 2

h 51

h 61

=
∙
∙∙

(h 4S± 1((Sf6)h 1 f7)Sf5)2

f2h 12h 3Sf4
s1

f3h 2

h 51

h 61

= =

∙
∙∙

h 42Sf5

f2h 12h 3Sf4
s1

f3h 2

h 51

h 61

Lh
τ*

⟨a, f1h 11(Sh 52)(Sh 62)h 41(Sf6)⟩

=
Lh

τ* ∘ (a ⊗ f ) ▹s1

∙
∙∙

h 4

h 1h 3
s1

h 2

h 5

h 6

fig 5

Figure 5. (a) Proof of left covariance of dual triangle operator
needing the (−) version for the 3rd equality. (b) Proof of right
covariance needing the (+) version. They coincide when S2 = id.

(1) For dual triangles, (−)Lτ∗ ∶ H → End(H) is a left module map and (+)Lτ∗ ∶
H → End(H) is right module map.

(2) For direct triangles, (+)Tτ ∶H∗ → End(H) is a left and right module map.

Proof. This is shown in Figure 5 and Figure 6 for sample orientations where S
appears in the triangle operations. Proofs for the other 3 orientations of each type,
where we rotate the triangles in each figure, are similar. We use the definitions and
the actions of D(H) on H and H∗. �

Next, we define ribbon operators Fh⊗aξ associated to a ribbon ξ by convolution-

composition of triangle operations, where h ∈H and a ∈H∗. They are a special case
of the ‘holonomy’ maps defined in [30] but even so, it is nontrivial to write them
out explicitly in our case and in our notations. The first step it to view triangle
operators as ribbon operators by

F̃h⊗aτ = ε(h)T aτ , (±)F̃h⊗aτ∗ = ε(a)(±)LS
−1h

τ∗ . (29)

Next, the ribbon operators for two composeable ribbons can be convolution-composed
by

F̃φξ′○ξ = F̃
φ2

ξ′ ○ F̃φ1

ξ (30)

where now we use the coproduct (28) on φ ∈ D(H)∗. This is an associative op-
eration, so starting with a triangle operation viewed as a ribbon operator and
extending to a ribbon by composing a series of these, we correspondingly define
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(a)
T (a1⊗f1)▹b

τ ∘ (a2 ⊗ f2) ▹s0 ∙∙ h 4

h 1

h 3

s0
h 2

h 6 ∙h 5

= TS− 1a2b2a1
τ ∙∙h 42Sf6

h 11S− 1f3

f5h 3

s0
f4h 2

h 62 ∙h 51

=
⟨Sf1, b1⟩
⟨a3, S(h 12S− 1f2)(Sh 52)h 61h 41Sf7⟩

∙∙h 42Sf7

h 11S− 1f4

f6h 3

s0
f5h 2

h 62 ∙h 51
⟨Sf1, b1⟩

⟨a3, f2(Sh 13)(Sh 52)h 61h 41Sf8⟩
⟨(S− 1a2)b2a1, S(h 12S− 1f3)⟩

= ∙∙h 42Sf7

h 11S− 1f4

f6h 3

s0
f5h 2

h 62 ∙h 51
⟨a, f33(Sh 121)h 123(S− 1f31)f2(Sh 13)(Sh 52)h 61h 41Sf8⟩
⟨b, (Sf1)f32Sh 122⟩

= ∙∙h 42Sf5

h 11S− 1f2

f4h 3

s0
f3h 2

h 62 ∙h 51⟨a, f1(Sh 12)(Sh 52)h 61h 41Sf6⟩

⟨b, Sh 13⟩ = (a ⊗ f ) ▹s0 ∘Tb
τ ∙∙ h 4

h 1

h 3

s0
h 2

h 6 ∙h 5

(b)

(a1 ⊗ f1) ▹s1 ∘Tb◃(a2⊗f2)
τ h 2

=

∙
∙

h 4

h 1
h 3h 5

h 6

s1
∙
∙

h 4

h 1
h 3

h 2

h 5

h 6

=s1
(a1 ⊗ f1) ▹s1 ∘Ta4b1S− 1a3

τ

⟨Sf2, a5b2S− 1a2⟩
(a1 ⊗ f1) ▹s1

⟨Sf2, a5b2S− 1a2⟩
⟨a4b1S− 1a3, Sh 42⟩

∙
∙

h 41

h 1
h 3

h 2

h 5

h 6

s1

=
⟨Sf7, a5b2S− 1a2⟩
⟨a4b1S− 1a3, Sh 43⟩

∙
∙

f5h 41

h 11S− 1f2

f4h 3

h 2Sf3

h 52

h 62

s1

⟨a1, f1(Sh 12)h 51h 61(Sh 42)Sf6⟩

=

⟨b, (Sh 432)Sf72⟩

∙
∙

f5h 41

h 11S− 1f2

f4h 3

h 2Sf3

h 52

h 62

s1

⟨a, f1(Sh 12)h 51h 61(Sh 42)(Sf6)f71h 431(Sh 433)Sf73⟩

=
⟨b, (Sh 42)Sf6⟩

∙
∙

f5h 41

h 11S− 1f2

f4h 3

h 2Sf3

h 52

h 62

s1

⟨a, f1(Sh 12)h 51h 61(Sh 43)Sf7⟩

=
Tb

τ ∘ (a ⊗ f ) ▹s1

∙
∙

h 4

h 1
h 3h 5

h 6

s1

h 2

Figure 6. Proof of (a) left covariance and (b) right covariance

of direct triangle operator. We use (+)T throughout.

the associated ribbon operator by iterating this formula. Because ε⊗ id and id⊗ ε
are coalgebra maps from D(H)∗ to H∗,Hcop respectively, the convolution of direct
triangle operators viewed as ribbons is the same as convolution of T s via the co-
product of H∗ and (due to the S−1) the convolution of dual triangle operators as
ribbons is the same as convolution of Ls via the coproduct of H. It follows that
the D(H) site actions in Theorem 4.3 can be viewed as ribbon operators, where
for our default conventions a▷ = T a4 ○ ⋯ ○ T a1 going clockwise around a face and
h▷ = (+)Lh4 ○⋯(+)Lh2 ○ (−)Lh1 going anticlockwise around a vertex. The sign refers
to the use of S±1 if applicable and as noted, we can also have different patterns of
signs, including in the T ’s, and still get an action of D(H).

In particular, this means that we no longer have a clear route to topological
invariance as we can construct a contractible, closed ribbon equal to A(v, p) (or
B(v, p)). A(v, p)∣vac⟩ ≠ ∣vac⟩ in general, so ribbon operators are no longer invariant
up to isotopy. As a consequence, it is not clear that dim(Hvac) is a topological
invariant in general, albeit it is known to be one in the semisimple case.

Next, we wish to prove a generalisation of Lemma 3.8 from Section 3. However,
we could previously rely on topological invariance to justify claims in our proofs
by bending ribbons into a convenient shape and eliminating contractible loops. In
the non-semisimple case, we need to specify a new class of ribbon for which our
generalisation applies and where these steps are not needed.

Definition 4.6. Recall that a ribbon is a sequence of triangles between sites. Let us
represent it as a list of sites in order [s0, s1,⋯, sn] ∶= [(v0, p0), (v1, p1),⋯, (vn, pn)],
which must change either the vertex or face between each site. A strongly open
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Figure 7. (A) is a strongly open ribbon. (B) and (C) are open,
but not strongly open.

ribbon ξ is an open ribbon which satisfies the following condition: any two sites
si ∶= (vi, pi), sj ∶= (vj , pj) inside ξ may have vi = vj only if every site in the sequence
of sites [si+1,⋯, sj−1] between si, sj also has vi+1 = ⋯ = vj−1. Similarly, pi = pj is
only allowed if pi+1 = ⋯ = pj−1.

The intuition behind this is that the ribbon ξ does not bend ‘too quickly’ or get
‘too close’ to itself; equivalently, it is saying that all subribbons of ξ are either on
a single vertex/face or are themselves open.

Example 4.7. Figure 7(A) shows a strongly open ribbon. While it has rotations at
a vertex and a face, it never returns to previously seen vertices or faces. However,
Figure 7(B) is an open ribbon which is not strongly open: at the self-crossing of
the ribbon, there are sites s2, s3 such that s2 = s3 but they are not sequentially
adjacent in the ribbon. Similarly, Figure 7(C) is an open ribbon which does not
cross itself but gets ‘too close’ – sites s4, s5 intersect at p4.

Proposition 4.8. Let ξ be a strongly open ribbon from site s0 to site s1. Then
F̃ξ ∶ D(H)∗ → End(H) can be defined iteratively as a left or a right module map
under D(H), where D(H) acts on itself by (24). The actions on End(H) are as
before according to ▷s0 and ▷s1 . Moreover, if Λ and Λ∗ are cocommutative then

F̃ξ commutes with A(t) and B(t) for all sites t disjoint from s0, s1.

Proof. The left and right module map properties to be proven are equivalent to

d▷s0 ○ F̃
φ
ξ = ⟨Sd1, φ1⟩F̃φ2

ξ ○ d2▷s0 , F̃φξ ○ d▷s1 = d1▷s1 ○ F̃
φ1

ξ ⟨Sd2, φ2⟩ (31)

for d ∈ D(H), φ ∈ D(H)∗, which using (28) and the antipode of D(H) come down
to

(a⊗ f)▷s0 ○ F̃h⊗ b = ⟨a1, f1(S−1h2)Sf5⟩⟨b1, Sf3⟩F̃ (S2f4)h1Sf2 ⊗ b2
ξ ○ (a2⊗ f6)▷s0
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(a) Tb2
τ2 ∘ LS− 1((S2f4)h 1Sf2)

τ*1 ∘ (a2 ⊗ f6) ▹s0

∙
∙∙ h 4

h 1

h 3

s0
h 2

h 6 s1

h 5

= ⟨b, (Sf3)f71h 21⟩ ∙
∙∙ h 42Sf9
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τ2 ∘ LS− 1h

τ*1

∙
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⟨b, h 21⟩
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∙
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h 6 s1
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∙
∙∙h 43Sf41
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h 6 s1
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fig 8
Figure 8. Proof of covariance of the 1st elementary open ribbon
(a) from the left using (−)L (b) from the right using (+)L.

(a)
L(S−1eb)(S−1((S2f4)h 1Sf2))ea

τ*2 ∘ Tf ab2 f b

τ1 ∘ (a2 ⊗ f6) ▹s0

(a ⊗ f ) ▹s0 ∘L(S−1eb)(S−1h )ea
τ*2 ∘ Tf abf b

τ1

(b)

⟨a1, f1(S−1h 2)Sf5⟩⟨b1, Sf3⟩

⟨a2, f2⟩⟨a4, S−1h 1⟩⟨a6, Sf4⟩⟨b2, Sf3⟩(a1 ⊗ f1) ▹s1 ∘L(S−1eb)(S−1h 2)ea
τ*2 ∘ Tf aa5b1S−1a3 f b

τ1

=

∙
∙∙ h 1

h 4

h 3

s0

h 2

h 6

s1
h 5

∙
∙∙ h 1

h 4

h 3

s0

h 2

h 6

s1
h 5

∙
∙∙ h 1

h 4

h 3

s1

h 2

h 6
s0 h 5

∙
∙∙ f2h 15

h 42Sf5

h 3Sf4

s0

f3h 2

h 61
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h 51(S−1h 13)(S−2h 1)S−2h 14

⟨a, f1(S−1h 2)h 11(Sh 52)(Sh 62)h 41Sf6⟩
⟨b, h 13⟩=

=

=

∙
∙∙ f622h 122

h 42Sf9

h 3Sf8

s0

f7h 2

h 61

s1
h 51(S−1ea)(S−2((S2f4)h 1Sf2))S−2eb

⟨a, f1(S−1h 2)(Sf5)f61h 11(Sh 52)(Sh 62)h 41Sf10⟩
⟨b1, f3⟩⟨ f ab2 f b, f621h 121⟩

=
L(S−1eb)(S−1h )ea

τ*2 ∘ Tf abf b

τ1 ∘ (a ⊗ f ) ▹s1 ∙
∙∙ h 1

h 4

h 3

s1

h 2

h 6
s0 h 5

∙
∙∙ f2h 12

h 42(Sh 31)h h 33Sf5

h 34Sf4
s1

f3h 2

h 61

s0 h 51

⟨a, f1h 11(Sh 52)(Sh 62)h 41Sf7⟩
⟨b, h 32Sf6⟩=

∙
∙∙ h 1

h 4S((S−1eb)(S−1h 2)ea)

h 32
s1

h 2

h 6
s0 h 5⟨ f aa5b1(S−1a3)f b, h 31⟩

⟨a2, f2⟩⟨a4, S−1h 1⟩⟨a6, Sf4⟩⟨b2, Sf3⟩ (a1 ⊗ f1) ▹s1

fig 9Figure 9. Proof of covariance of the 2nd elementary open ribbon
(a) from the left using (−)L (b) from the right using (+)L.
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F̃h⊗ bξ ○(a⊗ f)▷s1 = ⟨a2, f2⟩⟨a4, S−1h1⟩⟨a6, Sf4⟩⟨b2, Sf3⟩(a1⊗ f1)▷s1○F̃h2 ⊗a5b1S
−1a3

ξ

(i) The elementary open ribbon operators

(±)F̃h⊗ bτ2○τ
∗
1
= (F̃τ2 ○ F̃τ∗1 )(h⊗ b) =

(±)T bτ2 ○
(±)LS

−1h
τ∗1

(±)F̃h⊗ bτ∗2 ○τ1
= (F̃τ∗2 ○ F̃τ1)(h⊗ b) =∑

a,b

(±)L
(S−1eb)(S−1h)ea
τ∗2

○ (+)T f
abfb

τ1

obey the s0 (left) module condition for the (−) case and the s1 (right) module
condition for the (+) case. Note that the convolution description in the middle
omits the choices of (±) which are explicitly stated on the right. Proofs of covariance
are shown for a sample orientation in Figures 8 and 9. In the latter, we use the
Hopf algebra duality axioms to identify ⟨fa, ⟩ ⟨f b, ⟩ and transfer the other sides
to ea, eb respectively, then apply cancellations. For the displayed orientations, only
L comes in with an antipode, so that we have to chose (±)L, but in some of the
rotated orientations of Figure 8 the fact that we need (−)T for left covariance will
come into play and is needed for the cancellations to work.

While these elementary ribbons are the smallest open ribbons, not every open
ribbon can be generated iteratively starting from one of these elementary ribbons.
Any open ribbon can be generated beginning from a rotation around a vertex or
face, followed by extension to further sites. However, we can just replace the first
(±)LS

−1h
τ∗ in the equation above with the appropriate convolution of L operators,

and the same for the T case. The left and right module properties will be preserved
for the (+) and (−) cases respectively.

(ii) We proceed by induction. Let ξ ∶ s0 → s2 be a strongly open ribbon. First

observe that if ξ′ ∶ s0 → s1 and ξ′′ ∶ s1 → s2 and F̃ξ′ is a left module map with
respect to its start then

(F̃ξ′′ ○ F̃ξ′)d▷φ = ⟨Sd,φ1⟩F̃φ22

ξ′′ ○ F̃φ21

ξ′ = ⟨Sd,φ11⟩F̃φ2

ξ′′ ○ F̃
φ12

ξ′ = F̃φ2

ξ′′ ○ d1▷s0 ○ F̃
φ1

ξ′ ○ Sd2▷s0 .

Now, ξ′′ is disjoint from s0 as ξ is strongly open. Hence, F̃ξ′′ commutes with ▷s0 ,

and so F̃ξ is a left module map with respect to its start.

Similarly, if F̃ξ′′ is a right module map with respect to its end then

(F̃ξ′′ ○ F̃ξ′)φ◁d = ⟨Sd,φ2⟩F̃φ12

ξ′′ ○ F̃φ11

ξ′ = ⟨Sd,φ22⟩F̃φ21

ξ′′ ○ F̃φ1

ξ′ = Sd1▷s2 F̃
φ2

ξ′′ ○ d2▷s2 ○ F̃
φ1

ξ′ .

As before, ξ′ is disjoint from s2, as ξ is strongly open. Hence, F̃ξ′ commutes with

▷s2 and F̃ξ is a right module map with respect to its start.
Now suppose that the left and right module property holds for strongly open

ribbons up to some number of triangles in length. Let ξ be a strongly open ribbon
that is not an elementary one from part (i). Then (a) we write ξ′′ ○ ξ′ where ξ′′ = τ
or τ∗ and ξ′ is also a strongly open ribbon. In that case our first observation applies
and F̃ξ is a left module map. And (b) we can write it as ξ′′ ○ ξ′ where ξ′ = τ or τ∗

and now ξ′′ is a strongly open ribbon. Then F̃ξ is also a right module map, hence
a left and right module map.

(iii) We also note that if F̃ξ′′ is a left module map and F̃ξ′ a right one then

d▷s1 ○ (F̃ξ′′ ○ F̃ξ′)φ = d▷s1 ○ F̃
φ2

ξ′′ ○ F̃
φ1

ξ′ = ⟨Sd1, φ21⟩F̃φ22

ξ′′ ○ d2▷s1 ○ F̃φ1

= F̃φ2

ξ′′ ○ ⟨Sd1, φ12⟩d2▷s1 ○ F̃φ11 = F̃φ2

ξ′′ ○ ⟨Sd2, φ12⟩d1▷s1 ○ F̃φ11

= F̃φ2

ξ′′ ○ F̃
φ1

ξ′ ○ d▷s1 = (F̃ξ′′ ○ F̃ξ′)φ ○ d▷s1

provided for the 4th equality we have d cocommutative in the sense d1⊗d2 = d2⊗d1.
As ξ′′ and ξ′ are both strongly open, this implies that the action by such elements
d at interior sites commute with F̃ξ. �
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Note that we define F̃ξ iteratively with (-) versions for left covariance and (+) ver-
sions for right covariance. Also observe that the inductive argument holds because
the ribbon ξ is strongly open: all subribbons of ξ are either themselves (strongly)
open or are rotations around a vertex/face. A ribbon which is open but not strongly
open may have subribbons which are not open but have interior sites disjoint from
the endpoints, and therefore the above inductive argument breaks down. Neither
complication applies in the semisimple case, in particular the condition of strongly
open in Proposition 4.8 can be relaxed to just open, as we have topological in-
variance and so any subribbons which are not open may be smoothly deformed to
their shortest path, which will be a rotation with no interior sites disjoint from the
endpoints. We also know in the semisimple case that Λ,Λ∗ are cocommutative, so
the last part of the proposition applies.

The left and right module property and convolution of strongly open ribbons can
also be viewed as follows in terms of D =D(H). Recall that two left actions of D on
H, as was the case above using the site actions at the ends of open ribbons, induce
left and right D-module structures on A = End(H) as in (27) which are compatible
with the product (i.e. A is a left and right D-module algebra). They commute (i.e.
make A into bimodule) if the end sites are far enough apart. Also recall that D acts
on D∗ by (26) and on itself by the product, so that D∗,D are D-bimodules. We
will use a compact notation where F̌ = F̌ 1⊗ F̌ 2 (summation understood) denotes
an element of a tensor product over the field and F̌21 = F̌ 2⊗ F̌ 1.

Lemma 4.9. Let D be a finite-dimensional Hopf algebra and A a left and right
D-module algebra with actions denoted by dot. We let {eα} be a basis of D and
{fα} a dual basis. The following are equivalent.

(1) F̃ ∶D∗ → A is left and right D-module map.

(2) F̌ ∶= F̌ 1⊗ F̌ 2 = ∑α S−1eα⊗ F̃ f
α ∈ D⊗A obeys dF̌ = F̌ .d and d.F̌21 = F̌21d

for all d ∈D, using the product or action of D on the adjacent factor.
(3) (S⊗ id)F̌ is invariant under the left and right tensor product D-actions.

If A is an algebra and F̃ ′′, F̃ ′ ∶ D∗ → A are linear maps, their convolution product
(F̃ ′′ ○ F̃ ′)φ = F̃ ′′φ2 ○ F̃ ′φ1 is equivalent to the product of the corresponding F̌ ′′, F̌ ′

in the tensor product algebra. If A is a bimodule and F̃ a bimodule map then
f = F̌ 1.F̌ 2, g = F̌ 2.F̌ 1 ∈ A are in the bimodule centre.

Proof. This is elementary but we give some details for completeness. First, as linear
maps it is obvious that F̃ ∶ D∗ → A is equivalent to an element eα⊗ F̃α ∈ D⊗A
(summation over repeated labels understood). It is also clear that if F̃ ′′, F̃ ′ are two

such linear maps then eα⊗(F̃ ′′ ○ F̃ ′)fα = eα⊗ F̃ ′′fα2F ′fα1 = eβeα⊗ F̃ f
α

F f
β

which

is the product in Dop⊗A. The S−1 means that the corresponding F̌ ′′, F̌ ′ multiply
in D⊗A.

Moreover, suppose F̃ is a left and write D-module map. We denote the left and
right tensor product actions of D on D⊗A by ▷, ◁. Then

d▷(eα⊗ F̃ f
α

) = d1ea⊗d2.F̃ f
a

= d1ea⊗ F̃ d2▷f
a

= d1eα⊗⟨Sd1, fα1⟩F̃ f
α

2

= d1eαeβ ⊗⟨Sd1, fα⟩F̃ f
β

= d1(Sd2)eβ ⊗ F̃ e
β

= ε(d)(eα⊗F f
α

)

and similarly from the other side for the right action ◁. This argument can be
reversed to prove equivalence of (1) and (3). Similarly,

S−1eα⊗d.F̃α = S−1eα⊗⟨Sd, fα1⟩F̃ f
α

2 = (S−1eβ)(S−1eα)⊗⟨Sd, fα⟩F̃ f
β

= (S−1eβ)d⊗ F̃ β

S−1eα⊗ F̃α.d = S−1eα⊗⟨Sd, fα2⟩F̃ f
α

1 = (S−1eβ)(S−1eα)⊗⟨Sd, fβ⟩F̃ f
α

= d(S−1eα)⊗ F̃α
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which can be reversed for the equivalence of (1) and (2). Then in the bimodule
case, d.f = d.(F̌ 1.F̌ 2) = F̌ 1.(F̌ 2.d) = f.d and g.d = (F̌ 2.F̌ 1).d = (d.F̌ 2).F̌ 1 = d.g for
all d ∈D. �

This is relevant to us in the case where F̃ = F̃ξ for an open ribbon from s0
to s1 and A = End(H) with left and right module structures induced by the site
actions on H at s0, s1 of D = D(H). We write s0As1 for the algebra A with this
left and right D-module structure. For example, the associated f = fξ and g = gξ
are in here. Moreover, if ξ = ξ′′ ○ ξ′ then F̌ ′ ∈ D⊗ s0As1 and F̌ ′′ ∈ D⊗ s1As2
while F̌ ′′F̌ ′ ∈ D⊗ s0As2 . This gives a functor from the ‘ribbon path groupoid’ to
the category of D-modules H with morphisms given by elements of D⊗A. The
composition of morphisms is given by the tensor product algebra D⊗A plus an
assignment of the left and right D-module structures on A for the result. This is
such that the product of s1As2 and s0As1 is deemed to lie in s0As2 . The morphisms
that arise from open ribbons also obey the centrality properties (2). This is in the
spirit of the ‘holonomy’ point of view in [30].

4.3. Quasiparticle spaces for D(H) ribbons. Finally, we fix a vaccum state
∣vac⟩ and consider quasiparticle spaces

Lξ(s0, s1) = {F̃φξ ∣vac⟩ ∣ φ ∈D(H)∗} ⊂H
much as before, where ξ ∶ s0 → s1 is a fixed strongly open ribbon. We make H
a left and right D(H)-module where d acts from the left by d▷s0ψ and from the
right by ψ◁s1d ∶= Sd▷s1ψ. These commute on H so that we have a bimodule when
s0, s1 are sufficiently far apart, meaning that none of the edges affected by d▷s0

are edges affected by ◁s1d. However the next proposition shows that they always
commute when we restrict to ψ ∈ Lξ(s0, s1). We moreover dualise the left and right
actions to respectively right and left actions on Lξ(s0, s1)∗ which then also form
a bimodule. Recall that D(H)∗ is always a D(H)-bimodule by (26) and D(H) a
D(H)-bimodule by left and right multiplication.

Proposition 4.10. Let ξ ∶ s0 → s1 be a strongly open ribbon and Lξ(s0, s1) as
above. This is a bimodule and

(1) D(H)∗↠ Lξ(s0, s1) sending φ↦ F̃φξ ∣vac⟩ is a bimodule map.

(2) Lξ(s0, s1)∗ ↪D(H) sending ⟨Φ∣↦ F̌ 1⟨Φ∣F̌ 2∣vac⟩ is a bimodule map.

Proof. If Λ ∈H and Λ∗ ∈H∗ are integral elements then ΛD ∶= Λ∗⊗Λ ∈ D(H) is an
integral element in D(H) and if ∣vac⟩ ∈ Hvac then ΛD▷∣vac⟩ = ∣vac⟩ at any site. It
follows that if d ∈D =D(H) then d▷∣vac⟩ = dΛD▷∣vac⟩ = ε(d)ΛD▷∣vac⟩ = ε(d)∣vac⟩
as we have seen before. Then

d▷s0 ○ F̃
φ
ξ ∣vac⟩ = ⟨Sd1, φ1⟩F̃φ2

ξ ○ d2▷s0 ∣vac⟩ = ⟨Sd,φ1⟩F̃φ2 ∣vac⟩ = F̃ d▷φ∣vac⟩

Sd▷s1 ○ F̃φ∣vac⟩ = Sd1▷s1 F̃
φ
ξ ○ d2▷s1 ∣vac⟩ = (Sd1)d2▷s1 ○ F̃

φ1

ξ ∣vac⟩⟨Sd3, φ2⟩ = F̃φ◁dξ ∣vac⟩
which implies that Lξ(s0, s1) is a bimodule and proves (1). Moreover, we can
unpack the centrality in Lemma 4.9 explicitly and apply it as

dF̌ξ ∣vac⟩ = F̌ 1⊗(F̌ 2)◁s1d∣vac⟩ = F̌ 1⊗Sd(1)▷s1○F̌ 2○d2▷s1 ∣vac⟩ = F̌ 1⊗Sd▷s1○F̌ 2∣vac⟩.
F̌ 1d⊗ F̌ 2∣vac⟩ = F̌ 1⊗d▷(F̌ 2)∣vac⟩ = F̌ 1⊗d1▷s0○F̌ 2○Sd2▷s0 ∣vac⟩ = F̌ 1⊗d▷s0○F̌ 2∣vac⟩
so that

dF̌ 1⟨Φ∣F̌ 2∣vac⟩ = F̌ 1⟨Φ∣Sd▷s1 ○ F̌ 2∣vac⟩ = F̌ 1⟨d▷Φ∣F̌ 2∣vac⟩
F̌ 1⟨Φ∣F̌ 2∣vac⟩d = F̌ 1⟨Φ∣d▷s0 ○ F̌ 2∣vac⟩ = F̌ 1⟨Φ◁d∣F̌ 2∣vac⟩

which is (2). Here the left action on Lξ(s0, s1) dualises to the right action (Φ◁d)(ψ) =
Φ(d▷s0ψ) and the right action on Lξ(s0, s1) dualises to the left action (d▷Φ)(ψ) =
Φ(ψ◁s1d) = Φ(Sd▷s1ψ). �
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The maps in the proposition are expected to be isomorphisms in line with Propo-
sition 3.10 for the D(G) case, but this requires more proof. For example, this fol-

lows if F̃φξ ∣vac⟩ = 0 implies that φ = 0, which is expected to follow from unitarity

properties with respect to a ∗-structure. Likewise, it is expected that Lξ(s0, s1) is
independent of ξ at least in the H semisimple case and characterised in terms of
A(t),B(t) in the manner that was done in Proposition 3.10.

5. Concluding remarks

We have given a self-contained treatment of the Kitaev model for a finite groupG,
focussed on the quasiparticle content and ribbon equivariance properties expressed
in terms of the quantum double D(G). This was largely avoided in works such as
[21, 8], while [7] starts to take a quantum double view, and we built on this. As
well as a systematic treatment of the core of the theory, we have then demonstrated
how quasiparticles could be created and manipulated in practice, with details in the
case of D(S3) of the construction of logical operations and gates. We also showed
the existence of a ‘Bell state’ that exists in the ribbon space L(s0, s1) created by
ribbon operations for an open ribbon between s0, s1 and which can be used to
teleport quasiparticle information between the endpoints. We also illustrated these
ideas for the toric case of D(Zn).

Beyond this practical side, we also looked closely as the obstruction to generalis-
ing such models to the ‘quantum case’ where the group algebra CG is replaced by a
finite-dimensional Hopf algebra H. That this works when S2 = id (e.g. the Hopf al-
gebra is semisimple and we work over a field of characteristic zero such as C) is well
known as are its link to topological invariants [4, 30, 18] such as the Turaev-Viro
invariant and the Kuperberg invariant[23]. As far as we can tell, ribbon operators
at this level have not been studied very explicitly, athough contained in principle in
[30] as part of a theory of ‘holonomy’, following the work of [10] for the site oper-
ations. As well as our own work we have noted [11]. We provided a self-contained
treatment of the core properties in the S2 = id case but we could also see by giving
direct proofs what is involved in the general case. We found that site operation
work perfectly well but we must use S−1 in certain key places. To be concrete, we
put this on the vertex side but this complication can be put in different places lead-
ing in fact to a set of possible site operations all forming representations of D(H).
Dual triangle and ribbon equivariance properties then become more complicated
with −L needed in some places for good behaviour with respect to the initial site
action s0. We also noted that the Peter-Weyl decomposition whereby D(H) is a
direct sum of endomorphism spaces for the irreps holds when S2 = id. More gener-
ally, one will have some blocks associated to irreps but these will not be the whole
story. Hence our ideas on ribbon teleportation will be more complicated in general.
Likewise, the actions of the integrals A(v, p) and B(v, p) are no longer projectors
in the nonsemisimple case, but square to zero, which considerably changes how the
physics should be approached and requires further work. It will also be necessary
to look at ∗-structures needed to formulate unitarity at this level, possibly using
the notion of flip Hopf ∗-algebras as recently initiated for ZX calculus in [29].

Nevertheless, there are good reasons to persist with the general case, namely
in order to link up with 2+1 quantum gravity and the Turaev-Viro invariant of
3-manifolds in a graph version. In quantum gravity, the relevant 3-manifold would
be R × Σ where R is time and Σ is a surface with marked points, but we would
make a discrete approximation of the latter by a (ciliated, ribbon) graph, or in
the simplest case a square lattice as here. Since the Turaev-Viro invariant is based
on D(uq(sl2)), the goal would be to have a more Kitaev model point of view in
contrast to current Hamiltonian constructions[2]. Going the other way, it would
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be interesting to try to regard the D(S3) model as leading to a baby version of
quantum gravity in the context of discrete noncommutative geometry[28].

Another longer term motivation for the current work is the need for some kind
of compiler or ‘functor’ from surface code models such as the Kitaev one to ZX-
calculus[12] as more widely used in quantum computing. The Z,X here are Fourier
dual and it would be useful to understand even in the toric case of D(Zn) ≅ CZ2

n

how the surface code theory relates to ZX calculus based on CZn as a quasispecial
Frobenius algebra. There are current ideas about this but they appear to require a
notion of boundary defects. This and the notion of condensates will both need to be
studied more systematically by the methods in the present work, building on current
literature such as [7]. We also note that in topology, the Jones invariant and its
underlying Chern-Simons theory are based on the quantum group uq(sl2) and such
invariants are related via surgery on the knot to the Turaev-Viro invariant based on
D(uq(sl2)), suggesting the possibility of a general link between D(H) surface code
theory and ZX calculus on H. The latter on general Hopf algebras and braided-
Hopf algebras was recently studied in [13, 29]. These are some directions for further
work.

Appendix A. The vacuum space of D(G) models

This appendix finds expressions for an orthogonal basis of Hvac in the D(G)
models, following [14]. This is included for completeness in order to have a self-
contained account of the theory. Let g ∶= ⊗l∈E gl be the state in H with a group
element gl viewed in CG at each edge. Let γ be an oriented path in the lattice.
Now, define

γ(g) ∶=∏
l∈γ

(gl)ε

where ε = 1 if the path orientation agrees with the lattice orientation, and −1
otherwise. For example, given a segment of the lattice segment with an oriented
path γ,

g3

g1 g2

g4 g5

g11 g12

g6 g7

g8 g9 g10

we would have γ(g) ∶= (g12)−1g9(g6)−1g3g1. (We choose arrow composition to
be this way round, rather than γ(g) ∶= g1g3(g6)−1g9(g12)−1, as it is convenient for
the proof of Theorem A.2 below.)

Observe that for B(p) at a given face p, the condition B(p)g = g is equivalent to
∂p(g) = e, where ∂p is the boundary of p interpreted as a clockwise-oriented path,
and e is the identity element of G. Note that the choice of basepoint of this path
is immaterial, as the product is still e under cyclic rotations. Now, consider two
adjacent boundaries ∂p1 (red) and ∂p2 (cyan) such that ∂p1(g) = ∂p2(g) = e. Then
∂p1,2(g) = ∂p1(g)∂p2(g) = e for the boundary of the combined face,

=p1 p2 p1 p2

It follows that the subspace {ψ ∣ B(p)ψ = ψ for all p} is spanned by the following
set:

S = {g ∣ ∂p(g) = e for all p} = {g ∣ γ(g) = e for all contractible closed γ}.



QUANTUM DOUBLE ASPECTS OF SURFACE CODE MODELS 49

Clearly, S is invariant under change of orientation of γ. Next, we define an equiv-
alence relation on S. We say that g ∼ g′ if g′ = ⊗v∈V hv▷vg for some collecton
{hv ∈ G}. In other words, there is some sequence of vertex operators that takes g
to g′. The set of equivalence classes is [S], and a given class is called [g]. Define

κ[g] ∶= ∑
g′∈[g]

g′ ∈H

For any two tensor products states g = ⊗l∈E gl and g′ = ⊗l∈E g′l in H, define the
inner product (g, g′) =∏l∈E δgl,g′l .

Lemma A.1. {κ[g] ∣ [g] ∈ [S]} forms an orthogonal basis of Hvac.

Proof. Clearly, h▷κ[g] = κ[g]. Therefore, κ[g] = A(v)κ[g],∀v ∈ V and we also know
that κ[g] = B(p)κ[g],∀p ∈ P , so κ[g] ∈Hvac. In addition, for any two κ[g] and κ[g′],
either κ[g] = κ[g′] or they have no overlapping terms, by definition of the equivalence
relation. Therefore, (κ[g], κ[g′]) = ∣[g]∣δ[g],[g′], where ∣[g]∣ is the cardinality of [g].
Thus all κ[g] are orthogonal.

Next we prove that κ[g] span Hvac. For any state ψ ∈Hvac, write ψ = ∑g∈S αgg,

where g = ⊗l∈E gl. Now, choose a vertex v. We know that h▷vψ = ψ, ∀h ∈ G.
Given some g, consider the set of states {g′} such that g′ agrees with g everywhere

except at v, where g′ = h′▷vg for some h
′ ∈ G. For any such g′, h▷vg

′ ∈ {g′}, so
by definition h▷v permutes through the set. Therefore, as all g are orthogonal and
h▷v∑g∈S αgg = ∑g∈S αgg, each element in {g′} must appear with the same weight.
Repeating for all vertices, it is clear that ψ = ∑[g]∈[S] β[g]κ[g], for some coefficients

{β[g]}, and hence that {κ[g] ∣ [g] ∈ [S]} spans Hvac. �

Theorem A.2. [14] Let Σ be a closed, orientable surface. Then

dim(Hvac) = ∣Hom(π1(Σ),G)/G∣.
where the G-action on any φ ∈ Hom(π1(Σ),G) is φ↦ {hφh−1 ∣ h ∈ G}.

Proof. We define an equivalence relation between closed, but not necessarily con-

tractible, paths acting on the ground state, by γ ∼ γ′ if γ = γ′∏p∈I ∂p, for some
set of faces I ⊆ P . Denoting the set of all closed paths K, the equivalence relation
defines a homotopy class of Σ. By taking the obvious group composition we identify
[K], the set of equivalence classes, with π1(Σ). We now define a map

Θ ∶ S → Hom(π1(Σ),G), Θ(g)([γ]) ∶= γ(g),
where γ is any closed path in [γ]. The choice of γ is immaterial, as ∂p(g) = e,∀p ∈ P .
For any g ∈ S, let [γ]0 be the class of contractible, closed paths, i.e. the identity of
π1(Σ). By definition, γ0(g) = e ∈ G, for any γ0 ∈ [γ]0. Now, again for any g ∈ S,
let [γ]a and [γ]b be two classes of closed paths. Let γa(g) = ga and γb(g) = gb.
Observe that (γa ○ γb)(g) = gagb. Therefore the image of Θ is indeed in the set
Hom(π1(Σ),G) of group homomorphisms.

Next, we show that Θ is surjective. For any group homomorphism φ ∶ π1(Σ)→ G,
consider a maximum spanning tree T on Σ, with root r. By definition, T has
m ∶= ∣V ∣−1 edges. For any edge ε outwith the tree, let uε and vε be the end vertices
of ε. uε and vε are in T . There is now a unique path γu through T from r to uε
and γv from r to vε. Therefore, we may define a closed path:

γε = γu ○ ε ○ γ−1v
where γ−1v is the reverse path of γv. By construction of T , the group element ε(g)
associated to ε is uniquely fixed by the group elements γu(g) and γv(g). Conversely,
given edge ε each group element ε(g) may be acquired by ∣G∣m choices of group
elements for edges in T . Applying the same logic for any edge outwith T , Θ is
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therefore a ∣G∣m-to-1 map. This is invariant under choice of root r and maximum
spanning tree T .

The proof is now completed by setting up a bijection between [S] and orbits
of Hom(π1(Σ),G) under the G-action. By definition, any closed path through
a given vertex v ≠ r will have exactly one incoming arrow and one outgoing ar-
row. The product along this path is invariant under h▷v, so Θ(g) = Θ(h▷vg).
However, Θ(h▷rg) = hΘ(g)h−1, as r is the endpoint of the path. Therefore, the
preimage of any φ ∈ Hom(π1(Σ),G) is exactly the set of elements of S which
agree on edges adjacent to r, but are just related by some family hv▷v at other
vertices. Additionally, if Θ(g) = φ, then Θ([g]) = G▷φ = {hφh−1 ∣ h ∈ G}. There-
fore, [S] ≅ Hom(π1(Σ),G)/G, where the G-action is conjugacy as above. Using
Lemma A.1, dim(Hvac) = ∣Hom(π1(Σ),G)/G∣. �

Appendix B. Proof of part (2) of Proposition 3.10

That ∣ψh,g⟩ ∈ L(s0, s1) follows from the commutation relations with operators at
sites t ≠ s0, s1 in Lemma 3.8. In this Appendix, we show these states span L(s0, s1).
Note that there is a stronger claim in [8, Prop 7] for their ‘ribbon algebra’ Fρ but we
have not been able to reproduce the proof there at a number of points, specifically
(B58), (B59), (B62) and (B63) appear to assume that certain projectors are right-
cancellable, which in general is not possible.

Our proof by induction will involve 3 series of cases: (i) the base cases, when
s0 and s1 are separated only be a single edge (direct or dual); (ii) the case when
s0, s1 are distance 2 away, i.e. the smallest ribbon connecting them has exactly 2
triangle operatorions; (iii) distance 3 or greater.

(i) The two base cases occur when s0 and s1 are adjacent, so the minimal ribbon
ξ required is of length 1, either a direct or dual triangle. We start with a direct
triangle, for example

s0 s1

g1
p2

where s0 = (v0, p0) and s1 = (v1, p0). Consider a state ∣Ψ⟩ ∈ L(s0, s1) and all
operators O on L(s0, s1) such that O∣vac⟩ = ∣Ψ⟩. Since the conditions on ∣Ψ⟩ away
from the end sites are the same as for a vacuum, we can assume that O acts trivially
on ∣vac⟩ around all vertices v ∉ {v0, v1} and p ≠ p0 and hence that O can be chosen
to act only on the edge shared by (v0, p0) and (v1, p0), which has state g1 as in the
diagram. A fuller explanation requires arguments similar to those for the vacuum
in Appendix A.

Note next that End(CG)≅C(G)>◁CG≅CG▷<C(G), which is to say any operator
acting on g1 ∈ CG is a sum of terms factorising as CG acting by multiplication (one
can fix the side to be from the left or the right) and C(G) acting by evaluation
against the coproduct, the second of these being the action of a direct triangle
operator. But any contributions from a nontrivial part of CG in O will cease to
satisfy B(p2)O∣vac⟩ = O∣vac⟩ from the conditions for L(s0, s1), so O ∈ C(G) acts like
a direct triangle operator. Hence {T gξ ∣vac⟩ ∣ g ∈ G} span L(s0, s1), and T gξ = F e,gξ ,

(or any h in place of e) so L(s0, s1) is spanned by {ψe,g ∣g ∈ G}, and therefore also
by {ψh,g ∣h, g ∈ G}.
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For the dual-triangle, we similarly consider

s0 s1
g2

v2

Now, ∣Ψ⟩ can be characterised by an operator O which acts only on g2 and similarly
factorises as CG and C(G) acting as before, where the first is the action of a dual
triangle operator. But any contributions from a nontrivial part of C(G) in O will
cease to satisfy A(v2)O∣vac⟩ = O∣vac⟩, so O ∈ CG acts like a dual triangle operator.

Hence {Lghξ∣vac⟩ ∣ h ∈ G} span L(s0, s1), and Lhξ = Fh,eξ , so L(s0, s1) is spanned

by {ψh,e ∣h ∈ G}, and therefore also by {ψh,g ∣h, g ∈ G}. This concludes the base
cases.

(ii) There are four distance 2 cases, which can all be calculated. If s0, s1 occupy
positions as in

s0 s1
g1

g2

where the smallest ribbon has 1 direct and 1 dual triangle such that ξ = τ ○ τ∗,
then by the same arguments as above ∣Ψ⟩ ∈ L(s0, s1) can be characterised by an
operator O such that ∣Ψ⟩ = O∣vac⟩, where O acts only on the edges g1, g2, and we
can see by considering A(v) and B(p) acting at v and p adjacent to g1, g2 that

O must be a sum of terms T gτ ○ Lhτ∗ . We can then set Fh,gτ2○τ1 = T gτ2 ○ L
h
τ1 . That

{Fh,gτ○τ∗ ∣vac⟩ ∣ h, g ∈ G} spans L(s0, s1) is then immediate. The same argument
applies if ξ = τ∗ ○ τ instead, but the other way round.

If the smallest ribbon is instead 2 direct triangles, for example

s0

s1

v3

then consider T g
2

τ2 ○T
g1

τ1 ∣vac⟩, for any g1, g2 ∈ G, T g
2

τ2 ○T
g1

τ1 ∣vac⟩ ∈ L(s0, s1) iff g1 = g2,
by considering commutation with A(v3). The same applies for different orienta-
tions, and the same argument for dual triangles. For example

s0
p3

s1

with h1 = h2 by considering B(p3). That {Fh,gτ2○τ1 ∣ h, g ∈ G} spans L(s0, s1) is then
immediate, where either the first or second variable is surplus respectively.

(iii) For any s0, s1 which are distance 3 or further, we follow similar arguments
but with an extended set of chosen edges which characterise the state ∣Ψ⟩ along a
chosen ribbon ξ between s0 and s1. Outside of this ribbon, the operator O used
to characterise ∣Ψ⟩ must act trivially. Unlike the previous cases, it must also act
trivially at at least one site inside the ribbon too, and we use this to calculate the
states.
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The last triangle in the ribbon ξ must be either direct or dual, so we cover a
similar splitting of cases into direct and dual as in (i). First we consider the direct
non-adjacent case, ξ = τ ○ ξ′, for example

s0

s2 s1

v

τ

ξ′

Assume that L(s0, s2) is spanned by {Fh,gξ′ ∣vac⟩} and observe that L(s0, s1) is

a subspace of the space spanned by {T g′τ ○ Fh,gξ′ ∣vac⟩ ∣ g′, g, h ∈ G} or {F e,g′τ ○
Fh,gξ′ ∣vac⟩ ∣ g′, g, h ∈ G}. Specifically, L(s0, s1) is the subspace where A(v) acts as

the identity for v at the site connecting ξ′ and τ . Hence, for any O∣vac⟩ ∈ L(s0, s1),

O∣vac⟩ = 1

∣G∣ ∑h′∈G
h′▷vO∣vac⟩

which we apply to O = F e,g′τ ○ Fh,gξ′ ,

F e,g
′

τ ○Fh,gξ′ ∣vac⟩ = 1

∣G∣ ∑h′∈G
h′▷vF

e,g′
τ ○ Fh,gξ′ ∣vac⟩ = 1

∣G∣ ∑h′∈G
F e,h

′g′
τ ○ Fh,gh

′−1

ξ′ ∣vac⟩

= 1

∣G∣ ∑f∈G
F e,f

−1gg′
τ ○ Fh,fξ′ ∣vac⟩ = ∑

f∈G

F f
−1hf,f−1gg′

τ ○ Fh,fξ′ ∣vac⟩ = Fh,gg
′

ξ ∣vac⟩

after a change of variables to f = gh′−1 and then using that F a,bτ is independent of a
for a direct triangle operator. This allows us to recognise Fξ using (15). Denoting

gg′ as g, it follows that L(s0, s1) is spanned by {Fh,gξ ∣vac⟩ ∣ h, g ∈ G} as required.

A similar argument applies for the dual distance 3 case, ξ = τ∗ ○ ξ′. Given for
example

s0

s1

s2p

ξ′

τ∗

we have this time L(s0, s1) is a subspace of the space spanned by {Lh′τ∗○F
h,g
ξ′ ∣vac⟩ ∣ g, h′, h ∈

G} and such that B(p) = δe▷s2 acts as the identity, where p is the face connecting
ξ′ and τ∗ so that p ∈ s2. Then

Lh
′
τ∗ ○ Fh,gξ′ ∣vac⟩ = δe▷s2L

h′
τ∗ ○ Fh,gξ′ ∣vac⟩ = Lh

′
τ∗δh′−1▷ ○ Fh,gξ′ ∣vac⟩

= Lh
′
τ∗ ○ Fh,gξ′ δh′−1g−1hg▷s2 ∣vac⟩

which only holds if h′ = g−1hg, so for elements of L(s0, s1) we need only consider

Lg
−1hg
τ∗ ○ Fh,gξ′ ∣vac⟩ = F g

−1hg,e
τ∗ ○ Fh,gξ′ ∣vac⟩ =∑

f

δf,gF
f−1hf,e
τ∗ ○ Fh,gξ′ ∣vac⟩

=∑
f

F f
−1hf,f−1g

τ∗ ○ Fh,gξ′ ∣vac⟩ = Fh,gξ ∣vac⟩

on noting that F f
−1hf,f−1g

τ∗ = δe,f−1gF
f−1hf,e
τ∗ and using (15). Thus, L(s0, s1) is

spanned by {Fh,gξ ∣vac⟩ ∣ h, g ∈ G} as required.
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Appendix C. Universal Quantum Computation with D(S3)
Here, we outline and comment on further aspects of the logical qubit within

D(S3) in [35]. First, we describe a Z-basis measurement on the logical qubit.
It is claimed in [9, 24] that there exist ‘transport’ operations Mτ

ξ which move τ
quasiparticles along the lattice deterministically. In particular, these should exist
such that

Mτ
−ξ′W

τ
ξ ∣vac⟩ =W τ

ξ′○ξ ∣vac⟩
for all composeable open ribbons ξ, ξ′. It is beyond our scope to construct Mτ

−ξ′

here, but assuming it exists, it is a linear combination of chargeon ribbons, and
therefore satisfies (17). Taking −ξ to be a ribbon that completes ξ to a closed
contractible ribbon, we have

Mτ
−ξW

τ
ξ ∣vac⟩ =W τ

(−ξ)○ξ ∣vac⟩ = ∣vac⟩
Hence, referring to ξ, ξ′, ξ′′ in Section 3.5, we have that applying Mτ

−ξM
τ
−ξ′ to

∣0L⟩ and measuring the projector Pe,1 at any si will always yield ∣vac⟩. On the
other hand, if we begin with ∣1L⟩, we have

Mτ
−ξM

τ
−ξ′ ∣1L⟩ =Mτ

−ξM
τ
−ξ′W

σ
ξ′′W

τ
ξ′W

τ
ξ ∣vac⟩

=Wσ
ξ′′M

τ
−ξM

τ
−ξ′W

τ
ξ′W

τ
ξ ∣vac⟩

=Wσ
ξ′′ ∣vac⟩

by (17), and so applying Pe,1 at s0, s1 will return 0. The operation Mτ
−ξM

τ
−ξ′ fol-

lowed by measuring Pe,1▷s0 , say, therefore constitutes a destructive Z-basis mea-
surement on the logical qubit: it tells us whether the qubit was in state ∣0L⟩ or
∣1L⟩, but at the cost of taking us out of the degenerate subspace.

Now consider two distant groups of 4 τ quasiparticles labelled a, b:

s2 s3 s6 s7

s0 s1 s4 s5

⋯

a b

where group a is as before and group b is a parallel copy with parallel notation.
Entanglement between a, b is achieved with the gate

Ka,b ∶=
1

2
(ida ⊗ idb +Xa ⊗ idb + ida ⊗Xb −Xa ⊗Xb)

where Xa,Xb are the logical operators on the respective qubits. Ka,b has the
following representations as a quantum circuit and a ZX-diagram respectively:

H

H H

H

b

a

b

a

In terms of ribbon operators, this is:

Ka,b =
1

2
(ida ⊗ idb +Wσ

ξ′′a
⊗ idb + ida ⊗Wσ

ξ′′
b
−Wσ

ξ′′a
⊗Wσ

ξ′′
b
)

by straighforward substitution. Note that, while Ka,b is an entangling operation
between the two logical qubits, it only acts along ribbons ξ′′a , ξ

′′

b , and doesn’t require
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ribbons between the two qubits, and must rely on the large entangled state on the
lattice to transmit information. As Ka,b requires only the ribbons ξ′′a , ξ

′′

b , it keeps
the state within the combined degenerate subspace where there are τ quasiparticles
at all sites s0, s1,⋯, s7.

A logical Hadamard can be performed non-deterministically on qubit a using an
ancillary qubit. We initialise the ancilla with ∣0b⟩, apply Ka,b and then perform a
Z-basis measurement on qubit a. This teleports the state ∣ψ⟩ on qubit a to Hb∣ψ⟩
on qubit b, with a possible additional Zb factor depending on the measurement out-
come. This is obvious from a short calculation with the ZX-calculus [12]. Consider
branch 1, where the measurement results in ⟨0a∣:

b

a

=

a

b

and branch 2, where the measurement gives ⟨1a∣:

b

a

=

a

b

π

π

If we reach branch 2, the process is repeated until the Hadamard alone is imple-
mented (this is quite inefficient).

Equipped with the logical Hadamard and X rotations, we can reach anywhere
on the Bloch sphere, and the addition of the entangling gate Ka,b allows the im-
plementation of any unitary [31, Sec 4.5.2]. We note that several other schemes
for universal computation using representations of D(S3) have been described in
[15], although the formulation is categorical rather than in terms of the quantum
double on a lattice. We do not know whether these categorical schemes can be
implemented on the lattice.

Data availability statement

Data sharing is not applicable to this article as no new data were created or
analysed in this study.
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