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ABSTRACT Malware variants are the major emerging threats that face cybersecurity due to the potential
damage to computer systems. Many solutions have been proposed for detecting malware variants. However,
accurate detection is challenging due to the constantly evolving nature of the malware variants that cause
concept drift. Existing malware detection solutions assume that the mapping learned from historical malware
features will be valid for new and future malware. The relationship between input features and the class label
has been considered stationary, which doesn’t hold for the ever-evolving nature ofmalware variants.Malware
features change dynamically due to code obfuscations, mutations, and the modification made by malware
authors to change the features’ distribution and thus evade the detection rendering the detection model
obsolete and ineffective. This study presents an Adaptive behavioral-based Incremental Batch Learning
Malware Variants Detection model using concept drift detection and sequential deep learning (AIBL-MVD)
to accommodate the new malware variants. Malware behaviors were extracted using dynamic analysis
by running the malware files in a sandbox environment and collecting their Application Programming
Interface (API) traces. According to the malware first-time appearance, the malware samples were sorted
to capture the malware variants’ change characteristics. The base classifier was then trained based on a
subset of historical malware samples using a sequential deep learning model. The new malware samples
were mixed with a subset of old data and gradually introduced to the learning model in an adaptive batch
size incremental learning manner to address the catastrophic forgetting dilemma of incremental learning.
The statistical process control technique has been used to detect the concept drift as an indication for
incrementally updating themodel as well as reducing the frequency of model updates. Results from extensive
experiments show that the proposedmodel is superior in terms of detection rate and efficiency compared with
the static model, periodic retraining approaches, and the fixed batch size incremental learning approach. The
model maintains an average of 99.41% detection accuracy of new and variants malware with a low updating
frequency of 1.35 times per month.

INDEX TERMS Malware variant detection, adaptive incremental batch learning, concept drift detection,
deep learning, statistical process control.
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I. INTRODUCTION
Recently, malware threats have been dramatically increased
due to the increasing of internet users, the proliferation of
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malware creation tools, and the use of obfuscation techniques
by malware authors [1], [2]. Malware is a general term that
refers to malicious software or any unwanted software which
is design to gain unauthorized access, manipulate computer
content, violate privacy, steal valuable information, and/or
disrupt normal operation [1]–[4]. Malware can be found in
many types such as viruses, worms, botnet, backdoors, trojan
horses, ransomware, rootkit among many other families [3].
Each type of malware attacks and functions differently. The
consequence of malware also varies according to the type of
malware, type of the infected target, and the purpose of the
attacks [4], [5].

Malware attacks are spreading exponentially in volume,
complexity, and severity. In terms of volume, recently, mal-
ware proliferated to huge figures due to the availability of
public hacking tools and the presence of some enabling ser-
vices such as Malware-as-a-Service (MaaS). These services
make it easy for even novice attackers such as script kiddies to
develop and spread malware over the internet [6]. According
to the AV report [7], 350,000 malware are detected every day,
7 million malware attacks were reported in 2019, and the total
number of malware worldwide will exceed 1.13 billion by
the end of 2020. Most of the malware files are propagated
through the internet and most of the new malware is malware
variants [1], [8], [9].Malware authors increase the complexity
of the previous malware files and generate new variants to
evade detection. Many malware variants are generated using
sophisticated tools including code-reuse techniques, artifi-
cial intelligent-based tools, obfuscation techniques, encryp-
tion, and packing among many others are used by malware
authors to hide the malicious characteristics of the malware
and make the analysis difficult [9], [10]. Malware variants
are ranked as the major emerging threat faced by internet
security [11]. Therefore, detecting malware variants is crucial
to safeguards cyberspace users and reduce the number of
victims of cyber-attacks [5].

Malware analysis can be performed using either a static or
dynamic analysis approach. In static analysis, the malware
features are extracted from the portable executable file (e.g.,
EXE or DLL file in the Windows operating system) without
executing themalware file. However, static analysis is vulner-
able to code obfuscation, packing, and malware authors. That
is, malware authors use obfuscation and packing techniques,
or more advanced approaches such as polymorphism or
metamorphism to generate malware variants to evade detec-
tion [12]. Meanwhile, in dynamic malware analysis, behav-
ioral features are extracted by executing the malware and
monitoring its interaction with the computer system. Unlike
the limitation of static analysis in the detection of obfuscated
malware and malware variants, in the case of dynamic mal-
ware analysis, it is difficult for the malware author to hide
the actual malicious intent of the malware variant. That is,
the newly emerging malware variants still have the same
malicious behavior as the original malware [1]. Accordingly,
many researchers use a dynamic analysis approach to
extract the behavioral characteristics of the malware

variants [9], [10], [12]–[14]. Some researchers [14] combine
the features extracted from both static and dynamic analysis
to complement each other’s limitations. More specifically,
to identify the malware that exploits the vulnerability of the
dynamic analysis environment against anti-malware analyst
techniques.

Two approaches have been used to detect malware files
in the literature, namely, signature-based and behavioral-
based [39]. Signature-based detection aims at detecting mal-
ware files by matching the file signature (hash value) of
the subject malware file with one stored in the malware
hash database. Although such an approach can thwart many
malware files, it is ineffective for new malware variants
or zero-day attack types. These methods change the binary
of the malware, and thus its hash, but leave its behavior
unmodified. Behavioral-based malware detection has been
extensively studied in the literature [13], [15]. Machine
learning techniques were used to train a model based on
features collected from dynamic analysis. Although such
approaches show their effectiveness in detecting malware
variants comparing with the static analysis-based features,
existing behavioral-based solutions suffer from two main
limitations. First, it needs domain experts and feature engi-
neering expertise for extraction and selection of the signif-
icant features which is time-consuming and the extracted
features may not perfect due to the limitation of human
capabilities and the ever-changing malware variants nature.
The deep learning approach, which has become the recent
trend for constructing malware detection models, can extract
the features automatically and more effectively than the
human crafted-based features if enough data were introduced
to the model for learning [1]. Second, existing machine
learning-based approaches including deep learning assume a
static relationship between the input features and the output
class. That is, the mapping between the input and output is
considered stationary which does not hold for the evolved
nature of malware andmalware variants. The detectionmodel
becomes obsolete and the weights of the features drifted grad-
uallywith themalware variants and suddenly driftedwith new
types of malware. Such a problem renders existing solutions
that were developed for malware detection ineffective for
detecting future malware and malware variants.

Some existing approaches suggested overcoming such a
problem by retraining the model from scratch once new
malware samples are introduced. However, such an updating
method has two main limitations. With the huge amount
of malware files research is needed to identify when such
a model should be retrained. Late training left the system
vulnerable to new attacks while early retraining is inefficient
way due to the enormous amounts of malware files scanned
every day. Thus, existing malware detection solutions are
ineffective to detect malware variants due to the inconsid-
eration of the concept drift caused by the malware variants.
Therefore, an effective and efficient updating strategy of the
malware detection model is needed to improve detection
performance.
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To this end, this study proposes an Adaptive Behavioral-
Based Incremental Batch Learning Malware Variants Detec-
tion Model using Concept Drift Detection and Sequential
Deep Learning (AIBL-MVD). The proposed model contin-
uously monitors the concept drift and accordingly is updated
using a dynamic batch-size buffer containing behavioral fea-
tures extracted from the API calls sequence. The model is
updated when the concept drifts only to avoid unnecessary
updates that increase the model complexity and affect the
detection performance.

Our work makes the following original contributions:

1) An adaptive batch window size incremental deep
learning model has been designed and developed for
detecting malware variants. The detection model is
incrementally updated based on concept drift detection
and API traces extracted from both new and old mal-
ware samples to avoid the forgetting behavior of the
new model.

2) An approach based on the sequential deep learning
model is proposed to extract the representative hidden
features automatically according to a given malware
variant API’s sequence. Sequential deep learning can
effectively learn to recognize the behavioral patterns of
the malware samples.

3) A concept drift technique has been designed and devel-
oped using the statistical process control method to
monitor and detect the concept drift utilizing the clas-
sification error rate. That is, once concept drift is
detected, the model adapts to the change by perform-
ing incremental learning without forgetting its existing
knowledge.

4) Extensive experiments were conducted to evaluate and
validate the proposed model. The results show that
the proposed model achieves an average of 99.41%
detection accuracy and a lower updating frequency
of 1.35 times per month.

The rest of the paper is organized as follows. The
related work is presented in Section II. The proposed adap-
tive behavioral-based malware variants detection model is
described in Section III. The experimental setup is described
in Section IV. Section V presents the results and discussion.
Section VI concludes this study.

II. RELATED WORK
The fight against malware seems to be a never-ending and
cyclical arms race: as security analysts and researchers
improve their defenses, malware developers continue to inno-
vate, find new infection vectors and enhance their obfus-
cation and anti-malware analysis techniques [2]. There are
two approaches to analyze the malware samples in the lit-
erature: static or dynamic. In the static approach, the mal-
ware features are extracted from the physical structure of the
malware files such as the format of the malware binary file
such as the portable executable file (or EXE files and DLL
files in Microsoft Windows platforms). Examples of static

features that are extracted from malware samples include
the operation codes [11], the imports [16], the strings [17],
function call graph [18] among many others. Although
statistical-based features play important role in identifying
malware, such features are ineffective for detecting malware
variants where the malware authors use obfuscation tech-
niques to evade detection.

Dynamic analysis, on the other hand, focuses on extract-
ing the behavioral features. The analysis is conducted while
the malware is running and its behavior is recorded. Many
researchers argue that dynamic malware analysis is more
effective than static analysis for detecting malware variants.
The idea is that malware authors can use polymorphic and
metamorphic techniques to mutate the code of the malware
samples to circumvent the detection yet the malicious behav-
ior is difficult to hide. That is, the original functionality
of the malware is intact. Accordingly, dynamic analysis is
the typical approach for malware variants detection. A wide
range of features can be extracted from dynamic analysis
including API call sequence [16], [19], network-based behav-
ior [20], [21], file access control behavior [22], memory struc-
ture [23], CPU registers values [24], and Windows registry
keys [25].

In both dynamic and static analysis, malware analysts use
the extracted features to construct an automated solution
to identify malicious software. Many techniques have been
used for constructing malware classifiers such as machine
learning, statistical and rule-based techniques [2], [6], [23].
Machine learning techniques were the most widely used in
the literature. Two approaches were commonly used in the
literature to construct the detection model: signature-based
or behavioral-based. In the signature-based approach, a
signature is created for each malware file using crypto-
graphic algorithms such as hashing programs such as the
Message-Digest Algorithm 5 (MD5) and the Secure Hash
Algorithm 1 (SHA-1). The detection is performed by match-
ing the known signature or hash of malware files with
the hash of the new programs. Traditional anti-virus pro-
grams maintain a database that contains signatures of all
known malware. The signature-based approach is suitable
for detecting known malware but it is ineffective for new
malware or malware variants. Some researchers construct
even more advanced signatures that can be generalized for a
group of malware. That is, utilizing features extracted from
static analysis, a common attack pattern or attack signa-
ture is extracted to identify a group of malware that have
similar characteristics. Such an approach is more effective
and efficient than the single signature; however, it also fails
to identify the new attacks and malware variants. In the
behavioral-based detection approach, both static and dynamic
features were used to construct a model that can distinguish
between benign and malicious programs, however, the model
constructed using dynamic analysis is more effective for
detecting malware variants due to the difficulties of hiding
malicious behavior of the malicious program in dynamic
analysis.

97182 VOLUME 9, 2021



A. A. Darem et al.: Adaptive Behavioral-Based Incremental Batch Learning Malware Variants Detection Model

Al-rimy, et al. [4] introduced an incremental bagging
method to reflect the progression of the malware files in the
early stages of their execution. Then, the most informative
features for each subspace were selected to build a pool of
base classifiers. Finally, the detection of malware was con-
ducted using a majority voting strategy. This method shows
its effectiveness in the detection of ransomware samples
in their early stages. However, the training was conducted
offline where the unknown malware and malware variants
were not considered. Lee, et al. [26] used the batch learning
method to update a malware classifier constructed using the
Support Virtual Machine (SVM) technique. However, it is not
clear how and when the model was constructed, trained, and
updated. Nevertheless, retrain the model from scratch is the
main drawback of their work.

Concept drift handling was intensively studied in the lit-
erature in many fields including and not limited to fraud
detection, anomaly detection, spam detection; however, sur-
prisingly, the impact of such a problem has not yet been
investigated in depth in the malware analysis field. Mal-
ware authors continuously try to drift the concept to evade
detection by creating malware variants. Singh, et al. [27]
propose a technique for tracking concept drifts using static
features and variable sliding windows. The cosine similarity
was used to measure the temporal change of summarized fea-
tures extracted from sample source codes. These summarized
features were called meta-features which include the n-gram
unique terms and the terms with the highest frequency. The
samples were ordered based on their timestamps to reflect the
temporal change in the feature’s changes. The idea was that
the similarity will degrade over time. However, the proposed
technique has three main drawbacks. First, the study consid-
ered static features only which is subject to obfuscation by
malware authors. That is, the actual malware features may
not be extracted. Besides, the study was focused on particular
malware families where malware families are evolving and
new families occur. Second, no online training was proposed.
All the studied classifiers were constructed offline. Third,
the study is limited to three types of malware families which
may not be generalizable to other families.

An ensemble learning-basedmalwaremitigation algorithm
was proposed byWang, et al. [28] to demonstrate the concept
drift problem in malware analysis. The statistical p-value was
introduced which combines the vertical life-cycle algorithm
with the horizontal traffic similarity algorithm for correla-
tion learning and gradual concept drift detection. However,
the study focuses on extracting trends of single concept drift
in a particular malware attack whichmay not be generalizable
for other types of malware. Also, the detection model was
constructed using offline training, thus no model update was
considered once a drift is detected.

A two-tier architecture malware detection was proposed by
Yan, et al. [29] in which an incremental learning method was
devised to update the model online. The model consists of
two layers one for premilitary detection using a random forest
algorithm and the second layer for enhancing the detection by

training a classifier based on a dataset constructed from the
wrongly classified samples or the samples with low detection
confidence in the first layer. A random forest algorithm was
also used for training in the second layer. The model is
updated by retraining the two layers from scratch utilizing the
new samples and the final model is constructed by combining
the decision trees that achieve high classification accuracy.
There are two main shortcomings of this model as follows.
The power of diversity in that random forest may be violated
when some trees that have important features are deleted dur-
ing the updating phase. In most cases, the malware datasets
are imbalanced thus the trees which contain the minority
may be deleted which may cause a catastrophic forgetting
problem. Also, the update is conducted using batch training
where the time of updating will last a long time, meaning
the model will not be updated for a long time. Moreover,
the model is blindly updated without detecting the concept
drift which is unnecessary and may degrade the detection
accuracy.

Dai, et al. [30] proposed malware detection based on
ensemble learning. Multiple features were used to construct
the ensemble model. API call sequences were combined with
hardware features extracted from the performance counter
and memory dump. The random forest algorithm was inte-
grated with the multilayer perceptron to train the proposed
model. Although this model shows its advantage compared
to the other tested models, the dynamic change in malware
variants features has not been considered as the model will
become absolute over time. Table 1 depicts the drawbacks of
the existing related work.

To sum up, most of the existing malware detection models
were constructed based on statistical estimation with the
underlying assumption of a stationary population of the mal-
ware data. The relation mapping between input features and
the class label was always assumed static which does not
hold for malware samples. Themalware authors continuously
change their malware structures to evade detection which ren-
ders the malware population nonstationary i.e., changes over
time. The nonstationary population is called concept drift
in machine learning [31]. Therefore, the mapping between
inputs and outputs should be updated as new malware sam-
ples or variants are introduced or whenever the relation
change. However, concept drift mitigation in the malware
domainwas not investigated in-depth in the literature.Most of
the existing solutions are either based on one-time training or
based on model retraining which is neither effective nor effi-
cient for the ever-evolved malware. Similarly, instance-based
incremental learning will suffer from updating overhead and
catastrophic forgetting. Thus, in this study, an Adaptive Incre-
mental Batch Deep Learning model for detecting malware
variants (AIBL-MVD) based on the API call sequence to
accommodate the newmalware variants is introduced. Unlike
previous models which assume a static relationship of class
features and stationary distribution of feature representations,
the proposed model can adapt to the change in malware char-
acteristics by firstly tracking themalware behavior in terms of
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TABLE 1. Issues found in the related work.

its API call sequence. Such features restrict malware authors’
ability to obfuscate malware behavior. The evolved change in
malware behavior is also captured and the necessary model
updating is conducted through monitoring the concept drift
and accordingly update the model through incremental learn-
ing. If the current concept deviates much from the previous
one, then the model is incrementally updated. Two types of
updates are conducted: a minor and major update. In the
minor update, a small batch size is used while in the major
update the larger batch size is used. The larger batch is
collected from new and old malware samples to include the
new malware variants features and reduce the problem of the
catastrophic forgetting of incremental learning. The detailed
methodology conducted for constructing the proposed model
is discussed in the following section.

III. THE PROPOSED AIBL-MVD MODEL
In this section, the proposed Adaptive Incremental Batch
Deep Learning model for detecting malware variants
(AIBL-MVD) model is presented and discussed. The
AIBL-MVD model has been designed in three phases,
namely, base classifier construction, online operation, and
incremental learning phase. Figure 1 presents the architecture
of the proposed model and the colored arrows show the
flow of each phase. In the first phase, the base model is
trained using sequential deep learning. The second phase is
the classification andmonitoring phase. The third phase is the
detection of concept drifts and the incremental batch learning
phase. In Figure 1, the black, red, and blue solid arrows refer
to offline model construction, the online classification, and
incremental learning, respectively, while the dashed arrows
refer to the base classifier that is constructed in the offline
phase.

A. BASE CLASSIFIER CONSTRUCTION PHASE
This phase consists of five main steps as follows.
Feature extraction, features representation, features selection,
imbalanced data resampling,and training the base classifier.

1) FEATURES EXTRACTION METHOD
Malware features can be extracted through either static
analysis or dynamic analysis (or through a combination of
both types of analysis). Because the representative malicious
features that are extracted from the static analysis can be
obfuscated. In this study, the features are extracted through
dynamic analysis. The idea behind selecting dynamic anal-
ysis is that the behavior of the malware variant does not
change much compared with the original malware behav-
ior if the malicious payload is executed. Dynamic analy-
sis methods are effective for detecting obfuscated malware
because it is difficult for malware authors to hide the actual
intent of the program. During the analysis, several types
of data can be collected such as API calls, memory, CPU
registers, processes, file system, registry, and network traffic.
The API calls sequences are the most type of data that have
been used for monitoring malware behaviors in the previous
malware analysis. Therefore, the malware sample, usually a
Portable Executable file (or the.exe file), is firstly executed in
a controlled environment to obtain its real behavior. The API
call sequences invoked by malware during the execution are
used to represent malware behavior.

The API calls of each malware are ordered sequentially
according to their appearance during the execution and used
to represent malware behavior. Because the API calls can be
used by either malware and benign samples, short sequences
of the API calls are extracted using the n-gram model with
n = 2 to increase the distinguishability between benign and
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FIGURE 1. The architecture of the proposed malware variants detection model (AIBL-MVD).

malware files. Thus, the features vector consists of a collec-
tion of a single API call and API call sequence represented
by two API calls that are occurred subsequently.

2) FEATURES REPRESENTATION TECHNIQUE
As the features extracted from binary files are in a tex-
tual form which are the names of the API call functions,
the textual data must be converted to numerical values to
be ready for pattern extraction and classification. Therefore,
the Term Frequency - the Inverse Document Frequency tech-
nique (TF-IDF) is used to convert the textual data to numer-
ical representation. TF-IDF is the statistical measure used
to calculate the cross-entropy of the features between the
malware sample and the population. Term frequency is the
number of times that an API-based feature occurs in a mal-
ware trace file (or benign trace file). Meanwhile, the inverse
documents frequency is the inverse number of times an API
call function occurs across the entire dataset samples. IDF
measures the importance of the features in the dataset by
increasing the weights of the rare API call in the datasets
and diminishing the API call that frequently occurred in the
dataset. Accordingly, each API sequence was used as the
features while their corresponding TF-IDFs values were used
as numerical representations.

w (apis) = tf (apis) .log
N

df (apis)
(1)

where w (apis) is the TF-IDF value of the API sequence apis,
tf (apis) is the term frequency, N is the number of samples in
the dataset, and df (apis) is the document frequency.

3) FEATURES SELECTION TECHNIQUE
The purpose of the feature selection is to reduce the dimen-
sionality of the feature space. Although deep learning models
can extract the hidden malware features, online learning can
tend to consume the resources of the host machine leading
to undesirable effects on the performance such as power and
memory consumption problems. Therefore, it is crucial to
remove redundant and irrelevant features and select only the
most significant features. In this study, the eXtreme Gradient
Boosting (XGBoost) algorithm [32] has been used to score
the features according to their importance in a given clas-
sification task. XGBoost is a tree-based ensemble learning
algorithm that uses Gini importance to measure the reduction
of node impurity. Gini importance, also known as the Mean
Decrease in Impurity (MDI) evaluates the feature based on
the sum of the number of splits that include the feature
across all trees. The optimal features were selected by the
trade-off of the classification performance and the number
of the selected features. Both high performance and fewer
features are desirable. When the classification performance
decreases, more features are included until the performance
becomes stable.
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4) IMBALANCED DATA RESAMPLING METHOD
One of the important issues of malware classification is the
class imbalance problem [12]. Most of the available datasets
are biased to malware samples due to the availability of huge
malware datasets samples and the lack of existence of the gold
standard benign dataset [2]. In this study, the minor class is
identified in the offline and online dataset, and accordingly,
the minor class (the benign samples) is resampled using the
synthetic minority oversampling technique SMOTE [33].
The artificial instances created by the oversampling lead to
improve classification accuracy. According to Fitkov-Norris
and Folorunso [34], SMOTE synthetic oversampling expands
the problem space and accordingly offers better performance
than the original data.

5) CONSTRUCTION OF THE BASE CLASSIFIER
(OFFLINE OPERATIONS)
The base classifier has been constructed offline using the deep
sequential model. A sequential model was used to capture
the ever-evolving nature of the malware variants. Sequential
deep learning was selected as the base classifier because
it can effectively learn to recognize the behavioral patterns
of the malware samples. It also can effectively extract the
representative hidden features automatically according to a
given malware variant API’s sequence. The date when the
malware sample occurred is firstly identified and included in
the training set, as themalware file timestamp that is available
in the header of the binary file (PE header) may not be
accurate or obfuscated by the malware author. The date when
the malware was first seen is obtained from the virustotal web
portal (https://www.virustotal.com/). The malware sample is
submitted to the virustotal web portal and the first seen is
extracted and included in the dataset. Then, the malware files
were sorted according to their occurrence date in the dataset.
Then, the dataset is divided into two subsets. The first subset
was used to construct the base classifier while the second
subset was used for online operation (for the incremental
learning). The first subset contains the malware that occurred
within six months of the first year in the dataset. This subset
(the oldest subset) was further divided into two sets training
and testing sets. The training set was used to build the base
classifier and the testing set was used to evaluate the classifier
accuracy. The learning state is frozen to continue learning the
model if the new malware samples cause concept drift. The
base classifier is then trained based on the data collected from
the oldest subset.

Dtrain =
{(
x(i), y(i)

)
| i ∈ {1, . . . , j}

}
(2)

h0 = train (Dtrain) (3)

The trained model h0, its training state {`, ω}0, and testing
error summary {µe, σe}0 is kept to be used for the online
classification and monitoring phase.

B. CLASSIFICATION AND MONITORING PHASE
(ONLINE OPERATIONS)
After training the base classifier h0, the test is conducted to
create a baseline to be used in the concept drift detection

phase. Let Dtest be the test data as follows.

Dtest =
{(
x(i), y(i)

)
| i ∈ {1, . . . , k}

}
(4)

The predicted class ŷ(i) can be obtained as the following.

∀x(i) ∈ Dtest : ŷ(i) = h0
(
x(i)
)

(5)

The testing error e(i) can be calculated as the following.

∀i ∈ {1, . . . , k} e(i) = ŷ(i) − y(i) : y ∈ {0, 1} (6)

The baseline concept characteristics of the model h0 can
be created by calculating the µe(0), and σe(0) which are the
average and standard deviation of testing classification error
e respectively as follows.

µe(0) =

∑k
i=1 e

(i)

k
, σe(0) =

√∑k
i=1 (e

(i))
2

k − 1
(7)

C. CONSTRUCTION OF THE INCREMENTAL MODEL
(ONLINE LEARNING)
In the absence of concept drift, the distribution p(y|x) learned
in the offline operation remains stationary. Thus, the learned
relationship mapping between input x and class output y
is fixed and the classifier that is trained on an old dataset
continues relevant for new samples. However, with the con-
cept drift occurring in the malware due to the malware vari-
ants, the performance of the base classifier degrades as new
malware variants are introduced. The base classifier must
learn how to classify the emerged malware variants. Nei-
ther batch learning nor instance-based incremental learning
can address the problem in the malware variants domain.
Malware variants can be a mutex of older ones. With such
recurrent behavior of Malware variants, both old and new
malware characteristics can present due to the mutation,
and parents’ genes can reoccur. Unfortunately, the fixed
batch-based incremental learning [26] may need a long time
to be collected, which depends on the size of the batch,
and the model must be constructed from scratch which is
an inefficient updating approach. In contrast, instance-based
incremental learning [29] can be timely updated. However,
incremental learning suffers from the catastrophic forgetting
problem. The learned mapping between the input feature
and class label drifts and the model becomes biased to new
malware trends. Therefore, in this study, incremental learning
without forgetting strategy is developed to address such an
issue. The learning is conducted online based on the proposed
concept drift detection techniques described in the following
sections.

1) CONCEPT DRIFT DETECTION
The concept drift is defined as the phenomenon when the
statistical properties of the dependent variable change over
time [35]. This is the case in malware instances, where
the representative features of the malware samples change
with time due to the use of code obfuscations techniques by
malware authors. Therefore, the Statistical Process Control
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(SPC) technique is used to detect the concept of drift and
activate incremental learning. The actual class label in binary
classification is either zero or one. However, the output of the
classification is a value between zero and one.When the value
is approaching zero, then the predicted sample is assumed
benign. In contrast, when the prediction value approaches
one, the predicted sample is considered malware. In the case
of an incorrect prediction, the error is calculated based on the
difference between the actual class label and the predicted
one.

Three states can be defined based on the distribution of
the classification error: in-control state (or control level),
warning level state, and out of control state. In the in-control
state, the average error rate should remain within the known
error distribution. When the mean of the prediction error
strays outside the known distribution, then this state is called
the warning level. In the warning level state, the malware
samples that occur in this period are collected and stored
in a small buffer size and used for incremental learning.
The incremental learning is continuous with small window
sizes and small batches until the error decreases as it was
at the control level. Once the mean of the error rate devi-
ates much from the reference error that is obtained before
the warning level then this state is called out of control.
In this case, a larger batch size is used for batch incremental
modeling. The batch contains the misclassified samples that
arose during the warning level until the current instance
when the out-of-control error occurs. The model is incre-
mented using a large batch, in this case, to avoid the bias
that may occur due to small size incremental batch learning.
If the out-of-control alarm occurred, an old sample collected
from previously seen malware is mixed with the new batch
to avoid the catastrophic forgetting problem of incremental
learning.

To detect the concept drift, let e(i) be a variable that con-
tains the classification error of instance i and µe, and σe is
its incremental average and the standard deviation is taken
within sliding window w. Two types of change are consid-
ered: light deviation (warning level) and heavy deviation (out
of control level). The warning level is detected according to
the following equations.

First, the incremental average µe(k) for each time epoch, k
is computed as follows.

µe(k)← µe(k−1) +
e(i) − µe(k−1)

n

∑
e(i) (8)

Then, the incremental variance Se(k) for each time epoch,
k is computed as follows.

Se(k)← Se(k−1)+(e(i) − µe(k−1))(e(i) − µe(k−1) (9)

Next, the standard deviation σe(k) is calculated for each
time epoch k as follows.

σe(k)←

√
Se(k)
n

(10)

Thus, the warning level δw and out of control level
δoc thresholds are calculated as the following equations,
respectively.

δw← µe(0)+ ∝ ×σe(k), δoc← µe(0) + β × σe(k) (11)

where ∝ is set to two and β is set to three. The warning
level mode is raised if δoc > µe(k) + σe(k) > δw while
the out-of-control level is raised if µe(k) + σe(k) > δoc is
satisfied or the buffer Dwarning specified for warning level is
full. The case where µe(k) + σe(k) < δw is called in control
level. The incremental batching learning in both warning and
out-of-control levels is explained in the following section.

2) INCREMENTAL BATCH LEARNING
Let Dwarning be a dataset that contains the features collected
during the warning level of malware detection online oper-
ation, L is the set of the layers in the model h0 and x(i) is
the features vector of sample i and y(i)is the class label of
that sample as it is assigned after manual analysis. Let ŷ(i)

be the predicted class of the new samples as predicted by
the last trained/incremented model h0. Let θk(l) is a vector
that contains the weights of the neurons in each layer (l) and
learning rate (α). Then, in the warning level (minor update),
the weights θk(l) is updated according to the following for-
mula.

∀x(i) ∈ Dwarning and l ∈ L do

θk(l)← θk−1 − α(e(i)).x(i) (12)

Similarly, in the out-of-control level (major update),
the weights θk(l) is updated is calculated using the same
approach. The only difference is that the batch Doc is used
instead of Dwarning. Doc contains all the samples collected
during the warning level Dwarning as well as samples selected
from old seen data Dold . The reason for using the old data is
to reduce the impact of the forgetting behavior of incremental
learning. Algorithm 1 in Figure 2 shows the pseudocode of
the proposed concept detection and incremental batch learn-
ing techniques.

IV. PERFORMANCE EVALUATION
In this section, the process of evaluation of the proposed
model is described. We describe the experimental environ-
ment setup, the dataset used, and the performance metrics.

A. EXPERIMENTAL SETUP
Malware behavior in terms of API calls and sequences are
extracted in runtime from a dynamic analysis environment.
Because running the malware can bring danger to the analyst
operating system and network, an isolated and controlled
virtual environment was constructed for this study. All the
experiments in this study were carried out in a sandbox
environment with host computer CPU Intel (R) Core i7 @
3.20 GH, the RAM is 16.0 GB and the host operating system
is Linux Ubuntu 18.04, and Windows 7 guest operating sys-
tem was used as a victim machine. Sandboxes are tools that
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FIGURE 2. The proposed concept drift-based incremental learning
algorithm.

are commonly used by malware analysts and researchers to
conduct dynamic analysis [36], [37]. They provide a means
of detecting windows APIs invoked by a malware instance at
the run time in a process called API hooking and DLL injec-
tion [38]. Cuckoo sandbox tools were used with the virtual
box to create an isolated controlled virtual environment for
Malware analysis.

The sandbox architecture was configured according to the
guidelines presented in [39]. In the virtual machine, the guest
Windows 7 operating system was installed and a configured
and clean slate screenshot was created. In the guest operating
system where the malware samples were run, to make the
guest operating system more realistic to the evasive malware
sample, many applications have been installed and some
dummyfiles and folders have been created and internet access
has been allowed as well. As shown in Figure 3, malware

FIGURE 3. Sample files submitted to the sandbox.

and benign instances are submitted to the cuckoo sandbox in
the host machine. The cuckoo agent in the guest operating
system executes the submitted binary files and hooks their
API calls and process. Each sample in the dataset is run one
time. After the API calls and the process are hooked, they are
timely dumbed to XML type trace files. The cuckoo agent
sends the trace file back to the cuckoo instance in the host
machine through the local network between the host and guest
machine. Thus, each binary sample in the dataset has a ded-
icated trace file containing its API calls behavioral patterns.
The API calls are used to examine the potential features of
the malware. For each submitted malware or benign file for
analysis, the virtual machine is restarted and the original
operating system is restored to start the new analysis with
a clean version of the guest operating system (clean slate).
Finally, the API call sequences were extracted from the XML
reports using Python programming packages.

B. DATASET DESCRIPTION
The dataset that was used in this study consists of Windows
binary files belonging to malware and benign portable exe-
cutable programs. The malware binary files were down-
loaded from the public repository Vxheaven (https://www.
vxheaven.org). Vxheaven dataset is a public repository that
is common used by previous malware analysis studies such
as in [14], [36], [37], [40]–[42]. The malware dataset con-
tains different types of malware families such as trojans,
adware, backdoors, ransomware, viruses, and worms among
many others. TheWindows benign binary files were collected
from the fresh installed Windows operating system. A total
of 19,076 malware samples were randomly selected from
the Vxheaven dataset. Thus, the used dataset in this study
consists of 23,070 samples, 19,076 are malware samples and
3,994 are benign samples. All malware files were scanned
using VirusTotal service which is a popular malware scanning
web service to confirm its class label and extract information
related to its first occurring. VirusTotal uses 72 antivirus
software and a dynamic sandbox environment to scan the
submitted files [36], [37], [43].

The instances of the dataset were sorted according to their
created times extracted frommalware binaries and confirmed
by the VirusTotal web portal. The date when the malware file
was first seen by the VirusTotal was considered. Then, for test
purposes, the dataset was split into 11 subsets each containing
the malware that occurred within 6 months of each year.
Table 2 shows the datasets used in the experiment. Because
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TABLE 2. Description of the used dataset.

the benign instances are lower than the malware instances,
the benign sample has been oversampled using the synthetic
minority oversampling technique SMOTE [33] and a random
subset equivalent to the malware subtle size was used in each
splitter dataset as shown in Table 2.

C. PERFORMANCE METRICS
Four main performance evaluation measures were used to
evaluate the effectiveness of the proposed model. The detec-
tion accuracy (ACC), the false positive rate (FPR), detection
rate (or recall) (DR), and F-measures (F1). The detection
accuracy (ACC) is the percentage of the benign samples
correctly classified to all the classified samples. The detec-
tion rate (DR) is the fraction of the malware samples that
are correctly classified. The false-positive rate (FPR), is the
percentage of the instances that are incorrectly classified as
malware samples. F-measures (F1) is the harmonic mean and
calculated as in Equation (13) where the TP is the number of
malware samples that are correctly classified, FP number of
benign samples that are wrongly classified, and FN number
of malware samples that are wrongly classified. The perfor-
mance of the proposed model was also evaluated using three
additional measures, namely the average classification error,
updating frequency, and the average update time. The average
classification error is the root mean square error where the
error is the difference between the class label and the score
calculated by the activation value of the NEURON in the
output layer of the proposed model. The updating frequency
is the number of times the concept of drift detection invoked
incremental learning. Finally, the average update time is the
mean of the elapsed time during updating the model.

F1 =
2× TP

2× TP+ FN + FP
(13)

V. EXPERIMENTAL RESULTS
We carried out several experiments to evaluate and vali-
date the components of the proposed model including the
feature selection, base classifier selection, and incremental
learning. The API calls sequences that were extracted from
the dynamic analysis and enriched by the n-gram model,
were introduced to the feature extraction method to reduce

the complexity of the detection model concerning the time
and resources. The selected feature technique XGboost [32]
which uses the Gini index to select the important features for
the classification is compared with two widely used feature
selection techniques for malware analysis (mutual informa-
tion and chi-square feature selection methods). Figure (4)
presents the results of the comparison. Several sets of fea-
tures were experimented ranging from 10 best features to
200 features. The XGboost-based feature selection technique
produces the best accuracy with the smallest number of fea-
tures. Thus, the 100 best features suggested by XGboost were
selected to train the base classifier.

FIGURE 4. Comparison of feature selection techniques.

Another set of experiments were conducted to select the
base classifier. The commonly used classifiers in the exist-
ing related works were implemented in this study for the
comparison which are Support Vector Machine (SVM) [44],
Naïve Bayes (NB) [45], Logistic Regression [46], Random
Forest (RF) [47], XGBoost [9] and Deep Learning (DL).
These classifiers were trained based on the dataset denoted by
DS1 in Table 1. DS1was divided into two subsets training and
testing set. The classifiers were trained using the top 100 best
features selected in the previous experiments. As shown
in Figure 5, SVM, LR, XGBoost, and SDL achieved
higher classification accuracy than NB and RF algorithms.
Sequential Deep Learning (SDL) achieved the highest

FIGURE 5. Base classifier selection.
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accuracy compared with the other tested classification algo-
rithms. However, these classifiers are vulnerable to the con-
cept drift and their performance degrades when tested with
newer versions of malware variants.

To demonstrate the effect of the concept drifts on the
classification accuracy, the aforementioned classification
algorithms that were trained in the previous experiments
were tested using a newer version of malware namely the
DS2 to DS10. Figure 6 presents the performance of the
tested classifiers which were trained on old data when they
were used to classify new samples. As shown in Figure (6)
the performance of all trained classifiers drops as new
malware data is introduced to the classifier. This because
the classification algorithm assumes a static relationship
between input features and class labels while it is not correct
for the ever-evolving malware variants. However, when the
malware author creates malware variants, the distribution
of the extracted features varies compared to that of the
features extracted from the original malware version causing
performance degradation.

FIGURE 6. Degrade of the performance due to the concept drift problem.

To show the improvement gained by the proposed
AIBL-MVD model, a comparison between different incre-
mental learning strategies was conducted. The results were
compared with the fixed batch incremental learning tech-
nique. Figures (7a), (7b), (7c), and (7d) illustrate the perfor-
mance of the proposed AIBL-MVD model. The figures also
show the results of the comparison between two types
of incremental learning strategies, the fixed batch size
incremental batch learning model (IBL), and the proposed
adaptive batch size incremental model with concept drift
detection (AIBL-MVD). Different fixed batch sizes have
been experimented with 64, 128, 256, and 512. The
proposed AIBL-MVD experimented with sliding windows
size of 64 and 128 for drift detection, respectively. In the fixed
batch window size, the model is updated using incremental
learning when the number of misclassifications becomes
equal to the fixed batch size. Meanwhile, in the proposed
adaptive batch incremental learning AIBL-MVD, the model
is incrementally learned when the drift is detected and the
classification error rate deviates much from the mean error

rate of the previous time when the model is incrementally
learned.

As shown in Figure (7a), the average accuracy performance
of both adaptive batch sizes with statistical processing Con-
trol based Concept Drift (SPC) with sliding window size SPC
WS=128 and SPC WS=64 outperformed the implemented
fixed batch buffer size IBL (BS=64, BS=128, BS=256,
and BS=512). Similarly, the average error rate using these
windows is lower than that of fixed batch size as shown
in Figure (7b). The average updating time is varies based
on the batch size as shown in Figure (7c). In terms of the
updating frequency, the incremental learning with a fixed
batch size has an inverse relationship with window size as
shown in Figure (7d). Meanwhile, the updating frequency of
the adaptive window size is varies based on the number of
times the concept is drifted and the type of the drift e.g.,
sudden, incremental, etc. Thus, the updating frequency of
the adaptive batch window size less than that of the fixed
size. This is because the model is not incremented regularly
as the classification error rate reaches the batch size, it is
incremented only if the drift is detected.

Table 3 lists the detailed results of the proposed model
AIBL-MVD (SPS WS=128) tested on the datasets that
were listed in Table 2. The performance of the proposed
AIBL-MVD (SPS WS=128) model in terms of the accuracy
(ACC), false-positive rate (FPR) and detection rate (DR), and
F measure (F1) is shown in Table 3.

TABLE 3. Detailed results of the proposed model AIBL-MVD
(SPS WS=128).

As shown from Table 3, the overall performance in terms
of F1 is stable higher than 99% with all tested datasets.
Meanwhile, the false positive rate is under 1% and getting
decreased when the number of updates increases. The reason
for the gained improvement in the detection performance is
that the proposed adaptive batch incremental learning model
is based on the concept drift detection while the fixed batch
blindly increments the model learning when the batch buffer
is full. This makes the model biased to the new malware
variants and forgets the older versions. Thus, the accuracy of
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FIGURE 7. Results of comparison between the proposed adaptive batch size (AIBL-MVD) with the fixed batch size (IBL).

the model degrades with time (see Figure 6). In the case of the
concept drift, the proposed model maintains the accuracy at
its highest level. More particularly, the accuracy of the model
will be slightly degraded during the warning level and will
be boosted after updated when the batch window is full or the
out-of-control state occurs. Figure (8) and Figure (9) show the
detailed results of the performance of both fixed batch win-
dow size and adaptive batchwindow size in terms of detection
accuracy in Figure (8) and classification error in Figure (9).
As can be observed, in both figures the proposed concept-
drift-based adaptive incremental batch performs better than
the other fixed batch size incremental learning strategies.

As shown in Figure (8), the proposed ABIL-MVD with
both sliding window sizes of 46 and 128 samples outper-
forms the fixed incremental batch with all tested incremen-
tal batch. It can also be noted from Figure (8) that as the
batch size decreases the accuracy is improved while the

corresponding error rate decreases as shown in Figure (9).
Although this property is desirable, it is noted that the small
fixed-size incremental batch increases the update frequency
and disrupts the normal operation of malware detection.
Comparedwith the adaptive batch size, the number of updates
depends on the number of times concept drift is detected.
That is if concept drift is detected, the model is incremen-
tally updated otherwise no update is performed. Accordingly,
the proposedABIL-MVD ismore efficient andmore practical
than the fixed batch size. Table 4 shows the computational
complexity in terms of the times the model spends for learn-
ing (the average time needed to complete the online incre-
mental learning). It also shows the average monthly update
frequency of the model in terms of the number of updates
(learning time) per month.

As shown in Table 4, the proposed AIBL-MVD, (SPC
WS=128) model needs around 12.9 seconds for each
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FIGURE 8. Detailed accuracy results of comparison between the proposed adaptive batch size (AIBL-MVD) with the fixed batch size (IBL).

FIGURE 9. Detailed error rate results of comparison between the proposed adaptive batch size (AIBL-MVD) with the fixed batch size (IBL).

TABLE 4. Average learning time and frequency.

update. Compared with the other tested incremental mod-
els AIBL-MVD (SPC WS=64) achieved the lowest updat-
ing time. However, AIBL-MVD (SPC WS=64) needs
2.29 updates every month (one update every 13.09 days).
That is, on average, dynamic analysis by malware analysis
experts needed to be conducted every 13.09 days approxi-
mately. Meanwhile, in the case of the proposed AIBL-MVD

(SPC WS=128) model, on average it needs only a single
update every 22.27 days. Although the fixed batch size with
a small buffer size e.g., IBL (BS=64) and IBL (BS=128)
achieve similar update time with the proposed AIBL-MVD
(SPC WS=64) and AIBL-MVD (SPC WS=128), the updat-
ing frequency strongly depends on the size of the batch in case
of fixed batch size and the size of concept drift detection win-
dow (WS) for the proposed model. For example, on average
IBL (BS=64) and IBL (BS=128) need to be updated every
7.71 days (approximately every week) and 15.43 days (every
two weeks), respectively.

To demonstrate the dynamic features change due to mal-
ware variants, Figure 10 illustrates the problem of feature fad-
ing over time due to the evolved malware variants. It contains
the most important features in terms of API calls sequence
that were selected using the information gain feature selection
technique. An API calls sequence contains the names of
the API functions that have been called during the malware
run time. The figures show how the weights of some features
fade over time and some have fluctuant behavior.
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FIGURE 10. Feature fading problem due to the use of obfuscations
techniques by malware’s authors.

It can be seen from Figure 10 that the most important
feature in the dataset DS1 is ‘‘GetVolumePathNameW Reg-
CloseKey’’ (f55 in DS1). DS1 contains malware samples that
are first seen in 2009. Meanwhile, in the dataset DS8 which
contains malware shambles that was firstly shown in 2014,
this feature is no longer the most important in the database.
We observed that most of the top important features selected
were extracted using the n-gram technique with n = 2.
We have noticed that the long sequences feature which is
extracted using n-gram with n > 2 is less effective than when
the n = 2. This may imply that the malware authors tend
to heavily change the follow of API calls to obfuscate the
malware. However, a deep investigation should be carried on
to study how the API call sequence change over time based on
each malware family. Such a study will be the subject of our
next publications. As shown in Figure 10, the feature weights
are changing continuously with time. Some features have
fluctuant behavior which requires that the learning model
should remember the old malware patterns because they may
occur again. However, traditional incremental learning grad-
ually evades the patterns of old malware and replaces them
with the new malware patterns which cause the degradation
of the model detection accuracy. To avoid such a problem,
the proposed model mixes the new malware samples with
older ones to evade this issue.

Figures 11, 12, and 13 show the most important features
which are selected using the XGboost feature selection tech-
nique. As shown in Figures 11 and 12, which use samples
created in 2009 and 2010 respectively, the most important
features are the feature denoted by f55 and f29 respectively,
while in Figure 13 which contains samples created in 2013,
the most important features were f29 and f55. The sets of
features extracted in each dataset vary based on the timewhen
the malware was first shown. This variation in the features
that represent the malware cause degradation of the detection
performance. This implies the importance of the proposed
adaptive incremental batchmodel to monitor the performance
and continuously adapt to this change.

FIGURE 11. Features extracted from DS1 (2009).

FIGURE 12. Features extracted from DS2 (2010).

FIGURE 13. Features extracted from DS8 (2013).

VI. LIMITATIONS AND FUTURE WORK
This study focused on malware detection and not analysis.
That is the study assumes availability of the representative
malware variants feature of malware in the detection stage.
Moreover, the study focusses on the malware variants that
resulted from obfuscation against static analysis and does
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not have evasive behavior in which malware do not execute
their malicious payload due to the presence of controlled
environments (such as virtual machine and sandbox) or time
delay (time-based evasive) or the need of user inputs. More
particularly, it focuses on detecting malware variants that
their behaviors do not deviate much from the original mal-
ware. Evasive malware may not execute its malicious payload
if some conditions are satisfied. For instance, if an evasive
malware detects any indication that it is under analysis, then
it does not execute its malicious payload. Thus, the extracted
API sequence for the sample will not be representative. This
problem affects the detection of a zero-day attack and may
have less effect on the detection of malware variants. The
idea behind that the behavior of malware variant has sim-
ilarities with the behavior of its origin. In addition, as the
executable malware cannot hide its malicious behavior once
it is in the attack mode, a malware variant can be detected
using real-time malware detection such that proposed
in [43], [48], [49].

Although the study tried to minimize the impact of the
evasive behavior by naturalizing the operating system and
make it looks like a real user machine and shade the vir-
tual environment, such detection evasive malware behavior
needs extensive research study. To analyze the evasive mal-
ware behavior and time-based malware, in future research,
researchers may need to extract new features related to the
malware interactions with the analysis environment. Another
limitation of the proposed model is that labeled malware
samples must be available right before the model incremental
learning. One potential solution is to use real-time detection
with unsupervised predictive analysis techniques such as the
deep incremental and deep clustering algorithm [50], [51] to
improve the effectiveness and the efficiency of the malware
detection model.

VII. CONCLUSION
In this study, the concept drift problem case by malware
variants is addressed by presenting an adaptive batch incre-
mental deep learning model for improving the accuracy of
malware variants detection. The one batch training approach
used by the existing work has been replaced by an adap-
tive batch for online learning. The API calls were extracted
through behavioral analysis and the n-gram model was used
to extract the short API sequence. These extracted features
were represented using the term frequency/ inverse term fre-
quency technique. The most important features then were
selected for classification to reduce the training time and
model complexity. The base classifier was trained based on
sequential deep learning using API call sequences extracted
from an old set of malware files. Then, an adaptive batch size
incremental learning technique was developed using statis-
tical process control to detect the concept drift and trigger
incremental learning. The catastrophic forgetting problem
was solved bymixing the oldermalware sampleswith the new
emerging versions to prevent the model from underestimating
the previous knowledge learned from older malware samples.

Extensive experiments were conducted to evaluate and
validate the proposed model including procedures such as
features selection, base model classifier selection, and incre-
mental strategy investigation. The results showed that the
adaptive batch size incremental learning using the statistical
process control method achieved the best tradeoff between
accuracy and efficiency in terms of updating time and fre-
quency. The proposed adaptive batch window size-based
incremental model could be applied in different domains.
One limitation of the proposed model is that labeled malware
samples must be available right before updating the model.
Because the focus of the study was to detect malware vari-
ants due to obfuscations against static analysis, the model
does not distinguish between benign software and the evasive
malware behavior in which the malware stops executing its
malicious payload. However, once the malicious payload is
executed, the proposed model can then detect it. Currently,
we are studying addressing such issues and the use of real-
time unsupervised predictive analysis such as deep learn-
ing and incremental clustering algorithms to further improve
the effectiveness and the efficiency of the malware variant
detection model.
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