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Human Intelligence Tasks (HITs) allow people to collect and curate labeled data from multiple annotators. Then labels are often
aggregated to create an annotated dataset suitable for supervised machine learning tasks. The most popular label aggregation method
is majority voting, where each item in the dataset is assigned the most common label from the annotators. This approach is optimal
when annotators are unbiased domain experts. In this paper, we propose Debiased Label Aggregation (DLA) an alternative method
for label aggregation in subjective HITs, where cross-annotator agreement varies. DLA leverages user voting behavior patterns to
weight labels. Our experiments show that DLA outperforms majority voting in several performance metrics; e.g. a percentage increase
of 20 points in the 𝐹1 measure before data augmentation, and a percentage increase of 35 points in the same measure after data
augmentation. Since DLA is deceptively simple, we hope it will help researchers to tackle subjective labeling tasks.

CCS Concepts: • Information systems→ Crowdsourcing; •Human-centered computing→ Collaborative and social comput-
ing design and evaluation methods; • Computing methodologies→ Supervised learning.
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1 INTRODUCTION

Machine Learning (ML) has become ubiquitous in Human-Computer Interaction (HCI), from gesture recognition [51] and
text entry [27] to chatbots [81] and user interface design [82]. Supervised learning is one of the most popular approaches
to train ML models, where the task is to infer a function from labeled training data and then use it to make predictions on
new, unseen data. Researchers and practitioners often use Human Intelligence Tasks (HITs) in crowdsourcing settings to
collect and curate labeled data. Generally, in this setting, multiple crowdworkers label each item in a dataset, and then
labels are aggregated so that each item has exactly one label. While some researchers argue that supervised ML models
should train on soft labels that represent the distribution of crowdworkers’ annotations [42, 77], most classification tasks
must make a single discrete decision [25, 83], for example recognizing a gesture shortcut from regular handwriting [39]
or understanding if a review is positive or negative [15].
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Ensuring that item labels are accurate is a challenging and ongoing research problem [73] because they are considered
ground-truth data in supervised ML classifiers. Simply put, if an ML model sees the wrong label for a given item
during training, it will not learn to classify similar items when deployed in a real-world application properly. These
real-world applications often use predictions to provide valuable recommendations to users. Therefore suboptimal
recommendations from misclassifications can result in users perceiving the application as unusable [85].

Crowdsourcing platforms such as Amazon Mechanical Turk1 or Prolific2 provide an efficient and relatively inexpen-
sive approach to obtaining substantial amounts of labeled data using HITs. Ideally, multiple crowdworkers should assess
every item in a dataset to produce more accurate labels [12, 72, 84]. Then, majority voting is commonly used for label
aggregation by researchers and practitioners because it is computationally straightforward to implement [16, 30, 34, 70].
Majority voting assigns each item the most common label made by the crowdworkers who labeled that item.

If we assume that every annotator is a true expert in the labeling task’s subject, prior research shows that majority
voting is the optimal decision rule for label aggregation [66]. However, this assumption does not always hold in practice
since crowdworkers are diverse among their prior background, cognitive abilities, and experience, thus affecting their
labeling behavior even for the same piece of data [9, 17]. These traits of labeling behavior are particularly critical when
labeling subjective data since complete label agreement towards a given item happens very rarely [25]. For example,
while it can be trivial to identify whether a picture contains some object, subjective tasks can become incredibly difficult,
such as determining if a sketch is inspirational [74] or identifying if a human face is real or artificial [3].

In this paper, we propose Debiased Label Aggregation (DLA), an alternative method to majority voting in subjective
HITs. We focus on the binary labeling problem, a popular scenario in crowdsourcing settings [12, 56, 61, 78, 79]. However,
DLA can be extended to multi-class labeling tasks without loss of generalizability, as explained later. Also, binary
labeling tasks are prevalent among researchers when studying subjective tasks such as assessing sentence toxicity [2],
disambiguation of satellite imagery [63], and determining gender bias in course selection [48], among others.

DLA leverages patterns in users’ voting behavior across multiple items within a dataset to improve the quality of the
aggregated labels. DLA integrates a user’s voting history across a dataset to reweight their binary labels to reduce the
overall user bias when aggregating labels to create ground-truth labels. We study and compare DLA against majority
voting on an public real-world dataset of highly subjective data [74]. Taken together, our experiments suggest that DLA
shows better characterization of the labeled items and results in significant improvements over majority voting based
on several performance metrics; see Figure 2. As shown in section 3, DLA is deceptively simple to implement and so
we hope that researchers and practitioners will integrate DLA into their label aggregation process when dealing with
subjective HITs. Our software implementation is publicly available.3

2 RELATEDWORK

We focus our review of previous work on human biases and labeling of ambiguous and subjective data, as they are
the core research areas in this paper. We survey previous research covering how annotator bias affect ML models and
understanding annotator biases for subjective data.

1https://www.mturk.com/
2https://prolific.co/
3https://github.com/open-hci-research/debiased-label-aggregation
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2.1 Can Annotator Bias Affect Model Outcomes?

Hiring a single crowdworker to label data is not only unscalable but also insufficient due to an individual’s biases and
cognitive abilities [33, 67]. Previous work tried to overcome this by hiring multiple crowdworkers to label a single item
and used majority voting (i.e., the most common label) to determine the ground-truth labels [30, 75].

Prior work shows that a majority voting label aggregation scheme requires a very large number of labels to overcome
voting bias, even for simple tasks [24, 33, 61]. One underlying assumption is that an annotator’s level of expertise might
affect their bias [64, 76]. However, prior work shows this assumption does not hold [26, 33]. Several prior research
efforts show different label aggregations methods are necessary when working with ambiguous data [23, 61]. Prior
work also shows these alternative aggregation methods can help to reduce the total number of labels needed to train an
ML model compared to majority voting [40, 44]. Our DLA method uses an individual’s voting history to help break ties,
reduce the total number of votes needed, and does not require explicit assessment of an individual’s domain expertise.

While prior work shows promise in labeling subjective data, inferring truth from labels is still an open problem [86].
There are many issues to overcome, ranging from task design, data quality, and human biases [5, 33, 67, 86]. A recent
effort by Gordon et al. [25] introduced a label transformation method to align ML classification metrics with user-facing
performance measures. Their method is based on the observation that current label aggregation methods (in particular
the standard majority voting method) ignore disagreement between people. Cabrera et al. developed a method to
debias labels that are incorrect because of poor quality data [5]. While poor data quality is an issue, other research
shows that annotators are not necessarily wrong; they have differing opinions when labeling ambiguous data [1].
DLA focuses on subjective data where an annotator is never considered wrong. This simple viewpoint can reduce the
technical complexity to determine ground-truth labels, whereas other research focuses on extracting extra demographic
information, evaluating expertise, or requiring additional tasks from an annotator [64, 86]. Thus, it is possible to use
DLA on any existing dataset with as little information as the unique identifiers for items and their annotators.

2.2 Understanding Annotator Biases for Subjective Data

The decision to label subjective data to generate ground-truth datasets is difficult. Previous research shows that different
individuals can generate different labels for the same piece of data [9, 17]. Dumitrache et al. used Knowlton’s triangle
of reference to help explain why this occurs [49] and identified three sources of disagreement in crowdsourced labeling
tasks, namely: Sign (the data itself is ambiguous or subjective); Conception (the annotator has different perspectives);
and Referent (the labeling task is ambiguous or poorly designed). Kairam and Heer studied the triangle of reference
for labeling tasks and found each to affect ground-truth labels [35]. Our work uses a public dataset; therefore, we
believe “referent” is not pertinent to this paper’s research goals. Thus we rely on the “sign” to explain item difficulty
and “conception” to explain differing opinions among annotators. We believe a highly subjective dataset will elicit both
causes.

Chung et al. were motivated by previous work focusing on ambiguous labeling efforts to investigate how to collect
multiple labels efficiently for subjective data [9]. Their efforts focused on improving disagreement due to “referent.” An
area of future work they identified is to improve the estimation capability of the annotators by showing them other
examples to label and the collective answer distributions for this data. While this idea would increase the time and costs
to generate labels, our work goes a step beyond this idea by accounting for an individual annotator’s biases and the
data’s subjectivity. Disagreement among annotators can be caused by different perspectives or expertise [38, 60]. Our
work builds on these prior ideas to potentially improve pre-existing and future labels to create high-quality datasets.

3
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Finally, we found that a large body of previous work trying to mitigate voting bias behavior has largely ignored
downstream tasks, such as using the labeled data for classification and recommendation (i.e., they have focused solely
on alternative label aggregation methods and have evaluated them with experts as oracles) without training any ML
model [1, 2, 6, 9, 16, 17, 25, 33, 35].

For any method to be adopted in practice, we believe it is necessary to create and use the aggregated labels as
ground-truth data in ML models. In this paper, we show that DLA shows better characterization of the labeled items
and results in significant improvements over majority voting on the basis of several performance metrics.

3 METHOD

As previously mentioned, the most common method for label aggregation in HITs is using a simple majority vote [30, 36].
This method can ensure data consistency where multiple crowdworkers (usually an odd number, to avoid ties) label
the same item. Then the most common answer is considered a close reflection of the ground-truth label for that item.
However, this approach omits additional information gathered from crowdworkers to improve the quality of the
aggregated labels. Critically, a majority voting approach does not account for user bias and expertise. In the following,
we propose DLA, our novel label aggregation method that has proved to work remarkably well in subjective HITs.

3.1 Dataset and Research Background

To develop DLA, we use a public dataset of sketches with binary labels (inspirational/non-inspirational) collected
during six voluntary non-graded sketching activities in a university-level UI/UX classroom [74]. We chose this dataset
because it contains highly subjective data and has the raw data necessary to train a ML classifier.4 Labeling inspiration
is subjective because it relies on both “sign” to explain item difficulty and “conception” to explain differing opinions
among annotators [49]. Therefore, a robust label aggregation approach is necessary to elicit more accurate labels to
train an ML classifier to predict if a sketch is inspirational or non-inspirational.

Fig. 1. Samples from the Sketchy dataset [74]. Sketches range from simplistic to complex, and from less to more complete.

Binary labels were collected while students were sketching. They were allowed to “peek” (i.e., view) their peers’
sketches and see them develop in real-time. While peeking, participants answered either “yes” or “no” to the question:
“Will you change your sketch based on what you see in this sketch?” Figure 1 depicts some examples of the submitted
sketches. The authors who ran the sketching tasks [74] used this question as a proxy for in-the-moment inspiration

4Many other public datasets we examined only provide crowdsourcing labels but not the raw data.
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based on prior research [11, 50, 69]. This binary inspiration question is more subjective than questions in traditional
labeling tasks.

We observed that participants were likely to label a sketch as non-inspirational 89.4% of the time. Based on this
information, we will refer to the non-inspirational and inspirational sketches respectively as the majority (“+”) and
minority (“-”) classes in our classification task; see next section. Also, we observed that some participants tended to label
sketches as inspirational more often than others, which indicates a highly skewed voting behavior across participants
that should be factored in.

3.2 Weighting Annotator Labels to Debias Voting Behavior

When labeling subjective data, it is wise to consider the voting behavior of each user and use that to weight their vote.
Let 𝑥 be an item that received 𝑛 votes S = (𝑠1, 𝑠2, ..., 𝑠𝑛), 𝑠 𝑗 ∈ {−, +}, where 𝑗 correspond to a vote, and where 𝑠 𝑗 = −
corresponds to a vote belonging to the minority class, and 𝑠 𝑗 = + corresponds to a vote belonging to the majority class.
Note that a multi-class classification task can be decomposed as multiple binary “one-vs-all” classification tasks [22, 57],
in which case the target class (the “one”) can be seen as the minority class and the rest (the “all”) as the majority class,
respectively. The final class label can be assigned according to simple majority voting:

𝐶(𝑥 ) = argmax
𝑖∈{−,+}

𝑛∑
𝑗=1

1{𝑠 𝑗=𝑖 } (1)

where 1{𝑠 𝑗=𝑖 } denotes the indicator function, which equals to 1 if the 𝑗 th vote is equal to 𝑖 and 0 otherwise. For example,
given votes S = (−,−, +) that three independent crowdworkers have assigned to some item 𝑥 , using majority voting
we would classify 𝑥 as “class -”, since 𝐶(𝑥) = argmax[∑1{𝑠 𝑗=−},

∑
1{𝑠 𝑗=+}] = argmax[2, 1] = −. As noted, the voting

scheme in (1) is naive since it assumes all users have the same voting behavior, which we denote as their prior voting
probability. Therefore, we should compensate how 𝐶(𝑥) is computed to account for users that score one class more
often over the other class.

Our method calculates the weights𝑤 𝑗 for each item vote 𝑠 𝑗 ∈ S separately, based on the voting history per user. Let
𝑝 𝑗 =

∑ +
𝑛 𝑗

be the user bias, i.e., the proportion of “class +” votes from the user who cast vote 𝑠 𝑗 , where 𝑛 𝑗 is the total
number of votes cast for that user. The weight assigned to that user is given by:

𝑤 𝑗 =

𝑝 𝑗 , if 𝑠 𝑗 = −

1 − 𝑝 𝑗 , if 𝑠 𝑗 = +
(2)

As noted, the weight for a positive vote (i.e., a vote belonging to the majority class) becomes the proportion of votes
from the user who cast that negative vote. And vice versa for negative votes. For users who mostly vote positive, their
positive votes will be weighted lower and their negative votes higher, and vice versa for users who vote primarily
negative. Using this approach, the average weighted vote from any particular user becomes exactly 1/𝑐 , where 𝑐 is the
number of classes, thus removing any potential voting bias for label aggregation. Using Equation 2, we propose the
following expression to debias voting behavior:

𝐶(𝑥 ) = argmax
𝑖∈{−,+}

𝑚∑
𝑗=1

𝑤 𝑗1{𝑠 𝑗=𝑖 } (3)
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Continuing with the previous example of S = (−,−, +), suppose now that our three crowdworkers have the following
voting proportions, which determine the following weights:

𝑝1 = 0.2 → 𝑤1 = 0.2; 𝑝2 = 0.2 → 𝑤2 = 0.2; 𝑝3 = 0.3 → 𝑤3 = 0.7

We would now classify 𝑥 as “class +” since

𝐶(𝑥) = argmax[
∑

𝑤 𝑗1{𝑠 𝑗=−},
∑

𝑤 𝑗1{𝑠 𝑗=+}]
= argmax[0.2 + 0.2, 0.7]
= +.

To improve DLA further, we introduce a simple normalization procedure to account for some users having more
“voting history” than others, whose vote should count more [79]. Therefore, we can consider the number of votes of
each user 𝑛 𝑗 as a multiplier factor in Equation 3:

𝐶(𝑥 ) = argmax
𝑖∈{−,+}

𝑚∑
𝑗=1

𝑛 𝑗𝑤 𝑗1{𝑠 𝑗=𝑖 } (4)

Equation 4 is recommended if there is a large variability in the number of votes per user, otherwise, 𝑛 𝑗 would be
similar for all users and therefore Equation 4 would become Equation 3 in practice.

4 EVALUATION

We validate our approach by training the same ML model on the labels aggregated by majority voting, Equation 3, and
Equation 4, respectively. A model trained on labels of higher quality should yield better classification performance.

4.1 Model Training and Data Preprocessing

We built an Extreme Gradient Boosting (XGBoost) classifier, which is an ensemble of weak decision trees [8] and
performed cross-validation to evaluate the effectiveness of the ML model.

We note that neural networks are a common choice for ML practitioners. We did try several convolutional neural
network configurations but they did not achieve good performance in this dataset. Thus we chose a high-performance
feature-based statistical classifier5.

We configured our XGBoost classifier with 500 estimators and a maximum tree depth of 10. These parameters were
estimated after a stratified 10-fold grid search sampling. It is vital to estimate the model configuration carefully for
many reasons. For example, shallow trees usually have poor performance because they capture too few details of the
problem. Also, deeper trees generally capture too many details of the problem and may overfit the training dataset,
thus limiting the ability to make useful predictions on new data.

We selected general-purpose features to represent a given sketch, based on Wallace et al. [74], which they based on
stroke recognition research literature and related areas [10, 21, 31, 32, 41, 43, 45, 52, 53, 58, 62, 68, 80]. Table 1 shows
the feature set. As explained below, we then perform feature selection to remove highly correlated features.

We perform feature whitening and oversampling as a data preprocessing step. On the one hand, feature whitening
(scale normalization) transforms the values for each computed feature in the [0, 1] range to prevent features with greater
numeric ranges from dominating those with smaller numeric ranges. On the other hand, a dataset with unbalanced
classes may perform poorly because it will see one class more often during training. So it will tend to predict the majority

5The XGBoost classifier is among the top winners in ML competitions like Kaggle6 and has achieved state-of-the-art results in a variety of tasks [8].
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Global Features Local Features

Aspect ratio (1,2) Num. strokes (1,3) Avg. point angles (1,2,3) SD point distances (1,2,3)
Bounding box angle (1,2,3) Num. fitted strokes Avg. point diff (1) SD point diff (1,2)
Bounding box area Num. points (1) Avg. point distances (1,2,3) SD point angles (1,2)
Bounding box length (1,2,3) Num. fitted points (1) Sum point angles (2,3) Cosine initial angle (1,3)
Convex hull area (2) Num. corners Sum point differences (1,2,3) Sine initial angle (2)
Path length (1) Sum point distances (2,3) Cosine end angle (1,2,3)
Strokes entropy (1,2,3) Sum squared point angles (1,2,3) Sine end angle (1,2,3)

Table 1. List of features for sketch classification. The final feature set for each model (denoted in brackets) is determined after
recursive feature elimination. Models trained with labels from: majority voting (1), Equation 3 (2), and Equation 4 (3).

class more often. Therefore, we perform SMOTE oversampling on the training data, which interpolates new samples
from the minority class [7]. Both whitening and oversampling are standard preprocessing techniques in supervised ML.

Not all features are relevant for recognition. Generally, a smaller feature set is preferred since statistically weak
features prevent generalization to unseen data, introduce noise in the model, and increase training time. Therefore,
feature selection becomes indispensable. We used recursive feature elimination (RFE), a procedure that selects features
by considering increasingly smaller sets of features in a cross-validation loop [13]. First, an estimator is trained on
the initial set of features, and then, based on the statistical importance of each feature (𝑝-values), the least important
features are removed (if 𝑝 < .05). This procedure repeats until there are no more irrelevant features.

Previous work has shown that any label aggregation method really benefits from a large number of votes per
item [66]. Therefore, aimed at investigating the scalability of DLA, we tested the effect of increasing the number of
collected votes. For this, we repeated the previous experimental setup with data augmentation, by duplicating each user
vote 5 times. In the following section we report the results of both set of experiments.

4.2 Performance Measures

Classification accuracy is not the only relevant performance metric to assess an ML classifier. Area Under the ROC
curve (AUC), for example, helps to determine the discriminatory power of any classifier [55]. Further, we report the
classic Precision and Recall metrics as well. Precision is the number of true positives (i.e., the number of inspirational
sketches correctly predicted) divided by the total number of sketches predicted as inspirational, and Recall is defined as
the number of true positives divided by the total number of actual inspirational sketches. We also report the 𝐹1 measure,
which is the (evenly weighted) harmonic mean of Precision and Recall, and the Jaccard index [20], which estimates the
likelihood of a sketch being inspirational if it is not correctly classified as non-inspirational. In sum, we report a variety
of classification metrics to gain a full understanding of model performance.

Fig. 2. Classification performance of the same ML classifier trained on three different label aggregation approaches, both before (left)
and after data agumentation (right). Note: 95% confidence intervals are all below 2.5%, so they are omitted.
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4.3 Results

Comparing the classification performance of models trained on majority voting and our two proposed DLA variants,
we find that considering the user’s bias when weighting the votes produces labels that improve overall classification
performance; see Figure 2. Notice that the improvements attributed to DLA outperform the baseline performance
of majority voting by a large margin, especially when more user votes are available. This improvement after data
augmentation was expected, since each item has more information about the agreement distribution of user votes.
Therefore, the three label aggregation approaches we studied led to better classification performance.

Table 2 shows the proportion of label changes per method, both before and after data augmentation. We can note that
DLA is more robust than majority voting, since the differences in most of the classification metrics are more apparent
when more user votes are considered for label aggregation.

Method No. original items No. augmented items

class - (%) class + (%) class - (%) class + (%)

Majority Voting 386 (98.4) 6 (1.6) 2005 (96.3) 77 (3.7)
DLA Equation 3 265 (64.4) 146 (35.6) 1353 (65.7) 706 (34.3)
DLA Equation 4 274 (66.6) 137 (33.4) 1291 (62.7) 768 (37.3)

Table 2. Upon label debiasing, we noticed an increase in the number of positive labels as compared with majority voting, both before
and after data augmentation.

Our results suggest that labeling subjective items in a crowdsourcing setting should depart from the classic majority
voting approach and adopt more informed methods like the one we propose in this paper. In summary, aggregating
labels while considering user voting behavior is a promising approach to creating higher quality labels in subjective
crowdsourcing tasks.

5 DISCUSSION

Creating ML models for predicting subjective behavior is challenging, as users have personal biases when performing
labeling tasks. This idea of asking someone for a subjective rating or vote applies to many areas outside of ML and
HCI. For example, someone would find it hard to trust a friend’s favorable restaurant recommendation if that friend
believes over 90% of restaurants are good. However, if that same friend said a restaurant was bad, that recommendation
would carry more weight or impact. Our work has noticed this same behavior applied to users labeling sketches as
inspirational or not, a highly subjective labeling task.

We developed a straightforward but powerful approach to label aggregation based on users’ voting behavior for
subjective tasks. Our DLA method leads to significant improvements in an ML classifier that can predict whether a
sketch is inspirational. This contribution shows possibilities for how future researchers can develop predictive models
to answer difficult, subjective questions.

5.1 Recommendations for Applying DLA

When collecting a new dataset to generate ground-truth labels for various tasks, such as ML model training or statistical
analysis, it can be challenging to know which user-provided labels to trust and what to ignore. Research into label
aggregation with disagreements is currently under-researched [73]. In the past, to generate high-quality data collection
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efforts, crowdsourcing researchers relied on the annotators to resolve disagreements among themselves or attempted to
improve task instructions [4, 6, 17, 25, 46, 59]. Some prior work has sought to employ these methods in real-time during
an active data collection effort. We hesitate to suggest that DLA applies during an active data collection effort because
our method relies on voting history to improve outcomes. The more votes a user makes, the better we can understand
their voting patterns. We recommend the usage of our method once data collection is complete. Furthermore, DLA can
complement prior methods, such as improving task design [4], discussed to ensure that the dataset and labels are of the
highest quality possible.

One line of research to ensure better quality labels and data focuses on detecting vandalism or intentionally bad
behavior by annotators. Detecting vandalism is a common researched area with numerous proven methods to identify
and discard intentionally incorrect data [14, 29, 54, 65, 75]. Compared to these prior methods, in the subjective labeling
tasks we studied, an individual annotator with a different opinion than the majority does not necessarily mean they
are wrong [1, 9, 17–19, 35]. They might have different viewpoints and experiences than the majority, which affects
their labeling decisions. To reiterate, DLA should be applied later in the data evaluation process. This will ensure paid
crowdworkers will receive fair compensation regardless of their viewpoints [71].

5.2 Limitations and Future Work

Our work does not seek to replace psychometric and survey design research for understanding individuals’ shifting
biases over time. We assume that labels are generated in a finite amount of time by a small number of crowdworkers.
This assumption is reasonable and aligns with prior work, as it is common for a participant in a crowdsourcing setting
to label some data on a budget and then for researchers to evaluate these contributions post-task. Future extensions to
DLA could evaluate user biases across different tasks longitudinally to understand how biases evolve, for example.

Our paper has analyzed a single dataset, as we found it challenging to find public subjective datasets containing raw
data (in addition to the collected crowdsourcing labels) to create an ML classifier. Previous work has utilized synthetic
data to compensate for the lack of suitable datasets [5, 14, 34, 61]. We hope the community will continue studying
subjective labeling and prediction tasks; for example, detecting emotions from facial expressions [37] or political views
from tweets [28, 47]. Another future research direction is to investigate if DLA will apply to non-subjective data. A first
step should be to estimate annotators’ voting skewness and decide whether majority voting should be applied. If the
voting distribution is heavily biased, then applying DLA makes sense.

6 CONCLUSION

In crowdsourcing scenarios, majority voting is not an appropriate label aggregation approach for subjective labeling
tasks since it ignores (and is affected by) the users’ skewed voting behavior. We have proposed DLA, a new label
aggregation method to elicit information from ambiguous data sources, where user subjectivity is likely to impact the
final labels’ quality. This paper has focused on labeling inspirational sketches, serving as a prequel to expand DLA to
other datasets. As previously shown, DLA is deceptively simple, and so we hope that researchers and practitioners will
adopt it.
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