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1 Preface

My academic background is slightly unconventional; I completed my Nutritional Sciences

BSc (which had a heavy focus on Clinical Nutrition) in 2015 and then decided to change into

a career that better aligned with my propensity towards the computational fields. I finished

my Bioinformatics MSc in 2018, which served as an integral foundation to my programming

and Data Science skills. In 2019 I started my PhD, which was a precious learning experience

in some highly specific fields in Biology (for which I quickly realised I lacked some knowledge

due to my background in Nutrition), in addition, it also allowed me to practice and develop my

Data Science skills. Indeed, these past three years allowed me to find a field I’m passionate

about - data engineering. I would like to thank the University of Luxembourg for giving me

this opportunity. I would also like to thank Patrick May and Paul Wilmes for their mentoring

and supervision, and my colleagues and friends for their support. I would like to thank all the

jury members and Francesco Delogu and Benoit Kunath for reviewing this thesis. Finally,

I would like to thank my family and girlfriend for their unconditional support, you were the

supporting pillars that made all of this possible.

In retrospect, this thesis is also the culmination of the many years of my life spent as a

student. Having made my fair contribution in the form of publications and past theses, I have

allowed myself lighter tones of speech, if only to softly introduce the reader to the heavier

and, without a doubt, more serious topic of bioinformatics and derivatives.

Data is not inherently knowledge. This is especially evident in the present Age of In-

formation when data massively towers above the methodologies that attempt to dent it. As

with any overwhelming endeavour, it often helps to start by decomposing and analysing the

problem by raising different questions: Why and how was this data generated? How is it

structured? What do we want to do and what can we actually do with it? While data may

be trivially defined as a ”piece of information”, the Science of data cannot be addressed in

the same carefree and superficial manner, as data is generated for many reasons, in many

ways, and in many shapes; and so, in order to infer knowledge out of data, it is essential

to tread mindfully and carefully. This idea of putting good data to good use is the core of

iii



this thesis, that is, there is no central biological question or hypothesis, instead, this thesis

focuses on how to make the best possible use of the already available towering amounts of

data, i.e., data integration. Specifically, this PhD focuses on the integration of biological data

which goes in accordance with the interdisciplinary nature of the Systems and Molecular

Biomedicine programme of the Doctoral School in Science and Engineering.
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2 Abstract

Due to technological advances across all scientific domains, data is generated at an ex-

tremely fast pace. This is especially true in biology, where advances in computational and

sequencing technologies led to the necessity to develop automated methods for data analy-

sis; thus the field of bioinformatics was born. This thesis focuses on one specific field within

bioinformatics - functional genomics. To be precise, in the development of techniques and

software for the integration of data to generate novel insights. Indeed, as the amount of

knowledge increases, so does the need to integrate it systematically. In this context, the

work described herein relates to the integration of multiple resources to improve the func-

tional annotation of proteins, which led to the development of two bioinformatic tools - Mantis

and UniFunc. For the downstream integration and analysis of functional predictions, a net-

work annotation tool was developed - UniFuncNet, which, together with the previous tools,

enables the efficient functional characterisation of individual organisms or communities.
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4 Thesis structure

The present document is a cumulative thesis, therefore it is centred around the work devel-

oped during my PhD and the respective publications. For this reason, it is organised in such

a way that the reader is introduced to the several challenges of biological data integration

in respect to the various publications. This thesis starts by discussing the life cycle of data

and how several aspects need to be tackled so that data can be successfully integrated. A

general introduction follows into various topics (protein function annotation, functional simi-

larity analysis, and network annotation), followed by a brief mention of the data integration

challenges inherent to them.

The three first-author publications resulting from this PhD are then presented. This is

followed by a general discussion on how the work developed during this PhD addressed

these challenges. The publications are as follows:

• Mantis: flexible and consensus-driven genome annotation [176]

• Unification of functional annotation descriptions using text mining [179]

• UniFuncNet: a flexible network annotation framework [174]

In addition, the continued development and use of the tools presented is discussed.

Some of the remaining challenges in data integration and future perspectives is also dis-

cussed.

xi
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5 Introduction

5.1 The life cycle of data

As with many other data-driven fields, Bioinformatics is rooted in the need to use biological

data in an automated manner. Bioinformatics, etymologically derived from ”biology ” and

”informatics”, was initially defined in 1970 as the ”study of informatic processes in biotic sys-

tems” [88]. Bioinformatics started with the application of computational methods for protein

sequence analysis [66] but, with advances in molecular biology, computer Science, and se-

quencing technology [66], bioinformatics soon started using exponentially larger amounts

of data (i.e., big data). The advent of big data brought with it new technical challenges in

regards to data mining, that is, the extraction of facts, truths, or principles (i.e., knowledge),

from the investigation of large datasets.

Data is not inherently knowledge, so researchers are tasked with generating data and

transforming it so that new knowledge can be created. This process can be represented

as a cycle (Figure 1), where data is generated, processed, and then used to drive new hy-

potheses and produce new data. The first step in the life cycle of data (Figure 1) is planning.

In this step, the case study is designed according to previous knowledge or observations.

To this end, past data can be reused (e.g., re-analysis of public datasets) or serve as the

foundation for new hypotheses. After planning, the data collection can then start. Because

the methods used to generate biological data are highly dependent on the field and case

study at hand, the respective representation of this data is therefore naturally inherent to

the continuously evolving technical methodologies of the field it originates from (e.g., in the

field of genomics, fastq is a common format to store sequencing data). These formats are

regularly processed, leading to the branching of the original format into other formats that

aim to address more specific tasks (e.g., sequences are extracted from fastq files to cre-

ate fasta files). However, these data representation formats (either raw or processed) may

still not necessarily contain any intrinsic knowledge, so researchers frequently apply further

downstream analysis to extract knowledge from this data. This downstream analysis is often

not done by the same researchers, while some may generate data, others may be respon-
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sible for analysing it. Data and corresponding data-derived knowledge may be integrated

in multiple manners, depending on the specific needs of the case study. This leads to the

creation of data in various formats which are hard to integrate in an automated and scalable

manner. This is not only due to the fact that bioinformatics is a rapidly evolving field, but also

because it bridges two very different fields (i.e., biology and informatics), which makes it

challenging to decide on ”universal” data formats. Researchers coming from the field of biol-

ogy often prefer human-readable formats, whereas researchers from the field of informatics

tend to prefer machine-readable formats that may be efficiently stored and accessed. Thus,

it is crucial to consider both viewpoints’ needs and use formats that address human needs

such as readability and interpretability, whilst also preserving the qualities of machine-centric

formats (which ultimately provide a crucial quality of data integration - scalability). Data is

then stored and later used by the scientific community according to the expertise of each

researcher. Hence, data needs to be stored in a manner that allows researchers locally or

remotely connected to collaboratively use it. Fortunately, in recent years there have been ef-

forts to standardise data representation and storage, such as the FAIR initiative [236] which

intends to provide guidelines to improve the Findability, Accessibility, Interoperability, and

Reuse of digital assets. Paired with such guidelines, is the promotion of Open Science

[238], which scientific journals, data repositories, and institutions are increasingly adopting

[63, 55, 17].

Despite significant efforts, data representation and storage standardisation remain chal-

lenging, due to technical, monetary, and subjective reasons (e.g., resistance to adopt guide-

lines). Data is also often associated with metadata, which, depending on the collection pro-

tocols, can be largely unstructured. Additionally, data is often re-analysed and restructured

into secondary databases, all of which have their own end-goal and, by extent, structure; for

example, the Nucleic Acids Research journal reported, in 2021, a total of 1641 databases

just in their database issue [182]. This abundance of data and databases highlights the need

to discuss how data can be complementarily used and integrated in a multitude of scenarios.
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Figure 1 The life cycle of data encompasses several integration steps. These range from
data-related integration steps to the integration of divergent expertise, and cultural norms.
Adhering to collaborative behaviours and guidelines eases the transition between each of
these steps.
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5.2 Data integration

Due to technological advances, scientific data is routinely generated by thousands of sci-

entists at a quicker pace than ever before [39]. This data is then processed and stored

in widely different platforms, leading to the creation of numerous repositories rich in highly

complex data. Despite challenges [243, 72, 71] such as: (i) data disparity, (ii) scalability,

(iii) accessibility, and (iv) storage and computation costs, data integration (i.e., the process

of combining data from multiple sources into one composite resource) is becoming increas-

ingly important. In fact, multiple initiatives and organisations that promote biological data

integration have been formed, e.g., ELIXIR [79] and EMBL-EBI [40].

Selecting informative data is challenging, not only due to the existence of copious amounts

of highly complex data, but also because of differences (e.g., structure or resolution) in the

manner at which this data is generated (for example, due to the end-goal of the case study,

or monetary restrictions). At the core of data integration is the identification of shared fea-

tures between disparate data (either obtained directly or through data transformation); this

is followed by the creation of downstream data integration methods that reflect the nature of

the respective data, but are also specific to the end-goal of the analysis (which, often lead

to the creation of new knowledge bases, i.e., databases). Data integration is not a linear

process though, data is often transformed multiple times until it suits the desired framework.

For example, enzymatic rates are experimentally measured within a certain experimental

context, and this data is published; other researchers then integrate this data into external

databases (which for example, requires standardisation of units of measurement); and a

researcher working on constraint-based modelling then takes these enzymatic rates and in-

cludes them into a metabolic model, which they then archive in a repository such as BiGG

[110]. Despite any disparities found in data, data integration is increasingly seen as a ne-

cessity in the field of bioinformatics, since using data in a complementary manner tends to

lead to a more comprehensive analysis of biosystems [213].

Data selection also entails determining which data should be used based on the premise of

providing a solution that scales to the problem at hand. While applying the correct technical

methods is essential (e.g., choosing the most appropriate database type and structure), it
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is crucial to acknowledge computational bottlenecks, and thus select data accordingly; that

is, the amount and complexity of the data used should scale to the scope of the problem at

hand. Overall, the selection of data needs to take into account the different aspects of data,

whilst also ensuring it can be efficiently used towards the pre-established end-goal.

Accessibility is a more complex issue to tackle since it relies on the community adopting

guidelines such as FAIR, which, unfortunately, are still met with some resistance [24, 198].

Accessibility is not only a matter of providing data though, it is also related to, for example, (i)

the acquisition cost (which is why it is important to promote open access), (ii) the acquisition

ease (e.g., the existence of file transfer protocols), and (iii) the way it is made available

(e.g., structured/unstructured). In my experience, a lack of a machine-readable structure

is one of the main issues to tackle when trying to integrate biological data. Depending on

the data at hand, this lack of structure can even prohibit its use, as the effort to integrate it

would outweigh its utility, and the structural variability (i.e., no discernible structural patterns)

makes it impossible to parse systematically.

Data also has a monetary and environmental impact that should not be ignored. Indeed,

it is progressively relevant to consider the energy consumption associated with data storage

[184] and analysis [248, 74]. Therefore, it is vital to promote sustainable data warehousing

and the production of efficient data analysis workflows.

To conclude on this topic, the steps preceding data integration can be thought of as a

filtering process, that is, data is highly abundant, and so it is the task of the data engineer

to select data based on project-specific criteria and requirements. This effectively means

analysing multiple datasets (e.g., determining which data is required and how to access it),

checking and understanding their structural divergences, efficiently extracting the desired

data, and finally being able to develop data models that satisfy the requirements of the

resulting composite dataset (Figure 2).

While some of the most general challenges in data integration were covered, this is

heavily application-specific; therefore, the various publications enclosed in this thesis dis-

cuss in greater detail the various aspects of the data being integrated and the methodology

to do so. In order to provide a theoretical background to the reader, the central topics of
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Figure 2 Data integration is the process of merging multiple sources of data into a com-
posite dataset. To do so, a thorough analysis and selection of each data source according
to the stipulated end-goal/application of the composite dataset are necessary. This entails
the selection of data that fits within certain criteria, e.g., the scale, complexity, or resolution
of the current application. Data sources may also contain data that is not relevant in the
current context, inaccessible, or is not appropriately formatted, being therefore necessary to
extract, transform and load the integrated data into a standardised format.
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each publication will be introduced as follows: (i) protein function annotation, (ii) function

similarity analysis, and (iii) network annotation. Note that each publication provides a more

in-depth introduction and thus, each topic will only be summarily introduced in order to avoid

redundancy.

5.3 Protein function annotation

Protein function annotation (PFA) is the process of identifying regions of interest in a pro-

tein sequence and assigning these regions a certain biological function [176]. PFA has

been applied to genomics for many years [58], however, with the arrival of high-throughput

shotgun sequencing methodologies it has become increasingly important to rapidly func-

tionally describe the metagenome-assembled genomes (MAGs) [155, 180] recovered from

vast and diverse microbial communities. Functional annotation plays an important role in

many bioinformatic workflows [153, 247] as it is an integral foundation of many downstream

omics analysis (e.g., genomics or proteomics). It may be used, for example, to describe the

functional properties of organisms and communities [185, 152], or to create genome-scale

metabolic models [18]. Function annotation can be done in several manners, such as:

• sequence homology - where an unknown sequence is compared to a collection of well-

annotated sequences (i.e., reference database), and, provided these are sufficiently

similar, the function from the well-annotated sequence is transferred to the unknown

sequence. Commonly used tools for this purpose include BLAST [3], Diamond [26])

and HMMER [183];

• protein structure similarity - through different methods (e.g., deep learning or crystal-

lography), the structure of an unknown protein sequence is predicted through multiple

approaches (e.g., modelling, X-Ray, NMR, Cryo-EM) ; this structure is then compared

(using protein structure alignment or 3D structure motif searches) to functionally anno-

tated protein structures, and, provided enough similarity is found, the function is trans-

ferred from the functionally annotated protein structures to the predicted structure [234,

122, 103]. Particularly interesting tools for structure prediction and annotation include
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AlphaFold [103] and ProFunc [122], respectively;

• genomic context [97] of genes, e.g., using gene neighbourhood; since genes within

an operon are functionally associated [112], the function of unknown genes can be

infered by the function of their neighbours. Operons are a fairly common gene or-

ganisation structure in Bacteria and Archaea (but, to a lesser extent, also present in

Eukaryotes [20]) where clusters of genes are co-expressed from a single promoter,

i.e., polycistronic transcription [19].

Depending on the omics data being used, PFA can entail functional potential (in the case

of genomics) or functional activity (in the case of transcriptomics and proteomics). This is an

important caveat to consider when performing functional analysis since functional potential

does not directly correlate to functional activity.

Homology relates to the concept of common evolutionary ancestry, which implies that if two

sequences share more similarity than what would be expected by chance, then it is more

likely that this similarity originates from common ancestry rather than independent evolution

[167]. If two sequences are homologs, then it is likely (but not certain) that they have similar

structure and function [167]. However, the lack of sequence similarity does not mean that

two sequences are not homologs, as there may also be conservation of structure or specific

regions within the sequence [167]. Through the use of multiple sequence alignment (MSA)

it is also possible to identify conserved regions in sequences (i.e., patterns seen across

multiple sequences) and use these to infer function.

As homology is determined by excess similarity, statistical approaches and respective tools

are used, such as, Diamond [26] for whole sequence homology or HMMER [183] for region-

specific sequence homology. Through the creation of highly comprehensive databases

(e.g., eggNOG [94], Pfam [67], and KOfam [6]) it is then possible to identify homologs and

transfer the function from the reference database to the unknown sequence. The gold-

standard manner to generate reference databases is through experimental validation; how-

ever, computationally generated references are becoming increasingly common, where a

reference is created via highly stringent computational methods (e.g., eggNOG [95]). Ideally,
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computationally-generated reference databases would then be experimentally validated, but

this is not feasible at the scale they are created. For ease-of-use, these methods and

databases are often wrapped in larger frameworks such as Prokka [194], eggNOG-mapper

[96], and RAST [10]. Despite the existence of many of these tools, some issues with the

current methods were identified:

• comprehensive integration of region-specific function annotations - typically only the

best match (match between an unknown sequence and the reference) is taken into

account, which may ignore many of the putative functions of the unknown sequence.

• integration of knowledge from multiple reference sources - it has been shown that in-

cluding multiple reference databases and using different tools leads to improved func-

tional annotations [75]. Unfortunately, the majority of the tools are associated with

either their own or a single reference database, which makes them hard to integrate.

If using multiple databases, simply outputting all the possible annotations often leads

to redundant or even discrepant functional annotations, which can be problematic in

downstream analysis. In addition, different reference databases tend to have different

resolutions or use different descriptions and identifiers to describe function, increasing

the challenge of integrating them into one composite output. To our knowledge, no tool

flexibly integrated multiple databases into a composite non-redundant output.

• lack of taxonomic resolution - many tools do not offer taxa-specific function annotation,

which may result in a larger number of wrongly inferred functions due to the use of

highly evolutionarily distant ”homologs”.

• setup and customisation issues - many tools have an extremely streamlined imple-

mentation, not offering any customisation possibilities. On the other hand, some tools

rely heavily on user-expertise, decreasing usability or affecting results quality.

• scalability - many tools scale poorly in a big data context (e.g., poor memory efficiency,

no parallelisation, or server-based)
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As such, Mantis [176], a protein function annotation tool, was created to addressed these

challenges. Regarding the main topic of this thesis - data integration, Mantis is a tool that

flexibly (the user can remove or add additional reference databases at will) incorporates

multiple databases into a composite consensus-driven output. To do so, Mantis attempts

to find matches between unknown sequences and multiple reference databases, it then

gathers potential matches, and tries to integrate them by finding a region-specific consensus

from the conglomerate of matches. The pre-processing of data (in this context, downloading

and structuring the reference databases) is also done automatically, eliminating the need

to rely on user expertise. To do so, it was necessary to implement extract, transform, load

(ETL) methods so that reference data could be restructured into a standardised format that

is modular (which allows for reference databases to be independent of each other) but also

fairly straightforward to create by users (which facilitates customisation). In essence, Mantis

does not rely on a centralised reference database, instead, reference databases are used

independently and then integrated through internal processes. Not relying on a centralised

database (which most tools tend to do) eliminates the need to provide regular maintenance,

which increases user autonomy (i.e., using Mantis to re-download the reference databases

keeps them up to date), but more importantly, it future-proofs Mantis’ implementation. Mantis

is described in further detail in the respective publication ”Mantis: flexible and consensus-

driven genome annotation” [176].

5.4 Function similarity analysis

In an effort to integrate functional descriptions from different databases (which enables Man-

tis to output consensus-driven functional annotations), it was necessary to implement a tool

for the similarity analysis of protein functional descriptions - UniFunc [179]. This tool uses

natural language processing (NLP) to compare functional descriptions in a pairwise manner.

NLP is the process of exploring and analysing large amounts of unstructured text (in this

case, the functional descriptions) through the use of software [61]. While different projects

exist in the field of NLP [61], they tend to be specific to the end-goal application. This is

because NLP relies on the implementation of methods that take into account the peculiarities
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of the textual data being used and the application of algorithms that use processed textual

data to derive knowledge.

Most NLP workflows tend to start with pre-processing, which entails processing natu-

ral/human language/text (i.e., textual data encoding) so that it may be used downstream by

different algorithms. NLP can be used for many generic tasks such as:

• part of speech tagging (i.e., lexically classifying words, e.g., ”We are in Luxembourg”,

”are” would be classified as a verb and ”Luxembourg” as a noun);

• named entity recognition (i.e., identify and classify important words within a sentence)

• sentiment analysis (extraction of textual connotation, e.g., expression of subjective

features such as happiness or sadness)

• speech recognition

As with any other artificial intelligence field, improper data pre-processing can heavily

skew the subsequent data analysis and, by extent, any of the conclusions drawn from it. A

large part of NLP encompasses applying methods that can correctly pre-process the data

for downstream encoding. While some frameworks contain methods for the pre-processing

of data (e.g., NLTK [16], Keras [34], and TensorFlow [138]), it is ill-advised to blindly apply a

stack of generic pre-processing methods to a piece of data and expect good results. Instead,

the multiple data pre-processing steps should be carefully adjusted or implemented accord-

ing to the input data. In the context of integrating functional descriptions, data pre-processing

can be especially difficult, since these tend to contain highly technical nomenclature that is

not easily parsed by conventional tools. Additionally, textual data from multiple databases

often contain inter (due to different resolutions) and intra (originating from multiple authors,

since no universal scientific writing style exists) differences.

After pre-processing, documents (i.e., a document is an individual entry of textual data)

are typically tokenized (i.e., a document is split into tokens - tokens are usually words but

may represent more complex entities). These tokenized documents can then be encoded

(e.g., transforming tokenized documents into vectors) into a structure that fits the posterior
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analytical steps. There are many manners to encode tokenized documents, e.g., one hot

encoding is one of the simplest. With this method, a zero vector of length C is created,

where each vector component represents a token in the vocabulary (i.e., the collection of

tokens). If a certain token is present in the document, the component corresponds to 1, if

absent to 0. Unfortunately, this method leads to very sparse vectors where all tokens have

the same distance between each other, which does not capture semantic similarity. Other

methods such as word embedding, encode tokens so that tokens that appear in the same

context (i.e., surrounded by similar tokens) are represented by similar vectors, which, by

extent, should have similar meanings [78]. In this manner, word embedding methods such

as FastText [22] attempt to capture contextual information, which typically leads to better

results.

The main objective of pre-processing is thus to provide high quality data that can be en-

coded into a structure that can be used by posterior methods. The NLP techniques applied

for the analysis of the encoded textual data are very diverse and depend on the scope of the

problem (e.g., categorisation and summarisation). In the context of UniFunc, the method-

ology applied enabled the processing of functional descriptions so that a similarity analysis

could be done between each encoded functional description. The aforementioned topics

and methodologies are discussed in greater detail in the respective publication ”Unification

of functional annotation descriptions using text mining” [179].

5.5 Network annotation

Graph theory relates to the mathematical study of graphs, which are structures composed

of vertices and edges. In network Science, a graph is commonly referred to as a network, a

vertex as a node, and an edge as a link; regardless of the field, the nomenclature is often

used interchangeably as the underlying structure is the same. A network is an extremely

versatile concept, being therefore capable of capturing many types of entities (e.g., diseases,

genes, proteins, and compounds) and having many different biological applications [115], for

example, disease maps [60], protein-protein interaction networks [217], metabolic networks

[32], and phylogenetic networks [118]. While various graph categories exist (e.g., directed,
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hypergraph, weighted), mono and multipartite graphs are fairly common representations of

biological data [115] since they can be particularly useful to model omics data where each

ome can be typically represented as a subset (”part(ite)”) of the respective graph.

VMH’s ReconMap3 visualisation [159] and Metscape [62] (metabolomics data visualisation

tool) are good examples of monopartite (i.e., one node type - homogeneous) graphs that

represent metabolic networks containing compounds as nodes, and reactions as edges.

Gene co-expression networks are also a good example of monopartite graphs where co-

expressed genes are linked together and the corresponding network can be used used to

predict gene-disease associations [225]. STRING [218] is another example that connects

proteins (protein-protein interaction network) through the use of multiple sources such as

experimental data, computational predictions, or text mining. Similarly, multiple omics can

be integrated through the use of multipartite graphs, where nodes can be partitioned into

subsets (according to their node type). For example, Lee et al [125] describe how hetero-

geneous multi-layered networks (HMLN) can be used to integrate omics data in a manner

that each layer contains one node type and these nodes are connected through intra or

inter-layer edges. An excellent example of a HMLN is Hetionet [87] which contains eleven

different types of node types (hendecapartite graph) and multiple types of edges/connec-

tions between each node type.

A common practice to integrate biological data within a function-centered network is to pre-

dict the functional potential, activity, and interactions within single or multiple layers of omics

data [156, 117]. These networks can then be structured according to the end-goal of the

analysis, e.g., visualisation [196, 245], identification of key functions [185] or species [152],

pathway enrichment and network analysis [120, 85].

In this context, it is possible to use functional annotation information to build multipartite

graphs, where each node type (e.g., proteins) can be connected to its corresponding func-

tional annotations (e.g., UniProt ID). Such a network would thus be k+j-partite graphs where

k corresponds to the number of subsets containing the main nodes (i.e., the main biological

entities such as proteins) and j to the number of subsets containing the sub-nodes (i.e., the

type of functional annotation, e.g., UniProt [37] or KEGG [104] IDs). With the use of prior
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knowledge, it is then possible to build these functional multipartite graphs, i.e., using refer-

ence databases (e.g., KEGG or MetaCyc [30]) to connect functional annotations from some

biological entities (e.g., proteins) to others (e.g., reactions). Such a network framework could

then be repurposed towards a multitude of downstream analyses. For example, organism-

specific networks can be generated by sampling from community-wide networks, creating

sub-networks that can used to investigate community interactions [152]. With the end-goal

of creating a flexible framework for these types of analysis, a network annotation tool - Uni-

FuncNet [174], was developed. This tool integrates data from multiple databases and allows

for the generation of annotated networks. As the goal was to provide a network annotation

framework that could be used for multiple purposes, UniFuncNet was implemented so that

it could generate annotated networks with four different types of entities (genes, proteins,

reactions, and compounds), and also different types of network generation protocols. The

integration of data was done through the implementation of several web scraping (i.e., ex-

traction of information from the web) and parsing methods, and posterior merging of data

into a composite output. A thorough discussion on the methodologies and applications of

UniFuncNet is presented in the respective manuscript ”UniFuncNet: a flexible network an-

notation framework” [174].

5.6 Scope and objectives of the presented work

To reiterate, this thesis focuses on the development of data integration tools within the do-

main of functional genomics, that is, the study of how the genome contributes to biological

processes. Different Data Science methodologies were applied, and multiple tools were

developed to integrate functional annotation data within different contexts.

The first publication relates to the dynamic integration of multiple reference data sources

for protein function annotation. Due to the need to use textual data for the integration of

multiple sources of data, a function similarity analysis (using NLP) tool was then developed

(second publication). Lastly a network annotation tool was developed to provide a holistic

approach to functional analysis. This tool enables a comprehensive integration of multiple

data sources by using a network-based approach to collect and connect of functional an-
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notation data. Together, these tools enable end-users to perform a highly comprehensive

functional analysis of organisms and/or communities.
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6 Publications

In this section, all the publication resulting from this PhD will be presented:

• Mantis: flexible and consensus-driven genome annotation [176]

• Unification of functional annotation descriptions using text mining [179]

• UniFuncNet: a flexible network annotation framework [174]

All publications have been adapted to fit with the template of this thesis. In addition,

all references and abbreviations have been merged into their respective sections within the

present document. Supplementary material, unless specified otherwise, is available at the

respective publications doi. All publications are open-access.
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6.1 Mantis: flexible and consensus-driven genome annotation

6.1.1 Summary

Protein function annotation can be summarised as the process that identifies regions of in-

terest in a protein sequence and the assignment of a biological function to these regions.

Protein function annotation is of interest to numerous downstream analysis, such as func-

tional profiling of an organism or community, describing the functional interactions within a

community, and creating genome-scale or community metabolic models. Different methods

exist for this process, depending on the available data and the preferred methodology; some

of these methods are sequence homology, protein structure, genomic context, and protein

networks. This chapter describes Mantis, a protein function annotation tool that attempts to

address some specific challenges in this field: (i) region-specific annotation; (ii) integration

of multiple reference databases; (iii) integration of taxonomic information; (iv) customisation

of reference sources; and (v) scalability.

The authors for this publication[176] are as follows: Pedro Queirós, Francesco Delogu, Os-

kar Hickl, Patrick May and Paul Wilmes. All authors contributed to the writing, revision,

methodology, and study design. I was the main author of this publication and the developer

of the tool associated with it.
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Mantis: flexible and consensus-driven genome annotation

Abstract

Background: The rapid development of the (meta-)omics fields, has produced an unprece-

dented amount of high-resolution and high-fidelity data. Through the use of these datasets

we can infer the role of previously functionally unannotated proteins from single organisms

and consortia. In this context, protein function annotation can be described as the iden-

tification of regions of interest (i.e., domains) in protein sequences and the assignment of

biological functions. Despite the existence of numerous tools, some challenges remain,

specifically in terms of speed, flexibility, and reproducibility. In the big data era, it is also

increasingly important to cease limiting our findings to a single reference, coalescing knowl-

edge from different data sources, and thus overcoming some limitations in overly relying on

computationally generated data from single sources.

Results: We implemented a protein annotation tool - Mantis, which uses database identifiers

intersection and text mining to integrate knowledge from multiple reference data sources into

a single consensus-driven output. Mantis is flexible, allowing for the customization of refer-

ence data and execution parameters, and is reproducible across different research goals

and user environments. We implemented a depth-first search algorithm for domain-specific

annotation, which significantly improved annotation performance compared to sequence-

wide annotation. The parallelized implementation of Mantis results in short runtimes while

also outputting high coverage and high-quality protein function annotations.

Conclusions: Mantis is a protein function annotation tool that produces high-quality consensus-

driven protein annotations. It is easy to set up, customize, and use, scaling from single

genomes to large metagenomes. Mantis is available under the MIT license available at

https://github.com/PedroMTQ/mantis.

https://github.com/PedroMTQ/mantis
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6.1.2 Background

On a cellular scale, life is, in essence, the activity and the interaction of a plethora of differ-

ent molecules, among which proteins are responsible for the vast majority of processes. A

primary task in understanding how biology works is to resolve its actors properly (e.g., the

proteins) and place them into context. The past decades have seen the development of the

(meta-)omics fields, unlocking an unprecedented amount of data and deepening our under-

standing in several fields of biology [195, 151]. Alongside the evolution of the technologies

and the increase in data volume, the identification of proteins transitioned from purely ex-

perimental techniques (e.g., chemical essays and spectroscopy) toward the computational-

based sequence analysis thanks to the discovery of the relationship between conservation

of proteins’ functions and sequences [235]. Therefore, the current challenges are to make

use of the vast number of protein sequences and annotations available and to link new pro-

tein sequences to the previously established knowledge. High-throughput methods, such as

next-generation sequencing, are able to produce a large amount of data, which then need

to be analysed and interpreted. One of the ways to make sense of this data is through

protein function annotation (PFA), which is, in the context of this article, the identification of

regions of interest (i.e., domains) in a sequence and assignment of biological function(s) to

these regions. This strategy has proven effective in the study of single organisms, as well as

consortia [8, 33, 99, 83, 139, 166]. Function prediction is based on reference data, i.e., trans-

ferring the function from protein X to the unknown protein Y if they are highly similar [235].

Different approaches may be used, the most common being the comparison of an unknown

protein sequence to reference data composed of well-studied and functionally annotated

proteins (homology-based methods) [216, 229, 23, 208, 194, 96, 10]. Other methods may

infer function through the use of machine learning [216, 186], protein networks [244, 218],

protein structure [45], or genomics context-based techniques [161], but these are not be

covered in this article. For sequence alignment, BLAST [4] or Diamond [26] are commonly

used, whereas, for profile hidden Markov models (PHMM), HMMER [183] is most widely

used. In PFA, these tools are often integrated into larger pipelines to provide enhanced out-

put interpretability, workflow automation, and parallelization [194, 96, 10, 101]. Some PFA
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tools target specific taxa [130], while others are designed with large-scale omics analysis in

mind [239, 147, 108]; indeed, each PFA tool is designed to cater to its niche research topic.

While experimental validation remains the gold standard, PFA, despite its many shortcom-

ings [171], is an increasingly valuable strategy that aims to tackle the progressively more

difficult task of making sense of the large quantities of data being continuously generated.

The most common method of processing candidate annotations (i.e., sequences or

PHMM that are highly similar to the query sequence) involves capturing only the most sig-

nificant candidate (”best prediction only”, hereinafter called the BPO algorithm). This PFA

approach works well for single-domain proteins, but multi-domain proteins may have mul-

tiple putative predictions [240, 50, 127], whose location in the sequence may or may not

overlap. This selection criterion may potentially lead to missing annotations and is there-

fore not suitable in complex PFA scenarios. To tackle this problem, domain-specific PFA is

necessary. A simple approach, previously discussed in Yeats et al.[240], would be to order

the predictions by their significance and iteratively add the most significant one, as long as it

does not overlap with the already added predictions (henceforth referred to as the heuristic

algorithm). Owning to the biased selection of the first prediction, this algorithm does not

guarantee an optimal solution (e.g., a protein sequence may have multiple similarly signif-

icant predictions). It has been previously shown that incorporating prediction significance

and length may produce better results [224]. We implemented a depth-first search (DFS)

algorithm that improves on the previous approaches.

The selection of reference PHMMs is also critical, because PFA will ultimately be based

on the available reference data. Whilst using unspecific PHMMs to annotate a taxonom-

ically classified sample may result in a fair amount of true-positives (TP) results (correct

annotations), depending on the confidence threshold used, it may also increase the rate

of false-positives (FP) results (over-annotation, due to a less strict confidence threshold)

or false-negatives (FN) results (under-annotation, due to a more strict confidence threshold)

[193]. Using taxon-specific HMMs (TSHMM) rather than unspecific PHMMs should, in princi-

ple, provide better annotations on a taxonomically classified sample, a feature that is already

integrated into some PFA tools such as eggNOG-mapper [96] and RAST [10]. In essence,
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TSHMMs-based annotation limits the available search space, which may have positive and

negative consequences. Because the search space is more specific, the annotations pro-

duced should be of higher quality; however, this higher specificity of the TSHMM could also

lead to under-annotation (incomplete reference TSHMMs) or mis-annotations (low-quality

reference TSHMM) [59]. This underlines the necessity to use specific (e.g., TSHMMs) and

unspecific PHMMs in a complementary manner. In this regard, the use of multiple sources

of reference data remains a challenging aspect of PFA, and, with multiple high-quality refer-

ence data sources available, it is increasingly important to coalesce knowledge from different

sources. While some PFA tools allow for the use of multiple reference data sources, either

as a separate [101] or a unified [96, 7] database, it is still challenging to integrate multiple

data sources dynamically.

When using reference data from multiple high-quality sources, the most common and

straightforward approach is to consider the output from each reference data source inde-

pendently (e.g., [101]). However, by doing so, we overlook that many sources can overlap

and/or complement each other. Commonly this is compensated for via manual curation,

which is feasible only for a limited number of annotations. An automated approach would be

to assume only the most significant annotation source for any given sequence and disregard

other sources; this may result in vast losses of potentially valid and complementary informa-

tion (e.g., database identifiers). Because this is not desirable, the challenge is in both in de-

ciding which source(s) provide the best annotation as well as identifying complementary an-

notations. In the present context, complementary annotations can be defined as functional

annotations that are functionally similar but originate from difference data sources; as such,

while functionally similar, different data sources are likely to contain information that is ab-

sent in other data sources and vice versa. This unique functional information (i.e., database

identifiers or functional descriptions) may prove essential in downstream data analysis. A

straightforward approach to verify whether functional annotations are functionally similar is

to check whether they share a database identifier (ID), e.g.,

(i) Function: ”Responsible for glucose degradation”; IDs: K00844, EC:2.7.1.1, PF03727
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(ii) Function: ”Responsible for glucose degradation”; IDs: P52789, PF03727, IPR022673

We can observe that the annotations (i) and (ii) share the database ID PF03727, thus it can

be concluded that these annotations are functionally similar. If we were only to select the

first annotation, we would ignore potentially useful information (IDs P52789 and IPR022673).

However, it may be the case that no IDs are shared between the different annotations, for

example:

1. Function: ”Responsible for glucose degradation”; IDs: K00844, EC:2.7.1.1

2. Function: ”Responsible for glucose degradation”; IDs: P52789, IPR022673

We can observe that even though the annotations (i) and (ii) no longer share an ID, they

still have the same function ”Responsible for glucose degradation”. Humans can quickly

surmise that these annotations are the same because they share the same function de-

scription. Should the descriptions be identical or very similar, a machine could achieve the

same conclusion with relative ease. However, in our experience, these free-text functional

descriptions are often moderately or heavily dissimilar [111, 203], with only a few keywords

allowing us to ascertain that they are indeed the same. This then makes it more difficult to

use multiple reference data sources. For example:

1. Function: ”Responsible for glucose degradation”; IDs: K00844, EC:2.7.1.1

2. Function: ”Protein is an enzyme and it is responsible for the breakdown of glucose”;

IDs: HXK2 HUMAN

In such a scenario, someone trained in a biology-related field can quickly identify the most

important words (”degradation”/”breakdown” and ”glucose”) in both sentences and conclude

that both annotations point to the same biological function. The challenge is now to en-

able a machine, deprived of any intellect and intuition, to eliminate confounders (ubiquitous

words, e.g., ”the”), identify keywords and their potential synonyms, and reach the same con-

clusion. A possible strategy is to use text mining, which is the process of exploring and

analysing large amounts of unstructured text data aided by software, identifying potential
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concepts, patterns, topics, keywords, and other attributes in the data [61]. Text mining has

been previously used with biological data [231, 170, 242, 202, 92], and even more specifi-

cally with regards to gene ontologies [13, 168, 128, 43, 49, 116] and PFA [242]. However,

to our knowledge, there is no tool for the dynamic generation of a consensus from multiple

protein annotations. This article solves the problem of scaling the integration of different an-

notation sources, integrating a compact and flexible text mining strategy. We implemented

a 2-fold approach to build a consensus annotation, first by checking for any intersecting

annotation IDs and second by evaluating how similar the free-text functional descriptions

are. This approach attempts to address 3 very relevant issues with PFA [193, 59, 172, 52]:

over-annotation, under-annotation, and redundancy. Another challenge in PFA is the lack of

flexibility of some tools, as these are often intrinsically connected to their house-generated

reference data, and therefore hard to customize. In contrast, we developed a tool that, while

offering high-quality unspecific and specific PHMMs, is independent of its reference data,

thus being customizable and allowing dynamic integration of new data sources.

We hereby present Mantis, a Python-based PFA tool that overcomes the previously pre-

sented issues, producing high-quality annotations with the integration of multiple domains

and multiple reference data sources. Mantis automatically downloads and compiles several

high-quality reference data sources and efficiently uses the available hardware through par-

allelized execution. Mantis is independent of any of the default reference data, resulting in

a versatile and reproducible tool that overcomes the challenge of high-throughput protein

annotation coming from the many genome and metagenome sequencing projects.

6.1.3 Mantis

Mantis is available at https://github.com/PedroMTQ/mantis, and its workflow (see Fig. 3)

consists of 6 main steps: (i) sample pre-processing, (ii) PHMM-based homology search, (iii)

intra-PHMM hits processing, (iv) metadata integration, (v) inter-PHMMs hits processing, and

(vi) consensus generation. For future reference, an instance when a PHMM matches with a

protein sequence is referred to as a ”hit”. The workflow starts with sample pre-processing,

in which the sample(s) is/are split into chunks. This is followed by homology search, where

https://github.com/PedroMTQ/mantis
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Figure 3 Overview of the Mantis workflow. KOfam [6], Pfam [67], eggNOG [95], NCBI
protein family models (NPFM) [131], and TIGRfams [76] are the reference PHMMs currently
used in Mantis. CustomDB can be any PHMM library provided by the user.
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query sequences are searched against the available reference data using HMMER. Dur-

ing intra-PHMM hits processing the DFS algorithm is used to generate and select the best

combination of hits per PHMM source; Fig. 4 shows how different algorithms may lead to

a different selection of hits. Metadata integration adds the metadata (functional description

and IDs) to the respective hits. During inter-PHMMs hits processing, the DFS algorithm is

used to generate all the combinations of hits from all PHMM sources (in this step all hits are

pooled together). Finally, consensus generation ensures that the best combination of hits

among all hits from the multiple reference data sources is selected. This combination is ex-

panded by adding additional hits with consistent metadata (intersecting identifiers or similar

functional descriptions) (see Methods section for a detailed description of all these steps).

We provide default execution parameters, however, the user is free to fully customize Mantis,

not only the parameters but also the reference databases used. Mantis requires a FASTA-

formatted protein sequence file as input, where the user can also provide the organism’s

taxon which will allow for taxa-specific annotation. Reference databases are downloaded

automatically. The MANTIS.config file allows for configuration of the reference data and its

respective weights and enables the compilation of specific eggNOG TSHMMs. For more

details, see the documentation at [175]. Owing to issues with Python’s multiprocessing in

MacOS, and the fact that HMMER is not available on Windows, Mantis is only available on

Linux-based systems.

6.1.4 Analysis

To analyse and validate the performance of Mantis, we performed several in silico experi-

ments. We annotated a reference dataset containing curated protein entries from UniProt to

set default parameters and evaluate the impact of different Mantis’ features: (i) impact of the

e-value threshold; (ii) impact of the hit processing algorithm; (iii) how each reference data

source contributed to the final output and (iv) impact of the consensus generation on anno-

tation quality. Furthermore, we annotated several sequenced organisms, with and without

TSHMMs, thus evaluating the impact of using taxon-resolved reference data. Finally, we

compared Mantis against eggNOG-mapper [96] and Prokka [194]. A description of the sam-
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Figure 4 Homolog selection for the 3 hit processing algorithms in Mantis. The selection
of the hit(s) depends on the underlying algorithm. In the case of the portrayed protein with 6
hits (A) (which are overlapping to various degree) that have varying significance values (B)
the three algorithms would behave as follows: (i) BPO would select only the most significant
hit (No. 2); (ii) the heuristic algorithm initially selects the most significant hit (No. 2) which
then restricts (due to overlapping residues) the hits available for selection (hits No. 1, 3,
and 4 can no longer be selected), leading to the selection of the next most significant hit
(No. 6), and finally the selection of hit #5; (iii) the DFS algorithm generates all possible
combinations of hits, which are then scored according to the e-value, hit coverage and total
combination coverage (for more details, please see ”Multiple hits per protein”. According to
these parameters, the most likely combinations of hits would be hits No.1 and 4.
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ples used for this benchmark is available in ”Sample selection”. Prokka was only used for the

annotation of prokaryotic data (i.e., all except for Saccharomyces cerevisiae and Cryptococ-

cus neoformans). To compare the performance between the different tests, we calculated

a confusion matrix for each test. For future reference, a TP occurs when a functional an-

notation (predicted from a PFA tool) shares one or more database IDs with the respective

reference annotation (e.g., Pfam ID); a FP when no database IDs are shared; a FN when

the PFA tool does not annotate a protein sequence but a reference annotation is available;

and a TN when the PFA tool does not annotate a protein sequence and no reference anno-

tation is available. Precision is defined as TP
TP+FP , Recall as TP

TP+FN , and F1 score(harmonic

mean of precision and recall) as 2× Precision×Recall
Precision+Recall . The F1 score is used as a performance

metric. Further details on the benchmark are available in ”Establishing a test environment”.

Initial quality control

Function assignment e-value threshold It is known that the e-value threshold directly

affects annotation quality, however, no gold-standard threshold exists [224]. Depending on

the reference data source’s size, quality, and specificity, we may use more or less stringent

thresholds. It is therefore essential to test annotation quality with different thresholds. As

such, we tested different static e-value thresholds and a dynamic threshold, which has been

described in ”Testing different e-value thresholds”. As can be seen in the Supplementary

Table 1, precision was similar across the range of e-value thresholds tested, with recall/sen-

sitivity decreasing with lower e-value thresholds. Unexpectedly, unlike recall, precision was

not directly correlated with the e-value threshold; indeed a maximum precision of 0.747 was

obtained for the e-value threshold 1e−6, with precision slightly decreasing with more stringent

e-value thresholds. A maximum F1 score of 0.827 was observed for the e-value threshold

1e−3, as such, we chose this value as the default e-value threshold for Mantis.

Impact of hit processing algorithms To understand whether the different hit process-

ing algorithms resulted in statistically significant differences in F1 scores, we created syn-
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thetic samples and performed pairwise comparisons between the DFS and the other algo-

rithms: (i) DFS and heuristic, and (ii) DFS and BPO. We rejected the H0: ”no differences

in F1 score between the tested algorithms” in both comparisons since p-value ¡ 0.01. The

DFS algorithm resulted in a greater F1 score (mean = 0.827) than the heuristic (mean =

0.826) and BPO (mean = 0.816) algorithms. Further details on results can be found in the

Supplementary Table 2, and further details on the testing method can be found in ”Testing

hit processing algorithms”.

Impact of sample selection Testing exclusively against well-annotated organisms is

a recurring issue with protein annotation benchmarking, resulting in the re-annotation of se-

quences already present in the reference data used, leading to a biased annotation quality

evaluation. To avoid this bias, we downloaded all the curated UniProt (i.e., Swiss-Prot) pro-

tein entries (as of 2020/04/14) and selected entries by their creation date such that we have

four samples that contain protein entries created in different date ranges (2010-2020, 2015-

2020, 2018-2020, and 2020). Samples with more recent protein entries are increasingly

more likely to lack any proteins used to generate Mantis’ reference data, which increases

the likelihood that potential annotations are due to true sequence homology (and not to

circular re-annotations). We annotated these samples using three different hit processing

algorithms (DFS, heuristic, and BPO), determining the impact of each on the F1 score.

As seen in Fig. 5, the F1 score decreased as the sample was restricted to more recent data.

As seen in the Supplementary Table 3, when comparing the hit processing algorithms, we

found that the DFS algorithm consistently outperformed the other algorithms, with an mean

F1 score 0.021 and 0.003 higher than the BPO and heuristic algorithms, respectively. In

addition, the F1 score difference between the multiple hits algorithms (DFS and heuristic)

and the single hit algorithm (BPO) increased as the entries in a sample were restricted to

more recent years.

Contribution of the different reference data sources We analysed each reference

data source’s contribution to the output annotation for the UniProt 2010-2020 sample. By
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Figure 5 Annotation F1 score per hit processing algorithm and sample. Overall, the
DFS and heuristic algorithms achieve similar results, outperforming the BPO algorithm.

checking the column ”HMM files” in the consensus annotation.tsv file, we found that Pfam

was present in 24.4% of the sequence annotations, KOfam in 62.37%, eggNOG in 76.52%,

NPFM in 13.91%, and TIGRfam in 12.96%. Note that, since multiple reference data sources

may be present in one sequence (due to the consensus generation and hit processing algo-

rithms), the sum of the previous values is above 100%.

Impact of consensus generation During consensus generation, two methods are

used for checking the consistency of the hits metadata: IDs intersection and text mining.

We analysed the contribution of both methods for the annotation of the UniProt 2010-2020

sample, and found that roughly 35.1% of the consistency checks were due to the text mining

approach, and the remaining were due to IDs intersection.

We also tested the impact of text mining on annotation performance: to do so, we an-

notated the Uniprot 2010-2020 sample but restricted the consensus generation in different

manners and with different algorithms. Six different test conditions were created: (i) DFS
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with default consensus generation, (ii) DFS with consensus generation restricted to IDs (i.e.,

IDs intersection but no text mining), (iii) DFS without consensus generation (i.e., neither IDs

intersection nor text mining), (iv) BPO with default consensus generation, (v) BPO with con-

sensus generation restricted to IDs, and (vi) BPO without consensus generation. We also

annotated the same sample using eggNOG-mapper - condition (vii). Prokka was not used

here because the present sample contains non-prokaryotic data. The F1 scores were as

follows: (i) 0.827, (ii) 0.790, (iii) 0.774, (iv) 0.814, (v) 0.779, and (vi) 0.763, and (vii) 0.703.

Further details can be found in Supplementary Table 4.

Hit processing approximation During hit processing, two algorithms may be used,

the DFS, and, as a backup (if the DFS algorithm’s runtime exceeds 60 seconds), the heuris-

tic. We calculated how many times the heuristic algorithm was used as a backup during

the hit processing of the 2010-2020 UniProt sample. We found that for the intra-PHMM hit

processing, the heuristic algorithm was used in roughly 7.2% of the sequences, and for the

inter-PHMMs hit processing in 0.5% of the sequences.

Quality control with sequenced organisms As a secondary quality control, to assess

the impact on F1 score when using taxon-resolved reference data, we annotated several

sequenced organisms (for more details, see the Supplementary Table 5) with and without

TSHMMs. We also evaluated the impact of the different hit processing algorithms on these

samples. As seen in Fig. 6, well-studied organisms (e.g., Saccharomyces cerevisiae) had

better annotations, especially when applying TSHMMs, unlike poorly described organisms.

The mean F1 score gain with TSHMMs was 0.006. With TSHMMs, the DFS algorithm

had, on mean, 0.001 and 0.010 higher F1 scores than the heuristic and BPO algorithms,

respectively. Without TSHMMs, the DFS algorithm had, on mean, 0.008 and 0.013 higher

F1 scores than the heuristic and BPO algorithms, respectively. Further details can be found

in the Supplementary Table 6.
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Figure 6 F1 score per hit processing algorithm and organism, with and without using
taxonomy information. F1 score was higher for well-studied organisms, TSHMMs also
tend to perform better with these organisms.
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Comparison between Mantis and other PFA tools The sequenced organisms enumer-

ated in the Supplementary Table 5 were annotated with Mantis, eggNOG-mapper, and

Prokka (for the latter non-prokaryote organisms were excluded). To evaluate the added

value of using the very comprehensive eggNOG reference data source, we also assessed

Mantis’ F1 score using different reference data. In total, six different tests were performed

for each organism: (i) Mantis with default data sources and with taxonomy information; (ii)

Mantis with default data sources except for eggNOG’s data and with taxonomy information;

(iii) Mantis with default data sources but without taxonomy information; (iv) eggNOG-mapper

without tax scope option; (v) eggNOG-mapper with tax scope option; (vi) Prokka with default

data sources and default execution.

On mean, (i) had a F1 score and annotation coverage of 0.857 and 96.56%, respectively,

(ii) 0.832 and 89.82%, (iii) 0.850 and 96.14%, (iv) 0.734 and 88.45%, (v) 0.725 and 88.02%,

and (vi) 0.507 and 62.38%. As seen in Fig. 7, Mantis outperformed the other PFA tools

in all tests (with one exception in the organism Saccharomyces cerevisiae, where eggNOG-

mapper without taxonomy had an F1 score of 0.841 and Mantis without taxonomy had an F1

score of 0.830). The mean Mantis F1 score with default execution and TSHMMs was 0.131

higher than eggNOG-mapper (with tax scope) and 0.360 higher than Prokka. Mantis’ setting

without the eggNOG reference data had an mean F1 score 0.107 higher than eggNOG-

mapper (both tools with taxonomy information) and an mean F1 score 0.025 lower than

Mantis’ with the eggNOG reference data. Further details are available in the Supplementary

Table 7.

Annotating metagenomes To our knowledge, there are no manually curated metagenome

annotations, therefore annotation validation was not performed, instead we only calculated

the annotation coverage. We selected four samples from different environments and pre-

dicted the protein coding genes with Prodigal v2.6.3 [98]. The annotated samples were:

• Biogas highly efficient cellulose-degrading consortium (SEM1b) [44, 119] with 39411

sequences;

• Glacier-fed stream sediment (GFS) [28] with 270341 sequences (phenol-chloroform



33

Figure 7 Annotation F1 score of Mantis, eggNOG-mapper, and Prokka using different
reference data. Each slice represents an organism and contains the F1 score obtained
between the different conditions.
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extraction batch number 37);

• Marine [214] with 605043 sequences (ERR1726751);

• Human gut microbiome (MuSt [83]) with 692061 sequences (M05-01-V1).

The performance of Mantis varied per metagenome sample; it annotated 213539, 162133,

33016, and 559792 sequences in the samples GFS, marine, SEM1b, and MuSt, respec-

tively. The respective annotation coverage was as follows: 78.99%, 26.80%, 83.77%, and

80.89%. We repeated the same test for eggNOG-mapper and Prokka (in the case of Prokka

by annotating the original nucleotide sequences), the coverage for the samples GFS, ma-

rine, SEM1b, and MuSt, was, respectively, 77.52% and 10.87%, 16.21% and 1.01%, 81.95%

and 32.32%, and 78.72% and 20.37%.

Computational efficiency We ran Mantis against samples with a different number of se-

quences and a different number of available CPUs. We performed this test for the DFS

and heuristic algorithm only. As expected, we found that the heuristic algorithm was faster

than the DFS algorithm. The heuristic algorithm was, on mean, 1.42 times faster than the

DFS algorithm. As expected, runtimes were inversely correlated to the number of CPUs and

sequences. Further details can be found in the Supplementary Table 8.

We also aimed at allowing Mantis to be run on personal computers, which requires re-

moving the eggNOG dataset. However, as we have previously shown in Comparison be-

tween Mantis and other PFA tools, this does not cause a high impact on F1 score. We

annotated the previously enumerated sequenced organisms (Supplementary Table 5) on a

Dell XPS 13-9370 with Ubuntu 20.04.1 LTS 64 bit, 16GB RAM, 512 GB SSD, and an 8 core

Intel Core it-8550U CPU. The mean runtime for prokaryotes and eukaryotes was 28 and 93

minutes, respectively. Further details are available in the Supplementary Table 9.

6.1.5 Discussion

We herein presented Mantis, an open-access PFA tool that produces high-quality annota-

tions and is easily installed and integrated into other bioinformatic workflows. Mantis uses a
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well-established homology-based method and produces high-quality consensus-driven an-

notations by relying on the synergy between multiple reference data sources and improved

hit processing algorithms.

Mantis addresses some major challenges in PFA, such as flexibility, speed, the inte-

gration of multiple reference data sources, and use of domain-specific annotations. It also

addresses under-annotation through the use of multiple reference data sources, which im-

plicitly leads to a wider search space. Additionally, redundancy, which is a drawback inherent

to consensus-driven annotation, is ameliorated by removing duplicate database IDs and/or

identical descriptions. We have attempted to avoid over-annotation through the generation of

a consensus-driven annotation, which identifies and merges annotations that are consistent

(i.e., similar function) with each other (e.g., if three out of five independent sources point to-

wards the same function and two others point towards other, unrelated functions, then these

three annotations are more likely to be valid), and eliminating the remaining inconsistent

annotations.

We have shown that a stricter/lower e-value threshold did not necessarily lead to a higher

F1 score. As expected, a lower threshold restricted the amount of hits, lowering the recall.

However, we also found that more stringent e-value thresholds may result in a lower pre-

cision; this behaviour is connected to Mantis’s consensus generation and hit combinations

scoring. A thorough explanation is available in the Supplementary PDF.

Well-curated and commonly used resources were chosen as the default reference data

sources for Mantis, containing both unspecific and specific reference data (e.g., taxa-specific).

As we have shown, no single reference data source accounted for most annotations, each

offering both unique and overlapping insight into protein function, thus confirming their syn-

ergy and partial redundancy. These are integrated through a consensus-driven approach,

which Mantis uses as an additional quality control step, and a means to automatically in-

corporate a broader variety of IDs. The intersection of IDs was, as expected, the main

contributor towards this integration (since most databases provide cross-linking), however,

we found that the text mining approach still contributed considerably (35.12% for the UniProt

2010-2020 sample), which clearly highlights the need to use such a method.
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We additionally evaluated the impact of not using text mining during consensus gener-

ation and removing the consensus generation altogether on the DFS and BPO algorithms.

The benchmark using the BPO algorithm without consensus generation represented the

baseline approach towards the integration of multiple reference data sources (merely se-

lecting the most significant hit during inter and intra-PHMMs hit processing). In contrast,

the benchmark using the DFS algorithm with the consensus generation depicted the accu-

mulation of all the features introduced by Mantis. Overall, we found a difference of 0.064

in F1 scores, which suggests the additive effect of Mantis’s various data integration meth-

ods. Mantis, in respect to this specific benchmark, also obtained a F1 score higher than

eggNOG-mapper in all conditions, which suggests the importance of using multiple refer-

ence data sources.

We have implemented two algorithms for domain-specific homologs search (DFS and

heuristic as backup), and have not only shown that these algorithms perform better when

annotating previously described protein sequences, but that their impact on the F1 score

increased when annotating previously uncharacterized protein sequences (e.g., mean F1

score gain with DFS and BPO algorithms in the UniProt 2010-2020 and 2020 samples was

0.013 and 0.033, respectively). We hypothesize that for the latter, a homology search is

not capable of finding whole-sequence homologs, finding, however, multiple domains that

partially constitute the protein sequence. As such, we argue that by increasing the resolu-

tion (sequence homology to domain homology) of homology-based reference data, domain-

specific algorithms may become increasingly valuable. We think this would be especially

important when annotating protein sequences without well-described homologs but that con-

tain previously characterized conserved protein domains. In Fig. 8.A, we can observe that

the current query sequence is already used to generate the PHMM in the reference data,

matching with the PHMM containing it. Such a scenario is common when annotating well-

described organisms (e.g., Escherichia coli). However, as is often the case when annotating

non-model organisms and metagenomes, the query sequence is absent from the reference

data (Fig. 8.B), thus partially matching with several PHMMs (which may correspond to multi-

ple domains, depending on the resolution of the reference data). Unlike the BPO algorithm,
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Figure 8 The impact of the reference data completeness on protein function annota-
tion. A. the functional prediction is facilitated by the query sequence being previously identi-
fied and included in the reference PHMMs. B. if the query sequence has not been previously
annotated, multiple regions in the protein may match with different reference PHMMs.

the heuristic and DFS algorithms are able to incorporate multiple homologs. While these

may not be enough to determine a protein’s biological function, they still provide a better

biological context than a single functional annotation.

Further improvements in annotation quality may also require the use of motif-based

and/or genomic context-based (e.g., operon context information, co-expression, and sub-

systems) methods such as those described by Sigrist et al.[200], Mooney et al. [149],

Mavromatis et al.[140], Overbeek et al.[161], and Hannigan et al.[77]. Nevertheless, the

significantly higher F1 score seen when comparing the DFS and BPO algorithms highlights

the need to adopt better hit processing methods, especially for non-model organisms. With

samples ranging from thousands to millions of protein sequences, sub-optimal hit processing

algorithms may cascade into unnoticeable pitfalls in downstream data analysis (e.g., accu-
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mulation of incomplete or low-quality genome annotation, which may lead to false biological

interpretations). While we have shown that the DFS algorithm outperforms the heuristic al-

gorithm, both achieve a very similar F1 score when applied to non-synthetic samples; since

the heuristic algorithm is much more time efficient (as seen in Supplementary Table 8), a

user may confidently set it as primary algorithm.

The use of TSHMMs resulted in a 0.006 higher F1 score, however, this improvement (as

seen in Fig. 6) was not consistent across all the annotated organisms (as expected, a similar

trend was also seen with eggNOG-mapper). We believe this is due to a poorer quality of the

TSHMMs for some organisms, which is a consequence of the issues with the current taxon-

omy classification system [165, 164] and lack of knowledge regarding highly resolved taxa

[27]. Model organisms such as Escherichia coli and Saccharomyces cerevisiae clearly ben-

efited from TSHMMs, both since the reference data already contains data specific to these

organisms and that functions of proteins within model organisms are better experimentally

described. Conversely, non-model organisms are often only computationally annotated by

association, contributing to a weaker reference annotation (which can be observed by the

higher rate of potentially new annotations in these organisms, as seen in the Supplemen-

tary Table 6). Nonetheless, while experimental evidence remains the gold standard, it is

unfeasible to ignore the need for computational methods to infer function. While steps in this

direction have been taken [95, 10], taxon-resolved PFA remains a challenge.

We benchmarked Mantis against two other PFA tools - eggNOG-mapper and Prokka,

and have shown that Mantis achieves a higher F1 score (0.131 higher than eggNOG-mapper

and 0.350 higher than Prokka). Although Mantis’ default execution heavily relies on the

eggNOG reference data, we have also shown that even without it, it is possible to achieve

an almost similar F1 score. This attests to the quality of the various reference data used,

showcasing as well the possibility of running Mantis on a personal computer (something that

would be impossible with eggNOG’s prohibitive size).

We also evaluated the annotation coverage of Mantis and the other PFA tools when an-

notating metagenomes. Mantis had the highest annotation coverage among the tested PFA

tools, but eggNOG-mapper was close behind. All PFA tools had a low annotation coverage
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for the marine sample. We believe this may be due to a lack of reference PHMMs for this

specific environment. This metagenomic sample has data from varying ocean depths, with

many novel sequences from viruses, prokaryotes, and picoeukaryotes [215].

Finally, as shown in Accessibility and Scaling, a conda environment and automated refer-

ence data download are provided. In addition, Mantis accepts several formats as input (i.e.,

protein FASTA file, TSV file with paths, directories, or compressed archives), outputting easy

to parse TSV files. We believe these features address some of the reproducibility challenges

the bioinformatics community still faces [135].

As discussed, there is still room for improvement in the hit processing algorithm DFS

(since it does not provide large F1 score gains over the heuristic algorithm). In the future,

Mantis could also include genomic context-based annotation methods. Despite the previ-

ously discussed challenges, we have clearly shown that Mantis is a flexible tool while also

producing annotations with high precision and recall.

6.1.6 Conclusion

By making use of the synergistic nature of differently sourced high-quality reference data,

Mantis produces reliable homology-based annotations. By allowing for total customization of

these reference data, Mantis is also flexible, easily integrated and adapted towards various

research goals. In conclusion, we have shown that Mantis addresses a number of the current

PFA challenges, resulting in a highly competitive PFA tool.

6.1.7 Methods

Accessibility and Scaling Mantis automatically sets up its reference data by downloading

PHMMs from different sources, and, when necessary, reformatting the data to a standard-

ized format and downloading any relevant metadata. Reference data can be customized

via a config file. It also dynamically configures its execution depending on the resources

available. A conda environment and extensive documentation [175] are available.

Mantis splits most of the workflow into sub-tasks and subsequently parallelizes them
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by continuously releasing tasks to workers from a global queue (via Python’s multiprocess-

ing module). During each main task of the annotation workflow, workers are recruited (the

number of workers depends on the available hardware and work required), these will then

execute all the queue tasks. When a worker has finished its job, it will execute another task

from the queue, until there are no more tasks to execute. If the queue is well balanced,

minimal idle time (time spent waiting for workers to get a new task) can be achieved. Load

balancing is achieved by splitting the sample and reference data into chunks. During setup,

large reference data sources (more than 5000 PHMM) are split into smaller chunks, this

enables parallelization and ensures each annotation sub-task takes approximately the same

time. Samples are equally split into chunks (sample chunk size is dynamically calculated).

If the sample has 200,000 or fewer sequences, sequences are distributed by their length

among the different chunks, so that each chunk has approximately the same number of

residues. If the sample has more than 200,000 sequences, then sequences are distributed

to each chunk independently of their length (this alternative method is an efficiency safe-

guard). This two-fold splitting achieves quasi-optimal load balancing. With the sample and

reference data in chunks, posterior workflow steps can be parallelized wherever applicable.

To note that Mantis uses HMMER’s hmmsearch for homology search, which outputs an e-

value scaled to the sample/chunk size. Since Mantis splits the samples into chunks, during

hit processing, the e-value is scaled to the original sample size.

Input and output MANTIS accepts protein sequence FASTA files as input. If the sample

has been previously taxonomically classified, the user can add this information when running

Mantis. For example, if annotating an Escherichia coli sample, the user could add −od

followed by the NCBI ID or the organism name:

$ python mantis run mant is − t sample . faa −od 562

Mantis outputs, for each sample, three tab-separated files, each corresponding to a dif-

ferent step in Mantis’ workflow: (i) a raw output output annotation.tsv (generated during

Fig. 3.Intra-PHMM hits processing), with all the hits, their e-value, and coordinates; (ii)

integrated annotation.tsv (generated during Fig. 3.Metadata integration), with the same in-
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formation as output annotation.tsv, but also with hits metadata (e.g., KEGG orthology IDs

(KO), enzyme commission (EC) numbers, free-text functional description, etc); and (iii) the

main output file consensus annotation.tsv (generated during Fig. 3.Consenus generation),

with each query protein ID and their respective consensus annotation from the different ref-

erence data sources (e.g., Pfam). These files provide contextualized output in a format that

is both human and machine-readable. AMantis.out file is also provided per sample, serving

as a log file for each execution step.

Reference data and customization Mantis, by default, uses multiple high-quality refer-

ence PHMM sources – Pfam [67], eggNOG [95], NPFM [131], KOfam [6], and TIGRfam

[76] (these default PHMMs can be partially or entirely removed). To find more mean-

ingful homologs through taxa-specific annotation, Mantis uses TSHMMs, originally com-

piled by eggNOG and NPFM. eggNOG TSHMMs were compiled by downloading all the

TSHMMs at http://eggnog5.embl.de/download/latest/per_tax_level/, their respec-

tive metadata originates from the metadata available in the previous link as well as the

metadata within the eggNOG-mapper SQL database. NPFM TSHMMs were compiled by

downloading all the NPFM PHMMs at https://ftp.ncbi.nlm.nih.gov/hmm/current/ and

assigning each PHMM into their respective TSHMM. A general NPFM PHMM was created

by pooling all non-assigned PHMM and the TSHMMS from the following NCBI IDs: 2157

(Archaea), 2 (Bacteria), 2759 (Eukaryota), 10239 (Viruses), 28384 (Others), and 12908

(Unclassified). These IDs correspond to NCBI’s top level taxonomy rank IDs. A general

eggNOG PHMM was created by pooling together the TSHMMs from the same aforemen-

tioned NCBI taxon IDs. The user can customize which eggNOG TSHMMs are downloaded

by Mantis by adding the line nog tax = NCBI ID1, NCBI ID2 to the config file. Custom

PHMM sources can also be added by the user, metadata integration of these is also possible

(an example is available in Mantis’ repository). Since some sources are more specific than

others, the user may also customize the weight given to each source during consensus gen-

eration. PHMM often only possess an ID respective to the database they were downloaded

from, which may not directly provide any discernible information. Mantis, when necessary,

http://eggnog5.embl.de/download/latest/per_tax_level/
https://ftp.ncbi.nlm.nih.gov/hmm/current/
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ensures that the hits from these PHMMs are linked to their respective metadata. For future

reference, while an PHMM is an individual profile, Mantis compiles all related PHMM into a

single file making it indexable by HMMER. Thus when a certain PHMM source is mentioned,

it refers to the collection of related PHMMs.

Taxa-specific annotation Taxa-specific annotation (TSA) uses the TSHMMs and unspe-

cific PHMM made available by eggNOG and NPFM. TSA, however, works differently from the

annotation method of the other reference data. When given taxonomy information (either a

taxa name or NCBI ID) the organism’s taxonomic lineage is computed (e.g., for Escherichia

coli the lineage would be 2 - 1224 - 1236 - 91347 - 543 - 561 - 562). TSA starts by

searching for homologs in the most resolved TSHMM (in this case for taxa 562, if it exists).

All valid homologs (respecting the e-value threshold) are extracted for each query sequence,

and unannotated sequences are compiled into an intermediate FASTA file. A new homology

search round starts with the sequences in the current intermediate FASTA, but now in the

TSHMM one level above (in this case the TSHMM 561). This cycle repeats until all query se-

quences have valid homologs or until there are no more TSHMMs to search for. If there are

still sequences to annotate, then these homologs are searched for in the general eggNOG

and NPFM PHMMs. If no taxonomy information is given, the homology search starts with

the general NPFM and eggNOG PHMMs. Non-taxa specific PHMMs (i.e., Pfam, KOfam,

and TIGRfams) are always used, regardless of the sample’s taxonomy.

Multiple hits per protein HMMER outputs a domtblout file [183], where each line corre-

sponds to a hit/match between the reference data and the query protein sequence. The

e-value threshold within the HMMER command limits the amount of hits to be analyzed in

the posterior processing steps. Each hit, among other information, contains the coordinates

where the query sequences matched with the reference PHMM and the respective confi-

dence score (e-value) (Fig. 4.A and .B). Mantis uses HMMER’s independent e-value when

using the DFS and heuristic algorithms, whereas it uses the full sequence e-value when

using the BPO algorithm (since only the best hit is extracted per protein sequence). For
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simplicity purposes, both are simply referred to as e-value throughout this paper. The an-

notation of a protein sequence with multiple hits is a nontrivial problem, thus requiring the

implementation of a method for the processing of hits. We designed a method that gener-

ates and evaluates all possible combinations of hits by applying the DFS algorithm [106].

This algorithm allows the traversal of a tree-structured search space (i.e., each node is a

hit), whilst pruning solutions that do not respect predefined constraints (i.e., overlapping hit

residues coordinates), backtracking from leaf to root until the possible solution space is ex-

hausted. Our method generates all the possible combination hits with the following method:

(i) Get one hit from the collection of hits and define it as the combination root hit; (ii) Check

which other hits overlap up to 10% (default value) [240] with previous hits and select one to

add to our current combination of hits; (iii) Repeat step (ii) until no more hits can be added;

(iv) Repeat steps (i-iii) so that we loop over all the other hits and all possible combinations

are generated. We used Cython [12] to speed up the DFS implementation. Cython is an

optimising static compiler for the Python programming language, allowing the compiler to

generate C code from Cython code, in this case, functioning as a wrapper for the DFS algo-

rithm. The total number of possible combinations is 2N −X − 1, where N is the number of

hits the protein sequence has, X the number of impossible combinations (combinations with

overlapping hits), and 1 the empty combination. Due to exponential scaling, this method is

not always computationally feasible (e.g., the query sequence is very large and has many

small-sized hits). In such a scenario, the DFS algorithm may exceed the system’s recursion

limit or be unable to find a solution in optimal time (60 seconds by default, but customiz-

able). Should this happen, Mantis employs the previously described heuristic algorithm,

which scales linearly (a warning is written in the Mantis.out log).

After generating all the possible combinations, each combination is evaluated according to

several parameters:

• querylength - number of residues in the query sequence.

• hitlength - number of residues in the hit.

• combolength - number of hits in the respective combination.
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• Total coverage (TC) – number of non-redundant residues in all the combination’s hits

divided by querylength. A high TC implies the combination covers a large percentage

of the protein sequence.

• Average hit coverage (HC) – sum of the coverage of each hit ( hitlength

querylength
). This sum is

then meand by dividing by combolength. A high HC implies the hits in the combination

are large, thus benefiting combinations with a low amount of large hits rather than

combinations with a high amount of small hits.

• Combination e-value (CE) – the e-value of each hit is scaled twice, once to reduce

the range between different e-values (log10) and the second to understand how each

hit e-value compares to the best/lowest hit e-value found for a particular sequence

(minmax scaling). The scaled e-values are then summed and divided by combolength.

The combination score is defined by the following equation:

TC ×HC × CE (1)

The combination with the highest combination score is then selected, where the available

choices will ultimately depend on the algorithm used (Fig. 4.C). Our intra-PHMMs hit pro-

cessing implementation thus applies a two-fold quality control, initially by limiting the amount

of hits in HMMER’s domtblout (i.e., e-value threshold) and secondly by hierarchically order-

ing and selecting the most significant combination of hits.

Using multiple reference data sources An unannotated protein sequence may match

with zero, one, or multiple reference PHMM, from one or more data sources. When a protein

sequence has multiple hits from different data sources, it is important to identify functionally

similar annotations so that no information is lost (i.e., functional descriptions or IDs that may

be in one reference data source but not in another). By linking the metadata respective to

the PHMM to the now annotated protein sequence, we can identify functionally similar anno-

tations and integrate multiple reference data sources into one final consensus annotation. In
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this manner, functionally similar annotations are merged, and any complementary informa-

tion they provide can then be used in downstream analysis (e.g., annotation 1 has a Pfam

and KO ID, annotation 2 has an EC number and the same KO ID, merging these will result

in a final annotation with more information).

For the integration of functional annotations from multiple data sources, a two-fold ap-

proach was used: (i) Consensus between IDs; and (ii) Consensus between the free-text

functional description. The latter is used as a backup, since IDs cross-linking is not univer-

sally available. Each reference data source includes metadata relevant to the PHMM herein;

this metadata may include multiple intra and/or inter database IDs as well as free-text func-

tional descriptions. IDs are extracted either through source-specific metadata parsing and

regular expressions. Free-text functional descriptions are extracted by source-specific meta-

data parsing. With this information it is then possible to identify annotations that are func-

tionally similar/consistent, and may thus be complementary to each other. The consensus

between IDs is calculated by identifying intersections between the functional annotations of

different reference data sources (e.g., both annotations have the same Pfam ID). IDs within

the free-text functional descriptions are extracted (with regular expressions) and also used

here. If no consensus between IDs is found, then we proceed with a consensus calculation

between functional descriptions (further described in the Supplementary PDF).

Inter-PHMMs hit processing starts by pooling together all hits from the different refer-

ence data sources and generating all possible combinations of hits (Fig. 9.A). The same

method used in intra-PHMM hit processing is applied, where the DFS algorithm is used by

default (again using the heuristic algorithm as a backup), but the BPO and heuristic algo-

rithms can also be used. We then check the metadata consistency (either through IDs or

free-text functional descriptions) of each hit against the current sequence’s other hits. With

this information, a metadata consistency graph is generated (Fig. 9.B). With the metadata

consistency graph and all possible combinations of hits, we can then calculate the consen-

sus combination score using equation 2. This requires calculating of the combination score,

using equation 1. This score is then multiplied by an additional score, comprised of the

following parameters:
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• Average hit consistency (HCN) - number of hits (among all hits) with metadata directly

consistent (i.e., nodes directly connected in the metadata consistency graph) to the hits

in the current combination. Consistency checks are restricted to other reference data

sources besides the hit own’s reference source (e.g., if a hit is from Pfam, we would

only check hits that are not from Pfam). This number, plus the number of hits in the

combination, is divided by the total number of hits for the respective query sequence

(e.g., if a combination has two hits, with these having metadata consistent with three

other hits, and if there are ten hits in total, HCN would equal to 2+3
10 = 0.5). This is

an important parameter since it entails independent sources are describing the same

function.

• Reference HMM weight (HMMW) - mean weight of all the reference data sources

within the combination. This is calculated by adding all hits’ PHMM weights and di-

viding this sum by the number of hits in the combination (e.g., if a hit comes from

Pfam, that has a weight of 1, and another from eggNOG, that has a weight of 0.8,

HMMW would equal to 1+0.8
2 = 0.9). The default weight for each default reference

data source has been set according to the authors’ perception of the reference quality

- creation method, curation level, and annotation completeness (eggNOG - 0.8, Pfam

- 0.9, NPFM and KOfam - 0.7, and TIGRfam - 0.5). This weight is customizable, the

default weight for custom reference data is 0.7 (which can also be customized).

• Metadata quality (MQ) - mean metadata quality of each hit in the combination. If a

hit has no annotation data (IDs or description) it is given a score of 0.25, 0.5 if only

the description, 0.75 if only the IDs, 1 if IDs and description. All hit’s metadata quality

score is summed and divided by the number of hits in the combination.

Note that hit metadata consistency (through IDs or descriptions) requires a minimum of 70%

residues overlap (default but can be changed). Using the previously calculated combination

score, we then calculate the consensus combination score using the following equation:

Combinationscore ×
HCN +HMMW +MQ

3
(2)
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The combination with the highest consensus combination score is selected and expanded

by concatenating additional metadata from other consistent hits (Fig. 9.C). In this step,

consistent hits can be either directly or indirectly connected in the metadata consistency

graph (a minimum of 70% residues overlap is still required). This expanded combination is

then merged into the final query sequence consensus annotation (Fig. 9.D). Redundant (i.e.,

repeated identifiers or functional descriptions) or poor quality information (e.g., ”hypothetical

protein”) is removed from the consensus annotation.

Sample selection As an initial testing dataset we started by downloading all the curated

Uni-Prot [37] (i.e., Swiss-Prot) protein entries created after 2010 (until 2020/04/14), along

with their respective sequences, annotations, and annotations scores. We then split these

entries by date, 2010-2020, 2015-2020,2018-2020, and 2020 only. For genomic sample

benchmarking we selected organisms widely used in microbial community standards. The

respective genomes, proteomes, and reference annotations were then downloaded from

Uniprot on 2020/05/26 (Supplementary Table 5). These samples were also used for com-

paring Mantis to eggNOG-mapper and Prokka.

Establishing a test environment For annotation quality benchmarking, we evaluate each

annotation produced by Mantis and check whether it agrees (database IDs intersection) with

the respective reference annotation, creating a confusion matrix. We created two main types

of test samples, the first consisting exclusively of curated UniProt [37] protein entries (and

the respective annotations) which were then split by date of creation (2010-2020, 2015-

2020, 2018-2020, 2020). The second type consisting of organism-specific UniProt protein

entries, with a mix of curated and automatically generated annotations. Each sequence’s

reference annotation consists of the UniProt protein function annotations. Each sequence

reference annotation and the respective PFA tool’s annotation is composed of a set of iden-

tifiers (if available: enzyme ECs, Gene ontology (GO) IDs, eggNOG IDs, KEGG orthology

IDs, Pfam IDs, and TIGRfam IDs) and functional descriptions. During the benchmark pro-

cess, each sequence’s reference annotation (e.g., ”glucose degradation ID1”) is compared
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Figure 9 Inter-PHMMs hit processing steps. Inter-PHMMs hits processing starts by pool-
ing all hits [A1,AN] together (regardless of the reference data source), and generating all the
possible (non-overlapping coordinates) combinations [c1,cN] (A). A metadata consistency
graph (B) is also built by connecting all nodes [M1,MN] that have intersecting IDs or highly
similar descriptions (e.g., A1’s metadata M1 is consistent with A2’s metadata M2 - shared
ID1, and A5’s metadata M5 is consistent with A6’s metadata M6 - similar description ’glu-
cose degradation’). With this metadata consistency graph, the hit consistency HCN score
of each combination is calculated. For c1, for example, a sub-graph containing M1, M5 and
all directly connected nodes (only M2 and M6, but not M4, since it has insufficient residues
overlap - A4) would be created. The number of nodes in this sub-graph would then be di-
vided by the total number of nodes in the original graph, therefore c1 would have an HCN of
2+2
8 = 0.5. The remaining parameters would then be calculated and the best combination,

according to equation 2, would be selected. Finally, if, for example, the best combination is
c1, then this combination is expanded by merging all nodes directly or indirectly connected
to M1 and M5 in the metadata consistency graph (C) and with sufficient residues overlap
(i.e., M2, M6, M7, M8). The expanded combination is then merged into the final consensus
annotation (D).
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against the PFA tool (i.e., Mantis, eggNOG-mapper, and Prokka) annotation (e.g., ”degrades

glucose ID1”). This comparison entails checking whether any of the database IDs present

in the reference annotation (i.e., ID1) are also present in the PFA tool annotation (i.e., ID1);

if they are, we consider this annotation to be the same. This has some significant limita-

tions: (i) the functional description is the same but the corresponding set of identifiers is

not; and (ii) when annotating multiple regions of the protein (which is the case when using

Mantis’ DFS and heuristic algorithms), it is possible that only one of the annotated regions

has IDs that intersect with the respective sequence reference annotation. Unfortunately,

due to the different resolutions of the reference PHMMs, it is not always possible to un-

derstand whether an annotation refers to a specific domain or a partial whole-sequence

hit. While a domain-centric benchmark would be feasible for Pfam, the same is not true for

the remaining reference PHMMs with broader resolutions (e.g., TIGRFams provides general

functional annotations). However, as we have previously shown, even when using the BPO

algorithm, Mantis has shown to output almost equally high F1 scores. Despite these lim-

itations, since whole-sequence reference annotations contain comprehensive cross-linking

with other databases, it provides clear benefits: (i) it fits better for the wide-ranging scopes

of the reference data sources, and (ii) allows for a more fair benchmark of the different PFA

tools that may use different reference data sources (and thus output annotations with dif-

ferent database IDs). This method then allows for the construction of a confusion matrix,

where each pairwise whole sequence annotation comparison (PFA tool/reference annota-

tion) corresponds to a single class. TPs occur when the PFA tool generated annotation and

the reference annotation share one or more database IDs (e.g., Pfam ID), FPs when no

database IDs are shared. FNs when the PFA tool does not annotate a protein sequence,

but a reference annotation is available, and TNs when the PFA tool does not annotate a

protein sequence, and no reference annotation is available. The functional text descriptions

are not taken into account during the benchmark, therefore if an annotation has no IDs, we

simply consider there is no annotation. Protein sequences annotated with the descriptions

”unknown function”, ”uncharacterized protein”, ”hypothetical protein” or with Pfam’s ”domain-

unknown-function”/DUF IDs are not taken into account during benchmarking (for reference
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and PFA tools annotations). In addition, it is also possible that the reference or PFA tool

do not have an annotation for a certain sequence. In any of the these three scenarios, if

the PFA tool manages to annotate the sequence, this case is classified as potentially new

annotation (PNA). Since no ground-truth exists in these scenarios, PNAs are excluded from

the confusion matrix classes (not used during any performance metrics) and are only used

to calculate the annotation coverage. PNAs can potentially provide novel insight into protein

sequences without any previous annotation. Since, by default, most sequences used during

benchmarking will have an annotation, TNs, ergo any metrics using TNs (e.g., specificity),

are irrelevant.

Annotation coverage is defined here as the number of annotations produced by the PFA tool

divided by the total number of protein sequences in a sample Totalseqs. Totalseqs includes

sequences with and without a reference annotation (since not all sequences have a refer-

ence annotation), the total number of the PFA tool annotations includes TPs, FPs, and PNAs.

Annotation coverage is calculated with TP+FP+PNA
Totalseqs

. Numerous metrics can be calculated

from the various confusion matrix categories, we considered precision and recall/sensitivity

to be among the most important. Precision is defined as TP
TP+FP and corresponds to the

number of correctly annotated protein sequences, out of all the protein sequences the PFA

tool managed to annotate. Recall is defined as TP
TP+FN and corresponds to the number of

correctly annotated protein sequences, out of all the protein sequences that we know the

function of (i.e., protein sequences that have a reference annotation). Both are equally im-

portant, a tool with low precision will incorrectly annotate protein sequences, whereas a tool

with low recall will not produce sufficient annotations. A way to converge both scores into

one is to use the F1 score, which is defined as 2× Precision×Recall
Precision+Recall . Unless otherwise stated,

values shown in this paper are shown as absolute values ranging from 0 to 1.

Finally, we benchmarked Mantis against two other PFA tools - eggNOG-mapper and Prokka.

For homology search, Mantis uses HMMER [183], for eggNOG-mapper we used the Diamond-

based [26] search (as suggested by the authors), and Prokka uses BLAST and HMMER.

All tests ran on an HPC with Dell C6320, 2 * Intel Xeon E5-2680 v4 @ 2.4 GHz [228],

each core had 4GB of RAM. Unless specified, all tests ran with 25 cores and 100GB
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RAM (actual Mantis minimum hardware requirements are much lower). In addition, the

same methodology and nomenclature apply to any other benchmarked tools described

in this paper. Mantis used HMMER v3.2.1. The local version of eggNOG-mapper used

was v2.0.6 with database v5.0.1 found at https://github.com/eggnogdb/eggnog-mapper/

commit/41ec3566ab00fd437f905dfde592c553632a9eae. The local version of Prokka used

was v1.14.6 found at https://github.com/tseemann/prokka/releases/tag/v1.14.6.

For details on execution commands please see the Supplementary PDF.

Testing different e-value thresholds Different e-value thresholds were tested: 1e−3, 1e−6,

1e−9, 1e−12, 1e−15, 1e−18, 1e−21, 1e−24, 1e−27, 1e−30, and a dynamic threshold. The dynamic

threshold was set according to the query sequence length, which was previously shown

to provide better results with BLAST [224]. For the dynamic threshold, for sequences with

less than 150 amino acids, the e-value threshold was set to 1e−10, if above 150 and below

250, 1e− sequencelength

10 , and if above 250, 1e−25. The UniProt 2010-2020 sample was then

annotated with all the different e-value thresholds, and each output was compared to the

reference annotations.

Testing hit processing algorithms In order to understand whether the different hit pro-

cessing algorithms resulted in statistically significant differences in F1 scores, we created

5000 randomized synthetic samples with 5000 sequences each, which were randomly se-

lected from the 2010-2020 UniProt sample. Per algorithm, we compared the Mantis annota-

tions of each subset to the reference annotations (to allow for pairwise comparison of each

algorithm, the same subsets were used in all algorithms). This resulted in a list of confu-

sion matrices (5000 per algorithm), from which we calculated the F1 score. We applied the

Wilcoxon signed-rank test, with the H0: no differences in F1 score between the tested algo-

rithms. As a non-parametric test, this test makes no assumptions on the distribution of the

data. A pairwise comparison was done between DFS and the other algorithms: (i) DFS and

heuristic, and (ii) DFS and BPO.

https://github.com/eggnogdb/eggnog-mapper/commit/41ec3566ab00fd437f905dfde592c553632a9eae
https://github.com/eggnogdb/eggnog-mapper/commit/41ec3566ab00fd437f905dfde592c553632a9eae
https://github.com/tseemann/prokka/releases/tag/v1.14.6
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6.1.8 Availability of source code and requirements

• Project name: Mantis

• Project home page: https://github.com/PedroMTQ/mantis

• Operating system: Linux

• Programming language: Python

• Other requirements: Python 3+, HMMER 3+, and several Python packages (please

see the provided environment for a full list)

• License: MIT license at https://github.com/PedroMTQ/mantis/blob/master/LICENSE

• RRID: SCR 021001

• Biotools ID: mantis pfa

6.1.9 Availability of supporting data and materials

The data and code supporting the results of this article are available at https://git-r3lab.

uni.lu/pedro.queiros/mantis_supplements. The Supplementary pdf ”supplements.pdf”

contains: (i) discussion on how the e-value threshold may change Mantis’ output, (ii) exe-

cution commands, and (iii) information on how the similarity analysis was performed. The

supplements.xlsx file contains all tables referenced in this article. The first sheet ToC con-

tains the table of contents. An archival copy of the code and supporting data is available via

the GigaScience repository, GigaDB [178].
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In an effort to further understand the impact of the e-value threshold on protein function

annotation, I dedicated a supplementary chapter regarding this topic. Below follows the

transcript from the supplementary material of the Mantis article.

Impact of the e-value threshold

As an initial quality control of Mantis, we tested different static e-value thresholds and a

dynamic threshold to set a default HMMER e-value threshold within Mantis. Interestingly,

we saw (supplemental Table 1) that a stricter/lower e-value threshold did not necessarily

lead to a higher F1 score. By limiting the amount of hits output by HMMER, the e-value

threshold will significantly affect the intermediate Mantis’ processing steps and therefore its

final output.

Naturally, a more stringent e-value threshold results in fewer HMMER hits; this in turn re-

duces the amount of annotations produced by Mantis, and, by extent, the amount of TPs in

the benchmark’s confusion matrix.

Unlike TPs, FPs do not necessarily decrease with a lower e-value threshold. For example,

the confusion matrix for the sample Uniprot 2010-2020 annotated with an e-value threshold

of 1e−6 and 1e−30 had 12360 and 12199 FPs, respectively. This goes according to the

expectation that a more strict e-value threshold results in better HMMER hits. However,

using an e-value threshold of 1e−21 resulted in 12497 FPs, which contradicts the expected

trend (lower threshold would, in theory, equal to less FPs). This occurs because of Mantis’

quality control during consensus generation, in particular due to the fact that Mantis attempts

to find different reference data sources that point towards the same function. When a higher

e-value threshold is used, more hits are available, and thus finding multiple hits that point

towards the same function is ”easier” than when the available solution space is more limited.

As an example, we selected a protein sequence that has the following reference functional

annotation IDs:

go:0000160 go:0003677 go:0006355 kegg ko : K07774 pfam : PF00072 pfam : PF00486

Note that while several variables are taken into account for hit combination scoring, for



55

simplicity here we will only refer to the e-value. We then extracted the Mantis functional

annotation for the same sequence in the Uniprot 2010-2020 sample, first when using an

e-value of 1e−6 and secondly when using an e-value of 1e−21. The sample annotated

with an e-value threshold of 1e−6 resulted in the following functional annotations (from the

integrated annotation.tsv file):

Database HMM h i t e−value | Annotat ion

t igr fam merged TIGR01387 2.2e−50 | t i g r f a m : TIGR01387

Pfam−A Response reg 6.5e−25 | pfam : PF00072

Pfam−A Trans reg C 5.7e−19 | pfam : PF00486 d e s c r i p t i o n : T r a n s c r i p t i o n a l

r e g u l a t o r y p ro te in , C te rm ina l

NOGG merged 2SE5K 2.3e−63 | d e s c r i p t i o n : T r a n s c r i p t i o n a l

r e g u l a t o r y p ro te in , C te rm ina l

NCBIG merged cztR si lR copR 2.2e−50 | t i g r f a m : TIGR01387

kofam merged K02483 2.9e−69 | cog :COG0745 go:0000156 kegg ko : K02483

For this threshold, the consensus annotation.tsv file contained the PHMM hits 2SE5K and

Trans reg C. The hit with the best e-value wasK02483, but, since 2SE5K and Trans reg C

shared the description ”Transcriptional regulatory protein, C terminal”, these two hits were

chosen and merged as the consensus annotation. This consensus annotation shares the ID

PF00486 with the reference annotation and is therefore marked as a TP.

The same sequence but now using using an e-value threshold of 1e−21:

Database HMM h i t e−value | Annotat ion

t igr fam merged TIGR01387 2.2e−50 | t i g r f a m : TIGR01387

Pfam−A Response reg 6.5e−25 | pfam : PF00072

NOGG merged 2SE5K 2.3e−63 | d e s c r i p t i o n : T r a n s c r i p t i o n a l

r e g u l a t o r y p ro te in , C te rm ina l

NCBIG merged cztR si lR copR 2.2e−50 | t i g r f a m : TIGR01387

kofam merged K02483 2.9e−69 | cog :COG0745 go:0000156 kegg ko : K02483

In this case, the hit Trans reg C is no longer available since it had an e-value of 5.7e-

19, which is above the e-value threshold. Consequently, the consensus annotation.tsv file

contained instead the PHMM hit K02483, since, among all available hits, it’s the one with

the lowest e-value. The consensus annotation now does not share an ID with the reference

annotation and is therefore marked as a FP.

The e-value threshold can also have an impact on the choice of the best combination. Since
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the combination e-value is calculated by scaling with log10 and minmax, different e-value

thresholds will result in different minmax values, and, by extent, different scores for the

same combination of hits. For example, if we find 3 hits when using an e-value threshold of

1e−3:

• hit 1 with e-value 1e-5

• hit 2 with e-value 1e-15

• hit 3 with e-value 1e-10

By applying log10 and minmax scale to each hit we get:

• hit 1 with minmax log10 e-value of 0

• hit 2 with minmax log10 e-value of 1

• hit 3 with minmax log10 e-value of 0.5

Now with an e-value threshold of 1e−6:

• hit 2 with e-value 1e-15

• hit 3 with e-value 1e-10

By applying log10 and minmax scale to each hit we get:

• hit 2 with minmax log10 e-value of 1

• hit 3 with minmax log10 e-value of 0

In the first scenario, should hit 3 score well in the other combination score variables, it

can still be picked above hit 2 (should hit 2 score poorly in the other combination score

variables). In the second scenario, it is highly unlikely that hit 3 will be chosen since it is now

has the worst e-value of all the hits.

While these are anecdotal examples, they depict why and how different e-evalue thresh-

old may lead to unexpected results.
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6.1.10 Concluding remarks

The published version of this paper can be found at https://doi.org/10.1093/gigaScience/

giab042

The GitHub repository for this tool is available at https://github.com/PedroMTQ/mantis

In this manuscript, the Mantis protein function annotation tool was described and how it

addresses the previously enumerated challenges. Extensive benchmarking was also per-

formed with multiple samples, environments, search parameters and reference data. Finally,

Mantis’ overall annotation quality was compared against other state-of-the-art tools.

In order to integrate multiple reference sources, it was necessary to develop a NLP tool

that compares protein function annotations from multiple sources, being thus generalizable

to different writing styles but also being specific to the particularities of protein function de-

scriptions (e.g., highly specific nomenclature).

https://doi.org/10.1093/gigaScience/giab042
https://doi.org/10.1093/gigaScience/giab042
https://github.com/PedroMTQ/mantis
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6.2 Unification of functional annotation descriptions using text mining

6.2.1 Summary

Functional descriptions often contain discrepancies (e.g., different nomenclature) between

and within databases, which required the development of a specialised method for the cor-

rect pre-processing and similarity analysis of functional descriptions. UniFunc was therefore

developed to address this issue and then integrated into Mantis to allow the use of multiple

reference sources during protein function annotation.

The authors for this publication[179] are as follows: Pedro Queirós, Polina Novikova, Paul

Wilmes and Patrick May. All authors contributed to the writing, revision, and study design. I

was the main author of this publication and the developer of the tool associated with it.
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Unification of functional annotation descriptions using text
mining

6.2.2 Abstract

A common approach to genome annotation involves the use of homology-based tools for the

prediction of the functional role of proteins. The quality of functional annotations is depen-

dent on the reference data used, as such, choosing the appropriate sources is crucial. Unfor-

tunately, no single reference data source can be universally considered the gold standard,

thus using multiple references could potentially increase annotation quality and coverage.

However, this comes with challenges, particularly due to the introduction of redundant and

exclusive annotations. Through text mining it is possible to identify highly similar functional

descriptions, thus strengthening the confidence of the final protein functional annotation and

providing a redundancy-free output. Here we present UniFunc, a text mining approach that

is able to detect similar functional descriptions with high precision. UniFunc was built as a

small module and can be independently used or integrated into protein function annotation

pipelines. By removing the need to individually analyse and compare annotation results,

UniFunc streamlines the complementary use of multiple reference datasets.
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6.2.3 Introduction

Protein function annotation is the process of identifying regions of interest in a protein se-

quence and assigning a certain biological function to these regions. It enables the under-

standing of the physiology and role of single or multiple organisms in a community/ecosys-

tem, which is particularly important to define the metabolic capacities of newly sequenced

organisms or communities [204]. Function assignment is based on reference data, such that

if we have an unknown protein X which is similar to protein Y (e.g., by sequence or structure

similarity) then we can infer these proteins share the same function(s) [129, 235]. By extent,

we can then assume that protein X can be assigned the same protein functional description

and/or database identifiers (ID) such as protein Y.

The reference data used for this purpose usually stems from a single source, however, some

protein function annotation tools use multiple sources, e.g., InterProScan [102]. The latter

provides several advantages: reinforcement of annotation confidence (several independent

sources indicating the same function), improvement of downstream data integration (wider

variety of different database IDs), and higher annotation coverage (wider search space). Si-

multaneously, using multiple references gives rise to various challenges, in particular, uncer-

tainty to define which annotation best represents the functional role of a certain protein (es-

pecially when multiple sources infer mutually exclusive functions) and dealing with the intro-

duction of redundancy. These disadvantages are commonly addressed via manual curation,

however, this is not feasible in large-scale projects. Many databases provide cross-linking

(e.g., UniProt [37]), which permits automating this process by checking for intersecting IDs,

however, some functional annotations only contain free-text descriptions. Applying the same

intersection methodology for text is not viable due to human language’s intrinsic richness in

confounders (e.g., determiner ”the”). This leads to the omission of such functional annota-

tions and may cause the exclusion of potentially useful information. Through the use of text

mining techniques, it becomes possible to integrate these functional annotations.

Text mining is the process of exploring and analysing large amounts of unstructured text

data aided by software. It allows identifying potential concepts, patterns, topics, keywords,

and other attributes in data [61]. A review by Zeng et al. [242] has shown some of the
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potential and diverse techniques and applications of text mining in bioinformatics, some of

which include literature mining [218, 231], protein research [230], and ontologies [202].

We herein present UniFunc (Unified Functional annotations), a text mining tool designed to

assess the similarity between functional descriptions, thus allowing for the high-throughput

integration of data from multiple annotation sources. UniFunc is available at https://

github.com/PedroMTQ/UniFunc

6.2.4 Results

UniFunc UniFunc’s workflow is composed of four main steps: (i) pre-processing, (ii) part-

of-speech tagging (PoST), (iii) token encoding and scoring (TES), and (iv) similarity analysis.

The first two steps comprise the natural language processing (NLP) of the functional descrip-

tions (e.g., removing extra spaces and eliminating confounders), the last two the text mining

(i.e., text encoding and similarity analysis). Figure 10 showcases UniFunc’s workflow when

comparing two functional descriptions, each step is described in ”Material and methods”.

While context dependant, we will henceforth refer to an annotation as a functional descrip-

tion of a particular protein (e.g., ”glucose degradation”). Each annotation may contain one

or multiple sentences, which are composed of one or multiple tokens (e.g., ”glucose”). A

collection of independent annotations constitutes here the annotation corpus.

Benchmark As validation, we downloaded all of Swiss-Prot’s [37] protein entries (N=563973,

as of 2021/01/16) and selected those that had a functional description, and at least one EC

number, Pfam [67] ID, or eggNOG [94] ID resulting in a validation dataset with 133450 en-

tries. We then generated two sets of pairwise functional annotation comparisons. One set of

pairs with intersecting identifiers (positive cases) and the other with non-intersecting identi-

fiers (negative case). We then calculated the similarity score of the functional descriptions in

each pairwise comparison using different models. In order to understand the impact of the

NLP and text mining approach used in UniFunc we built a baseline model that employs very

simplistic pre-processing and text encoding methods. We also compared UniFunc against

a SciSpacy [154] model, a python library that offers biomedical NLP models. With this pre-

https://github.com/PedroMTQ/UniFunc
https://github.com/PedroMTQ/UniFunc
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Figure 10 Overview of the UniFunc workflow. UniFunc starts by extracting all the IDs (cIDs
and pIDs). It then removes uninformative parts from the annotation and splits it by sentences
and tokens. UniFunc then furthers processes the tokens, by tagging each token, and only
keeping the most relevant tokens within each annotation and these tokens are encoded
into TF-IDF scaled vectors. Finally, the cosine distance between the two annotation vectors
and the Jaccard distance between the pIDs are calculated. If any cIDs intersected, the
similarity score is 1, otherwise, both previously mentioned distances are used to calculate
the entry’s similarity score. Abbreviations used in this figure include cIDs (common database
identifiers), pIDs (possible database identifiers), PoST (part-of-speech tagging), and TES
(token encoding and scoring).
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trained SciSpacy model we used the same simplistic pre-processing as the baseline model.

All three models used the same similarity metric, i.e., cosine distance.

The results of this pairwise similarity comparison were then compiled into threshold-specific

confusion matrices, where true positives (TP) correspond to pairs of entries with intersecting

identifiers and a similarity score above the threshold, true negatives (TN) to non-intersecting

identifiers and a similarity score below the threshold, false positives (FP) to non-intersecting

identifiers and a similarity score above the threshold, and false negatives (FN) to inter-

secting identifiers and a similarity score below the threshold. These matrices were then

used to calculate several performance metrics: Specificity = TN
TN+FP , Precision = TP

TP+FP ,

Recall = TP
TP+FN , and Fβscore = (1+β2)×Precision×Recall

β2×Precision+Recall with β equal to 1. These metrics

are available in the supplemental excel spreadsheet. We then plotted precision and recall

(Figure 11) with a threshold ranging from 0 to 1 in increments of 0.01. The area under the

ROC curve (AUC) was also calculated, with the baseline model having an AUC of 0.835,

UniFunc 0.868, and SciSpacy 0.876.

Figure 11 Performance of the baseline and SciSpacy models and UniFunc according to
precision and recall

Case studies In the following section, we will provide two case studies that will serve as

examples for the potential application of UniFunc. The first entails functionally annotating a

sample with multiple reference databases and using UniFunc for integrating these different

sources of functional annotations. The second the generation of a profile Hidden Markov

Model (PHMM) reference database, using UniFunc to evaluate the functional homogeneity of
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the PHMM. Methodology details are available in the ”Case studies methodology” section.

Using multiple reference data sources As an example, we annotated the proteome

from the organism Bacillus subtilis (Uniprot proteome ID UP000001570) using HMMER [183]

against two reference databases (KOfam [6] and NCBI’s protein family models [131]).

Using as reference the KOfam PHMMs and NCBI’s protein family models (NPFM) we

annotated 3324 and 2895 out of 4260 sequences, respectively. Combined, both references

annotated 3444 sequences. For each sequence, we checked which functional annotations

from KOfam and NPFM shared IDs, those that shared IDs were identified as being func-

tionally equal, of which 492 sequences were found. The remaining sequences would then

need to be evaluated according to their functional annotation description; doing so manually

would only be feasible for a select number of sequences (not feasible in a high-throughput

pipeline). As such, UniFunc was used to evaluate the similarity of functional descriptions

and thus aid in the integration of these two reference data sources. Using UniFunc, we cal-

culated the similarity between the functional annotation descriptions from KOfam and NPFM.

By setting a similarity threshold of 0.9 (merely an example), we found that 266 were in func-

tional agreement. In this manner, we were able to integrate two reference data sources into

a single, non-redundant annotation. A similar protocol could be applied for the annotation of

metagenome-assembled genomes or full metagenomes.

Functional homogeneity of a protein cluster During the creation of multiple se-

quence alignment-based reference data sources, e.g., PHMMs, it is common to cluster

protein sequences by their sequence and functional similarity. UniFunc can automate func-

tional similarity analysis. As an example, we evaluated the functional homogeneity and

average pairwise sequence distance of a collection (N=4100) of clustered Archaea protein

sequences. We then kept only the clusters with at least 10 proteins sequences and with a

minimum 80% of functionally annotated protein sequences, resulting in 2516 clusters. We

then used UniFunc to measure the functional pairwise similarity (i.e., cluster functional ho-

mogeneity) between each pair of protein sequences within the clusters. These clusters were
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further refined by setting a minimum of 0.9 functional homogeneity and a maximum average

pairwise sequence distance of 0.1, thus obtaining 2182 highly homogeneous clusters (func-

tion and sequence-wise). These new clusters could then be used to create highly-specific

PHMMs, which could then be used to functionally annotate Archaea samples.

6.2.5 Discussion

We have developed a method that processes and encodes free-text functional descriptions,

allowing for high-throughput pairwise similarity analysis, ultimately enabling the comparison

of functional annotations obtained from multiple sources. We designed UniFunc with two ap-

plications in mind, first to facilitate redundancy elimination when consolidating protein func-

tion annotations, secondly as a cross-linking mechanism for functional annotations devoid of

IDs. While more sophisticated methodologies have been applied in related fields [126, 232,

154], we aimed to create a method with low complexity that could be easily integrated into

more complex annotation pipelines.

UniFunc was developed to identify and eliminate confounders (e.g., determiner ”the”) from

functional annotations (i.e., noise reduction). Without noise reduction, annotations such

as ”this is an oxidase” and ”this is a kinase” may be indicated as being similar (three out

of five identical tokens). On the other hand, without noise reduction, annotations such as

”believed to be an oxidase” and ”this is an oxidase” may be indicated as being dissimilar (two

out of seven identical tokens). Fundamentally, confounder elimination increases ”purity” of

annotations, resulting in more polarized (close to 0 or 1) similarity scores.

As seen in Figure 11 UniFunc can achieve high precision, in fact, initial convergence to

high precision was much faster for UniFunc than for the other models. This is explained by

the extreme distribution of the similarity scores, which registers high density toward 0 or 1,

whilst in the other models they are more evenly distributed. This extreme distribution of the

scores confirms UniFunc’s superior noise reduction ability, which is especially useful when

comparing functional descriptions with a high amount of confounders (e.g., when comparing

functional annotations with multiple sentences).

Neither UniFunc nor the baseline model achieved high recall at higher similarity thresholds.
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This can be explained by the fact that while two functional annotations may imply the same

function (and thus share IDs), they may also use different nomenclature (e.g., quercetin can

also be called meletin or xanthaurine). In these scenarios, a comprehensive biological lexi-

con would be required, and while such lexicons exist [222], they are usually behind pay-walls,

which limits their use by open source projects following FAIR principles set by Wilkinson et

al. [236]. Since several databases (e.g., [30, 36]) provide ontology systems, a future solu-

tion may be to use these to create a lexicon from these. Improving UniFunc’s NLP (e.g.,

lemmatization - ”methyltransferase” to ”methyl transfer enzyme”), could aid in the reduction

of false negatives. Among various text mining techniques, word embedding [169, 144] could

prove beneficial; this technique permits identifying tokens as similar when they appear in

similar contexts. This could prove advantageous in UniFunc’s workflow (i.e., specifically dur-

ing part-of-speech tagging), where instead of removing certain lexical tags (e.g., pronouns),

we could use word embedding to understand how related two tokens are (e.g., ”enzyme”

is closer to ”protein” than to ”gene”). Word embedding, or similar techniques, could poten-

tially improve UniFunc’s recall. However, this added complexity could also reduce UniFunc’s

robustness when dealing with tokens absent or underrepresented in the annotation corpus

(e.g., some tokens appear only once in the whole corpus). In addition, higher complexity

techniques also tend to be more costly, both in term of time and hardware requirements.

At higher thresholds, UniFunc had a higher recall than the baseline model, while having

similar precision. This is again due to noise reduction and its resulting extreme distribution

of scores. Since the baseline model does not eliminate confounders, its ability to produce

high similarity scores is reduced, leading to a lower recall when the similarity threshold is too

high. SciSpacy and UniFunc behaved very differently along the different thresholds. Uni-

Func quickly achieved high precision at the expense of a rapid decrease in recall, whereas

SciSpacy only achieved a higher precision at higher thresholds. Despite this, the AUC dif-

ference between the two model was low, UniFunc’s AUC was 0.008 lower than SciSpacy’s,

in essence, both have their own advantages. SciSpacy is applicable on a broader range

of scenarios, whereas UniFunc was specifically implemented to compare protein function

annotations. On the other hand, we believe that UniFunc’s implementation may offer more
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future-proofing as its corpus can be updated by re-downloading Swiss-Prot’s protein anno-

tations and gene ontologies.

Overall, all models had an AUC above 0.8, indicating that these performed well in predicting

the correct classes of the validation dataset. At a baseline, we consider UniFunc’s perfor-

mance to be consistent (high precision) to allow for its reliable use in the scenarios it was

built for. Future iterations will address UniFunc’s lower recall.

We have also provided two case studies where UniFunc could be easily applied. In the

first, we have shown that UniFunc can aid the integration of multiple reference data sources.

This methodology could also prove advantageous when functionally annotating samples with

very specific reference data sources (e.g., Resfams [68]). In addition, we have shown that

UniFunc can be used to measure functional homogeneity when creating functional reference

data sources.

In conclusion, while the standardization of functional annotation data (including IDs and

free-text) still constitutes a challenge for successful data integration [92, 121, 205], we have

shown that functional descriptions from multiple references/sources can be successfully in-

tegrated using text mining, complementing ID-based data integration.

6.2.6 Materials and methods

Baseline model workflow In the baseline model, descriptions are split into tokens by

using spaces as delimiters. Each annotation is then encoded according to the presence (1)

or absence (0) of all tokens within both annotations (i.e., one-hot encoding). For example,

if the first annotation contains the tokens [”lipids”, ”degradation”] and the second [”glucose”,

”degradation”], the union of tokens would correspond to [”lipids”, ”glucose”, ”degradation”].

We then check the presence/absence of the first token ”lipids” in the first annotation: since

it is present, we add a ”1” to the first annotation vector. We do the same for the second

annotation: since it is absent, we add ”0” to the second annotation vector. We repeat the

same process for the second token ”glucose”, so the first annotation vector now is [1,0] and

the second [0,1]. We then do the same for all the remaining tokens (i.e., ”degradation”)

and obtain, for each annotation, a vector with the number of token as entries. Here, where
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the first annotation is encoded as [1,0,1] and the second as [0,1,1]. One minus the cosine

distance of these vectors will correspond to the similarity of these two annotations.

UniFunc workflow UniFunc’s workflow is comprised of four main steps: (i) pre-processing,

(ii) part-of-speech tagging, (iii) token encoding and scoring, and (iv) similarity analysis. NLP

includes steps i and ii, which were tailored towards the removal of confounder tokens, thus

preserving only the most significant tokens within the functional description. Steps iii and iv

refer to the text mining part of the workflow and involves the encoding of annotations, making

them comparable. Figure 10 shows an overview of UniFunc workflow.

(i) Pre-processing NLP starts with ID extraction via the use of regular expressions in

two manners, the first looks for common database IDs (cID) patterns (i.e., enzyme ECs -

Cornish-Bowden [42]; TCDB - Saier, Tran, and Barabote [187], KO - Kanehisa and Goto

[104]; TIGRfam - Haft et al. [76]; Pfam - El-Gebali et al. [67]; COG - Tatusov et al. [219];

and GO - Consortium [36]), the second finds possible IDs (pID) with the regular expression:

”[A-Z]+\d{3,}(\.\d+)?([A-Z]+)?” , which captures ”words” with capital letters followed

by a set of numbers (possibly followed by a dot and digits or more capital letters). While

ID structure varies, in our experience, this is the most standardized format across multiple

databases. Protein acronyms are also captured by this regular expression, which, due to

the increased weight of pIDs in comparison to tokens, will increase the similarity score of

annotations containing the same protein acronyms. IDs are put aside for later use during

similarity analysis.

After ID extraction, the annotation is pre-processed, where unnecessary punctuation and

filler entities (e.g., extra spaces) are removed, followed by standardization of nomenclature

(e.g., ”-->” to ”to”) and numerals (e.g., ”III” to ”3” ). Annotations are then split into sen-

tences (sentence segmentation) and each sentence is split into tokens (tokenization, e.g.,

”lipid degradation” is split into two tokens ”lipid” and ”degradation”). Each plural token is then

converted to its singular form (stemming). Finally, we also aggregate certain tokens (e.g., to-

kens ”terminal” and ”N” to token ”terminal N”) into a single token. Tokens within parentheses
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are removed (except when they are acronyms) as, in our experience, they tend to contain

tokens irrelevant for similarity analysis (e.g., ”Seems to play a role in the dimerization of PSII

(By similarity).”).

(ii) Part-of-speech tagging Part-of-speech tagging (PoST) is the method of lexically

classifying/tagging tokens based on their definition and context in the sentence. The aim

here is the identification and elimination of tokens that could introduce noise during sim-

ilarity analysis (e.g., the very common determiner ”the”). We use two taggers, a custom

tagger, and NLTK’s pre-trained Perceptron tagger [16, 89]. The first tagger is independent

of context and uses Wordnet’s lexicon [145] to identify the most common lexical category of

any given token. Should a token be present in Wordnet’s lexicon, a list of potential lexical

categories for the token is given (e.g., noun, synonym, verb, etc), the token is then assigned

the most common tag. To adjust this tagger’s lexicon to biological data, gene ontologies [9,

36] names, synonyms, and definitions are processed and tagged (using the pre-trained Per-

ceptron tagger). Those not classified as adpositions, conjunctions, determinants, pronouns,

or particles are added to the custom tagger as nouns. Tokens are then classified by both

taggers, tokens untagged by the custom Wordnet tagger are assigned the Perceptron’s tag.

The Perceptron tagger is only used as a backup since it has been pre-trained with the Penn

Treebank dataset [220], thus its corpus is unspecific to UniFunc’s target data. Finally, tokens

that have not been tagged as adjectives, adverbs, nouns, or verbs, that belong to a pre-

compiled list of common biological terms, or are common English stop words are removed

from the annotation. Ideally, more tag types would be removed (e.g., adverbs), however,

we found that doing so eliminated important tokens. In addition, since some annotations

may contain synonym tokens (e.g., a annotation contains the token ”identical” and another

annotation contains the token ”equal”), we use Wordnet to find synonyms and replace the re-

spective tokens, such that both annotations contain the same token. This is only applicable

to the tokens kept after PoST.
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(iii) Token encoding and scoring Token encoding is similar to the baseline’s model

token encoding, with a key difference, unlike the baseline model’s binary vector, UniFunc

uses a Term Frequency-Inverse Document Frequency (TF-IDF) scaled vector. Therefore, the

annotation vectors will contain only elements with values ranging from 0 to 1, the higher the

value the more important the token is in the annotation. TF-IDF measures the importance of

each token relative to a annotation and the annotation corpus, therefore tokens that are

frequent in a single annotation but infrequent in the annotation corpus receive a higher

weight.TF-IDF has been successfully used in past projects, such as Benabderrahmane et al.

[13] and Huang, Gan, and Jiang [93].

As a reference corpus, we downloaded all of Swiss-Prot’s protein entries (N=563973, as of

2021/01/16) and their respective functional description (”Function [CC]”) and protein names,

as well as the gene ontologies ”go.obo” file. From the go.obo file we extracted the ”name:”,

”synonym:”, and ”def:” entries, from the Swiss-Prot file, all the functional descriptions and

protein names. This data was then pre-processed (using the same method used by UniFunc)

and split into tokens, we then created a frequency table with the number of times each token

appeared in the corpus.

TF-IDF is calculated with the equation NW
TW ×

TC
NC , where NW is the number of times a to-

ken appears in the annotation, TW the total number of tokens in the annotation, TC the

total number of annotation in the annotation corpus, and NC the total number of times a

certain token appears in the corpus. We apply a log10 scale to reduce the distance be-

tween the vectors’ elements and a MinMax scale to sort the tokens by their intra-annotation

importance.

(iv) Similarity analysis Each functional description now has an associated set of IDs

and an annotation vector. When two functional descriptions share a cID (i.e., enzyme ECs,

TCDB, KO, TIGRfam, Pfam, COG, and GO), the similarity score corresponds to 1. When

both functional descriptions have pIDs we calculate the Jaccard distance between these sets

of pIDs and subtract it to 1, obtaining pIDs similarity pIDsim. We then calculate the cosine

distance between both annotations and subtract it to 1 to obtain the annotation similarity



71

Docsim. If pIDsim is above 0, then the similarity score corresponds to 2×pIDsim+Docsim
3 ,

otherwise, it corresponds to Docsim.

SciSpacy models workflow As an additional comparison we used SciSpacy’s [154]

”en core sci lg” model. SciSpacy offers biomedical NLP models, which are integrated into

the Spacy [90] framework, a NLP Python library. In this model, descriptions are split into

tokens by using spaces as delimiters (similarly to the baseline model).

Case studies methodology For the ”Using multiple reference data sources” case study

the functional annotations were generated by using HMMER’s hmmsearch command against

the KOfam and NPFM PHMMs. Since NPFM provides taxon-specific PHMMs, protein se-

quences were annotated hierarchically, meaning that, if available, we used the PHMMs re-

spective to each taxon of the Bacillus subtilis taxonomic lineage (i.e., 131567> 2> 1783272

> 1239 > 91061 > 1385 > 186817 > 1386 > 653685 > 1423). In each hmmsearch iter-

ation, only the protein sequences left to annotate were used. The functional annotations

metadata was then assigned to the hits from HMMER’s output.

For the ”Functional homogeneity of a protein cluster” case study, a collection of 4570

archaeal genomes was downloaded from different sources, 1162 from the UHGG collection

of MGnify [146], 371 from NCBI [41], and 3037 from the GEM catalogue [158]. CheckM

[162] was run on the entire collection to ensure high-quality archaeomes (> 50% complete-

ness, < 5% contamination). Sourmash [25] was used to identify groups of highly similar

genomes in the collection. Similarity of genomes in each group was validated based on their

GC content and related taxonomy. Within each group of highly similar genomes, a genome

with the highest completeness and lowest contamination was selected as a group repre-

sentative. As a result, a collection of 1681 non-redundant high-quality archaeal genomes

was composed and used to create archaea-specific PHMMs. Protein-coding genes were

predicted with Prodigal [98], and functionally annotated with Mantis [176]. MMseqs2 [206]

was used to cluster proteins by sequence similarity. Average pairwise distance of each clus-

ter was calculated with Clustal omega [199]. Protein clusters were used to build multiple
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sequence alignments (MSAs) using MUSCLE [48], and the MSAs were used to construct

PHMMs using HMMER [183].

Model validation In order to understand the performance impact of the NLP (context-

specific pre-processing and PoST) and encoding (TF-IDF scaled document encoding) ap-

proach used by UniFunc, we compared its performance against the previously described

baseline model.

As a validation dataset, we started by downloading all the Swiss-Prot [37] entries (N=563973,

as of 2021/01/16) with the columns ”Entry”, ”Function [CC]”, ”EC number”, ”Cross-reference

(Pfam)”, and ”Cross-reference (eggNOG)”. All the entries with a functional description

(”Function [CC]”), and at least one EC number, Pfam ID, and eggNOG ID, were selected,

resulting in a validation dataset with a total of 133450 entries.

This dataset allows for the benchmark of each model’s ability to correctly identify similar and

non-similar functional descriptions, where similar functional descriptions should have inter-

secting identifiers (positive class), and non-similar descriptions non-intersecting identifiers

(negative class).

Each entry (with a set of IDs S1 and a description D1) in the validation dataset is paired with

up to 500 other entries (with a set of IDs S2 and description D2) where S1 ∩ S2 6= ∅ (positive

cases). We then randomly selected an equal number of pairs where S1 ∩ S2 = ∅ (negative

cases). As an example, a positive case for the entry ”glucose degradation K01” (S1={K01})

would be ”enzyme that uses glucose as a substrate K01 KO2” (S2={K01,K02}), whereas

a negative case for the same entry would be ”lipid degradation KO3” (S2={K03}). In the

positive case the ID KO1 is common to both entries ({KO1} ∩ {KO1,KO2} 6= ∅), whereas

in the negative case no IDs are shared ({KO1} ∩ {KO3} = ∅). Assigning an equal number

of positive and negative cases to each entry ensures class balance which validates AUC as

a global performance metric [100].

We then use UniFunc and the other models to calculate the similarity score (SS) between

each pair of entries’ description. Finally, confusion matrices are created with threshold (T)

∈ [0, 1, 0.1], where:
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• true positives (TP) = S1 ∩ S2 6= ∅ ∧ SS > T

• true negatives (TN) = S1 ∩ S2 = ∅ ∧ SS < T

• false positives (FP) = S1 ∩ S2 = ∅ ∧ SS > T

• false negatives (FN) = S1 ∩ S2 6= ∅ ∧ SS < T

The test case entries are the same for all models. During benchmark, UniFunc does not use

IDs for similarity analysis.
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6.2.8 Concluding remarks

The published paper can be found at https://doi.org/10.1515/hsz-2021-0125

The GitHub repository for this tool is available at https://github.com/PedroMTQ/unifunc

In this manuscript, the UniFunc tool was described and how it can be integrated into larger

workflows, such as Mantis. UniFunc’s methodology was described, alongside on how it

performs against other methodologies.

https://doi.org/10.1515/hsz-2021-0125
https://github.com/PedroMTQ/unifunc
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6.3 UniFuncNet: a flexible network annotation framework

6.3.1 Summary

The downstream integration of functional annotations often requires techniques compatible

with large-scale analysis. A common approach is to use network-based methodologies,

which enable the study of biological processes and how they are interlinked within and be-

tween organisms. UniFuncNet is a network annotation tool that aims to provide a flexible

and hands-free framework for the generation of annotated networks in multiple scenarios.

In that sense, UniFuncNet generates networks consisting of four different entity types (i.e.,

genes, proteins, reactions, and compounds) and many different network generation pro-

tocols. These network generation protocols mirror the intrinsic structure of the biological

databases (which is also a reflection of biological processes) mined by UniFuncNet, i.e., the

structure corresponds to the underlying idea of genes being connected to proteins (through

transcription and subsequent translation), how some proteins are connected to reactions,

and how reactions involve two or more compounds; to summarise, the structure is the follow-

ing: gene→protein→reaction→compound. UniFuncNet collects extensive data on multiple

entity types and connects these entities in a graph-based manner, thus being more easily

used in the downstream analysis.

The authors for this publication[174] are as follows: Pedro Queirós, Oskar Hickl, Susana

Martı́nez Arbas, Paul Wilmes and Patrick May. All authors contributed to the writing, revision,

and study design. I was the main author of this publication and the developer of the tool

associated with it.
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UniFuncNet: a flexible network annotation framework

Abstract

Summary: Functional annotation is an integral part in the analysis of organisms, as well

as of multi-species communities. A common way to integrate such information is using bio-

logical networks. However, current data integration network tools are heavily dependent on

a single source of information, which might strongly limit the amount of relevant data con-

tained within the network. Here we present UniFuncNet, a network annotation framework

that dynamically integrates data from multiple biological databases, thereby enabling data

collection from various sources based on user preference. This results in a flexible and com-

prehensive data retrieval framework for network based analyses of omics data. Importantly,

UniFuncNet’s data integration methodology allows for the output of a non-redundant com-

posite network and associated metadata. In addition, a workflow exporting UniFuncNet’s

output to the graph database management system Neo4j was implemented, which allows

for efficient querying and analysis.

Availability: Source code is available at https://github.com/PedroMTQ/UniFuncNet.

Introduction

There exists an unprecedented amount of biomolecular data available thanks to the ad-

vances in, among others, sequencing, mass spectrometry and bioinformatics techniques.

This allows for the study of function across several biological levels at high resolution, from

single organisms to the combined functional potential of microbial communities. This wealth

of information is difficult to access and use in a straightforward and scalable manner, e.g.,

due to the lack of a universal data repository and the use of a multitude of data formats and

annotations.

Networks are frequently used for large-scale omics data analyses as these are versatile



77

tools that can be used to model complex biological systems [115]. The identification and

mapping of functional entities (e.g., proteins) to networks are central tasks performed during

large-scale studies of new species or microbial communities. For example, networks have

been used to study ecological interactions such as metabolic cross-feeding, synergism, and

antagonism [152], to detect correlations in metabolic networks [209], to identify keystone

functions and genes [185].

Given the available functional annotations linked to omics data, a common modelling

approach, among others [64], is to use genome-scale metabolic models (GSMM) to inte-

grate all, or part, of the metabolic and transport reaction network(s) within an organism or

community [73, 57]. Such networks are usually derived by mapping functional annotations

to the corresponding reactions and pathways [221, 157], and can be used for the in silico

simulation of metabolism.

Several methodologies [29] and tools [143] are now available for the automated generation

and semi-curation of GSMMs. Many methods are able to automatically and accurately re-

construct well-known parts of metabolism, which, due being shared by many taxa [189],

have been more extensively studied [114]. While the apparent conservation in function

based on homology is advantageous when modelling well-studied metabolism, the resulting

GSMMs are often very general and redundant, which may not capture the peculiarities of

individual organisms. Modelling species-specific metabolic pathways is important, e.g., for

understanding microbial interactions [192], but challenging, since annotations are often in-

complete [35, 173]. Here, knowledge integration from multiple databases (e.g., MIBiG [107],

KEGG [105], and MetaCyc [31]) may help.

Even though some resources provide frameworks for mapping functional entities (e.g.,

KEGG [105] and MetaCyc [31]), combining them into a more comprehensive resource at a

case-by-case basis is laborious, since this integration requires extensive cross-linking, and

often manual review/curation. One additional complication is the use of different ontologies
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[210], which leads to the necessity of cross-linking ontology systems with varying struc-

tures and resolutions (e.g., KEGG orthologs and gene ontologies[9, 36]). Additionally, while

some databases are structured and provide access through the use of application program-

ming interfaces (API) (e.g., KEGG), relational or non-relational or other standardized formats

(e.g., json and xml), others provide data in semi-unstructured formats, thereby requiring the

implementation of more specialized data processing methodologies (e.g., text mining [218]).

In essence, the diversity and quantity of biological databases, constitute some of the

major challenges in the integration of such data. These, and other technical challenges,

make such resources inaccessible to researchers without a computational background.

The challenge of integrating knowledge from multiple sources in an automated manner in the

context of network analysis was tackled through the development of the presented network

annotation framework - (Uni)fied (Func)tional (Net)work (UniFuncNet). UniFuncNet auto-

mates the highly time-consuming process of searching multiple databases, extracting and

integrating data into a composite output. Biological databases commonly contain multiple

entry types (e.g., compounds or genes), therefore, UniFuncNet’s implementation reflects the

general structure of such databases; for this purpose, we modelled four different entity types:

genes, reactions, proteins, and compounds. In turn, these data models can then be linked as

a network, and used for storing and exporting information in machine and human-readable

formats. Combining data models with multiple data collection methodologies results in a

flexible yet robust data retrieval framework. In turn, this allows researchers to fine-tune Uni-

FuncNet to their specific routine data integration tasks, starting from simple use cases such

as collecting ChEBI identifiers (IDs) for a list of compound names and finding reactions for

certain protein IDs to linking compounds to organisms, or expanding GSMMs. To showcase

how the user can include UniFuncNet in their analysis, the last two previously mentioned

use cases have been implemented as separate example workflows; while these are simple

wrappers around UniFuncNet and other tools, they may serve as a template for future, and

potentially more complex, workflows.

UniFuncNet aims to provide a straightforward, versatile, and accessible data collection

and network annotation framework. UniFuncNet will prove useful across multiple domains
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of bioinformatics, especially at a moment in time where large-scale data integration is seen

as fundamental rather than optional. In order to provide an easily and efficiently queryable

database, we implemented an API that exports UniFuncNet’s data to Neo4j.

Materials and methods

Implementation UniFuncNet was implemented in Python (v3.9) and currently collects

data from KEGG [105], MetaCyc [31], Rhea [11], ChEBI [80], HMDB [237], UniProt [38]

and PubChem [109], cross-linking the information between these databases. For web data

collection, UniFuncNet uses the Python package ”requests” (v2.25.1), which queries each

database and collects the respective response (usually HTML or json). To parse the HTML

responses the ”beautiful soup” [181] package is used (v4.10.0). For some of the databases,

i.e., MetaCyc [31], Rhea [11] and ChEBI [80] the database flat files are first downloaded,

parsed and stored locally in a SQLite (v3.36.0) database. In order to use the MetaCyc

database, the user must obtain a license (academic licenses are freely available) from Meta-

Cyc (which we recommend since it’s a highly curated and comprehensive resource). For

web data collection, UniFuncNet makes use of API calls to retrieve information (if possible).

However, whenever necessary, data is collected by querying the database’s website and

parsing the query result (i.e., web scraping). Each query result (web or local data) is parsed

according to the step of the workflow and database being queried (with database-specific

scrapers), and standardized according to UniFuncNet’s framework. This data parsing allows

for the retrieval of annotations (IDs and synonyms) as well as any connections between

database entries.

To avoid overloading the respective web servers, UniFuncNet works in a strictly sequential

manner and additionally enforces a time-out for requests to the same server (10 seconds

in-between queries by default). Additionally, in order to avoid repeating web queries, Uni-

FuncNet saves past web queries in memory and retrieves the necessary entity whenever a

query is repeated. This sequential methodology has the additional benefit of not creating re-

dundant entities which may lead to downstream issues with redundancy and output network

connectivity.
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The results shown in this paper were collected from multiple sources, MetaCyc version

25.1 was used; the Rhea and ChEBI data corresponded to the flat files uploaded on the 17th

of November, 2021; and all data extracted from the multiple websites was collected on the

24th of January, 2022. The version of UniFuncNet used in this paper is v1.02.

Input and output UniFuncNet takes as input a tab-separated file, containing a list of IDs

(e.g., ”P02769”), ID types (source of the IDs, e.g., ”uniprot”), entity types (e.g., ”protein”),

and search modes (e.g., ”pg”, for ”protein-to-gene”).

UniFuncNet outputs one tab-separated file per entity type, i.e., genes, proteins, reac-

tions, and compounds, listing all the searched entities along with any associated metadata

(e.g., database IDs) and all the associations between each entity. Additionally, it outputs a

file in simple interaction format (SIF), which allows for integration into network frameworks,

such as Cytoscape [196] or Neo4j.

For a detailed description of input format requirements and all outputs, as well as a usage

guide refer to UniFuncNet’s documentation at https://github.com/PedroMTQ/UniFuncNet.

Workflows methodology We implemented two example workflows to showcase potential

applications of UniFuncNet. The first workflow relates to the expansion of GSMMs using

UniFuncNet, and the second to the mapping of compounds to organisms. An example

use case is provided for each of these workflows. In these use cases, UniFuncNet col-

lected information from the databases KEGG, MetaCyc, Rhea, and ChEBI. The code used

for the generation of results is available at https://gitlab.lcsb.uni.lu/pedro.queiros/

benchmark_unifuncnet. After installation and download of the required tools and data, the

workflows are fully automated (e.g., automatically launching tools and doing the necessary

data processing). Mantis [177] v1.3 was run for the functional annotation, using the KOfam

[6], Pfam [67] and MetaCyc [31] reference databases (the MetaCyc database was generated

with the code in https://github.com/PedroMTQ/refdb_generator).

https://github.com/PedroMTQ/UniFuncNet
https://gitlab.lcsb.uni.lu/pedro.queiros/benchmark_unifuncnet
https://gitlab.lcsb.uni.lu/pedro.queiros/benchmark_unifuncnet
https://github.com/PedroMTQ/refdb_generator
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Workflow I - Expansion of GSMMs This workflow (Figure 12.A) receives as input

multiple protein fasta files, i.e., proteomes, and outputs an expanded network per sample

in SIF format. The proteomes are passed to Mantis [177] while GSMMs are created with

CarveMe [132]. The enzyme commission numbers (ECs) and MetaCyc protein IDs ab-

sent in the CarveMe GSMMs are exported from the Mantis’ functional annotations into a

UniFuncNet-formatted input file (using the ”prc” search mode). In this manner UniFuncNet

can be used to collect data on the additional ECs and MetaCyc protein IDs and connect

them to the original GSMMs. In order to exclude unspecific interactions, edges connecting

to common cofactors were removed (this list of cofactors has been manually curated but

can be edited and is available at https://github.com/PedroMTQ/UniFuncNet/tree/main/

Resources/cpd_to_ignore.tsv).

The workflow was implemented with CarveMe [132] v1.5. Additional information is avail-

able at https://github.com/PedroMTQ/UniFuncNet/tree/main/Workflows/GSMM_Expansion.

It is crucial to note that this workflow is merely an example use case, therefore any output

files created should be thoroughly curated.

As an example application (henceforth referred to as ”use case I”), we used the following

five organisms’ SwissProt[38] reference proteomes: UP000001031 [227] for Akkermansia

muciniphila, UP000025221 [201] for Bradyrhizobium japonicum, UP000018291 [142] for Mi-

crothrix parvicella, UP000002528 [70] for Pelagibacter ubique, and UP000000586 [91] for

Streptococcus pneumoniae.

To evaluate the functional redundancy of the baseline and expanded networks, a pres-

ence/absence encoding of each network’s ECs was applied, followed by a cosine distance

calculation using the NLTK package (v3.5), where equal encoded vectors have a score of 1

and completely different a score of 0. This calculation is henceforth referred to as the ”ECs

functional redundancy”.

Workflow II - Omics cross-linking. The second workflow (Figure 12.B) attempts to

link compounds to specific organisms by searching for information on compounds and link-

ing them to functionally annotated organisms. The input are multiple species proteomes

https://github.com/PedroMTQ/UniFuncNet/tree/main/Resources/cpd_to_ignore.tsv
https://github.com/PedroMTQ/UniFuncNet/tree/main/Resources/cpd_to_ignore.tsv
https://github.com/PedroMTQ/UniFuncNet/tree/main/Workflows/GSMM_Expansion
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and information (i.e., IDs) on the compounds of interest. The output is a network con-

necting each compound to all proteomes, and hence, to all organisms. Additional infor-

mation is available at https://github.com/PedroMTQ/UniFuncNet/tree/main/Workflows/

Compounds_to_Organisms_Mapping.

As an example application of this workflow (henceforth referred to as ”use case II”), we

applied it to the metabolomics dataset MTBLS497 from Metabolights [81]. In the respective

experimental study [123] four organisms, Escherichia coli, Klebsiella pneumoniae, Pseu-

domonas aeruginosa, and Staphylococcus aureus, were cultured, sampled and analysed

to link them with 13 compounds of interest. The following proteomes from UniProt were

used: E. coli UP000001410 [233], K. pneumoniae UP000000265 [141], P. aeruginosa the

proteome UP000002438 [211], and S. aureus UP000008816 [69].

Results

UniFuncNet UniFuncNet is a network annotation framework that collects user-defined

data from multiple biological databases, e.g., KEGG orthology IDs (Figure 13). The user

input determines which information is collected by UniFuncNet. UniFuncNet retrieves data

from the respective biological databases and parses it; if applicable, it then branches out

and gathers any additional data associated with the originally retrieved data. This is re-

peated iteratively until all sources of information are exhausted. When retrieving information

for compounds, UniFuncNet can retrieve data based on synonyms, and not only IDs, as

it may facilitate the integration of data where only synonyms are available. However, the

reliability of synonyms-based data retrieval is inferior to IDs due to its ambiguity [150]. Uni-

FuncNet is available as a conda package, and it’s respective documentation is available at

https://github.com/PedroMTQ/UniFuncNet.

Data models In order to standardize the representation of the multiple types of data

within the UniFuncNet framework, we implemented multiple data models, each one repre-

senting an entity type, i.e., compounds, reactions, proteins, and genes. In general, entities

are associated with IDs from multiple databases and other entity-specific data (e.g., com-

https://github.com/PedroMTQ/UniFuncNet/tree/main/Workflows/Compounds_to_Organisms_Mapping
https://github.com/PedroMTQ/UniFuncNet/tree/main/Workflows/Compounds_to_Organisms_Mapping
https://github.com/PedroMTQ/UniFuncNet
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Figure 12 Use cases workflows. A Workflow I: UniFuncNet is used to aid in the expansion
of a previously generated GSMM. First, a draft GSMM (grey network) and functional anno-
tations (dashed box with grey and yellow nodes) are extracted from the input proteome (top
dashed box with grey nodes). Next, all functional annotations absent (dashed box with yellow
nodes) in the model are input into UniFuncNet. Lastly, all of the metabolic model’s entities
are connected to UniFuncNet’s output (yellow and grey nodes connected with non-dashed
edges). Optionally, the user may also add all remaining nodes in UniFuncNet’s network (yel-
low nodes connected with dashed edges). B Workflow II: UniFuncNet is used to identify the
proteins of an organism involved in the metabolism of specific compounds. First, proteomes
for all organisms were collected (represented by the first dashed box with black dots), these
were then functionally annotated with Mantis (represented by the second dashed box with
black dots, note the lower number of nodes in each proteome, which represents the lack of
functional annotations for some proteins). Using UniFuncNet, we created a network with the
reactions and respective proteins associated with each input compound. Lastly, using the
previously created network, we linked the compounds with their respective proteins in each
proteome.
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Figure 13 UniFuncNet overview. The input of UniFuncNet is a list of IDs, ID types, entity
types, and search modes, which are processed line by line. In this example, UniFuncNet
starts by collecting data on the first query (Q1), which is a gene. According to the search
mode ”gprc” it then searches for data for the connected proteins, reactions and compounds.
For the second query (Q2) - a reaction, UniFuncNet first collects data on the reaction and
then on the associated compounds (search mode ”rc”). UniFuncNet then outputs the results
for each collected entity in the respective tsv file, as well as the resulting network in SIF
format.
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pounds may have an associated chemical formula). The respective data models allow for

a standardized in-memory integration, storage, and manipulation of data. For example, the

reaction data models are especially helpful for integrating the same reaction from multiple

databases; since some reaction database entries do not provide cross-linking, it may be

necessary to match reaction entities through their stoichiometry and the compound entities

they are associated with (i.e., reactants and products). If the stoichiometry and the reactants

and products compound entities are the same, the reactions can be considered the same

and merged into the same data model, thus avoiding redundancy. Additionally, these entities

can be connected to other entities (e.g., a gene can be connected to a protein), and can thus

be exported as a network. Entities are connected within the network following the search

mode and databases used (Figure 14).

Search modes UniFuncNet’s data models represent the four main entity types (”g”

= gene, ”p” = protein, ”r” = reaction, ”c” = compound, see above). These data models

are then organized to be retrieved according to the underlying structure of each database;

i.e., biological databases entities are generally connected in two directions: g→p→r→c and

c→r→p→g.

UniFuncNet can process entities in 14 possible search modes, i.e., ”gp”, ”gpr”, ”gprc”,

”pg”, ”pr”, ”prc”, ”rpg”, ”rp”, ”rc”, ”cr”, ”crp”, ”crpg”, ””, and ”global”. Each letter in the search

mode corresponds to one of the four different entity types. The ”global” search mode corre-

sponds to a search in both directions, e.g., while searching for a given protein, UniFuncNet

retrieves information on the associated genes - ”pg”, as well as the associated reactions and

compounds - ”prc”. The ”” search mode corresponds to an ”in situ” search on the same en-

tity, i.e., UniFuncNet retrieves information on the given input IDs without connecting them to

additional other entities, e.g., when one aims to fetch ChEBI IDs from compound synonyms

or for ID conversion. Figure 14 represents a generic example of multiple search modes and

how these drive network generation.

The user input and search mode are inherently linked to the data that is collected, i.e.,

the user input ID is used as a seed for data retrieval and to generate an entity, whereas the
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search mode is used to impose a direction and stop criterion on the data retrieval process.

If, for example, the user inputs a reaction ID - the resulting entity will contain the database

IDs associated with this reaction. During data retrieval this entity may also be connected

to different types of entities, e.g., a reaction entity is usually associated with two or more

compound entities. The IDs of these connected entities are then used for posterior data

retrieval and generation of the respective entities (Figure 14). The user is able to input

multiple search modes (comma separated) for the same input ID, which may be useful, e.g.,

for connecting a reaction entity to its respective compound and protein entities.

UniFuncNet to Neo4j API In order to provide users with the possibility to efficiently

query and manage the UniFuncNet results (for example during network analysis), an API

importing UniFuncNet’s output into Neo4j a highly-flexible graph database management sys-

tem, was implemented.

UniFuncNet’s output can be depicted as a multipartite graph, which is a graph whose

nodes can be split into multiple independent sets. In the case of UniFuncNet each output file

contains multiple entities (e.g., proteins) with entity related annotations (e.g., ECs) (Figure

15). Since Neo4j is a highly flexible graph-based database it provides a natural integration

of UniFuncNet’s data models.

The API takes as input a folder containing all the UniFuncNet output tsv files and stores

the data in a Neo4j database. This database can then be queried using Cypher (Neo4j’s

querying language) or using any programming language Neo4j API (e.g., the Python or

Java drivers). Additionally, we added the option to input Mantis consensus annotations to

query the Neo4j database and create the respective SIF networks.

Use cases UniFuncNet is a flexible network annotation framework, being usable within di-

verse contexts. We provide two case scenarios, the first using UniFuncNet for the expansion

of GSMMs, and the second for linking compounds with specific organisms.
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Figure 14 UniFuncNet search modes: Example of three different search modes available
in UniFuncNet and how they sequentially link entities, generating a connected network. The
first input line contains a gene ID with search mode ”gprc”, UniFuncNet searches first for
information on this gene and subsequently the directly or indirectly connected entities (one
protein, one reaction and three compounds). The second input line contains a protein ID
with the search mode ”prc”. UniFuncNet retrieves first information on the protein, then on two
reactions and four compounds; notice how one of the compounds found in the second search
is linked to the network created already during the processing of the first input. The third
input line contains a compound ID, and the search mode ”crp”, UniFuncNet then retrieves
information on four compounds, three reactions and four proteins. Again, since one of the
proteins was already searched during the processing of the second input line, the resulting
network will connect these inputs’ entities.
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Figure 15 UniFuncNet results as a multipartite graph. The output from UniFuncNet can
be represented as a multipartite graph, where the central layers correspond to the entity
types (e.g., proteins), and the outer layers to the annotations (e.g., IDs or synonyms). The
protein layer contains a protein complex (red dashed circle), comprised of multiple subunits
(i.e., protein nodes).
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Use case I In this use case we used UniFuncNet to expand GSMMs built with CarveMe[132],

exploring how many putative connections UniFuncNet could add to the original GSMM. To

that end, Mantis is used to provide additional functional annotations, and UniFuncNet to map

those functional annotations to the GSMM (Figure 12.A).

As an example, we expanded the GSMMs of multiple organisms that have been shown

to be relevant in multiple ecosystems; (i) Akkermansia muciniphila has been shown to play

an important role in human intestinal health as part of the gut microbiome [160]; (ii) Bradyrhi-

zobium japonicum, has been shown to be a key organism in nitrogen fixation, essential for

e.g. soybean plant growth [84]; (iii) Microthrix parvicella, has been shown to be the domi-

nant species involved in the bulking of activated sludge and lipid accumulation in wastewater

treatment plants [197]; (iv) Pelagibacter ubique, has been shown to be an ubiquitous ocean-

dwelling bacterium that belongs to the SAR11 clade, which is reported to account for 25%

of all cells in the ocean [70], and (v) Streptococcus pneumoniae, has been shown to be a

key human pathogen, which is one of the leading causes of pneumonia, bacterial meningitis,

and sepsis [21].

This workflow compiled a list of all ECs and MetaCyc protein IDs found by Mantis that are

not part of the original GSMM (generated by CarveMe). A non-redundant list of IDs over all

species was generated. This list was converted to a UniFuncNet input file, which contained

1329 unique EC numbers and 1052 unique MetaCyc protein IDs. UniFuncNet were then run

for all these IDs with the ”prc” search mode to connect the (p)rotein function annotations to

the (r)eactions and (c)ompounds.

UniFuncNet collected 5244 putative reactions, which were then filtered according to mul-

tiple steps: (i) filter for proteins associated to at least one reaction (ii) filter for proteins that

were also absent in the original GSMM (iii) extract all reactions connected to these proteins,

(iv) exclude reactions that were already present in the original GSMM, and (v) match the

compounds obtained from UniFuncNet with the GSMM compounds to match reactions and

exclude redundant reactions.

For each proteome, a baseline directed network from the initial GSMM was created,

where reactions and their respective substrates and products are represented as nodes (i.e.,
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reactant(s)→reaction→product(s)). We then expanded the network by adding UniFuncNet’s

nodes, either by adding new connections to the baseline network or adding new nodes.

The draft GSMMs and expanded networks were evaluated according to: (i) % of reac-

tions in the largest network component (%RLC); (ii) % of dead end metabolites (%DEM), i.e.,

metabolites without a transporter reaction that are produced but not consumed or consumed

but not produced [133]; (iii) % of newly connected dead end metabolites (%CDEM); and (iv)

the amount of new putative reactions that could be added to the GSMM.

On average %RLC decreased from 99.6% (sd=0.4%) to 95.0% (sd=0.7%), &DEMs in-

creased from 4.2% (sd=0.6%) to 12.8% (sd=0.6%), and 0.1% (sd=0.06%) of DEMs were

successfully connected in the expanded network. Finally, on average 1005 (sd=485.5) reac-

tions could be added per proteome.

The expanded networks resulted in a substantial enzyme-specific enrichment (i.e., ECs),

the most enriched ones being transferases, oxidoreductases and hydrolases. We also anal-

ysed the ECs functional redundancy of the each organisms’ baseline and expanded net-

works, i.e., each baseline network was compared to all others baseline networks, and the

same was repeated for the expanded networks. On average, we found that the ECs func-

tional redundancy for the ”only baseline”, ”only expanded”, ”baseline+expanded” networks

was 0.74, 0.44, and 0.66 (0-1, 1 being equal), respectively.

When analysing KEGG pathways, the most enriched metabolic capacities corresponded

to the metabolism of carbohydrates, lipids, and cofactors and vitamins (from least to most en-

riched). In the Akkermansia muciniphila expanded network, the biosynthesis and metabolism

of glycans was among the metabolic capacities most enriched by the network expansion

(161 ECs in the baseline to 166 additional ECs in the expanded network mapped to the

kegg pathway ”Glycan biosynthesis and metabolism”). In the Microthrix parvicella expanded

network, the metabolism of lipids was the metabolic capacity most enriched by the network

expansion (31 ECs in the baseline to 218 additional ECs in the expanded network mapped

to the kegg pathway ”Lipid metabolism”).

These results are available in Supplementary table ”results.ods” available at https://

gitlab.lcsb.uni.lu/pedro.queiros/benchmark_unifuncnet.

https://gitlab.lcsb.uni.lu/pedro.queiros/benchmark_unifuncnet
https://gitlab.lcsb.uni.lu/pedro.queiros/benchmark_unifuncnet
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Use case II In order to understand how UniFuncNet could be used to link different

omics levels, we used it to connect functionally annotated reference proteomes to a metabolomics

dataset, i.e., linking metabolism related proteins to their reactions and respective com-

pounds (Figure 12.B).

As an example, we used a metabolomics study [123] that cultured four organisms in arti-

ficial sputum and nutrient broth mediums and sampled their headspaces for 13 compounds.

These compounds were used as potential biomarkers in order to determine the most appro-

priate antimicrobial therapy in the treatment of ventilator-associated pneumonia.

In order to find the reactions and proteins associated with each compound, UniFuncNet

ran with the search mode ”crp”. The proteins found to be connected with the compounds via

UniFuncNet were then intersected with the functional annotations of each proteome, thus al-

lowing for the identification of the enzymes within each organism involved in the metabolism

of these compounds.

After running this workflow we successfully retrieved information on 11 of 13 compounds,

eight of these were linked to a total of 30 reactions. These reactions were then connected

to a total of 17 proteins. We then linked the proteins connected to reactions (n=17) to the

functional annotations of each organism, finding which of these organisms could potentially

be involved in the metabolism of studied compounds. We found that all organisms were

involved in the metabolism of indole and that Pseudomonas aeruginosa was additionally

involved with the metabolism of 2-furanmethanol.

Discussion and conclusion

Here we present UniFuncNet, a network annotation framework that collects and integrates

data from multiple biological databases. UniFuncNet can be used to search for informa-

tion and generate annotated networks in a flexible manner (i.e., various search modes and

input ID types). UniFuncNet automates data collection into a human-readable output, by

connecting the different biological entities (i.e., genes, proteins, reactions, and compounds),

and it provides a network-structured output, which can be easily used in network-based

downstream analysis. An added benefit of UniFuncNet is the standardization of the search
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methodology, potentially decreasing the accidental omission of information during manual

collection/curation.

UniFuncNet collects data from live websites/application programming interfaces and al-

lows the user to update their own local flat files (e.g., MetaCyc or Rhea). UniFuncNet en-

sures that the collected data is up to date, which represents a limitation in similar projects

[150]), since they require regular database maintenance. However, UniFuncNet faces its

own challenges: (i) a website’s HTML structure or API may change over time, which re-

quires maintenance of UniFuncNet’s data collection protocols, (ii) live retrieval of information

tends to be slower than using a centralized source of data, and (iii) websites may block

scraping attempts if these are done too frequently, which is circumvented by UniFuncNet by

having 10 second waiting period between each web query to the same database. While reli-

able and large data collection is provided by UniFuncNet, as a framework that can speed-up

the work of researchers requiring comprehensively annotated networks, it is advisable to

perform manual curation during downstream data integration. Overall though, we believe

that the benefits of having a lightweight framework with very low storage footprint, always

retrieving the latest information, clearly outweigh the aforementioned downsides.

Current automated reconstruction tools are capable of generating GSMMs ready for

modelling. However, divergent implementations [246, 132, 47] may lead to different out-

comes (i.e., the models) due to multiple factors, e.g.: (i) different gene predictions, (ii) differ-

ent functional annotation reference databases, and (iii) different automated curation imple-

mentations [56, 82]. While automated curation offers a good modelling basis, it is unlikely

that the current methods will ever be able to encompass the complexity of in vivo biolog-

ical networks. As such, manual curation and expansion of GSMMs remain essential; the

latter is routinely done through the iterative analysis of the subsystems for genes, proteins,

and reaction(s) of interest. In particular, the end-user searches for information regarding a

certain ontology ID, such as KEGG [105] orthology IDs, ECs, or others, in highly compre-

hensive (and partially redundant) biological databases. To avoid introducing redundancy,

cross-linking entities between databases is necessary, which can be done manually or par-

tially automated through ID mapping tools offered by MetaNetX [150] or UniProt [38]. To
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this end, we implemented a workflow that uses UniFuncNet to facilitate the cross-linking and

expansion of GSMMs.

We have shown that the networks enriched with UniFuncNet’s workflow were better able

to capture organism-specific characteristics, e.g., in Microthrix parvicella the metabolism of

lipids was the most enriched KEGG pathway, which agrees with the findings of Sheik et al.

[197]. Similarly, in Akkermansia muciniphila the metabolism and biosynthesis of glycans

was amongst the most enriched KEGG pathways, which supports the hypothesis that this

organism and glycans play an important role in human gut health [160, 113]. Lastly, the

metabolism of cofactors and vitamins was, on average, the most enriched KEGG pathway

among all organisms.

In general, we found that this workflow could add a substantial amount of reactions to the

GSMMs, which, as previously shown [177], is likely due to the more comprehensive refer-

ence databases used (Mantis with the KOfam, Pfam, and MetaCyc databases and CarveMe

with the BIGG database [191]). In addition, we also found that the similarity between the

functional profiles (i.e., ECs functional redundancy) between each organism’s network was

substantially lower in the expanded networks, highlighting the benefit of applying UniFunc-

Net to discover functions unique to each organism. It is important to emphasize that the ex-

panded networks would still require curation; indeed the aim of this workflow is not to directly

output an expanded GSMM ready for modelling, but to provide the user with a framework

that automates some of the most time-consuming curation steps, i.e., expanding and enrich-

ing the network. Altogether, these results show the potential of UniFuncNet to support the

expansion of GSMMs, provided additional curation steps are implemented by the end-users.

While in this manuscript we have shown how UniFuncNet can be used in a targeted manner,

it could also be used for the generation of genome-scale metabolic networks.

We have also shown how UniFuncNet can be used to link different datasets, in particu-

lar how it can be used for linking different omics, which should prove useful for multi-omics

network-based analysis. Specifically, in the second workflow, we have shown how UniFunc-

Net may be used for the mapping of compounds to specific organisms. The results shown in

the use case II were not able to connect the organisms and compounds in the same resolu-
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tion as the respective study [123], which further highlights the need to create and use more

comprehensive functional annotation reference databases. However, we found that indole’s

metabolism was shared among all organisms, which is a clear indication of conservation of

function in prokaryotes[134, 223, 241]. Despite this, we believe this workflow could be com-

bined with more resolved input proteomes (i.e., using proteomics data instead of reference

proteomes) and as such could be an even more powerful screening tool for more thorough

investigations.

In conclusion, in this article we have highlighted UniFuncNet’s ability to automatically

and comprehensively annotate networks. Additionally, we have showcased two use cases

which could be used as baseline examples for more intricate analysis. We believe that

UniFuncNet’s flexible search modes and varied input formats expands its utility into a variety

of analysis well beyond the ones shown in this paper.
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6.3.2 Concluding remarks

This manuscript has been submitted and the pre-print is available at https://doi.org/

10.1101/2022.03.15.484380 The GitHub repository for this tool is available at https://

github.com/PedroMTQ/unifuncnet

In this manuscript, UniFuncNet was described and how it can be used to generate highly

annotated networks, integrating knowledge from multiple databases into one composite net-

work. Two case studies and respective workflows were showcased, which I believe could be

useful within their target community; moreover, they could be used as a basis for additional

workflows. Finally, an API that uses UniFuncNet’s output to automatically generate a Neo4j

database was developed. This database can be easily queried in high throughput analysis.

https://doi.org/10.1101/2022.03.15.484380
https://doi.org/10.1101/2022.03.15.484380
https://github.com/PedroMTQ/unifuncnet
https://github.com/PedroMTQ/unifuncnet
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7 Discussion

In this thesis, I have shown how relevant data integration is within different bioinformatic

domains, particularly at the speed and quantities in which data is currently generated. I

believe data integration will be increasingly more important in the years to come. In that

regard, it is expected that new tools and methodologies for the integration of biological data

will be created. With that said, I believe it is important to discuss some of the issues with

the current tool development environment in bioinformatics. The harsh ”incentive” to publish

(tools) without regards to maintenance and quality has led to the creation of hundreds of

one-time use bioinformatics tools [137, 136]. Indeed, this proliferation of tools without qual-

ity control exacerbates many of the issues felt by the end-users of those same tools, such

as: (i) tool is not open-access, (ii) tool is not properly archived or versioned, (iii) tool cannot

be installed or run, (iv) tool is not maintained, and (v) authors do not provide user support.

This of course happens for many reasons, e.g., lack of funding, the absence of a plan to

maintain the tool, or lack of expertise to implement production-ready software (or a meagre

semblance of it). Despite the grim criticism, this has been steadily improving in the past

years; e.g., peer-reviewed journals now require higher standards for published software,

there is more emphasis on reproducibility, there are more software frameworks supporting

researchers (e.g., Snakemake [148] and Nextflow [46]), and more and better training re-

sources are available. Naturally, as the field of bioinformatics matures, so will the standards

regarding software production.

7.1 Software improvements and future work

Sustained software development provides major benefits [65] (e.g., accuracy), to contribute

to this end (i.e., software maintenance), I have tried to continuously support users (answer-

ing users within a reasonable time frame and implementing user requests) and also intro-

duced major features in the software developed. I hope I am able to provide maintenance

and user support for years to come.
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7.1.1 Mantis

The Mantis tool has seen considerable development since publication, new major features

were added and efficiency improvements were made. Specifically, the following was imple-

mented:

1. ability to use Diamond [26] for homology search; while the original version of Mantis

included only HMMER as a method for homology search, Diamond is now also sup-

ported (sequence-based homology search). This is highly relevant as it allows for the

use of reference databases where PHMM are not available; this can be simply due to

the fact that the reference database has an insufficient number of sequences to build

proper MSAs (and, by extent, PHMMs), or because it has a resolution better suited for

sequence homology-based search. The addition of Diamond brings more versatility to

Mantis, which I believe will make it a more widely used protein function annotation tool.

2. the NOG reference database implementation was changed so that both PHMMs or

Diamond databases can be used. This is an important improvement since the NOG

PHMMs had limited use due to their size (around three terabytes). In addition, the NOG

PHMM reference database transferred the function from multiple sequences, resulting

in an PHMM with more noisy functional annotations (i.e., more FPs).

3. the option to generate a KEGG module completeness matrix for each sample (user

request) was added. KEGG is a commonly used tool for pathway-based downstream

analysis. To do so, Mantis compiles a list of all the KOs annotated on any given sample

and attempts to generate the most likely KEGG module pathway [54] (since multiple

KO pathways per module are possible). A KEGG module completeness score is then

output (the number of KOs in the sample divided by the total number of KOs for the

best KO pathway of any given KEGG module) per sample, which can then be used for

comparative analysis.

4. a GTDB [163] to NCBI taxa converter (and vice-versa) was implemented. Previously,

Mantis only accepted the input of NCBI IDs (these are used to determine which taxa-
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specific reference databases to use), it now accepts both NCBI and GTDB taxa, which

should provide more input versatility. Since some taxa from NCBI and GTDB may be

ambiguously mapped to multiple taxonomic lineages, an algorithm to determine the

last common ancestor for all the possible lineages was implemented.

5. Metadata (i.e., the functional descriptions and IDs associated with each entry in the ref-

erence database) is now stored in SQLite databases, which increases the efficiency at

which metadata is associated with each hit. This is especially important for databases

with metadata files containing multiple gigabytes of data.

6. mantis is now installable through conda at https://anaconda.org/bioconda/mantis_

pfa

7. addition of the TCDB [188] transporters database and removal of TIGRfams (since

these are included in the NCBI protein family models).

While the default reference databases used by Mantis are quite comprehensive, they

may not be applicable in more specific scenarios. For this reason, a small repository that

automatically creates additional Mantis-compatible reference databases was created. These

tend to be more context-specific and have therefore not been added to Mantis. These in-

clude Rhea reactions, Reactome reactions, and EC PHMMs, as well as BIGG genes, Swis-

sProt and Trembl diamond databases. To note that each database used in the creation

of these references required the implementation of different methodologies for data extrac-

tion. PHMMs are created by clustering sequences by the respective ID (e.g., for Rhea

PHMMs, we group all sequences for a given Rhea reaction ID into one fasta file), and pos-

terior similarity clustering with mmseqs2 [207] (e.g., splitting the Rhea ID specific fasta file

into multiple fasta files, based on how the sequences cluster). This project is available at

https://github.com/PedroMTQ/refdb_generator.

While Mantis provides significant improvements in the associated field through its highly

flexible and consensus-driven protein function annotation, it is also limited by the method-

ologies that it uses, i.e., homology-based methods. Indeed, there is only so much time and

funding available for experimental validation, only so many appropriate experiments for the

https://anaconda.org/bioconda/mantis_pfa
https://anaconda.org/bioconda/mantis_pfa
https://github.com/PedroMTQ/refdb_generator
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generation of reference databases, and only so much that can be done until computationally-

generated reference databases become too far-fetched. Despite these limitations, homology-

based methods will likely remain the basis for function annotation for several more years.

Despite this, we can not ignore the major improvements in the methods to predict structure,

which could be particularly useful for functionally describing sequences unsuccessfully an-

notated by homology-based methods. In the field of structure prediction, two major tools

should be highlighted - AlphaFold [103] and trROsetta [212]; these two tools are at the fore-

front of structure prediction through the use of deep learning.

Deep learning is a sub-field of machine learning that uses artificial neural networks. Deep

learning models generally have a multi-layered structure, i.e., an input layer, hidden layer(s),

and an output layer [124]. These models require a large amount of training data (and time)

and are generally challenging to train, not only due to their lack of interpretability, but also

because they are very hardware dependent (due to the scale of data required). Despite

some drawbacks, when large amounts of data are available, deep learning tends to outper-

form more traditional machine learning [1]. In recent years, the application of deep learning

has exploded in biology and other fields [190].

Deep-learning-based structure prediction tools have recently been brought to the spotlight

as substantial advances in the field have been achieved by non-academic parties, e.g.,

AlphaFold [103] by Deepmind, a subsidiary of Alphabet/Google. Methods like AlphaFold

could allow for the analysis of biological data not currently annotated by more conventional

methods [51].

Since homology-based methods may sometimes fail to functionally annotate sequences (in-

sufficient reference data), it may be interesting to use AlphaFold to predict the structure of

these sequences (especially for niche taxa). For example, one could create a workflow that

would receive a list of protein sequences; these would then be annotated with Mantis, and

those that are not annotated would have their structure predicted with AlphaFold. One could

then take this structure prediction and use tools such as ProFunc [122] to associate a func-

tion to the structure. ProFunc is a server for predicting protein function from 3D structure via

the use of sequence scans (e.g., sequence search in PDB [14]), fold and structural motifs,
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and n-residue templates.

7.1.2 UniFunc

The UniFunc tool was developed within the scope of Mantis, i.e., it was developed so that

consensus annotations could be extracted from the multiple databases used by Mantis.

Due to its scope, this tool has not seen any major improvements nor did it require major

maintenance. UniFunc is now also installable through conda at https://anaconda.org/

conda-forge/unifunc

While it is unlikely that major improvements will be implemented, UniFunc could ben-

efit from a larger lexicon, as well as more sophisticated methodologies for evaluating the

similarity of functional descriptions. While UniFunc’s lexicon is already quite comprehen-

sive (it contains data from eggNOG, Pfam, KOfam, NCBI, GO, and UniProt and uses the

respective metadata as a corpus), additional databases could be potentially added. More

importantly, UniFunc would also benefit from a dictionary-based system containing tokens

and respective synonyms, which would improve UniFunc’s ability to handle nomenclature

discrepancies. Such dictionaries are especially hard to create due to the heavily techni-

cal nature of functional descriptions. Such highly specific lexicons are scarce or behind

paywalls [222], prohibiting their use; manually replicating such work would require consid-

erable expertise and time investment. A potential approach to do this automatically would

be to gather a large corpus of functional descriptions and mine them for synonyms based

on token associations (e.g., using a graph-based approach [2]). Another potential approach

would be to improve the encoding of functional descriptions, in particular, one could use a

word embedding model to encode the pre-processed functional descriptions and use this

instead of the current approach which doesn’t capture contextual information. This would

potentially eliminate the need to use a lexicon for synonym retrieval, instead, the word em-

bedding could create similar vectors for tokens that appear in similar contexts. Finally, while

UniFunc aims to provide an interpretable and scalable approach to similarity analysis, more

complex (and potentially more widely applicable) NLP methodologies could be used . For

example, Google’s Natural Language API could be used for PoST, instead of the currently

https://anaconda.org/conda-forge/unifunc
https://anaconda.org/conda-forge/unifunc
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used Perceptron tagger.

7.1.3 UniFuncNet

In order to integrate functional annotations (coming from Mantis) into graph-based down-

stream analysis, a network annotation tool was created - UniFuncNet. UniFuncNet inte-

grates data from multiple databases and structures this data into a network. To showcase

how versatile UniFuncNet is, two workflows that use UniFuncNet were also implemented; I

believe these will not only be useful to the community but also hopefully serve as a founda-

tion for users to build their workflows.

While UniFuncNet is a flexible tool, it has one major flaw - it does not contain any proper

data storage framework (i.e., it exports data to a tsv), which reduces scalability and reusabil-

ity in more complex downstream analysis. A solution to this problem is to take the data

output by UniFuncNet and store it in relational or non-relational databases (e.g., SQL, Mon-

goDB, etc). Since UniFuncNet’s data inherently has a network topology, a good solution is

to use a graph-based non-relational databases such as Neo4j.

Another major limitation of UniFuncNet is the fact that it requires web scraping (i.e.,

collection of data from website), which can be inefficient, but, more importantly, requires

continued maintenance (since websites continuously change their structure). In that regard,

it would be optimal to collect data from downloadable files that include the whole database

(i.e., database dump); which could then be parsed and integrated into a composite frame-

work. Unfortunately, some of the databases used by UniFuncNet require a subscription to

access these database dumps. In any case, since UniFuncNet’s framework is quite flexible

(e.g., Rhea and MetaCyc are parsed from their database dumps, while the others are web

scraped), additional databases could be added to UniFuncNet, either through web scraping

or parsing of downloaded files.
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7.2 Application of work

It is important to highlight the applications of the work developed during this PhD, after all,

the aim of software development is for it to be used by the respective audience. In that

regard, I will now go over some of the applications of the software developed, these include

how the community applied this software and also how I applied it within other projects.

7.2.1 Mantis

At the time of writing, the Mantis publication has been cited 8 times, and the respective

GitHub project has been starred by 34 people. Mantis is being used in a few different

projects:

• it was used for the functional comparison of different omics domains in the publication

”Critical Assessment of Metaproteome Investigation (CAMPI): A Multi-Lab Comparison

of Established Workflow” [226]

• it is used by the binning tool ”binny” [86] for functional annotation with a marker gene

reference database.

• it is used in the scope of a metabolic modelling tool for the functional annotation of

genomes using the BIGG genes diamond reference database (submission pending).

• it was used for the functional annotation of Archaeal proteins, so that, in conjunction

with AlphaFold[103], it could be used for better resolution of functions of unknown

Archaeal proteins (submission pending).

• it was used to functionally annotate the lipid accumulating organisms coming from

wastewater treatment samples

• it is used in the in-house developed multi-omics processing and analysis pipeline IMP

[153]
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7.2.2 UniFunc

UniFunc was initially created in order to allow for the creation of consensus annotation with

Mantis, i.e., similarity analysis of functional descriptions between the multiple databases

used by Mantis. Additionally, per a user request, a new workflow that uses UniFunc was

created. This workflow analyses the functional annotations of orthogroups (i.e., ”set of genes

that are descended from a single gene in the last common ancestor of all the species being

considered” [53]) and selects a representative function per orthogroup. This is done in the

following manner:

1. parse orthogroups (i.e., cluster IDs), gene IDs and respective gene annotations

2. compare intra-orthogroup functional annotations in a pairwise manner

3. build clusters of functional annotations per orthogroup (identified as similar by Uni-

Func) and calculate the intra-cluster functional similarity, which should indicates how

coherent (in terms of function) the cluster is

4. obtain counts for all functional annotations per orthogroup, which indicates how many

times a certain function appears in the orthogroup

5. scale the functional clusters similarity (min-max scaling), so that is within the range 0

to 1

6. sum the functional annotations counts per cluster to obtain the total counts per cluster.

Scale the cluster counts (min-max scaling) so that it is also within the range 0 to 1.

7. average the functional cluster similarity and counts to obtain a functional cluster score

8. select the highest functional cluster score as the representative function for the or-

thogroup

7.2.3 UniFuncNet

As previously mentioned, it would be beneficial to store UniFuncNet’s data within a database.

In this regard, an API that receives data from UniFuncNet, and stores it in a Neo4j database
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(available at https://github.com/PedroMTQ/UniFuncNet/tree/main/Workflows/UniFuncNet_

Neo4j_Connector) was implemented. This API was designed to store UniFuncNet’s multi-

partite output graph into a Neo4j database, i.e., four main node types exist (one for each

entity type - genes, proteins, reactions, and compounds); similar to how UniFuncNet enti-

ties contain information such as database IDs and connections to other entities, this Neo4j

database also contains such associations, however, these are now done by generating sub-

nodes that are connected with the main node types. Please refer to Figure 15 for a visualisa-

tion of this multipartite graph and Figure 16 for an example on how this data is represented

in the Neo4j database.

Since UniFuncNet can dynamically generate annotated networks (depending on the user

input), this database’s structure depends on the output generated by UniFuncNet. In order to

create a generic database that integrates data from multiple sources a list of 6614 ECs, 5935

KOs, 13886 Rhea reactions and 20795 MetaCyc protein IDs into a single UniFuncNet in-

put file (available at https://github.com/PedroMTQ/UniFuncNet/tree/main/Workflows/

Input_Generator) was automatically compiled. This file was then used by UniFuncNet to

generate a total of 27824 protein, 19850 reaction, and 21064 compound entries. This data

was then fed into the Neo4j database to create a database with 502992 nodes (entities as

main nodes plus entity annotations as sub-nodes) and 1445108 edges.

This database has since been tested with two different end goals in mind: (i) creation of

organism-specific functional networks and (ii) binning refinement.

Using this Neo4j database it is possible to create functional annotation derived net-

works, i.e., functional annotations are extracted (from Mantis’ output) and used to query

the database. By extracting protein-reaction-compound connections, a functional network is

created, which is then exported in SIF format (other formats could be added). This network

can then be studied or visualized by different network analysis tools. This workflow is avail-

able at https://github.com/PedroMTQ/UniFuncNet/tree/main/Workflows/UniFuncNet_

Neo4j_Connector. It would then be interesting to complementarily use different meta-omics

layers and implement a network-based downstream analysis; e.g., (i) functionally annotate

MAGs with Mantis (ii) generate MAG-specific (or community-wide) functional networks, (iii)

https://github.com/PedroMTQ/UniFuncNet/tree/main/Workflows/UniFuncNet_Neo4j_Connector
https://github.com/PedroMTQ/UniFuncNet/tree/main/Workflows/UniFuncNet_Neo4j_Connector
https://github.com/PedroMTQ/UniFuncNet/tree/main/Workflows/Input_Generator
https://github.com/PedroMTQ/UniFuncNet/tree/main/Workflows/Input_Generator
https://github.com/PedroMTQ/UniFuncNet/tree/main/Workflows/UniFuncNet_Neo4j_Connector
https://github.com/PedroMTQ/UniFuncNet/tree/main/Workflows/UniFuncNet_Neo4j_Connector
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Figure 16 Neo4j database - this figure shows how UniFuncNet’s data is represented in
Neo4j. Now how each node main node (protein, reaction, and compound) is connected to
sub-nodes (e.g., Identifiers and Synonyms). In this figure the command used was ”match
(r:reaction) with r limit 1 match (i)–(p:Protein)–(r)–(c:Compound)–(j) where not i:Reaction
and not j:Reaction) with i,p,r,c,j match (r)–(k) return i,p,r,c,j,k”, which matches with one re-
action node, and then with the connecting protein and compound nodes as well as their
respective annotations.
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apply topological analysis and use meta-transcriptomics and meta-proteomics for the iden-

tification of keystone nodes [185] or differential analysis [5].

Another possibility would be to use the Neo4j database to aid in binning refinement.

Assembly can be defined as the problem of reconstructing a contig (a contig represents a

set of overlapping DNA) from the set of its k-mers/substrings (derived from reads). Binning

refers to the clustering of assembled contigs to form MAGs. Current binning tools commonly

use sequence features such as kmer-frequency, GC content, and read depth [86]. These

features and associated methodologies vary depending on the underlying sequence tech-

nology (e.g., short vs long-read sequencing). Since metabolic information can be extracted

from the binned and unbinned contigs, we attempted to use metabolic connectivity to assign

unbinned contigs to bins. This work was based on a previously published proof of concept

[15], that discussed how contigs could be potentially binned by mapping these to gaps in

a metabolic network. To do so contig and bin-specific metabolic networks are generated

and we then try to assign contigs based on whether any of their respective reactions fill any

gaps in the bins’ metabolic networks. Technically, this is done by checking the substrate(s)

and product(s) of each reaction within the contig-specific metabolic network and then check-

ing if the same substrates and products are present in any of the bins’ metabolic network

reactions. This can be scored via the metabolite connectivity score (MCS):

MCSij =
|RSi ∩NSj |
|RSi|

+
|RPi ∩NPj |
|RPi|

(3)

where RSi and RPi are the set of substrates and products for reaction i, respectively; and NSj

and NPj are the set of compounds not consumed or produced by any reaction in network j,

respectively. In addition, to the MCS, we also used the following features to identify putative

contigs assignments: paired-end reads information, taxonomy, kmer frequency, and read

depth. Unfortunately, this project was discontinued since the refinement resulted in higher

contamination (i.e., contigs assigned to the wrong bins) with negligible improvements in

completeness (contigs assigned to the correct bins). We hypothesise this was due to the

following reasons: poor or nonexistent contigs functional annotations, functional potential
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redundancy, the fact that most enzymatic reactions are reversible (which affects the NSj and

NPj), the existence of very common cofactors (to address this we tried to scale cofactors

using a method similar to TF-IDF). However, we found that the use of paired-end reads

information led to minor improvements in the bins, therefore this information will be added to

the in-house developed binning tool - binny.

Overall, this dynamically generated Neo4j database could provide a flexible framework

in many different scenarios. By providing an API to generate (i.e., using UniFuncNet to

integrate data from multiple databases) and interact with this network database, additional

workflows could be built on top of it, depending on the users end goal.
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8 Conclusion

In this thesis, I have shown how the different software developed during my PhD can ad-

dress the challenge of integrating biological data in a scalable manner but also able to deal

with the requirements of different types of users. Thematically, this thesis is mostly related

to function annotation, however, I believe my main contribution towards the field lies in the

ability to integrate data from multiple sources into a composite framework, be it in relation to

protein function or network annotation. The tools developed offer significant customisation

and can be used in multiple scenarios; emphasising versatility in software development is

important, as it reduces the waste of human expertise that would otherwise be spent on

developing partially redundant software. In this regard, I have shown how these tools are

being applied by the community they were built for, but also how they can be used in differ-

ent scenarios (e.g., Mantis is being used for different end-goals, i.e., functional annotation,

binning, metabolic modelling).

I hope this thesis inspires future PhD students to develop their own high-quality software.

Bioinformatics tools provide the foundation of many great works, accordingly, it should not

be an afterthought in Science. While I expect the tools I implemented may one day be

surpassed by better tools, I hope they can be useful to the community for years to come.

Developing user-friendly, customizable, and scalable tools, should not have to be a naive

dream.
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Acronyms

API application programming interface.

AUC area under the ROC curve.

BPO best prediction only.

CDEM newly connected dead end metabolites.

CE combination e-value.

cID common database identifier.

DEM dead end metabolites.

DFS depth first search.

DNA deoxyriboNucleic acid.

EC enzyme commission identifier.

ERC European Research Council.

ETL extract, transform, load.

FAIR findability, accessibility, interoperability, and reuse.

FN false negative.

FP false positive.

GFS glacier fed stream sediment.

GO gene ontology identifier.
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GSMM genome-scale metabolic model.

HC average hit coverage.

HCN average hit consistency.

HMLN heterogeneous multi-layered network.

HMM hidden Markov model.

HMMW reference hidden Markov model weight.

ID identifier.

KO KEGG orthology identifier.

MAG metagenome-assembled genomes.

MCS metabolite connectivity score.

MQ metadata quality.

MSA multiple sequence alignment.

NLP natural language processing.

NPj set of compounds not produced by any reaction in network j.

NPFM NCBI protein family models.

NSj set of compounds not consumed by any reaction in network j.

PFA protein function annotation.

PHMM profile hidden Markov model.

pID possible database identifier.

PNA potentially new annotation.
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PoST part-of-speech tagging.

RLC reactions in the largest network component.

RPi set of products for reaction i.

RSi set of substrates for reaction i.

SIF simple interaction format.

SS similarity score.

TC total coverage.

TES token encoding and scoring.

TF-IDF term frequency-inverse document frequency.

TN true negative.

TP true positive.

TSA taxa-specific annotation.

TSHMM taxon-specific hidden Markov model.

VMH virtual metabolic human.
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[134] Stefanı́a Magnúsdóttir et al. “Generation of genome-scale metabolic reconstructions

for 773 members of the human gut microbiota”. In: Nature biotechnology 35.1 (2017),

pp. 81–89.

[135] Serghei Mangul et al. “Challenges and recommendations to improve the installability

and archival stability of omics computational tools”. In: PLOS Biology 17.6 (June

2019), pp. 1–16. DOI: 10.1371/journal.pbio.3000333. URL: https://doi.org/10.

1371/journal.pbio.3000333.

https://doi.org/10.1093/nar/gkt1205
https://doi.org/10.1186/s12859-019-2752-2
https://doi.org/10.1111/pce.12231
https://doi.org/10.1371/journal.pbio.3000333
https://doi.org/10.1371/journal.pbio.3000333
https://doi.org/10.1371/journal.pbio.3000333


125

[136] Serghei Mangul et al. “Challenges and recommendations to improve the installability

and archival stability of omics computational tools”. In: PLoS biology 17.6 (2019),

e3000333.

[137] Serghei Mangul et al. Improving the usability and archival stability of bioinformatics

software. 2019.

[138] Martı́n Abadi et al. TensorFlow: Large-Scale Machine Learning on Heterogeneous

Systems. Software available from tensorflow.org. 2015. URL: https://www.tensorflow.

org/.

[139] Olivia U. Mason et al. “Metagenomics reveals sediment microbial community re-

sponse to Deepwater Horizon oil spill”. In: The ISME Journal 8.7 (2014), pp. 1464–

1475. ISSN: 1751-7370. DOI: 10.1038/ismej.2013.254.

[140] Konstantinos Mavromatis et al. “Gene Context Analysis in the Integrated Microbial

Genomes (IMG) Data Management System”. In: PLOS ONE 4.11 (2009), e7979.

ISSN: 1932-6203. DOI: 10.1371/journal.pone.0007979.

[141] Michael McClelland et al. “Complete genome sequence of Salmonella enterica serovar

Typhimurium LT2”. In: Nature 413.6858 (2001), pp. 852–856.

[142] Simon Jon McIlroy et al. “Metabolic model for the filamentous ‘Candidatus Microthrix

parvicella’based on genomic and metagenomic analyses”. In: The ISME journal 7.6

(2013), pp. 1161–1172.

[143] Sebastián N Mendoza et al. “A systematic assessment of current genome-scale

metabolic reconstruction tools”. In: Genome biology 20.1 (2019), pp. 1–20.

[144] Tomas Mikolov et al. “Efficient estimation of word representations in vector space”.

In: arXiv (2013).

[145] George A. Miller. “WordNet: A Lexical Database for English”. In: Commun. ACM

38.11 (1995), pp. 39–41.

[146] Alex L Mitchell et al. “MGnify: the microbiome analysis resource in 2020”. In: Nucleic

Acids Res. 48 (2019), pp. 570–578.

https://www.tensorflow.org/
https://www.tensorflow.org/
https://doi.org/10.1038/ismej.2013.254
https://doi.org/10.1371/journal.pone.0007979


126

[147] Alex L. Mitchell et al. “MGnify: the microbiome analysis resource in 2020”. In: Nucleic

Acids Research 48 (D1 2020), pp. D570–D578. ISSN: 0305-1048. DOI: 10.1093/nar/

gkz1035.
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