
Supporting Product Development by a Trend Analysis 
Tool applying Aspect-Based Sentiment Detection 

Abstract. Incorporating product trends into innovation processes is imperative 
for companies to meet customers’ expectations and to stay competitive in fiercely 
opposing markets. Currently, aspect-based sentiment analysis has proven an ef-
fective approach for investigating and tracking towards products and correspond-
ing features from social media. However, existing trend analysis tools on the 
market that offer aspect-based sentiment analysis capabilities, do not meet the 
requirements regarding the use case Product Development. Therefore, based on 
these requirements, we implemented an automated artifact by following the de-
sign science research. We applied our tool to real-world social media data (37,638 
Yelp reviews) from one major fast-food restaurant in the US, and thereby demon-
strated that our tool is capable of identifying remarkable and fine-grained product 
trends. 
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1 Motivation 

Social media such as Yelp or Twitter have evolved rapidly over the last years. These 
platforms have become increasingly important for interaction in both private and busi-
ness contexts [1, 2]. As social media is a channel for the exchange of user-generated 
content and unfiltered voices about products, services and the company in general, so-
cial media data contain the so-called “Voice of the Customer” (VoC). Thus, the VoC 
provides deep insights into customers’ current expectations. To meet customers’ ex-
pectations, marketing representatives need to identify and continuously track trending 
topics regarding product and service features and incorporate the VoC into product in-
novation processes. For example, identified product features and correspondingly men-
tioned opinions may indicate shortcomings (e.g., low battery capacity of a smartphone) 
and which improvements to be made to meet customers’ requirements (e.g., [3]). One 
possibility to identify these shortcomings in an automated way from social media texts 
is to conduct aspect-based sentiment analysis [4]. 

The potential of aspect-based sentiment analysis for tracking fine-grained trends 
over time has already been recognized in practice and in theory (e.g., [3, 5-9]). This has 
led to the emergence of trend analysis tools that include aspect-based sentiment analysis 
functionalities. However, trend analysis tools available on the market have remarkable 
drawbacks as they do not cover the comprehensive requirements that are deemed es-
sential within the extant literature for the use case Product Development (e.g., [3, 5-9]). 

With this work at hand, we make practical as well as theoretical contributions. We 
address drawbacks of existing software tools by suggesting a comprehensive artifact 
for automated trend analysis that allows marketing representatives to conduct aspect-
based sentiment analysis. To meet several use case-specific requirements, we focus es-
pecially on the combination of different data analysis methods regarding the particular 
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requirements, leading to a constructive trend analysis. By this, we aim to propose an 
automated solution for identifying ideas as the basis of (incremental) product innova-
tion. Summing up, the research at hand is guided by the following research question:  

What could an aspect-based sentiment analysis tool that supports trend analysis for 
Product Development purposes look like, and which requirements should such a tool meet? 

The remainder of this paper is structured as follows: In the next section, we provide 
conceptual basics and related work. Following on this, we turn to the Design Require-
ments (DRs) and Design Principles (DPs) for implementing our tool, and to the short-
comings of trend analysis tools on the market. Next, we show the research methodol-
ogy. After a description of the tool’s design and development as well as its demonstra-
tion, the paper concludes with a discussion and its contributions to theory and practice. 

2 Foundations and Related Work 

2.1 Conceptual Background 

Social media serves as an important interface between companies and customers. In 
content communities, users can evaluate e.g., products by disseminating their opinions 
in form of online customer reviews (OCR). In doing so, customers not only rate prod-
ucts as a whole but express their opinions and attitudes towards different features of the 
rated items (e.g., service quality in a Yelp restaurant review). In this way, OCR not only 
help customers to make informed decisions but are also beneficial for driving innova-
tions of products within companies. As OCR include customers’ experiences and ex-
pectations of product features [10], unfiltered and in real-time [11], they can serve as a 
valuable resource for product innovations. Thus, OCR can be harnessed to identify 
ideas, to either develop new value propositions (i.e., disruptive innovation) or to im-
prove the performance of existing products (i.e., incremental innovation) [12, 13].  

To identify ideas for product improvements as well as product development and 
therefore to drive incremental product innovations, marketing representatives can con-
duct aspect-based sentiment analysis. The first step of an aspect-based sentiment anal-
ysis deals with extracting aspects from OCR. For this purpose, unsupervised as well as 
supervised techniques can be applied. Topic modeling techniques (e.g., LDA [14]) sug-
gest a possibility to identify aspects without prior knowledge (i.e., unsupervised) [14]. 
Compared to that, supervised techniques (e.g., artificial neural networks) need first to 
be trained on training data (e.g., ontologies) to extract the proper aspects (cf. [4]). Sub-
sequently, the expressed tonalities can be identified for each of the aspects [4] by means 
of automated sentiment analysis techniques [4, 15]. Therefore, aspect-based sentiment 
analysis offers benefits in terms of Product Development. For marketing representa-
tives that lack the ability to implement aspect-based sentiment analysis themselves, 
trend analysis tools on the market offer this functionality in a ready-to-use way. How-
ever, these tools show remarkable drawbacks as they do not cover the comprehensive 
requirements that are deemed essential within the extant literature for the use case of 
Product Development. 
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2.2 Design Requirements and Available Tools on the Market 

In a first step, we have comprehensively searched and consolidated literature (cf. [16]) 
to identify DRs of a trend analysis tool that applies aspect-based sentiment analysis for 
Product Development purposes. Based on the attention and importance received, we 
could derive several DRs (DR1)-(DR10) (see fig. 2) from the extant literature. 

Concerning the identification of product features, the tool (DR1) should be capable 
of extracting the aspects autonomously from social media posts (e.g., [6-8, 17]). How-
ever, if marketing representatives have already knowledge documented about a domain 
problem (e.g., domain ontologies or product trees), the tool (DR2) should provide the 
option to include this prior knowledge into the automated identification of aspects (cf. 
[6, 7, 17, 18]). Beyond that, customers’ self-reported opinions of product features play 
an important role for Product Development. Marketing representatives aim to retain the 
features that evoke positive perceptions, while features evoking negative perceptions 
need to be improved. Thus, (DR3) determining the polarity as well as the intensity of 
the opinions expressed about respective aspects is mandatory [3, 6, 8, 19, 20]. Subse-
quently, the product features can be adapted so that customers’ requirements are met 
(e.g., increasing smartphone screen size). However, adapting features may influence 
perceptions of the features customers currently appreciate (e.g., high battery capacity 
of the smartphone). Therefore, to support informed improvement decisions, the tool 
(DR4) needs to identify the dependencies between product features [7, 9, 17]. Further-
more, to be successful and competitive in a targeted market, marketing representatives 
must decide which product features to propose in which way to meet customers’ ex-
pectations within geographical markets. Product trends do also converge over time as 
they are dynamic developments and not solely static points in time. It is therefore es-
sential that the tool (DR5) can flexibly match aspect-sentiment relations to different 
geographical (e.g., continents, countries, federal states) and temporal (e.g., days of a 
week, phases of a day) parameters [3, 5, 17-20]. The huge volume of available social 
media posts requires the incorporated techniques (DR6) to deal with vast amounts of 
textual data [8, 9, 18-20]. As past developments of trends are essential for assessing the 
current state of trending topics, the tool (DR7) needs to allow the user to consider his-
torical data [3, 17-19]. To support Product Development in prioritizing product im-
provement decisions, the tool (DR8) needs to output aggregated sentiment values for 
the identified aspects [3, 6, 8, 19, 20] and (DR9) illustrate the frequency of the identified 
aspects [3, 8, 20, 21]. To immediately identify the most important aspect-sentiment 
relations, the tool (DR10) should provide means to rank the results in either descending 
or ascending order [3, 21]. 

In the second step, we searched the market for available trend analysis tools. We 
took an up-close look at the most popular tools (e.g., Brandwatch, Meltwater, Symanto) 
that offer trend analysis by means of aspect-based sentiments. We analyzed the func-
tionality of these tools by installing demo versions. To verify the drawbacks regarding 
the DRs for each of the tools, we also turned to sales representatives from these com-
panies to confirm our observations. As it turned out, there is indeed a lack of a software 
tool that meets all the specific requirements for the use case Product Development. 
Firstly, these tools lack the ability to flexibly match different temporal and geographical 
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parameters to aspect-sentiment relations. Perceptions of product features differ across 
geolocations (e.g., continents, federal states), trends are temporal developments (e.g., 
days of a week, phases of a day), and both require different and flexible contexutaliza-
tions. Secondly, existing trend analysis tools that apply aspect-based sentiment analysis 
extract aspects, either with or without incorporating prior knowledge. However, we 
could not observe a trend analysis tool that includes both possibilities. Literature un-
veils the need for a comprehensive trend analysis tool that meets all the requirements 
for the use case Product Development. With this research, we aim to close this gap. 

3 Research Procedure 

In order to develop a systematic artifact for the automated trend analysis in marketing, 
we followed the Design Science (DS) approach [22, 23] and aligned our research ac-
tivities with the DS procedure as proposed by [23] (see Fig. 1). 

As a first step, (1) corresponding problems and drawbacks of previously existing 
approaches regarding the automated trend analysis using aspect-based sentiment anal-
ysis were identified (see sections 1 and 2.2). Hence, the revised tools supporting trend 
analysis by aspect-based sentiment detection do not meet the requirements that are in-
dispensable to the successful application. Consequently, our (2) objective is to address 
drawbacks of existing software tools by suggesting a comprehensive artifact for auto-
mated trend analysis that allows marketing representatives to conduct aspect-based sen-
timent analysis (see sections 2.2 and 4). The third step of our DS process model contains 
the (3) design and development (see section 4) of an artifact. To fill the gaps identified 
within phase (1), we focus on the design of the technical realization of the tool by com-
bining different machine learning techniques, following our derived DPs. Thus, our 
approach was established to support the trend analysis and to eliminate the existing 
disadvantages. By (4) demonstrating our artifact (see section 5.1), we highlight the ap-
plication of our tool on 37,638 Yelp reviews [24]. Thus, we showed the implementation 
of the requirements identified in literature. In Step 5 the usefulness, applicability and 
usability of the tool are to be analyzed in a larger field study. Finally, the tool will be 
further enhanced before it is provided to marketing departments of large companies (6).  

The orientation towards the procedure by [23] also makes it possible to align our 
research with the guidelines of [22] or [25], respectively. According to the design cycle, 
we present our artifact as the result that has gone through the process of demonstration 
(application of our approach to a Yelp dataset). In view of the relevance cycle, we 
identified several DRs from current research literature that guided the design of the 
artifact, and so the practical application of our artifact brought up several contributions 

Fig 1. Design Science Research (DSR) Procedure 
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for practice. In view of the rigor cycle, we used several methods to rigorously construct 
our artifact (e.g., topic modeling, sentiment analysis, neural networks) and derived 
initial findings as contributions to (nascent) design theory. 

4 Design and Development 

First, the composition of Meta Requirements (MRs) that describe “what the system is 
for” ([26], p. 325) is based on the purpose and scope of the tool that was discussed in 
the motivation. Thus, we define the solution objectives based on the investigations´ 
problems and present them in Figure 2. Besides the MRs, the Design Principles (DPs) 
are synthesized in a next step. DPs are defined as prescriptive statements that show how 
to do something to achieve a goal [27]. These DPs are deduced from the Design Re-
quirements (DRs) that are based on current research literature. The DPs we derive from 
our results fall into the category of “action and materiality-oriented design principles”, 
describing what an artifact should enable users to do and how the artifact should be 
built to do so [28]. The development of the DPs follows the guidelines of [28] and [27]. 
 
 
 
 

 

 

 

 

 

 
 
 
 
 
 
Since no particular machine learning technique is capable of accurately representing 

all DRs, a combination of techniques was essential. Regarding DP1, the autonomous 
extraction of aspects, unsupervised techniques (e.g., topic modeling) are required to 
enable an explorative analysis without prior domain knowledge. However, as stated by 
[29] the potential of totally unsupervised techniques is stymied by their purely unsu-
pervised nature. Thus, semi-supervised techniques have arisen in the past, facilitating 
an effective way to guide the analysis specific to a user by manipulating the analysis 
process even without structured prior domain knowledge [30]. Therefore, to take ad-
vantages of semi-supervised techniques while maintaining the flexibility of unsuper-
vised ones, the known semi-supervised topic modeling technique GuidedLDA found 

Fig 2. Design of the Artifact 
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application as it achieves convincing analysis results [30]. Besides the explorative anal-
ysis, the artifact must provide the ability to incorporate prior domain knowledge (DP2). 
Thus, the artifact provides a supervised aspect extraction using deep learning. Specifi-
cally, it applies a convolutional neural network (CNN) as proposed by [31], using two 
types of pre-trained embeddings for the aspect extraction: a general-purpose embedding 
and a domain-specific embedding, containing domain related information used by the 
CNN to learn the specific domain peculiarities. Consequently, the analysis can easily 
be adapted and tailored to the users’ own circumstances by changing the underlying 
domain-embedding, resulting in a highly generic and customizable artifact. With re-
spect to DP3, the artifact must depict co-occurrences of the related aspects to detect 
their interrelationship. As probabilistic topic modeling techniques such as GuidedLDA 
infer the resulting topics based on various probabilistic distributions, depicting the re-
lations of the underlying topic words (and thus the resulting aspects) [32], the identifi-
cation of their interrelationships is met through the nature of topic modeling itself. Con-
sidering the use of the CNN, the artifact depicts the co-occurrences of the aspects by 
conducting a frequency analysis. Here, sub-aspects are identified for each extracted 
(main-)aspect by analyzing their respective occurrence in the context of the related 
main-aspect, resulting in an n-dimensional occurrence-tree. To determine the tonality 
of each aspect (DP4), the "Valence Aware Dictionary for sEntiment Reasoning" 
(VADER) [33] technique (a lexicon and rule-based sentiment analysis technique spe-
cifically attuned to sentiments expressed in social media) has been implemented. To 
further consolidate and visualize (DP5) the underlying aspects’ sentiment as well as its 
evolution over time, corresponding line-charts are implemented using the well-known 
python library matplotlib [34]. Finally, to ensure an adequate illustration of the analysis 
results (DP6), the extracted aspects, the corresponding sentiment values and their 
means, but also specific references to the extracted aspects are displayed using filterable 
tables and lists as demonstrated in the following section. 

5 Demonstration and Discussion of the Artifact 

5.1 Demonstration of the Artifact 

To examine the tool’s ability to identify meaningful and sound trends (including related 
aspects and their sentiment), we applied it to a real-world dataset. Therefore, we con-
sulted the academic Yelp dataset [24], represented by a subset of real-world reviews 
and businesses in the US from one of the most popular online communities for crowd-
sourced reviews. The dataset, which comprises a total of ~ 8.6 million OCR concerning 
160,585 businesses in different fields such as restaurants, cultural sites and sports fa-
cilities spans the period from October 13th, 2004 to January 28th, 2021. To demonstrate 
our tool, we narrowed the data to the multi-faceted field of the food and restaurant 
industry. Specifically, we narrowed the analysis to the reviews of a fast-food restaurant 
with multiple franchises in various locations to extract the relevant aspects and associ-
ated customer perceptions, resulting in 37,638 reviews. The evaluation of the analysis 
and the tool’s usability will be carried out, as described in section 6, within future work.  
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Figure 3 represents the tool’s configuration view (left) and results view (right). By 
the configuration view, the underlying analysis can be customized to the one’s own 
needs. Here, in case of not all periods of time included within the data deemed neces-
sary, a specific period can be individually defined. For the purposes of our demonstra-
tion, the analysis was conducted using data spanning the years 2015 to 2021. To further 
account for the two different analysis settings (with/without the incorporation of prior 
domain knowledge), both were implemented using dynamic Graphical User Interface 
(GUI) elements to enable a distinctive configuration. Concerning the demonstration, 
the analysis under consideration of prior knowledge has been conducted. Therefore, all 
sentiment levels (positive, neutral, negative) are considered. Moreover, the level of co-
occurrences has been set to two, resulting in a two-dimensional occurrence-tree. The 
domain knowledge used was extracted from the renowned dataset of the 2016 SemEval 
task [35]. By using this appropriate word embedding tailored to the use case of restau-
rant reviews, the CNN is trained in the domain of the food and restaurant industry.  

The result view represents the sentiments of the extracted aspects with respect to the 
years, resulting in the monitoring of their evolution based on their customer percep-
tions. Here, both locations refer to the same aspects (main-aspect: burger; sub-aspects: 
meat, sauce), facilitating a comparison of their temporal and location-based discrepan-
cies. In Massachusetts (MA), the main-aspect burger exhibits slight oscillation across 
the years but generally remains stable. The worst average customer perception occurs 
in 2019 and is represented by a slightly positive sentiment score of 0.131. Furthermore, 
the two sub-aspects meat and sauce differ strongly in their course in 2019. Here, the 
course of meat collapses drastically (-0.109), while the course of sauce remains nearly 
constant (0.503) compared to the previous year, leading to the assumption that the neg-
ative reflections of the meat aspect may influence the main-aspect burger. Moreover, 
this assumption is supported by the development of the respective aspects. Here it be-
comes apparent that the significant improvement of the aspect meat also potentially 
causes an improvement of the main aspect burger, supporting the conclusion that our 
tool is able to identify meaningful and sound trends based on the corresponding aspects 

Fig 3. Configuration and Result View of the Artifact 
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and their customer perception. The results provide further convincing evidence that our 
tool can identify location-based discrepancies in the evolution of trends. Thus, it can be 
seen that the customer perceptions of the aspects differ across the respective locations, 
as they overall remain quite constant in MA but consistently decreases in Texas (TX). 

Generally, the development of our tool was based on the DPs as shown in Figure 2, 
which were all implemented as described in section 4. Accordingly, all expectations 
posed in regard to our artifact were technically realized. In addition, several trends and 
their evolution could be identified by applying our tool to a representative real-world 
dataset, validating its functionality. To subsequently evaluate its practical applicability 
by means of an identification of meaningful and sound trends, an evaluation will be 
conducted in future work. 

5.2 Discussion of the Demonstration 

The implementation of both the MRs and the DPs enabled us to design and develop a 
tool which has provided interesting results. As we establish the opportunity to extract 
the aspects in either a supervised or an unsupervised way (DP1, DP2), we can identify 
in the first instance aspects and/or product features which are discussed in the social 
media data under consideration. This allows us to identify those aspects which are most 
important from the customer´s point of view and, above all, which must be considered 
in Product Development [3, 8, 20, 21]. Figure 4 shows that the most frequently named 
aspects in our data are burger, meat and sauce (497, 372 and 268 occurrences). This 
means that when reviews about the restaurant are written, customers address mainly 
these three aspects. In the case of Product Development, the restaurant can start screen-
ing these aspects as they are particularly important for the customers. The extraction of 
aspects is possible on the one hand via a CNN including word embedding, providing 
the restaurant to incorporate prior domain knowledge (DP2) such as aspects about food, 
drinks, and processes in the restaurant. Therefore, the extraction of the aspects is tai-
lored precisely to the company. But, on the other hand if the restaurant wants to extract 
aspects without exerting any influence, the tool can also identify them autonomously.  

Moreover, the demonstration of the artifact has also shown that the customers have 
spoken differently about the three aspects. Here, our results show that users spoke about 
sauce more positively (0.471) over the years than about the aspects burger (0.376) and 
meat (0.391). However, the results become even more interesting when the related sen-
timent values are observed over time. Thus, numerous opportunities for improving 
products can be identified, and certain features can be given greater importance [5, 19]. 
Figure 4 shows that for MA the values of the individual aspects can change considera-
bly: While in 2015-2018 the sentiment values of meat range between 0.40 and 0.52, in 
2019 it slipped down into the negative range with -0.12. After this decline, the opinion 
about meat then improved again in 2020-2021. At the same time as the sentiment value 
of meat has fallen, that of the burger has fallen too. In this context, it is therefore pos-
sible that the negative sentiment about the sauce had also influenced the customers’ 
opinion about burger. If a company did not have this fine-grained information gained 
through the aspect-based sentiment analysis and wanted to adjust the product in 2019 
based on the negative reviews, it is possible that it would have changed product features 
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which were actually rated positively. Also, in TX, the consideration of the aspects is 
inevitable as the results show that the sauce needs to be changed so that the customer’s 
opinion about it and therefore the opinion of the whole burger can be improved again. 
Already existing trend analysis tools often include sentiment analysis to show the gen-
eral tonality about the company or the product over time – without considering that 
different aspects influence the product’s evaluation. However, this leads to a distortion 
of the results and the benefit for companies is no longer a given.  

Furthermore, including geolocations and therefore considering location-based dis-
crepancies can also create significant benefits. Customers’ product requirements can 
differ across different geographical markets. To be competitive in a targeted market, 
companies need to know which features should be designed in which way to meet the 
local customers’ expectations [17, 36]. This becomes particularly evident when com-
paring MA and TX (see fig. 4). While we can see in terms of the restaurant in MA that 
the burger exhibits a positively connotated trend over the years, the sentiment over time 
in TX shows worse values. Especially in 2020 and 2021, the sentiment values of the 
burger differ immensely (MA: 0.35, 0.45; TX: 0.28, 0.22). In both locations, there are 
different reasons for the burger’s better (MA) or worse (TX) rating. While in TX the 
sauce must be adjusted to the taste of the people, this is not necessary in MA due to the 
steady positive values. Without the inclusion of the geolocations and also the sentiment 
values, these discrepancies in the results would not have been revealed, which clearly 
is a benefit in comparison to other existing tools.  

6 Conclusion, Contribution and Outlook 

Assessing and identifying people’s opinions about a particular aspect and its future im-
pact (thus a social media trend), is difficult, especially given the vast amount of social 
media data. Thus, techniques for analyzing textual social media data, e.g., aspect-based 
sentiment analysis, topic modeling and neural networks, have gained in importance, as 
companies need to be aware of customers’ expectations regarding products. However, 
prior literature and existing tools do not incorporate them to identify future trends, do 
not include external parameters (such as geolocation) and do not cover specific require-
ments (simultaneous identification of trends with/without prior knowledge) crucial in 
the field of Product Development (see sections 2.2), although the early identification of 
new and auspicious ideas and trends means a competitive advantage for companies 
[19]. Thus, we provide a comprehensive tool by combining several machine learning 
approaches and transfer these in a highly responsive and platform-independent GUI. 
Especially with the demonstration of our tool on 37,638 OCR from Yelp we have 
shown that considering all identified requirements is necessary to analyze trends. 

Besides creating value for practitioners, theoretical contributions in the research area 
of IS are also provided. To acknowledge the importance of different DSR perspectives, 
we have related our DSR contribution to the category “design artifacts” according to 
[37], including both: the demonstration of the artifacts practical benefit and design the-
ory contributions [38]. Therefore, by providing a tool for automated trend analysis that 
can identify aspects that are discussed within social media, we enable companies to 
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gain deep insights into customers’ current opinions and future expectations to tailor 
their products. Hence, to meet these customers’ needs, a company has to identify and 
continuously track product features by incorporating the VoC into internal Product De-
velopment processes. Thus, as tracking evolving and changing customer requirements 
is imperative to meet customers’ wishes [36, 39], companies can respond to them 
quickly and with minimal effort as huge amounts of social media data can be processed 
with our tool. Compared to already existing trend analysis tools, our tool meets all the 
specific requirements set out within the extant literature regarding Product Develop-
ment. In particular, our tool can flexibly match different temporal and geographical 
parameters to identify aspect-sentiment relations and it provides users the possibility to 
extract the aspects either with or without prior domain knowledge. Thus, customer per-
ceptions for specific periods or geolocations can be displayed to track fine-grained var-
iabilities. On the one hand, this makes it possible to visualize influences, affecting the 
sentiment. On the other hand, downward trends in sentiment can be counteracted and 
upward trends can be strengthened. Hence, this combined with the integration of geo-
locations can especially support large companies with multiple branches in their efforts 
to easily perceive location-specific sentiment changes and explicitly react to them. As 
we have combined different machine learning approaches and designed our tool mod-
ularly, companies can adapt the analysis to their specific needs. A further contribution 
of implementing aspect-based sentiment analysis is that the tool can be supportive in 
identifying the aspects of the products to be changed to meet the customer’s expecta-
tions (remove existing aspects of the product, others need to be enhanced). With the 
realization of (DP4)-(DP6), we created a tool with which companies can track the over-
all customer perceptions. In summary, companies can benefit from our comprehensive 
and modular artifact by analyzing large amounts of data in a way best suited to their 
circumstances, aiming to analyze trends regarding their aspect-based sentiment values. 

Besides our technical contribution (i.e., the artifact), we achieved prescriptive theo-
retical contributions as a further outcome of our DSR project. Therefore, we formulated 
and proposed DPs based on the DRs (see section 2.2) derived from current research 
literature. By applying them in the course of the design and development of the artifact 
followed by the demonstration, an implicit empirical grounding of the DPs was 
achieved. Our DPs capture design-related knowledge and can therefore support the de-
velopment of further IS (design) theories and new artifacts. For designing further (trend 
analysis) tools in related areas, our DPs can be applied as we have formulated them 
generally by describing what the artifact should enable users to do and how it should 
be built. For example, by DP4, the importance of including time, geolocation and/or 
further external parameters (e.g., customers’ characteristics) in a trend analysis tool is 
highlighted. As these external parameters have a direct impact on the customers’ senti-
ment and therefore on the analysis results (cf. [40]), the alignment to them will lead to 
a more targeted trend analysis tool. Thus, for researchers that intend to design a trend 
analysis tool, we suggest considering the influences that are evoked by external factors. 
So, with the compilation of the DPs, we made a first step towards contributing to nas-
cent design theory. To take a next step towards a more mature design theory, we intend 
to evaluate our DPs by further evaluating our tool. Therefore, we will first evaluate our 
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tool in a formative and artificial environment (i.e., a laboratory experiment). Here, par-
ticipants will use the tool to identify relevant aspects and associated customer percep-
tions in OCR. Subsequently, they will complete a questionnaire to indicate their per-
ceptions of the analysis quality and tool usability. This allows us to identify difficulties 
and improve our tool (whereby our DPs can be confirmed or adapted) before conduct-
ing a more elaborate evaluation in a more natural setting as a further part of the design 
cycle [41]. This second evaluation will be a field study with a large restaurant chain 
that plans to integrate a software artifact to support its marketing departments. 

However, there are also some limitations to this research: Although we included a 
large set of investigations, we could identify probably even more requirements the tool 
should meet in further literature. Nevertheless, the identified DRs are undoubtedly im-
portant for Product Development in other areas and other DRs could be identified.  
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