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Abstract 

Ozone modifies the temperature in the stratosphere and thus it is important to quantify the climate 

impacts exerted by stratospheric ozone in climate models. This could yield new insights into the 

role of the ozone layer in the climate system. An increase in the CO2 concentrations in this system 

changes the temperatures and dynamics of the troposphere and stratosphere and thereby also the 

ozone concentrations. Since ozone absorbs longwave and shortwave radiation, the altered ozone 

distribution, in turn, affects temperatures and thus also modifies the CO2-induced changes in 

stratospheric dynamics. The stratospheric dynamics influence the transport of trace gases like 

ozone and water vapor and can also impact the tropospheric dynamics. This motivates to study 

these in detail. Therefore, model simulations were performed using a climate-chemistry model in 

which CO2 concentrations were quadrupled compared to pre-industrial times. For the 4xCO2 

simulation, this was done once by prescribing an unchanged (pre-industrial) ozone distribution 

and once a changed ozone distribution from a previous 4xCO2 simulation. The change in ozone 

leads to a significant strengthening of the stratospheric easterly winds in summer, as well as a 

systematic weakening of the polar vortex in both hemispheres. In addition, the duration of the 

polar vortex period is shorter due to the CO2-induced change in the ozone field. Furthermore, the 

Brewer-Dobson circulation (BDC) changes as diagnosed by the mass streamfunction. This 

diagnostic shows that the CO2-induced acceleration of the residual circulation is systematically 

damped. But the damping is only significant in the summer shallow branch. Another way to 

analyze the change in the full transport circulation, the BDC, is the diagnostic of the age of air 

(AoA). Due to ozone changes an AoA increase can be analyzed in the entire stratosphere, although 

there are no significant changes in the mass streamfunction in the most regions. The ozone 

induced changes in the stratosphere also affect the troposphere. The tropospheric polar front jet 

in the Southern Hemisphere (SH) experiences a systematically weaker shift toward the pole due 

to a changed ozone distribution. These results make clear that CO2-induced ozone changes in the 

stratosphere have a discernible impact on temperature and dynamics there and in the troposphere. 

This underline the relevance of realistic representations of ozone distributions in climate models. 
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1 Motivation and Science Questions 

1.1 Motivation 

Ozone is necessary for life on Earth, because it absorbs/emits high-energetic UV radiation in the 

stratosphere (Häckel, 2021). Ozone is also an important greenhouse gas. The absorption/emission 

of shortwave and longwave radiation modifies the temperature especially in the stratosphere. A 

change in the stratospheric ozone distribution would therefore have an influence on the 

temperatures in the stratosphere and thus on the dynamics there. This could indicate a relevance 

of realistic representations of ozone fields in climate models, which has already been investigated 

in some studies (i.e. Nowack et al., 2018, Chiodo and Polvani, 2019, DallaSanta et al., 2021).  

 

The ongoing climate change is a result of an increase of atmospheric greenhouse gas 

concentrations. The effect of this is warming of the troposphere and cooling of the stratosphere, 

which affects the zonal winds. For example, the subtropical jet (STJ) is strengthened and shifted 

upward, which is caused by a local stronger heating in the upper tropical troposphere (Chiodo and 

Polvani, 2019). Moreover, the Eddy driven jet (EDJ) is moved poleward in the SH. There are also 

dynamical effects in the regions above. According to McLandress and Shepherd (2009) and Li et 

al. (2007), higher concentrations of greenhouse gases in the atmosphere accelerate the Brewer-

Dobson circulation (BDC). This enhanced meridional overturning circulation transports trace 

gases like ozone from the tropical to the extra-tropical stratosphere. As a result, there is a decrease 

of ozone concentrations in the tropical lower stratosphere and an increase in the extra-tropical 

stratosphere. Moreover, the cooling in the stratosphere through an increase of the concentrations 

of atmospheric greenhouse gases weakens the catalytic reaction in the chapman cycle, especially 

in the upper stratosphere (Nowack et al., 2018). Therefore, a higher net production of ozone exists 

in this region.  

 

The changed ozone field influences the temperature structure, because ozone absorbs and emits 

shortwave radiation. Nowack et al. (2018) found out that these ozone changes decrease the 

temperature in the lower tropical stratosphere through lower ozone concentrations. This in turn 

leads to a weakening of the water vapor intrusion into the stratosphere (Dietmüller et al., 2014). 

Furthermore, the temperature in the lower extra-tropical stratosphere increases through higher 

ozone concentrations (Nowack et al., 2018). The change in the temperature field leads to a 

weakening of the meridional temperature gradient in the lower extra-tropical stratosphere, which 

affects the thermal wind balance. Chiodo and Polvani (2019) assert that this modified thermal 

wind balance is the cause for a negative wind anomaly in the extra-tropical stratosphere. 

Moreover, they analyzed a downward extension of this anomaly to the troposphere in the SH. As 
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a result, the CO2-induced poleward shift of the EDJ in the SH is damped. Moreover, the study 

from DallaSanta et al. (2021) points out that the ozone changes weaken the tropical upwelling.   

 

1.2 Science Questions 

These briefly described studies show examples for thermal and dynamical effects of changes in 

the ozone field in 4xCO2-experiments. They illustrate how the temperatures and zonal winds are 

affected in the troposphere as well as in the stratosphere.  

However, a number of the dynamical effects of the ozone changes have not yet been analyzed in 

detail, in particular the impact on the polar vortices and the BDC. The polar vortex is a dominant 

stratospheric circumpolar wind in winter. In this study the modification of the strength and the 

period due to CO2-induced ozone changes will be analyzed. Beyond that, the influence of ozone 

on the date of the polar vortex breakdown (final warming) as well as the duration and number of 

sudden stratospheric warmings (SSWs) will be investigated. The analyses should answer the 

question, what the impact of ozone changes on polar vortex feature, like strength, period, SSWs 

and final warmings is. This raises the first science question that is 

• How do the polar vorticies change due to 4xCO2-induced ozone changes? 

The final warming and SSWs are the result of disturbances of the polar vortex by breaking 

atmospheric waves. The behavior of these waves (excitation, propagation, dissipation/breaking) 

is dependent on the meridional temperature structure and on the zonal winds, which are modified 

by ozone changes. This opens following question: 

• Which impact do 4xCO2-induced ozone changes have on the wave properties? 

Breaking waves drive a meridional circulation called Brewer-Dobson Circulation (BDC). Thus, 

a potential modification of the wave breaking due to ozone changes would have an impact on the 

BDC. The BDC itself is important, because it transports trace gases like water vapor and ozone 

through the stratosphere. Water vapor, for example, follows the shallow branch and has a thermal 

radiative impact. Thus, the resulting question is  

• How do 4xCO2-induced ozone changes affect the BDC and the stratospheric transport? 

The already mentioned SSWs and final warmings as anomalies of the polar vortices can influence 

the tropospheric dynamics by downward coupling from the stratosphere. Moreover, the 

downward influence can affect the zonal winds in the troposphere i.e. the EDJ. This leads to 

another question:  

• How does the tropospheric dynamics react on the 4xCO2-induced ozone changes? 
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In the frame of this thesis, simulations with the ECHAM MESSy Atmospheric Chemistry 

(EMAC, Jöckel et al., 2005, 2010, 2016) model were set up to answer these questions. The results 

of these analyses will be shown in chapter 4, the theoretical background with the more detailed 

formulated state-of-the arts will be provided in chapter 2 and the data and methods will be 

described in chapter 3. At the end, the results will be discussed in chapter 5 and a summary and 

conclusion remarks are provided in chapter 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



2 Theoretical Background and State of the Art 

14 
 

2 Theoretical Background and State of the Art 

2.1 The Stratosphere 

The stratosphere extends from the tropopause at about 10 to 15 km to the stratopause at about 50 

km altitude and is stably stratified vertically. This can be seen by a temperature increase from −70 

°C at the tropopause to 0 °C at the stratopause. The cause of the positive vertical temperature 

gradient is largely due to absorption of solar radiation by ozone between 20 and 50 km (Labitzke, 

1998). The chemical properties as well as the radiative characteristics are therefore explained in 

more detail in the following chapters. The temperature dependence of the solar radiation leads to 

a meridional temperature gradient with seasonal variation. This can be seen in Figure 2.1.  

 

 

In winter the insolation in the high latitudes is quite weak and the temperature decreases from the 

equator to the pole. Thermal wind balance then leads to a positive vertical wind shear with strong 

westerlies. This is also known as the polar vortex (see chapter 2.4.3). In summer a high amount 

of solar radiation reaches the high latitudes, where it is absorbed by ozone. As a result, the 

meridional temperature gradient is reversed in comparison to the winter stratosphere. Hence, here 

the pole is warmer than the tropics and the zonal wind is negative (westwards) in the summer 

stratosphere. All in all, the temperature gradient is further away from radiative equilibrium in 

winter. This is caused by a stratospheric meridional overturning circulation that is stronger in the 

wintertime. This circulation is called Brewer-Dobson circulation (BDC), after its explorer A. W. 

Brewer and by G. M. B. Dobson, who recognized the lower branch of the circulation during 

Figure 2.1 (from Vallis, 2017): Temperature (color shading) and zonal wind (contours) for January. Contour interval 

in 10 m/s and negative values are dashed. 



2 Theoretical Background and State of the Art 

15 
 

measurements of water vapor and ozone in the lower stratosphere (Brewer, 1949 and Dobson, 

1956). Therefore, the BDC should be discussed in detail in chapter 2.4.4. 

 

2.2  Radiation in the Stratosphere 

2.2.1 General Radiation Laws 

To understand the behavior of molecules during interaction with radiation, Planck’s law (see 

Equation 2.1) is shortly introduced. 

 

𝐵𝜆 (𝜆, 𝑇)  =
2ℎ𝑐²

𝜆5

1

𝑒𝑥𝑝 (
ℎ𝑐

𝑘𝑇𝜆
) − 1

 (2.1) 

 

with 

• λ= wavelength of the radiation, 

• T = temperature of the radiant body, 

• h = Planck's quantum of action = 6.62612 ∙ 10−34 𝐽𝑠 , 

• c = speed of light = 2.99792 ∙ 108  
𝑚

𝑠
, 

• k = Boltzmann’s constant = 1.38065 ∙ 10−23 𝐽

𝐾
  

 

This law defines the emission of unpolarized radiation in perpendicular direction from a body, 

that absorbs the radiation completely. It is dependent on the wavelength of the radiation and the 

temperature of the body (Kraus, 2004). The unit in Planck's law is the radiative energy per time, 

wavelength, solid angle area and unit area. This is known as spectral radiance. According to this 

law, the spectral radiance increases with higher temperature of the black body and shorter 

wavelength of the radiation. However, for many processes in the atmosphere the total radiance is 

of interest. The latter is calculated by integration of the spectral radiance over all wavelength and 

the half space. Then the radiance in the half space is left (Equation 2.2). 

 

𝜋𝐵𝜆 = 𝜎𝑇4 (2.2) 
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This is the Stefan-Boltzmann law, which states that the total radiance from a black body is 

proportional to the fourth power of the body’s temperature (Kraus, 2004). The constant (Stefan-

Boltzmann constant) is calculated to 𝜎 = 5.670280 ∙ 10−8  
𝑊

𝑚2𝐾4. For a black body the 

wavelength with the maximum radiance 𝜆𝑚𝑎𝑥 is dependent on the body’s temperature. This 

relationship is described by the Wien’s displacement law. 

 

𝜆𝑚𝑎𝑥𝑇 = 2.8978 ∙ 10−3 𝑚𝐾      (2.3)  

Now there is the problem that the Earth's atmosphere is not a real black body. Therefore, the 

absorptivity 𝜀(𝜆) < 1 should be introduced that quantifies the fraction of outgoing radiation as  

 

𝜀(𝜆) =
𝐸𝜆(𝜆,𝑇)

𝐵𝜆(𝜆,𝑇)
   (2.4) 

 

 

with the emission 𝐸𝜆(𝜆, 𝑇). This relation is valid for solid bodies, liquids and gases and shows 

that they absorb radiation in every wavelength, in which they emit (Kirchhoff´s law: absorptivity 

= emissivity, according to Kraus, 2004). After this short introduction on radiation, the radiative 

properties of CO2 and ozone are discussed next. 

  

2.2.2 Radiative Properties of Atmospheric Gases 

Gases, like CO2 or ozone, absorb radiation in different wavelength intervals. These intervals are 

also known as 'bands'. Radiation can generally have three sources: The ground of the Earth, the 

Earth's atmosphere and the sun (Häckel, 2021). The radiation interacts with the molecules by 

absorption, scattering or reflection.  

Radiative Effects of CO2 

For this study, absorption of CO2 and ozone is of particular interest. For that reason, the emission 

spectrum of the Earth is shown next (Figure 2.2).  
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If the Earth would not have an atmosphere, the spectrum would be the dashed curve in the lower 

plot in Figure 2.2 with 320 K. However, an atmosphere, which consist of various gases, partly 

absorbs radiation emitted from the ground. CO2 for example, absorbs terrestrial radiation, which 

causes the local minimum in the longwave spectrum. By the Stefan-Boltzmann law (Equation 

2.2), the received terrestrial radiation causes heating in the troposphere. The absorbed radiation 

is, after Kirchhoff’s law, emitted towards the stratosphere and the surface. A higher amount of 

CO2 in the atmosphere, leads to a more effective absorption of terrestrial radiation in the lower 

troposphere. Therefore, less terrestrial radiation reaches the stratosphere. In summary, it remains 

to be stated, that CO2 warms the troposphere and cools the stratosphere.  

 

Radiative Effects of Ozone 

After the discussion about the radiative effects of CO2 on the troposphere and stratosphere, it is 

important for this study to take a closer look at the radiation properties of stratospheric ozone. For 

this, Figure 2.3 shows the solar radiation spectrum as spectral irradiance for the top of atmosphere 

(yellow shading) and at the sea level (red shading). The grey line denotes the blackbody spectrum 

of the Sun’s surface.  

Figure 2.2 (from Kraus, 2004): From the satellite observed emission spectrum in radiance of the Earth over the tropics 

(bottom) and over the Antarctic (top) shown as a solid line. The dashed curve shows the Planck spectrum for different 

temperatures. The upper x-axis shows the wavelength 𝜇𝑚 the lower x-axis shows the wavenumber in 𝑐𝑚−1. 
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On the left side of the Figure 2.3, local minima in the shortwave spectrum can be seen, because 

ozone absorbs on these wavelengths. The absorption of the radiation happens in different 'bands' 

(Kraus, 2004), which are called the 'Hartley band' (absorption band between 220 and 290 𝑛𝑚), 

the 'Huggins band' (absorption band between 300 and 350 𝑛𝑚) and the 'Chappius band' 

(absorption band between 360 and 760 𝑛𝑚). Within the Hartley band, ozone absorbs the whole 

solar radiation (Häckel, 2021). This effective absorption is important for the plants and creatures 

on Earth, because radiation in these bands is high energetic UV radiation, which would destroy 

the biosphere. In the Huggins band ozone cannot fully absorbs the lower energetic UV radiation 

(Häckel, 2021).  

According to Kirchhoff’s law, the absorbed radiation is fully emitted and is proportional to the 

fourth power of the temperature (Stefan-Boltzmann law, Equation 2.2). This means, that ozone 

has also a radiative temperature effect. Since the ozone maximum (ozone layer) is located in the 

stratosphere, the temperature increases with height (Kraus, 2004). The highest stratospheric 

temperature is above the ozone layer, particularly at the stratopause. This is based on the fact that 

already above the ozone layer UV radiation is absorbed by a smaller amount of ozone. The amount 

of ozone in the stratosphere is a result of the photochemical balance that leads to a seasonal and 

latitudinal dependence of the altitude of the ozone maximum. Therefore, the most important 

chemical reactions for the formation and decomposition of ozone are treated in the next chapter. 

 

 

Figure 2.3 (from Wu et al., 2011): Solar spectrum at the top of atmosphere (yellow shading) and at sea level (red 

shading). The grey line illustrates the blackbody spectrum of the Sun’s surface. 
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2.3  Ozone chemistry in the Stratosphere 

The Chapman Cycle 

One important forcing for the chemical ozone formation is the UV radiation, which dissociates 

molecular oxygen O2 to atomic oxygen O, like it is described in Equation 2.5 (Kraus, 2004).  

 

𝑂2 + ℎ𝜈 → 𝑂 + 𝑂    (2.5) 

          

ℎ𝜈 indicates a radiation quantum, which comprises the absorbed solar radiation by a photon. In 

case of Equation 2.5 the radiation is below a wavelength of  𝜆 ≤ 0.24 𝜇𝑚, Ozone is recombined 

by the atomic oxygen O (Kraus, 2004). To reach this, molecular oxygen O2 and a catalyst M, who 

absorbs energy and momentum, are needed (see Equation 2.6). Common examples for M are di-

nitride N2 or molecular oxygen O2. 

 

2(𝑂 + 𝑂2 + 𝑀) → 2(𝑂3 + 𝑀)     (2.6) 

 

The net reaction of the Equations 2.5 and 2.6 is 3(𝑂 + ℎ𝜈) → 2𝑂3. 

In contrast, there are the decomposition reactions of ozone (Equation 2.7 and 2.8), which should 

balance the total amount of ozone: 

 

𝑂 + 𝑂3 → 2𝑂2   

 

𝑂3 + ℎ𝜈 → 𝑂 + 𝑂2                                      

   (2.7) 

 

      

 

   (2.8) 

  

  



2 Theoretical Background and State of the Art 

20 
 

Equation 2.7 is known as the thermal decomposition. The other decomposition reaction (Equation 

2.8) represents the ozone dissociation by absorption in the O3-bands with wavelengths 𝜆 ≤

0.3 𝜇𝑚. The two decomposition equations combined yield the net reaction 2𝑂3 + ℎ𝜈 → 3𝑂2.  

The cycle of formation and decomposition of ozone (Equations 2.5 – 2.8) is called the 'Chapman 

cycle', which is named by its explorer S. Chapman in the year 1930 (Kraus, 2004). 

 

The Ozone Hole 

 If a model would only run with the Chapman Cycle, the ozone concentration would be 

overestimated by a factor of two, because it ignores the catalytic decomposition reactions. 

Hydroxide radicals (HOx), nitrogen oxide (NOx) or chlorofluorocarbons (CFCs) are the most 

common examples for such catalysts (Kraus, 2004). Anthropogenically released gases, like CFCs, 

have led to stronger ozone losses since the 1970s, especially in the polar region. The most 

dramatical ozone losses have been observed over the Antarctica. The reasons for these regional 

strong losses are, that first, the meridional ozone transport (see chapter 2.4.4) for the balance of 

the losses is weaker in the Southern Hemisphere and second, the stratosphere over the Antarctic 

is colder than over the Arctic. Due to the lack of solar radiation over the polar caps during winter, 

the ozone formation is weakened. Another effect of the cooling is the formation of clouds in the 

stratosphere, the so called Polar Stratospheric Clouds (PSCs). These clouds are observed more 

often in the lower stratosphere over the Antarctic, than over the Arctic, because the temperature 

in the Antarctic can easier fall below the threshold for PSC formation. If a PSC is formed, cloud 

particles with nitrogen oxide NOx precipitate and by heterogeneous chemistry on its background, 

di-chlorine molecules Cl2 are generated. In spring, when the solar radiation comes back, Cl2 

interacts with radiation to a reactive 2Cl, which again reacts with ozone to molecular oxygen and 

ClO (Seinfeld and Pandis, 2006). Therefore, the highest ozone losses are measured in early spring. 

This process is responsible for the ozone hole. The basic knowledge of the chemical as well as 

the radiative processes in the stratosphere is important to explain the atmospheric temperature and 

dynamics. 
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2.4 Dynamics in the Stratosphere 

2.4.1 Atmospheric Waves 

For the description of stratospheric dynamics, first, some fundamentals of atmospheric waves are 

explained. Waves are important for the transfer of energy and momentum through the atmosphere 

(Vallis, 2017), therefore Figure 2.4 shows schematically some fundamental properties of waves.  

 

 

The speed of the wave’s energy, the group velocity 𝑐𝑔, can be regarded as the velociy of the 

wave’s envelope. The velocity of the wave amplitude, the phase speed 𝑐𝑝 is defined as 

 

𝑐𝑝 =  
𝜔

𝐾
     (2.9) 

 

with the wave frequency ω and 𝐾2 = 𝑘2 + 𝑙2 + 𝑚2, where k, l and m are the horizontal, 

meridional and vertical wavenumbers. The partial derivative of the phase speed 𝑐𝑝 after the wave 

numbers, which are included in the vector wavenumber (direction of the phase propagation)  

𝒌 = (𝑘, 𝑙, 𝑚) yield the group velocity 𝑐𝑔. 

 

𝒄𝒈 = (
𝜕𝜔

𝜕𝑘
,

𝜕𝜔

𝜕𝑙
,

𝜕𝜔

𝜕𝑚
)  (2.10) 

  

      

Figure 2.4 (from Vallis, 2017): Superposition of two sinusoidal waves with wavenumber k and k + δk producing a 

wave (solid line) that is modulated by a slowly changing wave envelope, which is represented by the dashed lines. 
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Rossby Waves 

According to Vallis (2017) one of the most important large-scale waves in the atmosphere are the 

so called Rossby waves. These waves are created by conservation of potential vorticity q 

(Equation 2.11), calculated by the sum of the vertical component of the relative vorticity 𝜁 and 

planetary vorticity f = 2Ω𝑠𝑖𝑛φ, with the frequency of Earth rotation 𝛺 and latitude φ, divided by 

the thickness (𝜎) between to isentropes (lines of constant potential temperature 𝜃).  

 

𝑞 =
𝜁+𝑓

𝜎
  (2.11) 

        

For adiabatic processes the potential vorticity (PV) is conserved, which follows from the 

conservation of angular momentum. Due to PV conservation, a Rossby wave needs a gradient of 

potential vorticity to change its relative vorticity by parcel displacement. The relative vorticity 

itself creates a velocity field, which delocalizes neighboring parcels. A horizontal wavy wind 

structure is the result of this process. The source of PV gradients on the Earth is the change of the 

planetary vorticity (tangential rotation of the planet) with latitude, called 𝛽 =
𝜕𝑓

𝜕𝜑
. Therefore, 

large-scale Rossby waves are also called planetary waves. On the Earth the PV is higher at the 

poles than at the equator, which creates a positive meridional PV gradient. Such PV gradients 

lead to a westerly flow, which can be deflected by topography or synoptic eddies (Holton, 2013). 

Through PV conservation the flow turns into a Rossby wave. If the flow would be easterly, 

Rossby waves could not be formed. The zonal phase speed 𝑐𝑝
𝑥 relative to the (westerly) mean-

flow 𝑢̅, the intrinsic phase speed of the Rossby waves (Equation 2.12a) is negative (westward 

propagation) and is defined as  

 

cp
x − u̅ = −

β

k2+l2+m2+kd
2 , 

cp
y

− u̅
m

l
= −

βk

l(k2 + l2 + m2 + kd
2)

, 

cp
z − u̅

k

m
= −

βk

m(k2 + l2 + m2 + kd
2)

 

 (2.12 a) 

(2.12 b) 

(2.12 c) 
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with the inverse of the internal radius of deformation 𝑘𝑑
2 = 𝐿𝑑

−2. The radius of deformation 

represents the length scale over which the flow is in equilibrium between the pressure gradient 

and the Coriolis force (Holton, 2013). Rossby waves can also propagate vertically. To aim this, 

the air has to be stably stratified and the mean-flow 𝑢̅ must be westerly. Moreover, the mean-flow 

𝑢̅ has to be lower than the critical wind 𝑈𝑐. Therefore, the final condition for vertically 

propagating stationary waves (𝑐𝑝
𝑥 = 0) is 0 <  𝑐𝑝

𝑧 − 𝑢̅ <
𝛽

𝑘2+𝑙2+
𝑓0

2

4𝑁2𝐻2

= 𝑈𝑐 , which is called the 

Charny-Drazin condition. Where N represents the buoyancy frequency, 𝑓0 stands for the Coriolis 

parameter at a constant latitude 𝜑0 and 𝛾 = 𝑘𝑑
2 =  𝐿𝑑

−2. With these three conditions, analyses of 

the vertical direction of propagation are possible.  

To do so, the vertical component of the group velocity 𝑐𝑔
𝑧 (Equation 2.13) from Vallis, 2017, must 

be considered first.  

 

𝑐𝑔
𝑧 =

2𝛽𝑘𝑚𝑓0²/𝑁²

(𝑘2+𝑙2+𝑚2+𝑓0²/𝑁²+𝛾²)²
  (2.13) 

          

According to the definition of the vertical group velocity 𝑐𝑔
𝑧 (Equation 2.13), an analysis of the 

direction of vertical energy propagation is possible. For this purpose, Figure 2.5 should be 

regarded. The Figure illustrates a vertical westward tilt of phases (solid lines), which can be 

interpreted as lines of constant pressure.  

 

Figure 2.5 (from Vallis, 2017): East-west cross-section of phases. The solid lines denote regions of constant phase. 'High' and 

'Low' refer to pressure values. In this case, there is a downward propagation of the phases (represented by the k-vector) and an 

upward propagation of the group velocity (energy).  
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Along a constant phase 𝜙0,it applies: 𝜙0 = 𝑘𝑥 +  𝑚𝑧 +  𝜔𝑡 . Neglecting the time t, z can be 

expressed as 

 

𝑧 (𝑡 = 0) =
𝜙0

𝑚
−

𝑘

𝑚
𝑥   (2.14) 

 

If the phase has a westerly vertical tilt (as in Figure 2.7), k and m have to have the same sign by 

definition of z(t=0) (Equation 2.14). That results, after Equation 2.13, in a positive vertical 

component of the group velocity 𝑐𝑔
𝑧 and consequently to an upward energy transport.  For the case 

of an easterly tilt, it is vice versa.    

 

Gravity Waves 

Another form of waves in the atmosphere are gravity waves. They only exist in a stably stratified 

fluid (Holton, 2013), as for example in the stratosphere. Because the buoyancy is the responsible 

restoring force, these waves are also called buoyancy waves. Gravity waves can propagate 

horizontally and vertically. Vertically propagating gravity waves are referred as internal gravity 

waves and can, like Rossby waves, propagate from the troposphere to the stratosphere (Vallis, 

2017) with the three-dimensional phase speed  

 

𝑐𝑝
𝑥 =

𝑓²

𝑘
−

𝑁2(𝑘2 + 𝑙2)

𝑘𝑚′2
,  𝑐𝑝

𝑦
=

𝑓2

𝑙
−

𝑁2(𝑘2 + 𝑙2)

𝑙𝑚′2
,   𝑐𝑝

𝑧 =
𝑓²

𝑚
−

𝑁²(𝑘2 + 𝑙2)

𝑚𝑚′²
  (2.15 a, b, c) 

 

where 𝑚′ = 1 +
1

4𝐻²
, with a reference height H. Normally, 

1

4𝐻²
 is quite small, so that 𝑚′ ≈ 𝑚. 

With this approximation and the assumption, that 𝑙 ≪ 𝑘, the group velocity of the internal gravity 

wave has the form 

 

𝑐𝑔
𝑥 =

𝑁2𝑘

𝜔𝑚2
=

𝑁2

𝜔𝑚
𝑐𝑜𝑠 𝜗 ,  𝑐𝑔

𝑧 =
𝑁2(𝑘2 + 𝑙²)𝑚

𝜔𝑚4
=  

−𝑁2

𝜔𝑚
𝑐𝑜𝑠2𝜗   (2.16 a, b) 
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with the substitution 𝑐𝑜𝑠 𝜗 =
𝑘2

(𝑘2+𝑚2)
≈

𝑘²

𝑚²
≪ 1. Regarding Equation 2.16 a, b, the direction of 

the group velocity 𝒄𝒈 is dependent on the sign of the vertical wavenumber 𝑚. As an illustration 

for the wave’s behaviour, Figure 2.6 depicts schematically a vertical cross-section of lines with 

constant phases, similar to Figure 2.5.  

 

 

With a negative m, the energy, which is represented by the group velocity goes upward. The 

direction of the group velocity does not depend on the vertical phase tilt.  

One way for the generation of internal gravity waves is flow over a bottom topography. The 

boundary condition of internal gravity waves, with a mean-flow in x-direction 𝑢̅ and without 

variation in y-direction, is 𝜔(𝑥, 𝑧 = 0) = 𝑢̅
𝜕ℎ

𝜕𝑥
 with the vertical velocity 𝜔 and the height h of the 

idealized sinusoidal topography (Vallis, 2017). This kind of internal gravity waves are also known 

as orographic gravity waves. For a vertical propagation of the orographic gravity wave, the 

frequency of the topography 𝑢̅𝑘 has to be smaller than the buoyancy frequency N (𝑢̅𝑘 < 𝑁). As 

the waves are excited on a rotating planet, the frequency has to be higher than the Coriolis 

parameter f. Therefore, the final condition of the topographical frequency 𝑢̅𝑘 for a wave 

propagation is 𝑓 <  𝑢̅𝑘 < 𝑁. In the case, that the frequency is higher than the buoyancy frequency 

N, the waves are evanescent and are damped exponentially with height, which leads to a trapping 

near the topography. Internal gravity waves can be generated non-orographically, too and are then 

called non-orographic gravity waves. These waves have their source for example in the (tropical) 

convection or in the wind shear (Fritts and Alexander, 2003). However, the excitation of gravity 

waves cannot be resolved by climate models, because the processes of their sources are not fully 

Figure 2.6 (from Vallis, 2017): Like in Figure 2.5, but for internal gravity waves. For westerly and easterly tilt, the 

phase speed is directed downward and the group velocity is directed upward.  
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resolved. For that reason, gravity waves are also known as unresolved waves and a more detailed 

discussion of their mechanisms should not be the focus of this study.  

 

2.4.2 Wave-mean-flow interaction 

The Transformed Eulerian Mean  

After a general overview of the most important waves in the stratosphere, the Rossby and gravity 

waves, the interaction between these waves and the mean-flow will be explained. The theory of 

the wave-mean-flow interaction says, that waves propagates upward from the troposphere and 

dissipates, which leads to a forcing on the zonal mean-flow, this influences the polar vortex and 

generates the residual meridional circulation (Vallis, 2017). The latter is also called the residual 

meridional overturning circulation (RMOC), or the Brewer-Dobson circulation (see chapter 

2.4.4). But to describe this mechanism, first, the Eliassen-Palm-Flux (EP flux) is introduced. The 

EP flux is described as a two-dimensional vector  

   

 𝓕 = (0, Fy, 𝐹𝑧) ≡  −𝑢′𝑣′ ̅̅ ̅̅ ̅̅  𝒋 +
𝑓0

𝑁²
𝑣′𝑏′ ̅̅ ̅̅ ̅̅  𝒌           (2.17) 

 

where 𝒋 and 𝒌 are standard vectors in the y- and z-direction. 𝑢′ and 𝑣′ represent the zonal anomaly 

of the zonal wind u and meridional wind v and the zonal mean of the product of them (𝑢′𝑣′ ̅̅ ̅̅ ̅̅ ) can 

be regarded as zonal momentum flux. 𝑏′ is the zonal anomaly of the buoyancy b, which is a 

temperature-like variable. Therefore, 𝑣′𝑏′ ̅̅ ̅̅ ̅̅  stands for the zonal mean poleward heat flux. This 

means, that a meridional heat flux is needed for a vertical wave propagation. 

As already mentioned, the EP flux describes how the wave activity density 𝒜 and the wave 

dissipation 𝒟 behave, which shows the Eliassen-Palm relation (Equation 2.18). 

 

  
∂𝒜

∂t
+ ∇x ∙ 𝓕 = 𝒟          (2.18) 

 

The relation says that the sum of the EP flux divergence ∇x ∙ 𝓕 and the change of the wave activity 

density 𝒜 with time is equal to the wave dissipation 𝒟. For a Rossby wave, the wave activity 

density and the EP flux is connected by the group velocity 𝒄𝒈 (Equation 2.19). 
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  𝓕 = (0, Fy, Fz) =  𝐜𝐠𝒜         (2.19) 

 

Now, there is the open question, what happens, if the wave dissipation interacts with the mean-

flow. To answer this problem, a look on the Transformed Eulerian Mean (TEM) equations 

(Equation 2.20), which are transformations of the equations of motions, are considered. The TEM 

equations provide a simple separation between adiabatic and diabatic effects and between 

advective and diffusive fluxes. In these equations, N² =
∂b0

∂z
, S̅ represents the zonal mean of the 

diabatic effects, b0 is the buoyancy in the basic state condition and b̅ is regarded as the zonal 

mean buoyancy (Vallis, 2017). 

  

∂u̅

∂t
− f0v̅∗ = ∇x ∙ 𝓕,

∂b̅

∂t
+ w̅∗N² = S̅   (2.20 a, b) 

 

The y- and z-components of the residual circulation v̅∗ and w̅∗ are expressed as 

 

v̅∗ = v̅  −  
∂

∂z
(

1

N²
v′b′̅̅ ̅̅ ̅), w̅∗ = w̅  +  

∂

∂y
(

1

N²
v′b′̅̅ ̅̅ ̅) (2.21 a, b) 

 

 

Non-Acceleration Theorem and Downward Control  

If the divergence of the EP flux is zero (𝛁𝐱 ∙ 𝓕 = 𝟎) and the waves are steady  (
∂𝒜

∂t
= 0) and 

dissipationless (𝒟 = 0), then according to Equation (2.20 a), there is no wave-induced acceleration 

of the mean-flow u̅. This is known as the ‘non-acceleration’ result. In reality there is wave-

breaking or dissipation and ∇x ∙ 𝓕 < 0. The result is a wave drag, which leads to a deceleration 

of the flow and/or a poleward residual meridional velocity. An idealized schematic cross-section 

of a such wave-driven circulation, with an upward movement over the tropics and a downward 

movement over the extra-tropics is shown in Figure 2.7 from Holton and Hakim (2013). There, a 
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latitude-height cross-section of the stratospheric residual flow (solid arrows) and the wave-driven 

‘pump’ (shaded area) is sketched.  

 

For the steady state without momentum forcing, the vertical velocity at the height z is generated 

by the wave forcing above that height (Holton and Hakim, 2013). The process is acting after the 

so called ‘downward control’ principle. A mathematical expression of the mechanism was derived 

by Haynes et al. (1991) in form of the streamfunction Ψ for a given height z and latitude φ 

(Equation 2.22). 

 

 Ψ(φ, z) = ∫ {
ρ0a²F̅cos²φ

m̅φ
}

∞

z φ=φ(z′)

dz′          (2.22) 

 

The streamfunction is linked to the vertical residual velocity w̅∗ =
1

aρ0cosφ

∂

∂φ
{Ψ(φ, z)}, where 

ρ0 is the basic state density, a represents the Earth’s radius, F̅ stands for the zonal wave drag and 

Figure 2.7 (from Holton and Hakim, 2013): Schematic latitude-height cross-section of the wave-driven circulation in 

the middle atmosphere. Thin lines represent isentropes (surface of constant potential temperature). The dotted line is the 

tropopause. Solid lines are the TEM meridional circulation, which is driven by the waves. Also known as wave-driven 

“pump” (shaded region). The wavy arrows denote the meridional transport and the mixing by eddies. The heavy dashed 

line shows a line of constant mixing ration for a long-lived tracer.  
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m̅φ is the angular momentum. With the hydrostatic balance (
∂p

∂z
= −ρ0g), where g is the 

gravitational acceleration and p is the pressure, Equation 2.22 can be transformed to pressure 

coordinates by substitution to (according to Okamoto et al., 2011) 

 

Ψ(φ, p) =
cos φ

g
∫

F̅

f̂

0

p

dp′.       (2.23) 

Where f̂ is defined as  

 

f̂ = f −
1

𝑟0cosφ
(

∂(u̅cosφ)

∂φ
) = 2Ωsinφ −

1

𝑟0

∂u̅

∂φ
+

u̅sinφ

𝑟0cosφ
 .         (2.24) 

 
 

The resulting circulation that is called the residual circultation is important for the net mass 

transport of trace gases, like ozone, in the stratosphere. The tracer transport happens also through 

isentropic mixing and eddy motions (motions by low-pressure-systems in the mid-latitudes). The 

residual circulation in the stratosphere will be discussed in more detail in chapter 2.4.4.  

 

2.4.3 The Polar Vortex and Sudden Stratospheric Warmings (SSWs) 

Now, the focus is directed on dynamical processes in the stratosphere. As explained in chapter 

2.1, the stratosphere reacts sensible on solar radiation, which has an effect on the meridional 

temperature gradient 
𝜕𝑇

𝜕𝑦
 and, following the thermal wind balance for the x-component (Equation 

2.25), also on the zonal vertical wind shear 
𝜕𝑢̅

𝜕𝑙𝑛(𝑝)
 (Holton, 2013). The constant 𝑅 in the thermal 

wind balance is the gas constant. 

 

In winter, less solar radiation reaches the polar stratosphere and its air cools. The result is a 

negative meridional temperature gradient. According to Equation (2.25), a negative meridional 

𝜕𝑢̅

𝜕𝑙𝑛(𝑝)
=

𝑅 

𝑓
(
𝜕𝑇

𝜕𝑦
)𝑝                       (2.25) 
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temperature gradient increases the zonal vertical wind shear (Vallis, 2017). The zonal wind over 

the temperature gradient accelerates with height. At the end, a strong circum-polar westerly flow 

in the stratosphere, the polar vortex, is formed. The strong wind of the vortex isolates the cold air 

inside and therefore prevents the mixing of chemical species, like ozone catalysts with the air of 

lower latitudes. The location of the polar vortex depends on the location of the strongest equator-

to-pole temperature gradient. Therefore, the polar vortex is located over the mid-latitudes. In 

Figure 2.1, the polar vortex is shown as the solid contours in the stratosphere of the NH (right 

side). There is also a strong negative temperature gradient in the lower stratosphere, which is 

consistent with the thermal wind balance. 

The polar vortex can also be disturbed by vertically propagating planetary waves (see chapter 

2.4.2), whose tropospheric forcing is strongest in winter. However, only larger-scale waves can 

reach the polar vortex, which is known as Charney-Drazin filtering. If there is an interaction of 

these waves with the polar vortex by wave-breaking, then, with the condition that 
∂𝒜

∂t
 is positive 

and dissipation 𝒟 is small, ∇x ∙ 𝓕 turns negative (see Equation 2.18). According the zonal 

momentum Equation in the TEM form (Equation 2.20 a) for a steady-state, the wave induces a 

deceleration of the polar vortex and/or a poleward meridional flow. A weaker zonal mean flow 

favors that more planetary waves to propagate up to the stratosphere until the zonal mean flow is 

smaller than the intrinsic phase speed 𝑢̅ − 𝑐𝑝
𝑧, as it is described in chapter 2.4.1. 

If the process continues, the zonal mean zonal wind may flip to zonal mean easterly wind (u̅ < 0) 

and the propagation of planetary waves is interrupted. The result is a weaker or reversed zonal 

vertical wind shear, which leads (by thermal wind balance, Equation 2.25) in the extreme case to 

a negative meridional temperature gradient and the polar winter stratosphere warms. Sometimes 

such an event is strong enough to even split or at least displace the polar vortex horizontally 

(Vallis, 2017). Then the event is known as sudden stratospheric warming (SSW).  

To summarise the wave-mean-flow dynamics of a stratospheric warming, Figure 2.8 from Vallis 

(2017) is presented. On the left side (Figure 2.8 a) upward propagating planetary waves break in 

the stratosphere. The wave activity, here it is called 𝒫, vanishes and the EP flux divergence is 

negative (∇x ∙ 𝓕 < 0). That leads to a deceleration of the mean flow (
∂u̅

∂t
< 0). The right side 

(Figure 2.8 b) shows the resulting temperature change. With the assumption, there is no 

acceleration of the zonal winds far away from the wave-breaking, the lower polar stratosphere 

warms due to thermal wind balance. In Figure 2.8 b the response of the residual circulation (black 

arrows) can also be seen. The residual circulation in the stratosphere is a part of the BDC, whose 

mechanism is explained in more detail in the next chapter. 
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2.4.4 The Brewer-Dobson Circulation and Ozone Transport 

Residual Circulation and Brewer-Dobson Circulation (BDC) 

The BDC was explored by A. Brewer (1949) and G. Dobson (1956), when they analyzed 

observation of water vapor and ozone transport. The residual circulation in the stratosphere is a 

part of the BDC. Therefore, Figure 2.9 illustrates the residual circulation in a form of a latitude-

height cross-section of the troposphere, stratosphere and mesosphere. The arrows depict the 

circulation.  

First, the focus will be on the BDC, whose branches schematically illustrated by the arrows in the 

stratosphere (see Figure 2.9). The whole BDC is characterized by an upwelling part over the 

tropics, which is called ‘tropical upwelling’, movement from the equator to the poles and a 

descending part over the mid and high latitudes. In the lower stratosphere, there are two 

circulation cells, called the shallow branches. Moreover, there is a bigger branch in the winter 

hemisphere, which reaches up to the upper stratosphere, called the deep branch. In the lower 

tropical stratosphere low ozone air enters from the troposphere. Furthermore, the BDC has an 

effect on the temperature. The upwelling in the tropics cool the air by adiabatic expansion. The 

downwelling in the extra-tropics, on the other hand, compresses the air adiabatically and the 

Figure 2.8 (from Vallis, 2017): The wave-mean-flow dynamics of a sudden stratospheric warming. a) Wavy arrows 

represent upward propagating Rossby waves and the dashed line is the wave activity. The EP flux divergence due to 

wave-breaking is shown by a solid line. This induces a negative response on the acceleration of the mean flow (dashed 

blue line). b) The circulation and temperature response induced. The EP flux convergence, which induces a westward 

forcing on the mean flow, is shaded dark. The westward forcing on the broader region is marked with a light shading. 

The arrows show the induced residual circulation.  
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temperature increases (Holton, 2013). The formation of the BDC is based on the theory of wave-

mean-flow interaction, which was discussed in chapter 2.4.2. The wave-breaking in the 

stratosphere causes a residual circulation based on the ‘downward-control’ principle. The two 

BDC branches are driven by breaking waves on different scales (Bönisch et al., 2011). The deep 

branch, which extends until the stratopause, is generated by wave-mean-flow interaction of the 

polar vortex, which mainly happens by breaking large-scale Rossby waves (wavenumber 1,2 and 

3) as it is described in chapter 2.4.3. Therefore, the deep branch exists only in the winter 

hemisphere. The breaking of smaller-scale waves at the STJ, a strong zonal wind at the subtropical 

tropopause, is responsible for the shallow branch.  

Another important property of the BDC is the dependence of the circulation strength with the 

season. The stronger activity in vertical wave propagation in winter accelerates the BDC and thus 

the tracer transport. Furthermore, it is notable, that the forcing of the Rossby wave has even an 

effect on the strength and expansion of the tropical tropospheric circulation, named the Hadley 

cell (Plumb et al., 2002).  

 

Figure 2.9 (from Plumb, 2002): Schematic of the BDC as combined effect of residual circulation in the atmosphere. 

Black arrows depict the TEM mass streamfunction, that should represent the residual circulation. The BDC branches, 

as a part of the residual circulation in the stratosphere, are directed by the red arrows. The thick ellipse represents the 

Hadley circulation. The shaded fields mark the regions of breaking waves. The labels ‘S’, ‘P’ and ‘G’ indicates the 

type of the breaking waves (S=synoptic-scale wave, P=planetary-scale wave, G=gravity wave). The dashed lines are 

the stratospheric transport barriers.  
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For completeness, the mesospheric residual circulation will be explained as well. The circulation 

in the mesosphere is characterized by a one-cell global circulation from the summer to the winter 

pole (see top of Figure 2.11). The driver for this circulation is mostly the breaking of inertial 

gravity waves, which can propagate up to the mesosphere, where they break. Altogether, there is 

a net transport from the summer to the winter pole, because the upwelling part of the Brewer-

Dobson circulation is located on the summer side. The upwelling part has to be in the summer 

hemisphere, because then the angular momentum is conserved.  

 

Mean Age of Air (AoA) 

The strength of the BDC influences the transport processes in the stratosphere. A diagnostic of 

tracer transport is the age of an air parcel moving through the stratosphere that is called the mean 

age of the air (AoA). According to Kida (1983), the age of an air parcel is defined as the time 

elapsed since its entry therein. Kida (1983) first applied the concept of finding the AoA in a 

General Circulation Model (GCM) by investigating the general circulation of air parcels and 

transport. This study showed that the polar stratosphere consists of long-term residing air, while 

“younger” air parcels from tropospheric origin can be found in the tropical stratosphere. This was 

done by Hall and Plumb (1994), which will be shown in the methods chapter (see chapter 3.2.4). 

Today, the AoA diagnostic is widely used in analysis of stratospheric transport in climate models 

and observations, e.g. Birner and Bönisch (2011), Garny et al. (2014), Stiller et al. (2017), 

Eichinger et al. (2019). Moreover, for analysis the BDC strength can be derived by using AoA 

(Waugh and Hall, 2002).  

 

The Ozone Transport 

It was already mentioned that the BDC transports ozone in the stratosphere. Figure 2.10 depicts 

the resulting stratospheric annual mean ozone field in a latitude-height cross-section.  

Globally, the highest ozone production is in the tropical middle and upper stratosphere, because 

the high solar radiance causes a quite effective photo-chemical ozone production (see chapter 

2.3). From there, the ozone is moved first poleward and then, over the poles, downward by the 

BDC (Holton, 2013). With the climate change and the accompanying CO2-increase, the 

temperature fields as well as the dynamics in the atmosphere changes. These effects will be 

discussed next.  
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2.5 Influence of a CO2-increase on Stratospheric Dynamics 

2.5.1 Impact of CO2-increase on Zonal Winds 

As discussed in chapter 2.2.2, an increase of the CO2 concentration leads to a heating in the 

troposphere and a cooling in the stratosphere. Therefore, in this sub-chapter the effects of a 

quadrupled CO2-concentration on temperature and dynamics are shown. Here, it will be depicted 

and analyzed only impacts of CO2 which have been already explained in some studies (i.e. Li et 

al., 2008, McLandress and Shepherd, 2009, Chiodo and Polvani, 2019 and Shaw, 2019) and are 

meanwhile well understood.  

Figure 2.11 illustrates the response of 4xCO2 on the latitude-height zonal mean temperature field 

(Figure 2.11 a) and zonal wind field (Figure 2.11 b). These Figures are generated with data from 

the simulations that are used for this study (see chapter 3.1).  

However, the temperature changes are not meridionally uniform, as depicted in Figure 2.13 a). In 

the upper troposphere the strongest warming takes place over the tropics, because with upper 

tropospheric heating the amount of water vapor in the troposphere increases. Therefore, in the 

convective tropical troposphere more water vapor condenses and the latent heat release increases 

(Shaw, 2019), comprising an additional heating effect. The result is a stronger equator-to-pole 

temperature gradient. By the thermal wind balance, the vertical wind shear is enhanced and the 

zonal mean zonal wind at the upper flank of the STJ accelerates as well as shifts upwards.  

 

Figure 2.10: Latitude-height cross-section of the annual-mean zonal-mean ozone field for pre-industrial (pi) CO2-

conditions in μmol/mol. The solid white line represents the tropopause.  
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2.5.2 Impact of CO2 increase on the Polar Vortex 

Another prominent signal due to CO2-increase is a strengthening of the Antarctic (SH) polar 

vortex, which is shown in the study of Chiodo and Polvani (2019). This can be even seen in the 

annual mean zonal wind (see Figure 2.11 b). The strengthening of the SH polar vortex is a result 

of increased greenhouse gases and ozone depletion, which leads to stratospheric cooling 

(Thompson et al., 2002, Marshall, 2003, Eyring et al., 2013 and Son et al., 2018). Furthermore, 

the enhancement of the SH polar vortex is linked to a longer season with a later final warming 

(Ayarzagüena et al., 2020).  

The simulated ozone recovery in the SH during the twenty-first century causes a counteracting 

effect, especially in spring when more solar radiation is absorbed by a higher amount of Antarctic 

stratospheric ozone. However, the exact rate and extent of ozone recovery and accompanied 

reversal in the polar vortex changes differ across several climate models (Screen et al., 2018).  

According Garfinkel et al. (2017), Seviour (2017) and Kretschmer (2018), the Arctic (NH) polar 

vortex has become weaker over the last three or four decades. The reason for this observed 

decrease of the NH polar vortex strength has not be fully explained. Kim et al. (2014) speculate 

that the asymmetric NH sea ice loss results in an increased vertical wave propagation. This causes 

an enhanced wave breaking with a deceleration of the polar vortex in the stratosphere. 

Additionally, the season gets longer through an earlier vortex build up and a later final warming 

(Ayarzagüena et al, 2020).  

Future simulations contain a wide spread of solutions within the internal atmospheric variability. 

For example, there are uncertainties if the number of SSWs increased or decreased in the NH. 

Figure 2.11: Annual mean climatology of the zonal mean a) temperature effects and b) zonal wind due to 4xCO2 with 

respect to pre-industrial (pi) CO2 concentrations in the stratosphere and upper troposphere. The thin black lines 

represent the climatological pi-conditions of the temperature (in Kelvin) or of the wind (in m/s). The thick line depicts 

the pi-tropopause and the dashed red line shows the 4xCO2-tropopause. Dots mark regions, where the significance is 

below of the 95-%-confidence interval. 
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The reason for this intermodel spread of the NH polar vortex response due to climate change 

could not be comprehended with common theories until today (Wu et al., 2019).  

 

2.5.3 Impact of CO2 increase on the Brewer-Dobson Circulation (BDC) 

The impact of a CO2 increase on the BDC are well understood. For this reason, Figure 2.12 depicts 

the change due to 4xCO2 on the mass streamfunction, which describes the circulation, for the 

mean over June, July and August (JJA, Figure 2.12 a) and for the mean over December, January 

and February (DJF, Figure 2.12 b).   

 

The CO2 increase enhances significantly the BDC in both hemispheres for the winter and summer 

time. According to McLandress and Shepherd (2009) this forcing has its source in a stronger 

easterly forcing due to enhanced wave-breaking at the STJ. The stronger wave-breaking is a result 

of the upward shift and strengthening of the STJ as a response to tropical upper tropospheric 

heating. According the Charney-Drazin condition (see chapter 2.4.1) the stronger and higher 

located STJ leads to an enhanced wave forcing on a certain level. Following the ‘downward 

control’ principle (Equation 2.24) the residual circulation at and below this level strengthens and 

the BDC accelerates.  

 

Figure 2.12: Latitude-height cross-section for the response of the mass streamfunction on 4xCO2 for the mean over a) 

JJA and b) DJF.  Black contours depict the pi-climatology of the mass streamfunction in intervals of 5x108 kg/s. Dashed 

lines are negative values, solid lines are positive values. The dotted regions, which lie outside the 95-%-confidence 

interval.  
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2.6 Ozone Effects on Dynamics in Climate Simulations 

2.6.1 Ozone Changes due to 4xCO2 

As already mentioned, a higher CO2-concentration strengthens the BDC and therefore also the 

ozone transport. Figure 2.13 depicts the changes in zonal mean ozone in units of number density, 

if the amount of CO2 in the atmosphere is quadrupled.  

 

In the lower tropical stratosphere, the ozone concentration decreases, because the stronger 

upwelling enhances the intrusion of more tropospheric air with low ozone amount into the lower 

tropical stratosphere. On the other hand, more ozone is observed in the upper tropical stratosphere. 

There, the CO2-induced stratospheric cooling weakens the catalytic destruction of the Chapman 

cycle. The BDC transports the air from this region to the extra-tropics (Chiodo and Polvani, 2019).  

 

2.6.2 Impact of Ozone Changes on Temperatures  

Due to radiation properties of ozone, a change in the amount of ozone modifies the temperature 

field. Therefore Figure 2.14 illustrates the temperature response in the troposphere and lower 

stratosphere on the ozone changes.  

Figure 2.13 (from Chiodo and Polvani, 2019): Latitude-height cross-section of the annual mean ozone response on 

4xCO2 in units of number density (1012 molecules/cm3). The purple line illustrates the tropopause for pre-industrial 

CO2-conditions. Non-significant responses at the 95 % confidence level are stippled.  



2 Theoretical Background and State of the Art 

38 
 

 

 

A decrease of ozone in the lower tropical stratosphere (see Figure 2.14) reduces the absorption of 

radiation there. The result is a cooling in this region. In the rest of the lower stratosphere, the 

temperatures increase by an increase of ozone. According Nowack et al. (2018) the ozone changes 

in the stratosphere affect even the surface temperatures. They conclude that neglecting ozone 

changes in climate simulations would lead to an overestimation of the global surface warming by 

around 20 %. In some regions, like in the Barent Sea, the surface temperature effect is even larger. 

Nevertheless, in other studies (i.e. Dietmüller et al., 2014 and Marsh et al., 2016) the effect on the 

surface temperatures due to stratospheric ozone changes is different. For example, Marsh et al. 

(2016) did not find impacts of stratospheric ozone on the surface temperature. This arises that 

effect of stratospheric ozone on the surface temperature are model-dependent.  

 

2.6.3 Impact of Ozone Changes on Zonal Winds 

The ozone-caused temperature changes modify the meridional temperature gradient in the mid-

latitudes of the lower stratosphere, which influences the zonal winds. Therefore, the effect of 

ozone on zonal wind in a 4xCO2-experiment is shown in Figure 2.15. 

The temperature response to ozone changes leads to a reduction of the meridional temperature 

gradient in the extra-tropical lower stratosphere (Chiodo and Polvani, 2019). This implies zonal 

Figure 2.14 (from Chiodo and Polvani, 2019): Latitude-height cross-section of the annual mean temperature response 

on ozone changes due to 4xCO2. The purple line illustrates the tropopause wind for pre-industrial CO2-conditions. Non-

significant responses at the 95 % confidence level are stippled.  
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wind anomalies in the stratosphere that have the opposite sign of the anomalies caused by 4xCO2. 

In the SH this weakening even extends down to the troposphere. In contrast, the zonal wind 

strengthens over the subtropical lower stratosphere, which also has an impact on the troposphere. 

According Chiodo and Polvani (2019), there is a damping of the CO2-induced poleward shift of 

the EDJ through the ozone changes by 20 %.  

 

 

In the southern mid-latitudes the zonal wind changes are significant even at the surface. That 

indicates changes in the surface winds resulting in a reducing of the poleward shift of the surface 

westerlies. To see the impact of the surface wind change on the ocean dynamics, Figure 2.16 a) 

from Chiodo and Polvani (2017) represents the eastward surface wind stress response on 4xCO2-

simulation with a prescribed unchanged (preindustrial) ozone field (Figure 2.16 a) and the change 

in the 4xCO2-simulation due to interactive ozone (Figure 2.16 b).   

Figure 2.16 a illustrates a zonal symmetric dipole structure with increasing values south and 

decreasing values north of around 60°S, which means, the surface westerlies are shifted polewards 

by 4xCO2.  Figure 2.16 b, on the other side, shows an inverse pattern. This leads to the conclusion, 

that interactive ozone damps even the shift of the zonal wind stress at the surface by a magnitude 

of 0.003 – 0.005 Pa That impact on the surface wind stress could even influence the carbon uptake 

over the Southern Ocean (Marshall and Speer, 2012).   

Figure 2.15 (from Chiodo and Polvani, 2019): Like Figure2.14, but for annual-mean zonal-mean zonal wind. Black 

contour lines depict the climatological zonal-mean zonal wind for pre-industrial conditions.  
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Figure 2.16 (from Chiodo and Polvani, 2017): Annual mean eastward surface wind stress response to a) 4xCO2 in 

integrations with fixed (climatological) ozone and of the b) change in eastward surface wind stress due to interactive 

ozone in 4xCO2 integrations. Dotted areas identify the significant changes at the 99% confidence level. Units in Pa 

(x10²). 
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3 Data und Methods 

3.1 Model and Simulations 

3.1.1 The ECHAM MESSy Atmospheric Chemistry (EMAC) Model 

For the analyses output data of the ECHAM Modular Earth Submodel System (MESSy) 

Atmospheric Chemistry, v2.54.0.3 (EMAC, Jöckel et al. 2010, 2016) model in a T42L47MA are 

used. T42L47MA stands for a horizontal resolution of ~ 2.8° x 2.8° and 47 model layers in the 

vertical. The uppermost layer is located around 0.01 hPa and the middle atmospheric dynamics 

(MA) are resolved. The basic submodels for dynamics, clouds and diagnostics (namely, 

AEROPT, CLOUD, CLOUDOPT, CONVECT, CVTRANS, E5VDIFF, GWAVE, ORBIT, 

OROGW, PTRAC, QBO, SURFACE, TNUDGE, TROPOP, VAXTRA, see Jöckel et al., 2005, 

2010, 2016 for more information on these submodels) are applied for this study. For radiation the 

FUBRAD scheme is used. This is a parametrization of high-resolution short-wave heating rate 

for solar variability studies. It replaces the default RAD radiation at wavelength most sensitive to 

solar radiation in the UV and visible spectrum between the model top and 70 hPa (Nissen et al., 

2007; Dietmüller et al., 2016). Oxidation of methane by OH, O(1D), Cl and photolysis, the 

submodel CH4 is applied. Oxidation of methane is important for correctly simulating the specific 

humidity. It takes place mainly in the stratosphere (see Eichinger et al., 2015; Frank et al., 2018). 

The coefficients of the photolysis rate are calculated by the submodel JVAL, which uses cloud 

water content and cloudiness as well as prescribed ozone and aerosols (Sander et al., 2014). On 

the other hand, no (interactive) chemistry is activated in the simulations (see chapter 3.1.2 for 

more details). All submodels use the default EMAC settings (see Jöckel et al., 2005, 2010, 2016). 

The time step for the model runs was set to 720 s and the time interval for output data to 6 h.  

Figure 3.1 from the official MESSy webpage (The Modular Earth Submodel System (MESSy) 

(messy-interface.org)), depicts schematically how the submodel layers interact with the base 

model layers. There are 4 layers in total which are displayed as colored crossbars.  

 

 

 

https://www.messy-interface.org/
https://www.messy-interface.org/
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1. The Base Model Layer (BML) is at the top of Figure 3.1. It contains only a central time 

integration management as well as a control facility for the processes involved. In this work 

the base model ECHAM is used.  

 

2. In the layer below the Base Model Interface Layer (BMIL) is located. It has three 

functionalities:  

• The central submodel interface gives the base model the possibility to control the submodels. 

• The data transfer/export interface is responsible for data transfer between the submodels and 

the base model and between different submodels. Moreover, this interface exports the results. 

There is a classification of the data to their use, e.g., as physical constant, as time varying 

physical fields, and as tracers (i.e. chemical compounds). 

• The data import interface is needed for flexible (i.e. grid independent) import of gridded initial 

and time dependent boundary conditions. 

The 2 layers at the bottom are the submodel interfaces which are compromised by the BMIL.  

3. The Submodel Interface Layer (SMIL) is a submodel-specific interface, which collects 

relevant information/data from the BMIL, transfer them via parameter lists to the Submodel 

Core Layer (SMCL), calls the SMCL routines and distributes the calculated results from the 

Figure 3.1 (from The Modular Earth Submodel System (MESSy) (messy-interface.org): Schematic illustration of the 

MESSy interface structure consisting of 4 layers (listed from top to bottom): The Base Model Layer (BML), the Base 

Model Interface Layer (BMIL), the Submodel Interfac Layer (SMIL) and the Submodel Core Layer (SMCL).  

https://www.messy-interface.org/
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parameter lists back to the BMIL. In this layer the coupling/feedback between the submodels 

happens.  

4. The Submodel Core Layer (SMCL) has self-consistent core routines of a submodel (e.g., 

chemical integration, physics, parametrizations, diagnostic calculations, etc.). These routines 

are completely independent of the implementation of the base model. The data transfer with 

the submodel interface is performed via parameter lists of the subroutines and the output data 

are completely dependent on the input data. 

 

3.1.2 Simulations and Analysis Method 

Simulations 

With the above described EMAC model three different simulations were done which are listed in 

Table 3.1. 

 

Simulation name CO2 SSTs and SICs O3 

piCtrl pi Prescribed from  

CMIP6-piCtrl 

Prescribed from  

CMIP6-piCtrl 

4xCO2Ctrl 4xCO2 Prescribed from  

CMIP6-4xCO2 

Prescribed from  

CMIP6-4xCO2 

4xCO2piO3 4xCO2 Prescribed from  

CMIP6-4xCO2 

Prescribed from  

CMIP6-piCtrl 

CMIP6-piCtrl pi Interactive Interactive 

CMIP6-4xCO2 4xCO2 Interactive Interactive 

Table 3.1: Overview of the simulation setups for the pre-industrial control run (piCtrl), the 4-times CO2 control run 

(4xCO2Ctrl) and a 4-times CO2 run with pre-industrial ozone concentrations (4xCO2piO3). The sea surface 

temperatures SSTs, sea ice concentrations SICs and the ozone concentrations (O3) are prescribed by the EMAC pi-

control and 4xCO2Ctrl simulations, which were performed for the CMIP-6 project. These simulations are described in 

the last 2 rows.  
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It depicts 3 free-running time slice simulations, which are a pre-industrial control run (piCtrl), a 

4-times CO2 control run (4xCO2Ctrl) and a 4-times CO2 run with pre-industrial ozone 

concentrations (4xCO2piO3).  

These prescribed ozone fields in units of molar mixing ratio for pre-industrial (pi) CO2 conditions 

and for quadrupled CO2 conditions are depicted in Figures 3.2 a and 3.2 b. Below, in Figure 3.2 

c, the relative change of the ozone molar mixing ratio between the 4xCO2 und pi-condition is 

shown.  

 

 

The highest molar mixing ratio of ozone is located in the tropical middle stratosphere (see Figures 

3.2 a and b). Due to 4xCO2 the amount of ozone decreases in the lower tropical stratosphere and 

increase in the extra-tropical stratosphere and in the upper stratosphere, which is illustrated in 

Figure 3.2 c. This is in line with the studies by Dietmüller et al., 2014, Nowack et al., 2018 and 

Chiodo et al. 2016, 2018 and 2019. The reason for the change of the ozone field through 4xCO2 

is explained in chapter 2.6.1.  

Figure 3.2: a) and b): Prescribed ozone field used in this study for pre-industrial (pi) CO2 conditions and for 4xCO2 

conditions (4xCO2). The white contour illustrates the tropopause for the specific condition.  

c): Relative difference between b) and a) showing the relative response of 4xCO2 on the ozone field. Solid contours 

depict the molar mixing ratio of ozone for pi-conditions (colours). Black contour is the pi-tropopause and the red dashed 

contour is the 4xCO2-tropopause.  
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The sea surface temperatures (SSTs) and sea ice concentrations (SICs) are prescribed by 30-year 

SST and SIC climatologies of the EMAC pi-control and 4xCO2Ctrl simulations, which were 

performed for the CMIP-6 project. Ozone (O3), N2O and CFC fields are also prescribed by these 

simulations of the CMIP-6 project as zonal means in the radiation scheme. The OH, Cl and O(1D) 

fields are prescribed to simulate methane oxidation in the CH4 submodel. CO2 and methane (CH4) 

are treated as tracers in the simulations, whose lower boundary conditions are prescribed with 

year 1850 conditions from the data sets that were also used in the historical CMIP-6 simulations. 

For the 4xCO2 simulations, the CO2 concentration of the lower boundary condition is quadrupled. 

The submodel QBO was taken in order to nudge the tropical zonal winds. For this purpose, the 

nudging field amplitude of 0.2∙10-6 was used, that leads to a nudging time of 60 days. The 

simulations were running over 60 years, whereas the first 10 years are considered as spin-up. 

Thus, the output data of the 50 years after the spin-up time were analyzed in this study. 

 

Analysis Method 

The results of these simulations are analyzed to investigate the impact of ozone changes, which 

are described in Figure 3.3.  

  

 

The difference between the 4xCO2Ctrl and the piCtrl simulation (Figure 3.3; upper left) gives the 

change due to 4xCO2 with a prescribed ozone field from a 4xCO2 CMIP-6 simulation. The change 

due to 4xCO2 with a prescribed ozone field from a pre-industrial CO2 simulation can be calculated 

by the difference between 4xCO2piO3 and piCtrl (Figure 3.3; upper right). The effect of the ozone 

Figure 3.3: Schematic description of the analysis method: The difference between 4xCO2Ctrl/4xCO2piO3 and piCtrl 

at the top shows the change due to 4xCO2 with a prescribed ozone field from the 4xCO2/pre-industrial CMIP-6 

simulation. The difference of these 4xCO2 differences ((4xCO2Ctrl − piCtrl) − (4xCO2piO3 − piCtrl)) at the bottom 

state the effect due to CO2-induced ozone changes. 
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changes due to 4xCO2 is calculated by the difference between the CO2-simulations ((4xCO2Ctrl 

− piCtrl) − (4xCO2piO3 − piCtrl); see bottom of Figure 3.3). This difference is used for all 

analyses, which regards the response on CO2-induced ozone changes.  

 

3.1.3 Comparison with CMIP-6 Simulations 

In this study, experiments based on simulations with a prescribed ozone field are conducted. As 

a first test, if our simulations with prescribed ozone are consistent with results from a simulation 

with interactive chemistry, Figure 3.4 is shown. On the left side, the response of the zonal wind 

on 4xCO2 is illustrated in the simulation with prescribed ozone field from a 4xCO2-simulation for 

the mean over DJF (Figure 3.4 a) and for the mean over JJA (Figure 3.4 c). On the right side, the 

same analysis is depicted, but from the simulation with interactive chemistry and an interactively 

coupled ocean from CMIP6-simulations (see last row in table 3.1).  

Figure 3.4: Left: Zonal mean zonal wind response on 4xCO2 of a simulation with a prescribed ozone field for the 

mean over a) DJF and c) JJA.  

Right: Zonal mean zonal wind response on 4xCO2 of the CMIP-6 simulation with interactive chemistry for the mean 

over b) DJF and d) JJA.  

The contours illustrate the zonal wind and the thick line the tropopause for pre-industrial (pi) CO2 conditions. The 

dashed red line depicts the tropopause for 4xCO2 conditions. Regions where the differences are outside of the 95 % 

confidence interval are stippled.  
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The comparison between the two simulations shows that the STJ is intensified and shifted upward 

due to the CO2 increase in both simulations. Moreover, there is a displacement of the Antarctic 

polar vortex in the simulation with prescribed ozone as well as in the simulation with interactive 

chemistry. Nevertheless, in the simulation with interactive chemistry the weakening of the Arctic 

polar vortex is not significant in contrast to the simulation with prescribed ozone. This qualitative 

difference should be kept in mind in the analysis in chapter 4. Moreover, this difference cannot 

be interpreted as an effect of interactive ozone chemistry, because the prescribed ozone fields are 

taken from the CMIP-6 simulations, which use interactive chemistry. The CMIP-6 runs could not 

be used for our experimental purposes, because the setup cannot run with prescribed ozone. 

However, overall this first test shows that the simulations with prescribed ozone are well callable 

of simulating the general patterns of dynamic changes due to a CO2 quadrupling.  

    

3.2 Methods 

3.2.1 Detection of Sudden Stratospheric Warmings (SSWs) 

In chapter 2.4.3 the theoretical background of the polar vortex and the SSWs are discussed. There 

are different ways to identify SSWs or types of SSWs. This study differentiates the SSWs between 

major and minor events as well as between splitting and displacement events.  

 

Major SSWs 

For the identification of major SSWs the method from Charlton and Polvani (2007) is used, which 

takes the zonal mean zonal wind at 60° N/S and 10 hPa (𝑢𝑧𝑜𝑛𝑎𝑙(10ℎ𝑃𝑎, 60°𝑁/𝑆)) as an indicator. 

If this zonal mean zonal wind is negative (easterly) between November and March (NDJFM) in 

the NH, it is called a major SSW. For the SH the time between May and September (MJJAS) is 

used for the major warming analysis. The described criterion can be written as  

 

𝑢𝑧𝑜𝑛𝑎𝑙(10ℎ𝑃𝑎, 60°𝑁/𝑆) < 0 (3.1) 

 

Additional to this condition, Charlton and Polvani (2007) define three more rules for detection of 

a major SSW: 
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1. Division in temporally close events: 

Between two major SSWs there have to be at least 20 days with westerly winds. 

2. Exclusion of final warming events: 

The zonal mean zonal wind has to be westerly after each SSW for at least 10 days before 

30 April.  

The minimum duration of a major SSW was set at 10 days.  

 

Minor SSWs 

In addition to the major SSWs, the minor SSWs are detected as well. Minor SSWs are a weakened 

form of the major SSWs. According the WMO definition, a minor SSW happens, if the poleward 

gradient of the zonal mean temperature Tzonal between 60°N/S and 90°N/S is positive (see 

Equation 3.2). 

 

𝑇𝑧𝑜𝑛𝑎𝑙(10ℎ𝑃𝑎, 90°𝑁/𝑆)  −  𝑇𝑧𝑜𝑛𝑎𝑙(10ℎ𝑃𝑎, 60°𝑁/𝑆) > 0 (3.2) 

 

However, in contrast to a major SSW, the zonal mean zonal wind at 60°N/S and 10 hPa must not 

switch from westerly to easterly during a minor SSW. Therefore, the number of major SSWs has 

to be subtracted of the number that is calculated with Equation 3.2. Moreover, the additional 

conditions defined by Charlton and Polvani (2007), which are described above, are applied for 

the detection of the minor SSWs as well.  

 

Split and Displaced SSWs 

For the classification of the SSWs, the spatial behavior is analyzed, too. As shortly explained in 

chapter 2.4.3, during a SSW, the polar vortex can split into two smaller vorticies, which is called 

a split event or the polar vortex can be displaced equatorward. The latter is named a displacement 

event. Seviour et al (2013) developed a method to detect these types of SSW events, which is 

used in this study. Here is a short receipt of the method: 

1. The contour of the geopotential height at 10 hPa and 60°N/S is needed for the 

identification of the vortex region. 
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2. With this contour and the geopotential height field, the centroid latitude and the aspect 

ratio can be calculated following the method of Matthewman et al. (2009). 

3. The separate detection of the events is done applying a threshold criterion: For a displaced 

event, there has to be a shift of the centroid latitude equatorward of 66°N/S for at least 7 

days. Split events are identified, if the aspect ratio is higher than 2.4 for 7 days or more. 

Two events are not allowed to occur within 30 days.   

 

In this study the minimum duration of a split or displacement event is changed to 10 days and the 

minimum time between two events is changed to 20 days. This modification of the thresholds is 

needed to be consistent with those of the method of major and minor SSW detection by Charlton 

and Polvani (2007). Moreover, the threshold for the centroid latitude is defined as the 5th 

percentile of all centroid latitude. The threshold for the aspect ratio is the 95th percentile of all 

aspect ratios. These variable thresholds are more general. Moreover, they are specified for each 

data set in comparison to those suggested by Seviour et al. (2013).  

 

Final Warmings 

In case of a SSW the zonal mean zonal wind flips from westerly to easterly for at least 10 days 

(Charlton and Polvani, 2007). In the case that the easterly wind does not recover to a westerly 

wind during the season, the stratospheric warming is called a final warming. This indicates that 

the polar vortex breaks down and the summer circulation, the stratospheric easterlies, evolves. In 

this analysis the final warming was detected similarly to the identification of the major SSWs by 

the method of Charlton and Polvani (2007). The only difference is that the minimum duration of 

the zonal mean easterlies (uzonal (10hPa, 60°
N

S
) < 0) is set to 30 days. This threshold is chosen, 

because SSWs lasting 30 days or longer have not yet been observed. 

 

3.2.2 EP Flux Scaling  

EP fluxes represent the propagation of planetary and synoptic-scale waves as discussed in chapter 

2.4.2. Thus, it is important to have a scaling of its components for the illustration of realistic EP 

flux strength with arrows. For the scaling of these arrows, the method described in Edmon et al. 

(1981) is applied. The components of the EP fluxes of the output data are given in spherical 

coordinates 𝐹𝜑 and 𝐹𝑝, where 𝜑 is latitude and 𝑝 the pressure level. For scaling the EP fluxes to 

arrows, whose horizontal and vertical components are proportional to each other, the formulas 
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𝐹̂𝜑 = 2𝜋𝑟0𝑔−1𝑐𝑜𝑠𝜑𝐹𝜑 

𝐹̂𝑝 = 2𝜋𝑟0
2𝑔−1𝑐𝑜𝑠𝜑𝐹𝑝(−80400 𝑃𝑎)−1                

   (3.3 a) 

   (3.3 b) 

 

are used similarly to Equation 3.13 in Edmon et al. (1981). The division through −80400 𝑃𝑎 in 

the vertical component is needed to get vertical and horizontal unit arrows with the same length. 

r0 is the Earth’s radius and g describes the gravitational acceleration. The unit of this quantity 

after the scaling is 𝑚³.   

 

3.2.3 Mass Streamfunction and Downward Control Principle 

Mass Streamfunction 

The mass streamfunction 𝛹̂ is useful for the representation of the meridional circulation like the 

BDC (see chapter 2.4.4). The calculation of the mass streamfunction 𝛹̂ is 

 

𝛹̂ = 2𝜋𝑟0 𝑐𝑜𝑠(𝜑) 𝑔−1 ∫ 𝑣̅∗
0

𝑝

𝑑𝑝 . (3.4) 

 

In this Equation 𝑣̅∗ stands for the zonal mean of the meridional residual velocity, which is 

calculated by the TEM equations (Equation 2.21 a and 2.21 b). 

 

Downward Control Principle 

In chapter 2.4.2, the theory behind the Downward Control principle was introduced. This theory 

says that the vertical velocity at the height z is generated by the wave forcing above that height 

(Haynes, 1991). In summary, the wave forcing drives the RMOC, which is expressed by the 

streamfunction 𝛹. Therefore, mathematically the streamfunction 𝛹 is proportional to the zonal 

wave forcing 𝐹̅ described in Equation 2.24 in chapter 2.4.2 from Okamoto et al. (2011). That 

Equation is used for this study.  
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However, Equation (2.24) does not yield the mass streamfunction 𝛹̂. For the transformation, a 

multiplication of the streamfunction from Equation (2.24) with the factor 2𝜋𝑟0𝑔−1 is needed. 

 

3.2.4 Mean Age of Air (AoA) 

As mentioned in chapter 2.4.4, the AoA cannot be measured directly. The AoA in units of time 

has to be derived from tracer measurements. The AoA timescale corresponds to the time lag 

between the stratospheric concentration and that at the tropical Earth’s surface. This was 

mathematically formulated by Hall and Plumb (1994), who defined an AoA, which is species-

independent. They defined a parcel as a mix of air that consist of different species with a range of 

transit times. The mean of these transit times is the AoA. The time range is a type of Green’s 

function G that is a boundary propagator. 

The AoA will be derived to show how it is calculated in units of time of a conserved tracer’s 

mixing ratio 𝜒. Thus, the connection of the mixing ratio of 𝜒 at time t and point in the stratosphere 

r with G is given by  

 

𝜒(𝑟, 𝑡) =  ∫ 𝜒(𝛺, 𝑡′)𝐺(𝑟, 𝑡|𝛺, 𝑡′)𝑑𝑡′
𝑡

−∞
, (3.5) 

 

where 𝛺 is the boundary source region, which was selected to be the tropical Earth’s surface 

between 10° N and 10° S and 𝑡′ refers to the time when the tracer last had contact with 𝛺. Under 

the assumption that 𝜒(𝛺, 𝑡) is equal to a Dirac delta function 𝜒(𝛺, 𝑡) = 𝛿(𝑡 − 𝑡′), the mixing ratio 

𝜒 can be formulated as 𝜒(𝛺, 𝑡) = 𝐺(𝑟, 𝛺, 𝑡 − 𝑡′) with 

 

∫ G(r, Ω, t)dt = 1
∞

0

 (3.6) 

 

The elapsed time is defined as 𝜉 = 𝑡 − 𝑡′ and τ the concentration lag time, which is the elapsed 

time between the mixing ratio 𝜒 at 𝛺 and at r. This means that the conserved air parcel has a 

mixing ratio 𝜒(𝑟, 𝑡) = 𝜒(𝛺, 𝑡 − 𝜏) and a mass fraction 𝐺(𝑟, 𝑡|𝛺, 𝑡 − 𝜉). Under the assumption 

that a linear tracer is used, substituting 𝜒(𝛺, 𝑡)  ∝ 𝑡 into Equation 3.6 and averaging over the 

transit times yields the first order of the age spectrum, i.e. the AoA 𝛤 (Hall and Plumb, 1994):  
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Γ(𝑟) ≡ 𝜏(𝑟) =  ∫ 𝜉 ∙ 𝐺
∞

0

(𝑟|Ω, 𝜉)𝑑𝜉 (3.7) 

 

3.2.5 Detection of the Eddy-Driven Jet (EDJ) position 

Theoretically, the latitude φ  with the highest zonal wind speed at 850 hPa (umax,850) in the mid-

latitudes is the location of the EDJ. At this latitude, the first derivative of the zonal mean zonal 

wind at 850 hPa (
∂u850

∂φ
) is equal to zero. Therefore, the latitude of umax,850 is detected by an 

interpolation to the latitude, where 
∂u850

∂φ
 = 0.  
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4 Results 

In this chapter, each analysis that shows a latitude-height cross-section is structured as follows. 

First, the effects produced by a quadrupling of CO2 concentrations are depicted, including the 

responses due to the accompanying ozone change. This analysis is called 4xCO2Ctrl. After that, 

the effects that arise only from the CO2-induced ozone changes are illustrated, which is denoted 

by ΔO3. This approach is intended to assess the contributions of the ozone effect in 4xCO2 

simulations.  

4.1 Thermal Influences of Ozone Changes  

4.1.1 Radiative Heating Rates 

Shortwave Radiative Heating Rates 

As discussed in chapter 2.2, ozone absorbs and emits shortwave and longwave radiation, which 

modifies the temperature structure. Therefore, a change in the ozone field due to CO2 has an effect 

on the radiative heating rates. Figure 4.1 depicts the response of the shortwave heating rates on 

4xCO2Ctrl (see Figures 4.1 a and b) and on ΔO3 (see Figures 4.1 c and d). Each response is 

calculated for the climatological mean over JJA (left) and over DJF (right). The contours illustrate 

the heating rates for pre-industrial CO2 conditions.  

A positive change of the shortwave heating can be seen in the upper tropical stratosphere and 

extra-tropical stratosphere and mesosphere of the summer hemisphere in the 4xCO2Ctrl-Analyses 

(Figures 4.1 a and b). Moreover, the shortwave heating slightly decreases in the tropical lower 

stratosphere. In the chapters 2.6 and 3.1, it was shown, that the amount of ozone increases in the 

upper tropical stratosphere and extra-tropical stratosphere and decreases in the lower tropical 

stratosphere through 4xCO2. In the latitudes, where solar radiation reaches the stratosphere, a 

higher/lower amount of ozone absorbs more/less solar radiation, which increases/decreases the 

ozone-induced shortwave heating in these regions. CO2 does not absorb radiation in the shortwave 

spectrum. Therefore, the modification of the shortwave heating rates due 4xCO2Ctrl are mainly 

caused by ΔO3, which explains the similarity between the shortwave heating responses of 

4xCO2Ctrl (Figures 4.1 a and b) and ΔO3 (Figures 4.1 c and d). 
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Longwave Radiative Heating Rates 

Emission of radiation in the atmosphere happens in the longwave spectrum. Therefore, the 

response of the longwave radiative heating on 4xCO2Ctrl (Figures 4.2 a and b) and on ΔO3 

(Figures 4.2 c and d) is analyzed for JJA and DJF. 

The increasing amount of CO2 in 4xCO2Ctrl leads to longwave radiative cooling in most parts of 

the stratosphere and lower mesosphere. Only in the tropical lower stratosphere and polar lower 

winter stratosphere longwave radiative heating happens. Nevertheless, the global longwave 

cooling due to an increase of CO2 is in line with the theory that an increase of this greenhouse gas 

decreases the absorption of terrestrial radiation in the stratosphere (see chapter 2.2.2).   

The largest longwave cooling response is located in the upper stratospheric and 

mesospheric tropics and summer hemisphere (for 4xCO
2
Ctrl and ΔO

3
). This is where 

also the highest positive shortwave heating differences exist (see Figure 4.1). In the 

lower tropical stratosphere, longwave heating and shortwave cooling occurs (see Figure 

Figure 4.1: Latitude-height cross-section of the zonal-mean shortwave radiative heating response (colours) on 

4xCO2Ctrl (a and b) and on ΔO3 (c and d) for the mean over JJA (left) and DJF (right). The black thick line illustrates 

the tropopause and the contours depict the shortwave radiative heating rate in 10-5 K/s for pre-industrial CO2-conditions. 

The red dashed line is the tropopause for 4xCO2-conditions. Non-significant responses at the 95 % confidence level 

are stippled. 
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4.1). This is in line with the thermal balance (shortwave heating/cooling ≈ longwave 

heating/cooling) explained in Häckel (2021). Moreover, the strong longwave heating 

change in the upper stratosphere and lower mesosphere does not differ much between 

4xCO
2
Ctrl and ΔO

3
. This is a hint that the longwave heating in this area is sensitive to 

ozone changes. 

 

 

4.1.2 Temperature 

The above shown radiative heating plus some dynamical heating modifies the temperature fields. 

Figure 4.3 illustrates the resulting temperature response on 4xCO2Ctrl (Figures 4.3 a and b) and 

on ΔO3 (Figures 4.3 c and d) as latitude-height cross-section for JJA and DJF. The contours 

represent the zonal-mean temperatures for pre-industrial CO2-conditions.  

 

Figure 4.2: Latitude-height cross-section of the zonal-mean longwave radiative heating response (colours) on 

4xCO2Ctrl (a and b) and on ΔO3 (c and d) for the mean over JJA (left) and DJF, (right). The black thick line illustrates 

the tropopause and the contours depict the longwave radiative heating rate in 10-5 K/s for pre-industrial CO2-conditions. 

The red dashed line is the tropopause for 4xCO2-conditions. Non-significant responses at the 95 % confidence level 

are stippled. 
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In 4xCO2Ctrl the troposphere warms and the stratosphere cools. In chapter 2.2.2, it was explained 

that a higher amount of CO2 absorbs more terrestrial radiation in the troposphere, which leads to 

a warming. Due to higher absorption of terrestrial radiation in the troposphere, less of this 

radiation reaches the stratosphere. Therefore, the stratosphere cools through 4xCO2Ctrl by more 

than 12 Kelvin, which is in line with Jonsson et al., 2004, Sigmond et al., 2004; Fomichev et al., 

2007.  

Now the temperature effect through ΔO3 (Figures 4.3 c and d) will be analyzed. In the upper 

stratosphere, the strongest temperature increase of about 3 to 5 Kelvin takes place in the tropics 

and in the extra-tropical summer hemisphere, which is in line with the shortwave heating response 

(see Figures 4.1 c and d). There are also robust effects on the temperature in the lower 

stratosphere. In the tropical lower stratosphere, the temperature decreases by about 2 Kelvin 

through a decrease of the amount of ozone. However, also stronger upwelling and changes in 

specific humidity can influence these temperature changes. This will be discussed in the following 

chapters. In the middle stratosphere over the polar cap the temperatures increase in summer by 2 

Kelvin. These temperature changes are similar to those described in the studies by Chiodo and 

Figure 4.3: Latitude-height cross-section of the zonal-mean temperature response (colours) on 4xCO2Ctrl (a and b) 

and on ΔO3 (c and d) for the mean over JJA (left) and DJF (right). The black thick line illustrates the tropopause and 

the contours depict the temperature for pre-industrial CO2-conditions. The red dashed line is the tropopause for 4xCO2-

conditions. Non-significant responses at the 95 % confidence level are stippled. 
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Polvani (2019) and Nowack et al. (2015). Over the Antarctica the temperature increase in summer 

is even significant in the lowermost stratosphere.  

 

4.2 Dynamical Influences of Ozone Changes  

4.2.1 Zonal Winds 

The change of the meridional temperature structure influences the thermal wind balance. 

Therefore, the influence of 4xCO2Ctrl and ΔO3 on the zonal-mean zonal wind will be shown next. 

Figure 4.4 shows these influences on the zonal wind in the upper troposphere and the whole 

stratosphere as a latitude-height cross-section for DJF and JJA. The thin contours represent the 

wind for pre-industrial CO2-conditions.  

 

 

The higher amount of CO2 strengthens in 4xCO2Ctrl the STJ by more than 10 m/s and lifts it up 

(Figures 4.4 a and b), which is consistent with the study of Chiodo and Polvani (2019). The reason 

Figure 4.4: Latitude-height cross-sections of the zonal-mean zonal wind response (colours) on 4xCO2Ctrl (a and b) 

and on ΔO3 (c and d) for the mean over JJA (left) and DJF (right). The black thick line illustrates the tropopause and 

the contours depict the temperature for pre-industrial CO2-conditions. The red dashed line is the tropopause for 4xCO2-

conditions. Non-significant responses at the 95 % confidence level are stippled. 
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for this is the enhancement of the meridional temperature gradient below. Another statistically 

significant effect due to 4xCO2 in the summer stratosphere is that the easterlies are decelerated. 

This is probably generated by shortwave radiative cooling of the tropical lower stratosphere and 

warming of the lower extra-tropical stratosphere in summer (see Figure 4.2 a and b), which 

weakens the stratospheric easterlies by thermal wind balance. However, the temperature response 

in the 4xCO2Ctrl does not only show the radiative effect of CO2 itself. Dynamical heating can 

also be the cause for this change of the temperature.  

The Antarctic polar vortex accelerated through an increase of CO2, which is in balance with a 

strengthening of the meridional temperature gradient in the lower stratosphere in the austral winter 

hemisphere (see Figure 4.3 a). The polar vortex in the Arctic weakens, which is in line with the 

trends that are described in the study of Garfinkel et al. (2017), Seviour (2017) and Kretschmer 

(2018). The reason for the slowdown is not yet fully understood.  

There are also changes in the troposphere. The austral EDJ is shifted towards the pole, which is 

in line with the study of Chiodo and Polvani (2019). Especially in summer. This is possibly linked 

to the positive change of the zonal wind in the stratosphere above, because weakening of the 

stratospheric easterlies extends down to the troposphere.  

The ozone changes through 4xCO2 (ΔO3, see Figures 4.4 c and d) influence the zonal wind as 

well, because it modifies the zonal wind in the stratosphere of the summer hemisphere. There, the 

easterlies in the middle and upper stratosphere accelerate by a maximum of 3 m/s. The stronger 

easterlies are the result of the increased meridional temperature gradient in the lower stratosphere 

in summer due to ozone, which is also consistent with the results of Chiodo and Polvani (2019). 

This might be a hint for an earlier polar vortex breakdown. The polar vortex itself, i.e. the zonal 

winds in the respective winter hemisphere shows only a non-significant attenuation. Moreover, 

the changes of the stratospheric easterlies in the SH extend down to the poleward flank of the 

EDJ. The negative but not statistically significant change of the zonal wind of the poleward EDJ 

flank can be a hint for a weakening of the poleward EDJ shift in 4xCO2Ctrl. Therefore, a 

diagnostic of the EDJ position is done in chapter 4.2.4. 

 

4.2.2 Polar Vortex 

Seasonal cycle  

To analyze the vortex strength and breakup date, the climatological zonal mean zonal wind of 

60°N/S and at 10 hPa will be diagnosed next. This is a common used method for polar vortex 

diagnostics (see e.g. Charlton and Polvani, 2007 and Baldwin et al., 2021). Figures 4.5 a) and c) 

show the climatological mean of the zonal wind for the three simulations (piCtrl, 4xCO2Ctrl and 
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4xCO2piO3) and the standard deviation (blue shading) for the 4xCO2Ctrl-simulation. 0 m/s is the 

threshold for the polar vortex formation or breakdown. If the curve is above this threshold, there 

is a polar vortex, if it is below a polar vortex does not exist.  

 

For pre-industrial conditions (piCtrl) the polar vortex turns westerly early August in the NH and 

mid of March in the SH. The climatological breakdown takes place end of March in the NH and 

end of October in the SH. In the 4xCO2-simulations (4xCO2Ctrl and 4xCO2piO3) the polar vortex 

formation is earlier and the breakdown is later, which is in line with the study from Ayarzagüena 

et al. (2020). This means that the period of the polar vortex is longer due to an increase of CO2. 

Moreover, the SH polar vortex is systematically stronger in the 4xCO2 simulations. The NH 

vortex is only systematically enhanced at the beginning and at the end of the period (August until 

September and February until April). 

For the discussion of the ozone effects, 4xCO2Ctrl and 4xCO2piO3 will be compared. In the NH 

the polar vortex is systematically weaker in 4xCO2Ctrl (see Figure 4.5a), except for October. 

Figure 4.5: Left: Climatological zonal mean zonal wind at a) 60°N and 10hPa c) 60°S and 10hPa for the piCtrl- (black), 

4xCO2Ctrl- (blue) and 4xCO2piO3-simulations (red) in m/s. Right: Climatological mean of the temperature over the b) 

northern polar cap (60° - 90°N) and d) southern polar cap (60° - 90°S) at 50 hPa for the piCtrl- (black), 4xCO2Ctrl- 

(blue) and 4xCO2piO3-simulations (red) in Kelvin. The standard deviation of the 4xCO2Ctrl-simulation is shown as 

blue shading.  
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However, the year-to-year variability (blue shading) is larger than the differences between the 

4xCO2-simulations. In the 4xCO2Ctrl simulation, the polar vortex builds up later and breaks down 

earlier than in the 4xCO2piO3 simulation. During the summer months, the easterlies are stronger 

due to ΔO3, which was already shown in Figures 4.5 c) and d). As the vortex build up differences 

are beyond the variability, this effect can be considered to be robust.  

To study the connection of the polar vortex changes to radiative heating, Figure 4.5 b) and d) 

illustrate the spatially averaged temperatures over the northern (see Figure 4.5 b)) and southern 

polar cap (see Figure 4.5 c)) at 50 hPa for the three simulations. 

The systematic strengthening of the stratospheric easterlies by CO2-induced ozone changes is in 

line with a systematic decrease of the polar cap due to shortwave heating in the lower stratosphere 

during the summer months. In both hemispheres, the weakening of the CO2-induced zonal wind 

effects by ozone changes even continue until early winter. This means, that in the SH the ozone-

induced shortwave heating of the summer polar stratosphere, weakens the polar vortex in early 

winter. Moreover, the weakening of the CO2-induced polar vortex acceleration by ozone is 

affected by a shortwave cooling of the lower tropical stratosphere (see Figure 4.1 c and d) 

Figures 4.5 a and c show that the CO2-increase leads to a later final warming and the CO2-induced 

ozone changes lead to an earlier final warming. To investigate, if these shifts of the final warming 

dates are robust, the distribution of the final warming dates of each simulation will be compared 

next.  

 

Distribution of the Final Warming Dates 

Figure 4.5 indicates that an increase of CO2 leads to a later and the ozone changes lead to an 

earlier vortex breakdown, which is also known as a final warming, marking the end of the vortex 

season. To have a closer look at the comparison of final warming date between the piCtrl- and the 

4xCO2Ctrl-simulation and between the two 4xCO2-simulations, a distribution of the final 

warming dates of all simulation years is conducted. The result of this analysis for the NH and SH 

is depicted in Figure 4.6. The dashed grey lines indicate the 25th and 75th percentile. The solid 

grey lines mark the median. The detection of the final warming date was done with the method 

of Charlton and Polvani (2007), which is described in chapter 3.2.1.  

Quadrupling of the CO2-concentration postpones the climatologically averaged final warming in 

the NH by 4 days. Figure 4.6 a) illustrates that the final warming date distribution in this 

hemisphere is shifted to later days, if the amount of CO2 in the simulation is higher. In the SH, a 

shift in the final warming to a later date is also evident. Climatologically the final warming takes 
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place 8 days later in 4xCO2Ctrl. Moreover, the median of the 4xCO2Ctrl-distribution is equal to 

the 75th percentile of the piCtrl-distribution showing a statistical robustness of the delayed vortex 

breakdown in the SH.  

Now the ozone effect on the final warming dates will be discussed. In comparison to the 

4xCO2piO3-simulation, in the 4xCO2Ctrl-simulation the distribution is shifted to earlier dates in 

both hemispheres. In the climatological mean, the final warming is 5 days earlier in the NH and 

even 7 days earlier in the SH (see Figures 4.6 c and d). In other words, without ozone changes 

through 4xCO2, the effect on the final warming dates in a 4xCO2-simulation would be two times 

larger.  

In the SH, the 75th percentile of the distribution in the simulation with changed ozone (4xCO2Ctrl) 

is equal to the median of the distribution in the simulation with unchanged (pre-industrial) ozone 

(4xCO2piO3, see Figure 4.6 d). This is an indication, that the shift of the final warming dates to 

an earlier day is robust in the SH. 

 

 

Figure 4.6: Comparison of the distribution of the stratospheric final warming dates between the piCtrl- and 

4xCO2Ctrl-simulation (a and b) and between the 4xCO2Ctrl- and 4xCO2piO3-simulation (c and d). The grey dashed 

lines depict the 25th and 75th percentile. The grey solid lines denote the median.  
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Now, it will be investigated if the abruptness of the final warming change as well. Therefore, the 

response of the geopotential height anomaly relative to the final warming date (Zano
fw ) on 

4xCO2Ctrl (see Figures 4.7 a and b) and on ΔO3 (see Figures 4.7 c and d) will be analyzed next. 

In Figure 4.7 the contours represent Zano
fw  for pre-industrial conditions and coloured shading 

depicts the responses.   

Figure 4.7 a shows that Zano
fw

 over the southern polar cap increases before the final warmig date 

and decreases afterwards, if there is a quadrupling of the CO2 concentration. A comparison with 

the pre-industrial Zano
fw  leads to the assumption that the temporal gradient of Zano

fw  is weakened by 

4xCO2Ctrl. However, this result has to carefully regarded, because the changes of Zano
fw  due to 

4xCO2 are not significant (Figures 4.7 a and b). 

 

 

Figure 4.7: Response of the geopotential height anomaly relative to the final warming date (Zano
fw , colours) on 

4xCO2Ctrl (a and b) and on the ozone changes due to 4xCO2 (c and d). The responses are illustrated for the southern 

polar cap (left) and northern polar cap (right) as a function of pressure and the day relative to final warming. Black 

contours depict the anomaly of Zano
fw  relative to the final warming date for pre-industrial conditions in meter Non-

significant responses at the 95 % confidence level are stippled. 
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In contrast to this, there is a significant response of Zano
fw  on ΔO3 (Figures 4.7 c and d). Due to 

CO2-induced ozone changes, the upper and middle stratosphere heats after the final warming 

which is consistent with the significant heating of the polar stratosphere in summer due to ΔO3 

analyzed in chapter 4.1.2. In the days before the final warming the change of Zano
fw  in the 

stratosphere is negative in ΔO3, especially over the southern polar cap. As a result, the cooling 

before the final warming takes place and the warming afterwards leads to an enhanced temporal 

Zano
fw  gradient in the stratosphere and thus results in a more abrupt final warming.  

A diagnostic of Zano
fw  for the piCtrl-, 4xCO2Ctrl- and 4xCO2piO3-simulation at 10 hPa for the two 

polar caps should illustrate this abruptness and strength of the final warming more clearly (Figure 

4.8).  

 

 

In the southern polar cap, the slope of piCtrl is bigger than the slope of the 4xCO2-simulations, 

which indicates a weaker final warming due to CO2 increase (Figure 4.8 a). Zano
fw  at 10 hPa is 

higher before the final warming takes place and lower afterwards. In the northern polar cap there 

are not visible changes of the slope between all 3 simulations (Figure 4.8 b). Nevertheless, Zano
fw  

in the 4xCO2-simulations is smaller than in piCtrl before the final warming happens.  

Next, the ozone effect on Zano
fw  will be analyzed by comparing the 4xCO2-simulations. The slope 

of 4xCO2Ctrl is greater than the slope of 4xCO2piO3 in the southern polar cap that points out a 

more abrupt and thus stronger final warming through ΔO3 (Figure 4.8 a). The enhancement of the 

abruptness in 4xCO2Ctrl is a result of a compared to 4xCO2piO3 lower Zano
fw  in the days before 

Figure 4.8: Geopotential height anomaly relative to the final warming date (Zano
fw ) at 10 hPa for the piCtrl- (black), 

4xCO2Ctrl- (blue) and 4xCO2piO3-simulations (red) in m. Zano
fw  is a function of day relative to final warming. The 

standard deviation of the 4xCO2Ctrl-simulation is shown as blue shading. 
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and a higher Zano
fw  in the day after the final warming. However, it has to note that piCtrl and 

4xCO2piO3 are inside the standard deviation of 4xCO2 in both polar caps.  

 

Sudden Stratospheric Warmings (SSWs) 

Climatologically, the polar vortex shows a non-significant but mostly systematic weakening by 

ozone changes (see Figure 4.5 a and c). That might be a link to the assumption of a modification 

of the number and duration of SSWs by ΔO3. Therefore, a detection of the number of major and 

minor SSWs with the method of Charlton and Polvani (2007, see chapter 3.2.1) for all three 

simulations for the NH are presented in Table 4.1 a).  

 

 

In the pre-industrial climatology (piCtrl), 16 major SSWs and 23 minor SSWs take place in the 

NH. In Table 4.1 b), the number and duration of the SSWs, divided in splitting and displacement 

events according to the method of Seviour et al. (2013) for the NH is provided. The differentiation 

between splitting and displaced events is important for the specification of surface weather 

Table 4.1: a) Number of the major and minor SSW events and b) number and duration of splitting and displacement 

SSW events for the piCtrl-, 4xCO2Ctrl- and 4xCO2piO3-simulations in the NH. 
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impacts (Seviour et al. 2013). This method reveals more displaced than splitting SSWs (see Table 

4.1 b: 10 displaced events with a mean duration of 14 days and 3 splitting events with a mean 

duration of 12 days). In the SH only minor SSWs occur in the simulations (see Table 4.2), which 

are rarer than in the NH.  

However, in the southern polar cap the polar vortex is not disturbed as strongly by upward 

propagating waves as over the northern polar cap, which explains, that there are less SSW events 

in general.  

To analyze the effect of CO2 increase, the 4xCO2Ctrl-simulation will be compared with the piCtrl 

simulation at this place. In the Arctic 6 major SSWs less are detected, but 4 minor SSWs more in 

the 4xCO2Ctrl-simulation are found than in the piCtrl-simulation (see Table 4.1 a). Moreover, in 

the 4xCO2Ctrl-simulation are 3 splitting events more and 2 displaced events less than in the piCtrl-

simulation (see Table 4.1 b). In conclusion, it cannot be identified a direct impact of 4xCO2 on 

the SSW frequency, which is consistent with the study by Ayarzagüena et al (2020).  

 

Next, the impact on the numbers of SSW events due to ΔO3 will be analysed. Therefore, the two 

4xCO2-simulations will be compared. It shows that in both hemispheres the difference between 

the number of minor SSWs is bigger due to ozone changes than due to CO2 increase. This means 

in detail, that in the NH four minor SSWs less happen with a changed ozone field (4xCO2Ctrl) 

than with an unchanged field (4xCO2piO3). Moreover, there are two major SSWs more in 

4xCO2Ctrl than in 4xCO2piO3. However, the difference of the number of minor SSWs between 

the simulation with pre-industrial condition (piCtrl) and the simulation with 4xCO2-conditions is 

even higher. With ΔO3 there are only two more splitting event than without and the number of 

displacement events is equal. In summary, significant impacts of ozone on the SSWs cannot be 

identified.  

 For completion the results of the number of minor and major SSWs in the SH are shortly 

discussed, too. Table 4.2 gives an overview of these types of SSWs for all three simulations in 

the SH. A comparison between the simulations shows that there are one more SSW in 4xCO2Ctrl 

than in piCtrl and even three more than in 4xCO2piO3. This indicates that the change of the 

occurrence of SSWs due to ozone changes is larger than due to 4xCO2 itself. Nevertheless, the 

fact that the numbers are generally so small leads to the statement that ozone does not have a 

significant impact on the SSWs in the SH, either.  
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4.2.3 Brewer-Dobson Circulation and Water Vapor Transport  

Eliassen-Palm Flux (EP Flux) 

The polar vortex has been shown to be systematically attenuated by ozone changes. A change of 

the vortex cannot be only caused by a modification of the meridional temperature gradient below 

but also wave breaking plays an important role here, which is explained in chapter 2.4. Therefore, 

the acceleration of the zonal flow by the EP flux divergence (EPFD) will be analyzed next. The 

EPFD is linked to the planetary and synoptic-scale wave breaking. First, the EPFD for the pre-

industrial climatology is shown for the JJA mean (Figure 4.9 a) and for the DJF mean (Figure 4.9 

b), then the CO2- and ozone effect will be depicted in Figure 4.10. The contours in Figure 4.9 

depict the pre-industrial zonal wind in units of m/s. 

 

 

Climatologically, the EP flux goes upward over the extra-tropics and then they are deflected 

towards the equator (see Figure 4.9). If the waves reach the regions of zonal winds, where the 

critical windspeed 𝑈𝑐 (see chapter 2.4.1) is reached, the waves break or dissipate. This happens 

Table 4.2: Number of the major and minor SSW events for the piCtrl-, 4xCO2Ctrl- and 4xCO2piO3-simulations in the 

SH. 

 

Figure 4.9: Latitude-height cross-sections of the EPFD (colours) and of the EP flux (arrows) pre-industrial climatology 

for the mean over JJA (left) and DJF (right). The black thick line illustrates the tropopause and the contours depict the 

zonal mean zonal wind for pre-industrial CO2-conditions Note, that the arrows in the two hemispheres are scales 

differently. 
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at the STJ and polar vortex. The wave breaking leads to a deceleration of these mean flows (see 

chapter 2.4.2). 

Figures 4.10 a and b illustrate the effect of a higher amount of CO2 (4xCO2Ctrl) on the EPFD 

(colours) and EP Flux (arrows). The two Figures at the bottom (Figure 4.10 c and d) depict the 

impact of ΔO3 on these quantities. The contours depict the pre-industrial EPFD in units of 10-5 

m/s². 

 

In the 4xCO2Ctrl-simulations the convergence of the EP flux at the STJ is increased (Figure 4.10 

a and b). The enhancement of flux convergence indicates a stronger wave breaking, which is 

depicted with a decrease in EPFD. In addition to that, there is also a negative change of the EPFD 

in the vicinity of the Arctic polar vortex (see Figure 4.10 b). This might be linked to a weaker 

pole-to-equator EP flux in these altitudes. However, in general the changes of the polar vortecies 

are not yet fully understood. In summary, there is a stronger wave breaking at the STJs and at the  

Figure 4.10: Latitude-height cross-sections of the EPFD (colours) and of the EP flux (arrows) response on 4xCO2Ctrl 

(a and b) and on ΔO3 (c and d). The responses are shown for the mean over JJA (left) and DJF (right). The black thick 

line illustrates the tropopause and the contours depict the EPFD for pre-industrial CO2-conditions. The red dashed line 

is the tropopause for 4xCO2-conditions. Note, that the arrows in the two hemispheres are scales differently. Non-

significant responses at the 95 % confidence level are stippled. 
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Arctic polar vortex. According to Shepherd and McLandress (2011), the stronger upward wave 

propagation to the STJs is forced by an upward shift of the STJ and thus of the edge of critical 

windspeed region (critical wind line), where the waves cannot propagate anymore.  

After the influence of 4xCO2 on the EP flux was discussed, the impact of ozone changes will be 

investigated (Figures 4.10 c and d). In the middle stratosphere of the mid-latitudes in the winter 

hemispheres, where the polar vortex is located, non-significant, predominantly negative changes 

for the northern and southern winter stratosphere can be seen. However, the upward EP flux to 

the Antarctic polar vortex increases, which shows that more planetary waves propagate vertically 

to the Antarctic polar vortex and break there (Figure 4.10 c). This indicates that the systematic 

weakening of the Antarctic polar vortex is not only caused by ozone-induced modification of the 

meridional temperature gradient, but also due to stronger planetary wave breaking. In the middle 

stratosphere of the NH the meridional EP flux from the pole to the equator decreases. On the other 

hand, in most regions of the summer stratosphere the impact of ozone on the acceleration of the 

mean flow by the EPFD is significant. There, a positive change of the acceleration by the EPFD 

can also be observed at the upper flank of the STJ. This acceleration of the STJ is caused by a 

weakening of the CO2-induced strengthening of the upward propagation of synoptic-scale waves 

to the STJ (see Figure 4.10). Therefore, less waves reach the STJ. That in turn might damp the 

CO2-induced acceleration of the shallow BDC branch. 

 

Mass Streamfunction 

In the previous sub-chapter the shallow BDC branch was suspected to be affected by the EPFD 

changes. Therefore, Figure 4.11 illustrates the response of the mass streamfunction, as a diagnose 

of the residual flow on 4xCO2 (Figures 4.11 a and b) and on ΔO3 (Figures 4.11 c and d) for JJA 

and DJF. The contours depict the mass streamfunction for pre-industrial CO2-concentration in 105 

kg/s.  

First, the impact of 4xCO2 on the BDC is discussed. Higher CO2 concentrations increase the total 

values of the mass streamfunction in both hemispheres. In most regions the increase even is 

statistically significant. These higher values of the mass streamfunction indicate a strengthening 

of the BDC globally, which is a result of the strong EPFD (see Figures 4.10 a and b) in vicinity 

of the STJ (Shepherd and McLandress, 2011). 

In the next step the influence of ΔO3 on the mass streamfunction will be analyzed. There are 

significant changes in the shallow branch of the summer hemisphere (Figures 4.11 c and d). The 

mass streamfunction decreases in both hemispheres due to ozone changes. Additionally, the mass 

streamfunction weakens systematically in the northern and southern winter hemisphere. This 
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counteracts the CO2-induced acceleration of the BDC is in line with the study by DallaSanta et 

al. (2021). This study showed that ozone changes by CO2 increase weakens the tropical upwelling 

enhancement. Therefore, an analysis of the mean vertical residual velocity 𝑤̅* between the 

turnaround latitudes at the tropics is done next. 𝑤̅* in the tropics is a widely used diagnostic for 

the BDC strength (see e.g. Dietmüller et al., 2018, Garcia and Randel, 2008, Eichinger and Šácha, 

2020).  

 

  

Tropical Upwelling 

Figure 4.12 depicts the response of w̅* between the turnaround latitudes on 4xCO2Ctrl and on 

4xCO2piO3 in JJA as a function of the pressure (Figure 4.12 a) and DJF (Figure 4.12 b). The 

altitudes where the difference between the 4xCO2-simulations is statistically significant are 

marked with a thick blue line at the 4xCO2Ctrl-simulation showing a significant response of the 

tropical upwelling due to ozone. 

Figure 4.11: Latitude-height cross-sections of the zonal-mean streamfunction ψ on 4xCO2Ctrl (a and b) and on ΔO3 

(c and d) for the mean over JJA (left) and DJF (right). Contours depict the streamfunction ψ for pre-industrial CO2-

conditions in 109 kg/s. Non-significant responses at the 95 % confidence level are stippled. 
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Climatologically, the tropical upwelling is weakest in the lower and strongest in the upper 

stratosphere. 4xCO2 enhances the tropical upwelling throughout all altitudes in the stratosphere. 

This is consistent with the long-term trend caused by increased greenhouse gas concentration 

discussed in Li et al. (2007) and in Garcia and Randel (2008). The enhancement of the upwelling 

by 4xCO2 is a result of an enhanced wave forcing in the extra-tropical stratosphere due to an 

upward shifted STJ (see Figure 4.10).  

The effect of ozone change due to the CO2 increase will now be discussed by comparing the two 

CO2-simulatons. In JJA the difference of w̅* between the 4xCO2-differences is statistically 

significant between 60 and 6 hPa, which is located in the middle and lower stratosphere. In DJF 

the statistically significant changes are only in the lower stratosphere (between 90 and 60 hPa). 

Nevertheless, in both seasons the response of w̅* in the tropics on ΔO3 is significant in the lower 

parts of the stratosphere where the shallow branch of the BDC is located. Moreover, in the middle 

and lower stratosphere the response of w̅* on 4xCO2Ctrl is weaker than on 4xCO2piO3 in both 

seasons. In the upper stratosphere, there is a stronger tropical upwelling due to ozone changes, 

which is even significant in DJF. This enhanced upwelling is consistent with the systematic 

acceleration of the residual circulation in the upper stratosphere in winter (see Figure 4.11). 

Moreover, the strengthening of the upper stratospheric tropical upwelling in northern winter is 

linked to the systematic stronger wave forcing at the Arctic polar vortex (see Figure 4.10). 

In summary, the weakening of the tropical upwelling in the lower stratosphere that is connected 

with the shallow branch of the BDC is a robust impact on ΔO3. Furthermore, this weakening is 

caused by a reduction of ozone concentration in the lower tropical stratosphere, which results in 

radiative cooling in this region.  

Figure 4.12 Response of the mean residual velocity 𝑤̅* between the turnaround latitudes in the tropics on 4xCO2Ctrl   

(4xCO2Ctrl-piCtrl, blue) and on 4xCO2piO3 (4xCO2piO3-piCtrl, red). This is shown as function of pressure for a) JJA 

and b) DJF. The heights, where the differences between 4xCO2Ctrl and 4xCO2piO3 are statistically significant at the 

95 % confidence interval are marked with a thick blue line.  
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Mean Age of Air (AoA) 

The BDC is the whole transport circulation in the stratosphere and not only a part of the residual 

circulation that is diagnosed with the mass streamfunction (Figure 4.11). Therefore, the BDC will 

be investigated with the AoA, which is a more precise measure for the transport circulation like 

the BDC. This motivates to analyse the AoA response on the ozone changes. The results are 

shown in Figure 4.13. The change of the AoA due to 4xCO2Ctrl (Figures 4.13 a and b) and due 

to ΔO3 (Figures 4.13 c and d) is depicted as colored shadings. The contours illustrate the AoA for 

pre-industrial conditions.  

Quadrupling of CO2 leads to a decrease of the AoA by between 0.5 years in the tropical lower 

stratosphere and 1.5 years in the extra-tropical stratosphere (Figures 4.13 a and b). This is in line 

with an enhancement of the BDC strength through higher CO2 concentrations that accelerates the 

meridional tracer transport. However, there is no uniform change in the AoA, because also 

isentropic mixing processes happen, which influence the AoA in addition to residual transport 

(Garny et al., 2014).  

 

Figure 4.13: Latitude-height cross-sections of the reponse on zonal-mean age of air (AoA, colours) on 4xCO2Ctrl (a 

and b) and on ΔO3 (c and d) for the mean over JJA (left) and DJF (right). Contours depict the AoA for pre-industrial 

CO2-conditions in years. Non-significant responses at the 95 % confidence level are stippled. 
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The CO2-induced ozone changes lead to an increase of the AoA (Figures 4.13 c and d). Here, a 

significant aging of the stratospheric air by ozone changes happens in the whole stratosphere in 

winter and summer. In contrast, Figures 4.12 c and d show the BDC diagnostic with the mass 

streamfunction. In this diagnostic the response on the mass streamfunction due to CO2-induced 

ozone changes was systematic in the entire stratosphere, but significant only in the summer 

shallow branch. This difference of the significance between the response of the AoA and mass 

streamfunction on ΔO3 can be explained as follows:  

According to Hall and Plumb (1994, see chapter 3.2.4) the AoA is a spatial and temporal integral 

over the mass fraction of the air parcel that propagates along the BDC branches. In other words, 

the AoA is a spatial (vertical) and temporal integration over the stratospheric mass 

streamfunction. Therefore, an integration over statistically non-significant but systematic values 

of the mass streamfunction response can result in statistically significant values, which in this 

case is the AoA response. Moreover, between winter and summer there are no visible differences 

in the AoA changes, which is also an effect of the integration over time. 

A maximum is located at the SH polar region around 10 hPa within the polar vortex barrier (see 

Figure 4.13 c). The vortex barrier prevents the air from lower latitudes from intrusion into the 

polar stratosphere. Therefore, the polar air is isolated during the winter that results in a higher 

AoA in this region.  

The response of the BDC which impacts tracer transport and thus the AoA is driven by breaking 

synoptic-scale and planetary waves but also by gravity wave breaking. To diagnose, which of 

these waves causes the change in the BDC strength, the impact of breaking of different wave 

types on the mass streamfunction will be analyzed next using the downward control principle. 

 

Downward Control Analysis 

The BDC is driven by breaking planetary and synoptic-scale waves, which is quantified by the 

EPFD, and by breaking gravity waves that is represented by the gravity wave drag (GWD). The 

exact theory behind these processes is explained in chapters 2.4.2 and 2.4.4. Therefore, to find 

the cause of the above described changes in the residual circulation, the fraction of the forcing by 

planetary, synoptic-scale and gravity waves, the downward control method is quantified. To 

compare the effect of ΔO3 with the effect of 4xCO2, the impact of 4xCO2Ctrl and 4xCO2piO3 was 

calculated, too. The result of this diagnostic is shown in Figure 4.14. It illustrates the impact of 

the EPFD (red) and GWD (grey) on the damping of the shallow branch. The GWD is the sum of 

the orographic gravity wave drag (OGWD, brown) and non-orographic gravity wave drag 

(NOGWD, yellow), The sum of all wave forcings (Total = EPFD + GWD) is illustrated as blue 
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line. The streamfunction was calculated by the TEM equation (TEM, black). As a representative 

level for the shallow branch the 70 hPa pressure level is taken.  

 

 

Quadrupling of the CO2 concentration increases the total values of the mass streamfunction in the 

lower stratosphere independent of the prescribed ozone field (Figures 4. 14 a – d), which is in line 

Figure 4.14: Climatology of the change in the mass streamfunction due to 4xCO2Ctrl (a and b) and due to 4xCO2piO3  

(c and d) as well due ΔO3 (e and f). This is shown for the JJA mean (left) and for the DJF mean (right) at 70 hPa as a 

function of latitude. The streamfunction is calculated via the TEM equations (TEM, black) and with the downward 

control method for EPFD (red) and GWD (grey), which is the sum of OGWD (brown) and NOGWD (yellow). The 

sum of all these wave forcings (Total = EPFD + GWD) is represented as a blue line.  
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with an acceleration of the shallow BDC branch due to 4xCO2 illustrated in Figure 4.11 a) and 

b). This is forced by EPFD in winter and summer. In addition to that, there is a forcing by GWD 

in winter. The additional acceleration by GWD is one reason, why there is larger change in the 

winter hemisphere. Moreover, the total increase of the mass streamfunction in summer is weaker 

in 4xCO2Ctrl than in 4xCO2piO3, showing the mitigation of the shallow BDC branch in summer 

through ΔO3. To quantify this weakening of the shallow branch in terms of wave forcing, the 

difference between 4xCO2Ctrl and 4xCO2piO3 was calculated. The result of this (Figures 4.14 e 

and f) will be discussed next.  

In both summer hemispheres, the change of the mass streamfunction is mostly influenced by the 

EPFD in both seasons. The GWD has only a weaker impact, mostly in the winter hemisphere. In 

winter the mass streamfunction of the sum of all wave forcings does not fit to the TEM mass 

streamfunction (Figure 4.14 f). This difference between the total wave forcing and the TEM is 

similar to the difference of the total wave forcing and the TEM between the 4xCO2-simulations 

above. Moreover, the difference between the total wave forcing and the TEM in ΔO3 are also 

much smaller than the CO2 effects. Moreover, the ozone effect on the mass streamfunction in the 

winter hemisphere is not statistically significant (see Figure 4.11). In the summer hemisphere, on 

the other hand, the change of the mass streamfunction due to ΔO3 is robust in the lower 

stratosphere, where the shallow branch is located. There, the EPFD is the main driver of the 

damping in the shallow branch (Figures 4.14 e and f). Physically, the shallow branch is mainly 

driven by breaking synoptic-scale waves at the STJ (Holton and Hakim, 2013), which is linked 

to a negative EPFD. In Figure 4.10, a significant positive change of the EPFD is diagnosed at the 

upper flank of the STJ. This means that the wave breaking is weakened and thus, the shallow 

branch is damped by the changes in the EPFD, consistent with the diagnostic in Figure 4.14.  

 

Stratospheric Water Vapor 

A change in the residual circulation results in a change in transport of tracers like water vapor. 

Stratospheric water vapor absorbs and emits longwave radiation, which has an effect on the 

heating rates and changes the temperature and dynamics (Kraus, 2004). Therefore, the impact of 

ozone on the stratospheric water vapor will be analyzed. Figure 4.15 depicts a of the influence of 

4xCO2Ctrl (Figure 4.15 a) and ΔO3 (Figure 4.15 b) on the specific humidity in the lower 

stratosphere as a function of time. The relative response and not the total response of the specific 

humidity on ozone changes is illustrated for visual purposes. 
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The major source of stratospheric water vapor is the troposphere. Transport of water vapor from 

the troposphere to the stratosphere happens through the tropical tropopause. The amount of water 

vapor entering the stratosphere is higher/lower, if the tropical tropopause temperature is 

higher/lower (Fueglistaler et al., 2005). Climatologically, the highest amount of stratospheric 

water vapor can be observed during the NH summer, when the Asian summer monsoon leads to 

enhanced water vapor trasnport through the tropical tropopause (Fueglistaler et al., 2005). After 

having entered the tropical lower stratosphere, water vapor is transported upward within the 

tropical pipe and to the extra-tropics by the shallow BDC branch. 

In addition to this, it is worth mentioning that the oxidation of methane is another source of the 

stratospheric water vapor. According to Stenke and Grewe (2005) the increase of methane over 

the last decades of the 20th century is responsible for around 30 % of the total water vapor increase. 

However, this is not important for the simulations used in the present study that are focused on 

the impact of CO2 increase and the accompanied ozone changes. 

The warming in the tropical upper troposphere in 4xCO2Ctrl (see Figures 4.3 a and b) increases 

the specific humidity in the lower stratosphere by mostly 40 to 70 %, which illustrates Figure 4.14 

a). From June to August the increase in the northern tropical belt is even 100 %. In contrast, the 

specific humidity decreases in the Antarctic lower stratosphere, which is linked with the 

systematically stronger Antarctic polar vortex isolating the polar lower stratospheric air from the 

rest of the stratosphere like a mixing barrier.  

The CO2-induced change of ozone (ΔO3) results in a 15 – 25 % drier lower stratosphere, which is 

due to the O3-induced cooling of the tropical tropopause region (see Figure 4.3 c and d). These 

results are consistent with the studies by Nowack et al. (2018) and Dietmüller et al. (2014). The 

specific humidity does not change in the SH polar region during winter.  

Figure 4.15:  Climatology of the relative response of specific humidity (colours) on 4xCO2Ctrl (a and b) and on the 

ozone changes due to 4xCO2 (c and d) in the lower stratosphere averaged between 95 and 50 hPa. The black thick line 

illustrates the specific humidity in µg/kg for pre-industrial CO2-conditions. Non-significant responses at the 95 % 

confidence level are stippled. 
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However, it has to be mentioned that the ozone effects on water vapor are probably biased to 

some degree, because the ozone field is not adjusted to the upward tropopause shift in the 

4xCO2piO3-simulation. This leads to an unphysically high ozone concentration and thus to a too 

high tropical tropopause temperature. A more detailed discussion to this impact follows in chapter 

5. 

 

4.2.4 Downward Influence on the Troposphere 

Zonal Wind  

Next, the effect of the 4xCO2 increase and of the ozone changes on the downward impact from 

the stratosphere to the troposphere will be investigated. For this, a timeseries of the zonal wind 

response between 50 and 70° S/N for 4xCO2 and for ΔO3 in the SH and NH are shown in Figures 

4.16 a, b and 4.16 c, d, respectively. The black contours illustrate the zonal wind for pre-industrial 

CO2 conditions. in m/s.  

 

Figure 4.16: Response of the climatology of zonal mean zonal (colours) on 4xCO2Ctrl (a and b) and on the ozone 

changes due to 4xCO2 (c and d) in the mid-latitudes averaged between 50 ° and 70 ° S/N. The responses are illustrated 

for the southern mid-latitudes (left) and northern mid-latitudes (right) as a function of pressure and month. Black 

contours depict the zonal mean zonal wind for pre-industrial conditions in meter. Non-significant responses at the 95 

% confidence level are stippled. 
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In summer and spring, 4xCO2 significantly weakens the mid-latitude easterly zonal winds. In the 

SH, this weakening is about 2 times as strong as in the NH. Moreover, in the NH the polar vortex 

weakens and in the SH strengthens during early winter. The increased zonal wind at the beginning 

and end of the polar vortex seasons marks that the polar vorticies are longer persistent. due to 

4xCO2. These effects are consistent with the polar vortex diagnostics in chapter 4.2.2.  

Furthermore, the positive changes at the end of the vortex season in the SH reach down to the 

troposphere and strengthens the EDJ, which is consistent with the study of Byrne and Shepherd 

(2018). Moreover, this enhancement of the SH EDJ can be seen in Figures 4.4 a and b in chapter 

4.2.1. There are also statistically significantly increased zonal winds in the SH troposphere during 

summer and autumn that propagates upward to the stratosphere in autumn 

The results above raise the question in which way CO2-induced ozone changes influence this 

effect. Therefore, the zonal wind response on ΔO3 is shown in Figures 4.16 c and d. In the 

stratosphere, the easterlies during summer are enhanced and the polar vorticies are systematically 

weakened, which is also analyzed in the chapters 4.2.1 and 4.2.2. Indication for a later vortex 

build up and earlier break down (final warming) can be obtained by decreasing zonal wind speeds 

at the beginning and at the end of the polar vortex season.  

The decrease of the zonal wind systematically extends down to the troposphere in the SH in 

November and in the NH in March. This effect leads to the conclusion that EDJ weakens by the 

ozone-induced shift of the final warming date. Therefore, the impact of CO2-induced ozone 

changes on the EDJ strength will be investigated next.  

 

Eddy-Driven Jets (EDJs) 

Figures 4.16 c and d show a downward influence of ΔO3 on the EDJ strength. Moreover, there 

were analyzed impacts of changes in the duration of the polar vortex season on the EDJ strength 

and position in various studies (see e.g. Byrne and Shepherd, 2018 and Cheppi and Shepherd, 

2019). Therefore, Figure 4.17 a) and Figure 4.17 b) depicts the climatological mean of the jet 

strength in the NH and SH for the piCtrl-, 4xCO2Ctrl- and 4xCO2piO3-simulations. The blue 

shading illustrates the standard deviation of the 4xCO2Ctrl-simulation. 

 The EDJ is strongest in spring and in SH also in autumn. 4xCO2 strengthens the SH EDJ 

systematically, which is consistent with the influence of the stronger zonal wind from the 

stratosphere to the troposphere (see Figure 4.16 a). From spring until autumn the zonal winds of 

the piCtrl-simulation is even outside the standard deviation of 4xCO2Ctrl (Figure 4.17 a). The NH 

EDJ does not show any robust changes in strength due to 4xCO2 (Figure 4.17 b), but there is at 

least a systematic stronger EDJ in autumn.  
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An impact of ozone changes on the jet strength can be seen as well. The CO2-induced 

strengthening of the EDJ is systematically damped by ozone changes in the SH in spring. This 

can be explained by the downward effect of the earlier final warming due to ozone changes (see 

Figure 4.16 c and d).  

 

 

Figure 4.18 shows in which way ΔO3 affect the position of the EDJ. This Figure depicts a 

climatology of all three simulations for the EDJ position as a function of latitude. 

Climatologically, the EDJ of the SH is closer to the pole in autumn and closer to the equator in 

winter (Figure 4.18 a). The EDJ of the NH is closer to the pole in summer and closer to the equator 

in winter (Figure 4.18 b). 

 

Figure 4.18: Climatological mean of the EDJ position in the a) Southern Hemisphere (SH) and b) the NH for the 

piCtrl- (black), 4xCO2Ctrl- (blue) and 4xCO2piO3-simulations (red) in m/s. The standard deviation of the 4xCO2Ctrl 

simulation is shown as blue shading. 

 

Figure 4.17: Climatological mean of the EDJ strength in the a) SH and in the b) NH for the piCtrl- (black), 4xCO2Ctrl- 

(blue) and 4xCO2piO3-simulations (red) in m/s. The standard deviation of the 4xCO2Ctrl simulation is shown as blue 

shading. 
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Through a higher amount by CO2, the position of the jet is shifted systematically poleward, which 

is in line with the studies by Byrne et al. (2017), Byrne and Shepherd (2018) and Ceppi and 

Shepherd (2019). That shift in the SH is even significant from December to April. Moreover, the 

time when the SH EDJ is nearest to the equator is 2 months reached later if CO2 increases. This 

is consistent with the later final warming of the polar vortex due to 4xCO2 

Now it will be analyzed how the ΔO3 impact the jet position by comparing the 4xCO2-simulations. 

Strong and significant differences cannot be identified in the NH (Figure 4.18 b). However, in the 

SH the EDJ position in 4xCO2Ctrl is systematically nearer at the equator than the EDJ position in 

4xCO2piO3 (Figure 4.18 b). This means, that ΔO3 systematically damps the CO2-induced 

poleward shift of the EDJ, which is in line with the decrease of the zonal wind at the poleward 

flank of the EDJ in the SH (see Figures 4.4 c and d). 

Additionally, the northernmost position is detected one month later, if ozone is changed. That in 

turn is not in line with the earlier final warming due to ozone changes that is analyzed in chapter 

4.2.2.  
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5 Discussion and Outlook 

The previous chapter shows the wide-ranging impact of CO2-induced ozone changes on the 

dynamics in the stratosphere and troposphere. Some of the shown results require more 

explanations or have to be put in a broader context. Therefore, in this chapter these results are 

discussed in detail.  

The CO2-induced change in the ozone field modifies the shortwave heating rates, which is 

explained in chapter 4.1.1. The response of shortwave heating in tropics and extra-tropical 

summer hemisphere is similar to the changes in the ozone field through 4xCO2. In the upper 

stratosphere and in most parts of the extra-tropical stratosphere, where ozone increases more 

shortwave radiation is absorbed by ozone. That leads to shortwave heating. On the other hand, 

the decrease of ozone in the lower tropical stratosphere causes that less shortwave radiation is 

absorbed and this results in shortwave cooling.  

The adiabatic heating due to the dynamics is only responsible for a small part of the temperature 

response (Dietmüller et al., 2014). Therefore, the significant temperature response due to ozone 

(see Figure 4.3) is proportional to the response of shortwave heating, which is influenced by the 

ozone-induced absorption of shortwave radiation as described above.  

Nevertheless, the question arises, what the relative role of the lower-stratospheric extra-tropical 

heating and tropical cooling due to ozone changes of the meridional temperature gradient and thus 

on the dynamics is. This has to be investigated in a specifically dedicated experiment.  

Water vapor is the most important greenhouse gas. Modifications in the water vapor 

concentrations affect the absorption and emission of longwave radiation and thus influences the 

temperatures and potentially the dynamics. 

The changes of ozone lead to a relative decrease of the specific humidity of around 15 – 20 % in 

the stratosphere (see Figure 4.15). This effect was also found by Dietmüller et al. (2014) and 

Nowack et al. (2018), who explained it with a lower tropical cold point temperature. Furthermore, 

Dietmüller et al. (2014) showed that the reduction of the stratospheric water vapor causes a 

damping of the climate sensitivity, which modifies the temperature change at the surface.  

However, it is worth mentioning that the stratospheric water vapor and the tropical upwelling in 

the 4xCO2piO3-simulation are probably affected by the too high ozone concentration in the upper 

tropical stratosphere. Quadrupling of the CO2 concentration lifts up the tropopause, but in the 

4xCO2piO3-simulation the ozone distribution does not change. Therefore, the ozone 

concentrations in the upper troposphere is unphysically high and thus the temperature is also too 

high in this region (Hardiman et al., 2019). This leads to a too high tropical cold point temperature 

which causes an increased water vapor intrusion into the stratosphere. Hardiman et al. (2019) 

suggest to correct this mismatch between tropopause and ozone by a redistribution of ozone. For 
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this redistribution the ozone tropopause is defined at 1 km below the thermal tropopause. At the 

ozone tropopause the ozone molar mixing ratio is set to 80 nmol/mol. The ozone of the 

troposphere is shifted to the stratosphere. 

For further investigations to this study, the above described ozone redistribution method 

according Hardiman et al. (2019) can be applied to get a more realistic cold point temperature.  

Using the redistribution method by Hardiman et al. (2019), the stratospheric water vapor 

concentrations and the cold point temperature will reduce. However, in the recent study the 

response of the temperature and of the zonal wind in the lower stratosphere is similar to Chiodo 

et al. (2017 and 2019) and Nowack et al. (2018).  

 

The temperature change in the stratosphere through ozone modifies the meridional temperature 

gradient in the lower stratosphere. In chapter 4.2.1 it is explained that this change is in line with 

the strengthening of the stratospheric easterlies in summer and with the non-significant but 

systematic weakening of the polar vorticies in winter. This negative change of the zonal winds in 

winter and summer in both hemispheres is mentioned in some studies (e.g. Nowack, 2018 and 

Chiodo and Polvani, 2019). However, the statistically significant strengthening of the 

stratospheric easterlies in summer has not yet been mentioned in past studies.  

The strengthening of the polar vorticies induced by 4xCO2 in the simulations of the present study 

with prescribed ozone fields is systematically damped by the ozone changes (see chapter 4.2.2). 

This attenuation of the polar vorticies is probably responsible for the earlier final warming due to 

ozone changes (see Figure 4.6). However, the method for the final warming detection according 

Charlton and Polvani (2007) assumes that the polar vorticies are localized at 10 hPa and 60° N/S. 

In fact, the vorticies exist at different latitudes next to 60° N/S and pressure levels close to 10 hPa. 

Therefore, a method, which detects the polar vortex by searching the latitude of maximum zonal 

wind in the mid-latitude will localize the polar voritcies more precisely. However, during a final 

warming the zonal wind in the stratosphere of the mid-latitudes rapidly and prevalently switched 

from westerly to easterly. This leads to the conclusion that another diagnostic would not detect 

different final warming dates. Moreover, the method of Charlton and Polvani (2007) is often 

applied in recent studies like e.g. Kelleher et al. (2019) and in Rao and Garfinkel (2021) to find 

final warming dates.  

 

The fact that ozone leads to a damping of the BDC acceleration is one of the key results of this 

study (see chapter 4.2.3). It has an effect on the transport of trace gases like ozone, CFCs and 

stratospheric water vapor, which impacts the thermal structure of the stratosphere (see chapter 

4.1.3). According to DallaSanta et al. (2021), the damping is caused by the cooling of the tropical 

lower stratosphere through a decrease of ozone in this region, which results in combination with 
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a tropical upper tropospheric heating in an enhancement of the tropical upwelling through a CO2 

increase (see Figure 4.12). Nevertheless, it has to note that the temperature in the upper tropical 

troposphere in the 4xCO2piO3-simulation is overestimated by the too high ozone concentrations. 

Therefore, the damping of the CO2-induced enhancement of the tropical upwelling might be 

slightly affected by the too high ozone concentration in the upper troposphere.  

Moreover, the study by Abalos et al. (2019) showed that the ozone depletion in the Antarctic 

stratosphere with accompanied cooling accelerates the BDC. That is in line with the damping of 

the BDC in case of an Antarctic stratospheric heating through a higher amount of ozone, which 

was shown in chapter 4.2.3.  

Further, it has already found out that in a simulation with interactive coupled ocean and interactive 

ozone chemistry the CO2-induced tropospheric heating is weakened (Dietmüller et al., 2014, 

Nowack et al., 2015 and Marsh et al., 2016). This in turn damps the acceleration of the BDC and 

would additionally enhance the ozone effect on the BDC if there are ozone changes due to 4xCO2. 

In a future study the impact of the Antarctic ozone hole and of an interactive ocean on the BDC 

in the EMAC simulation can be investigated and compared with the study of Abalos et al. (2019). 

For this, transient EMAC simulations with interactive chemistry have to be analyzed. Such 

investigations can be for example done with the Chemistry-Climate Model Initiative (CCMI) 

Earth System Chemistry integrated Modelling (ESCiMo) simulations (Jöckel et al, 2016).  

It was shown that ozone changes caused by 4xCO2 damp the CO2-induced poleward shift of the 

southern hemispheric EDJ. Ceppi and Shepherd (2019) found out, that a delay in the vortex 

breakdown (final warming date) is linked to a stronger poleward jet shift. The ozone changes due 

to 4xCO2 leads to an earlier vortex breakdown. Therefore, the damping of the poleward EDJ shift 

is a result of the earlier final warming date due to ozone changes.  

In addition to that, Byrne and Shepherd (2018) determine a relationship between the downward 

progression of the stratospheric anomalies from e.g. the zonal wind and the polar vortex strength 

in the SH. They state that a stronger polar vortex is connected to a later downward progression 

with a poleward EDJ shift and a weaker polar vortex is connected to an earlier downward 

progression with an equatorward EDJ shift. The ozone change through 4xCO2 systematically 

weakens the polar vortex (see Figures 4.5 c and d). Furthermore, there is a hint that the downward 

migration of zonal wind changes to the troposphere in the SH happens earlier (see Figure 4.16). 

Moreover, Byrne and Shepherd (2018) also analyzed the EDJ strength in the SH, too. They 

compare the EDJ strength from days with two differently strong polar vorticies. The conclusion 

of this comparison was, that the EDJ strength differs the most in austral spring and summer. 

Moreover, in the recent study the difference of the EDJ strength between the two different ozone 

scenarios is biggest from August to December, which is from austral late winter until early 
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summer (see Figure 4.17 a). This covers the period in which Byrne and Shepherd (2018) assign 

the strongest difference of the EDJ strength.  

The study from Ivanciu et al. (2021) investigates the effect of the ozone hole on e.g. the EDJ in 

the SH by applying a simulation with interactive ozone chemistry. They come to the conclusion 

that the ozone hole leads to an Antarctic lower stratospheric cooling especially in spring and 

summer, which results in a stronger polar vortex. Like in Byrne and Shepherd (2018), the 

enhanced polar vortex shifted the EDJ towards the pole. In the present study a prescribed ozone 

field was taken for the analysis.  

Nevertheless, further investigation of the effects of interactive chemistry on the (stratospheric) 

dynamics as it was applied in Ivanciu et al. (2021) but for the NH can be done in future studies. 

For this purpose, the CCMI ESCiMo simulations (Jöckel et al., 2016) might be used. The results 

of such analysis will be helpful for the better understanding how the Arctic ozone depletion 

influences the tropospheric dynamics. 

In summary, most of the dynamical changes in this study triggered by ozone changes are 

consistent with the results of the above described studies. Moreover, the fact that ozone changes 

damp the BDC acceleration, strengthen the stratospheric easterlies and lead to an earlier 

stratospheric final warming are the key results of the present study. These results have not been 

mentioned so far in other studies.  
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6 Summary and Conclusion 

Figure 6.1 depicts an overview of the thermal and dynamical effects of CO2-induced ozone 

changes. The thick arrows show the causal connections between these effects, where the 

minus/plus signs stand for a weakening/strengthening of the pointed processes. The thin arrows 

represent possible connections between the processes, which are not investigated further in the 

present study. Figure 6.1 can be regarded as a schematic summary of the results of this thesis. 

Additionally, a briefly written summary that answers the science questions from the introduction 

is provided. 

 

Figure 6.1: Schematic overview of the thermal and dynamical responses on CO2-induced ozone changes and the links 

between them. The minus/plus sign stand for a weakening/strengthening of the processes, which are pointed at by the 

thick arrows. Thin arrows represent possible connections between the processes that are not investigated in this study. 
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First of all, the direct thermal effects through CO2-induced ozone changes, which are shown in 

the present study are addressed by regarding Figure 6.1. These lead to the science questions which 

are asked and answered.  

Changes in the ozone field through 4xCO2 modify the absorption/emission of longwave and 

shortwave radiation. This modification cools the tropical lower stratosphere as well as the tropical 

tropopause region and warms the other areas of the summer and tropical stratosphere, which leads 

to two effects. On the one side, less water vapor from the troposphere enters the stratosphere, 

which results in a drier stratosphere. Less stratospheric water vapor influences the radiative 

heating through longwave radiation. However, this response is not investigated in detail in this 

work. On the other side, the enhancement of the meridional temperature gradient in the lower 

stratosphere is connected with an acceleration of the stratospheric extra-tropical zonal winds by 

thermal wind balance. The result is a significant enhancement of the stratospheric easterlies and 

a systematic attenuation of the polar vortices. This leads to the first question: 

• How do the polar vorticies change due to 4xCO2-induced ozone changes? 

The changes in the ozone field cause a more abrupt final warming and shorten the period of the 

polar vortices. This shortening is a result of a later vortex buildup and an earlier vortex 

breakdown. These ozone effects on the polar vorticies and on the stratospheric easterlies have not 

been analyzed before in other studies.  

Weaker polar vortices or stronger stratospheric easterlies impact the vertical wind shear, which is 

an important parameter for vertical wave propagation. This fact raises the next question:  

• Which impact do 4xCO2-induced ozone changes have on the wave properties? 

The upward Eliassen-Palm (EP) flux decreases in the summer lower stratosphere due to ozone 

changes which increases the EP flux divergence (EPFD) in the middle stratosphere. This indicates 

weaker wave breaking at the upper flank of the subtropical jet (STJ) and hence a weakening of 

the wave-mean-flow interaction, which induces an attenuation of the residual downward flow 

there. As the residual circulation in the stratosphere is a part of the Brewer-Dobson circulation 

(BDC), that brings up the following question: 

• How do 4xCO2-induced ozone changes affect the BDC and the stratospheric transport? 

The weaker upward EP flux with the increased EPFD in the summer middle stratosphere causes 

a significant damping of the CO2-induced acceleration of the residual circulation in this season 

and region. This change in the residual circulation in turn modifies the tracer transport in the 

stratosphere (e.g. water vapor intrusion). The damping of the residual circulation due to ozone 

changes has not been mentioned in past studies. Moreover, the mean age of air (AoA) increases 

due to CO2-induced ozone changes which is linked to the weakening of the BDC. Here, the AoA 
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increase is even significant in the whole stratosphere indicating at least a systematic attenuation 

of the acceleration of all BDC branches.  

Ozone changes through 4xCO2 mitigate the persistence of the polar vortices, which can be seen 

by a later vortex buildup and an earlier vortex breakdown (final warming). This leads to the 

answer of this question: 

• How does the tropospheric dynamics react on the 4xCO2-induced ozone changes? 

In the troposphere the CO2-induced poleward shift of the austral Eddy driven jet (EDJ) is 

systematically weakened by the earlier vortex breakdown. This is in line with the past studies that 

connected a later/earlier vortex breakdown with a poleward/equatorward shift of the EDJ. 

Moreover, the analysis of the downward coupling shows conclusive connections between the 

earlier vortex breakdown and the damping of EDJ poleward shift.  

Figure 6.2 depicts a schematic latitude-height cross-section of the resulting thermal and 

dynamical effects on the troposphere and stratosphere due to ozone changes for northern winter. 

In this sketch blue/red shading indicates cooling/warming and blue/red arrows or words represent 

weakening/strengthening of the respective effect.   

 

 
Figure 6.2: Latitude-height cross-section of the resulting thermal and dynamical effects on the troposphere and 

stratosphere due to ozone changes for northern winter. Blue/red shading indicates cooling/warming. Blue/red arrows 

represent weakening/strengthening of the respective effect. The grey arrows are streamers whose strength is not directly 

affected by CO2-induced ozone changes.  



6 Summary and Conclusion 

87 
 

With the help of Figure 6.2 the resulting impact on the temperature and dynamics will be shortly 

summarized. The CO2-induced ozone changes on the one side warm the extra-tropical summer 

stratosphere and the tropical upper stratosphere. On the other side, the ozone changes cool the 

lower tropical stratosphere. These thermal responses are connected to the dynamics, which can 

be seen in a statistically significant strengthening of the stratospheric easterlies and a systematic 

weakening of the polar vortex that is accompanied with a shorter polar vortex period. Moreover, 

the EP flux as well as the wave forcing are attenuated in summer. This leads to a systematic 

damping of the CO2-induced acceleration of the residual flow in the stratosphere which causes 

the higher AoA. The AoA increase is even significant in the whole stratosphere. Furthermore, the 

ozone changes weaken the CO2-induced poleward shift of the EDJ in the SH and decrease the 

amount of stratospheric water vapor.  

 

These results underline the importance of ozone with respect to dynamics in a world where the 

CO2 concentrations increase. Moreover, the recent study even generates new findings in terms of 

ozone effects in a changing climate. These new findings clarify that it is important to understand 

the impacts of ozone, otherwise the attribution of effects in climate change simulations may be 

erroneous. However, it has to note that the impact of the CO2 increase is not reversed by taking 

the thermal and dynamical ozone changes into account. Ozone changes lead only to a systematic 

and partially to even a significant damping of the CO2 effect itself. Nevertheless, a realistic 

representation of ozone distribution in climate models would have an essentially quantitative 

effect on the temperatures and dynamics. This fact can possibly modify the socio-economic 

dealing with the future challenges in the climate change. 
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