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Abstract  

A key aspect in optimising blasting operations in mining is reducing toxic species 

in post-blast fumes, notably NOx from ammonium nitrate-based mixes, which 

pose a direct threat to miners' health and neighbouring settlements. Reducing 

these pollutants can be done mainly through improving the explosive formulation 

and blasting practices which in turn require both A) an understanding of the 

physical and chemical parameters involved and B) the ability to validate any 

improvement through the direct field-sampling of post-blast fumes. A series of 

lab-based experiments on the thermal decomposition of ammonium nitrate was 

carried out with the complete quantification of each product using FTIR, µGC and 

IC. The physical parameters that varied were temperature, residence time, and 

whether to have reagents in dry or aqueous forms. The chemical parameters 

changed were the presence of oxygen gas and urea. The substantial aspect 

developed in those experiments relates to using high-heating rates believed to 

be of comparable magnitude to those occurring in blast holes in mining during 

detonation. The thesis then reports on developing and testing custom-designed 

drone sampling systems for emissions from blasting operations in mining. The 

key features in the final aerial sampling system developed (weighing ≤ 10 kg 

including drone) are i) the fast spectroscopic real-time measurement of NO, NO2, 

CO, CO2, N2O, NH3, VOCs and PM; and ii) the collection of VOCs and PM2.5 for 

post-sampling analysis using analytical techniques such as GC-MS and XRD. 

While sampling in a mine site was not possible, all samplers have been tested 

with fumes from industrial and transport sources around Perth, Western Australia 

and a blasting chamber in New South Wales.  Two smaller systems (weighing ≤ 

2 kg, including drone) sampled air toxics from urban sources. 
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CHAPTER 1 

1. Introduction 
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1.1. Background 

The chemical stability of the atmosphere is vital to the continued existence of all 

complex life forms on Earth  [2-4]. The biosphere and atmosphere mutually 

interact through the bidirectional flows of oxygen (O2) [5, 6], carbon dioxide (CO2) 

[7], and nitrogen (N2) [8] involved in biogeochemical cycles. The chemical stability 

of the atmosphere also plays a crucial role in its physical stability, which in turn 

maintains life-preserving temperatures on the Earth's surface [9, 10] and the 

cyclic worldwide distribution of life-sustaining water (H2O) [11].  

Air's chemical composition also enables fire to occur naturally, yet another 

resource playing a pivotal role in biogeochemical cycles [12]. However, complex 

life forms also risk suffering or dying when their biochemical systems fail to adapt 

quickly enough to abrupt geochemical changes in their environments caused by 

combustion processes [13]. These geochemical disturbances in the atmosphere 

also cause or otherwise intensify life-threatening phenomena such as acid rain, 

opaque smoggy weather, climate change, and stratospheric ozone layer 

depletion [2, 13-19].  

Air pollution is the harmful or excessive influx of gases and aerosols in the 

environment, which shifts the state of the atmosphere from being life-sustaining 

to life-threatening [13, 15-17]. Air pollution kills an estimated 8 million people each 

year [20]. Acute health effects in humans and many animals include skin and eye 

irritation. The respiratory system is affected through irritation, inflammation, 

shortness of breath, infections, allergic reactions, asthma attacks and suffocation 

that can lead to impairment or death [21-23].  

Chronic health effects include an increased likelihood of developing respiratory, 

heart and brain diseases as the air pollutants can pass into the bloodstream and 
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ultimately through the blood-brain barrier [21-24]. Harmful genetic mutations may 

arise, causing cancer in living cells [2, 13, 21-23]. Some health conditions occur 

independently of air pollution but may become more frequent or severe because 

of it. For example, there is a link, bearing high stakes for the world plagued by 

the COVID19 pandemic, between air pollution and the increased transmissibility 

and lethality of Severe Acute Respiratory Syndrome (SARS) coronaviruses [25-

31].  

Air contaminants are emitted from three major types of sources: biogenic (i.e. 

natural and living), geogenic (i.e. natural and non-living), and anthropogenic (i.e. 

specifically human-made) [18]. We can also distinguish between combustion and 

non-combustion sources. Non-combustion sources of air pollution are much less 

toxicologically significant and common than combustion sources are. Combustion 

sources of air pollution are much more toxicologically substantial in terms of the 

high concentration and high toxicity of the emissions they release within short 

periods [19]. 

Geogenic combustion sources include lightning, where N2 is thermally oxidised, 

producing nitrogen oxide (NO) and nitrogen dioxide (NO2), commonly known as 

nitrogen oxides (NOx) [14, 32]. Trace amounts of carbon monoxide (CO), nitrous 

oxide (N2O) and ozone (O3) are also formed [33].  Volcanic activity thermally 

destroys geological matter, producing mainly H2O, CO2, sulphur dioxide (SO2), 

hydrogen sulphide (H2S) and hydrogen chloride (HCl) [34]. Forest fires thermally 

decompose biological matter, producing mainly CO2, CO, NOx, ammonia (NH3), 

volatile organic compounds (VOCs) and particulate matter (PM) [35].  

Atmospheric scientists have determined that these natural sources introduce 

many contaminants into the atmosphere globally. However, environmental 
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scientists have also pointed out that these emissions are considered a regular 

aspect of life on Earth.  Sooner or later, natural air pollution sinks bring 

atmospheric contaminants down to safe equilibrium amounts tolerated by most 

living things [18, 19, 36].  

Over billions of years, the Earth underwent chaotic geological changes drastically 

affecting the atmosphere's composition.  During stabilisation that began hundreds 

of millions of years ago, such drastic changes gradually decreased to allow 

complex life forms to thrive [4].  Explosive volcanic activity and raging forest fires 

are still happening at more minor scales. Many plant species that thrive in areas 

prone to such geogenic combustion sources would have developed 

morphological, physiological and behavioural fire adaptions.  Most animals, on 

the other hand, being mobile, would have developed primarily behavioural 

adaptions to sense and flee these phenomena, avoiding the toxicological threat 

altogether [37-40]. As a result, most of today's animals, including humans, that 

risk being exposed to large concentrations of these toxic combustion emissions 

have minimal biochemical adaption to be toxicologically resilient against them.  

However, we humans are probably the only animals who would have acquired 

the extraordinary ability and desire to interact with and control combustion 

processes to extract, produce, and consume resources [36-38, 41, 42]. As a 

relatively high source of spontaneous but controllable energy release, the pre-

historic discovery of woodfires has been pivotal in our development as a species 

[38, 42, 43]. It remains the primary source of combustion for many communities 

globally. Toxic compounds from burning biomass in dwellings were probably one 

of the first occupational hazards humankind suffered from [2, 44].  
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Nowadays, anthropogenic combustion sources of air pollution occur mainly in 

households, industrial facilities, power plants, transportation engines, waste 

disposal facilities, and burning vegetation for changed land use or agricultural 

purposes [16]. Only decades ago, harmful emissions from these sources began 

to be appropriately quantified and mitigated through well-researched and 

enforceable mitigation procedures [45]. One less commonly reported 

anthropogenic combustion source of air pollution, but still very toxicologically 

important, is blasting operations in mining [46-49].  

Mining is yet another vital aspect of our existence as humans, beginning as early 

as 450,000 years ago through the rudimentary digging of materials for tool-

making. In the last thousand years, the industrial extraction of materials created 

previously unimaginable wealth acquisition and transformed human societies into 

great civilisations [50]. Around 400 years ago [51], in the defining period that 

would lead to the first industrial revolution [52], explosive combustion phenomena 

began to be explored for rock breakage and upheaval of overburden [46-50]. The 

most significant advancement in mining history was the invention of dynamite in 

the 1860s by Alfred Nobel [53]. This discovery occurred when the first industrial 

revolution had reached its maturity. The resulting increased extraction rates of 

minerals from underneath the Earth were very beneficial to the second industrial 

revolution, also known as the Technological Revolution, in the late 19th century 

[50, 54]. At around the same time mining was experiencing these significant 

breakthroughs, anthropogenic combustion had just experienced its breakthrough 

with the widespread extraction and use of fossil fuels [55]. The extraction of fossil 

fuels for high energy applications and the continued extraction of minerals 

synergistically interacted through the industrial revolution, accounting for most of 

the technologies we utilise nowadays [56].  
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However, in as much as the intensive use of anthropogenic combustion led to 

many drawbacks, the resulting intensified mining activity was no different. 

Accidents and health problems encountered due to blasting operations have 

proved to be notoriously fatal in the past. However, the mining industry has made 

considerable efforts to minimise such casualties and fatalities in recent times [46, 

57-59]. Causes of injury, whether fatal or not, include hazards associated with 

chemicals used, unexpected or uncontrolled explosions, air blasts, fly rock, 

overbreak, noise, and harmful emissions [46, 48, 58-61].  In the last century, the 

mining industry moved towards the much safer ammonium nitrate-fuel oil (ANFO) 

mixes and remains today's preferred blasting agent.  However, harmful emissions 

resulting from the detonation of these blasting agents remain another problem to 

be resolved in the mining industry [62-64].  

The most significantly toxic emissions are NOx produced from ammonium nitrate, 

the bulk component of ANFO mixes. NOx is, therefore, highly scrutinised and 

monitored by the mining industry and regulatory authorities because they pose a 

direct threat to the health and lives of miners [61, 64-66]. Of almost equal concern 

is the emission of CO from the incomplete combustion of fuel oil [63, 65]. Other 

less abundant and less toxic species, including irritant NH3 and asphyxiants CO2 

and N2O, are of lesser concern [62, 66-69].  

SO2 and H2S may form in relatively small amounts from the sulphur content of 

the fuel oil component of ANFO, but VOCs are expected to be formed in 

quantities that may be beyond the safe limits at a given time and region of the 

post-blast area. Most of them are destroyed during the detonation process, 

although the remaining amount carries the risk of causing cancer with long-term 

exposure [65].  In addition, from the reactions between nitrogen products and fuel 

oil organic components, several harmful nitrogenised VOCs can be formed by 
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considering similar combustion processes [70-74]. Aerosols are expected to be 

formed, namely: undetonated trace explosive residues [75], mineral dust  [58, 63] 

and fuel-oil derived PM2.5 [65]. In addition, these aerosols can act as matrices 

able to host and carry toxic gaseous species or heavy metals.  Once hosted in 

the matrices of the aerosols, these toxic substances are then able to reach into 

parts of the body, such as the brain, leading to modern diseases [65].  

1.2. Rationale 

The health hazards and environmental disturbances caused by accessing and 

using the Earth's geological resources in mining preoccupies most of today's 

generation. Reducing or stopping extracting and consuming those resources can 

be hard [36, 56, 76-78]. Since the Industrial Revolution, humans have achieved 

previously unimaginable economic development thanks to these geological 

resources [36, 56, 79, 80]. It is thus challenging to stop or drastically reduce the 

rising demand and supply of geological resources for many economic, social, and 

political reasons [76, 81]. Rising populations depend on them for new 

development projects, and higher living standards depend on them for new 

technologies [36, 56, 76-78, 82].  

As arguably the most problematic geological resource, fossil fuels are expected 

to remain the dominant energy source within this century [83]. However, coal has 

been predicted to last only around 100 years, while oil and gas have no more 

than 30 years to reach a point of sufficient depletion that will end their commercial 

use in the manner we are accustomed to now [84]. Fossil fuels are undoubtedly 

unsustainable in terms of being both non-renewable as a resource and polluting 

as a fuel. However, they can be a part of the sustainable transitional shift towards 
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renewable energy sources [85] and remove economic constraints to provide 

cheap power to material recycling and recovery facilities.  

The demand for mineral resources is becoming more critical with the rise in new 

technologies and modern modes of living that depend on them [56, 86]. That 

would include even the new sustainable technologies and modes of living 

themselves. One good example is lithium extraction, a critical metal increasingly 

used in renewable energy storage technologies [86].  

While the world keeps on arguing over the continuation of mining [36, 56, 76, 77], 

there are good ethical and socio-economic reasons to mitigate the hazards 

associated with the continued extraction of geological materials until they 

eventually deplete in decades or centuries to come [84, 87].  Sustainability 

practitioners advocate for research, innovation, development and implementation 

of occupationally safer, environmentally friendlier, and economically more 

efficient extraction and consumption practices of resources [56, 77].  

Over the last decades, there has been much investigation and enforced practices 

to monitor and mitigate harmful emissions arising from fossil fuel combustion 

processes and the consumption of other geological materials [45, 80]. However, 

the extraction of fossil fuels and other geological materials rely significantly on 

blasting operations.  Research addressing harmful emissions from mining 

blasting [60-64, 66-69] is recent and sparse and probably explains why the 

problem is ongoing. In particular, the mining industry is concerned because these 

emissions pose an occupational hazard to miners themselves and are sometimes 

a nuisance to nearby settlements, usually inhabited mainly by miners and other 

people whose work depends on the industry [62-64].  
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 In view that sustainability should be in the interest of both the consumer and the 

producer [88, 89], accordingly, the ability to monitor the formation of these 

emissions and validate ways to mitigate them is key to optimising the 

sustainability of blasting operations in mining  [61, 64].   

1.3. Aims and objectives  

This study investigates the formation and mitigation of toxic emissions from 

blasting in mining by developing suitable and practical methods possible within 

the normal tenure of a doctoral student candidacy and within cost and logistical 

constraints imposed thereof. 

The specific objectives are to: 

1. Review the existing knowledge regarding the formation and mitigation of 

emissions from blasting operations in mining 

2. Review the existing techniques of investigation of toxic emissions that apply 

or can be applied to blasting operations in mining 

3. Develop improved or new methods to study the formation and reduction of 

emissions under experimental laboratory settings with controlled variations  

4. Apply methods developed in 3. to perform experiments with safe and allowed 

reagents used in blasting mixes and present the data that can predict the 

actual concentration of emissions and their variation with changes in chemical 

and physical parameters on-site.     

5. Develop improved or new field sampling methods that can monitor the 

formation and reduction of emissions as they occur in-situ in the mines.  

6. Test those new methods in 5. beginning with laboratory bench testing, then 

from stationary and mobile sources around the university, then from blasting 

chamber facilities, before ultimately deploying them in mine sites.  
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1.4.  Structure of the thesis 

Chapter 2 reviews the existing knowledge regarding the formation and mitigation 

of emissions from blasting operations in mining. The review is sufficiently 

informative to derive helpful information for addressing the aim of the thesis. It 

also elaborates on existing investigation techniques of emissions that apply to 

blasting operations in mining, focussing mostly on experimental techniques.  

Chapter 3 covers the methodology employed for the laboratory-based 

experimental investigation.  It presents the various materials and steps involved 

in developing experimental methods. These methods quantify the thermal 

decomposition products of chemicals employed in blasting agents at high-

temperature and under high-heating rate conditions.  

Chapter 4 presents the application of an experimental method described in 

chapter 3 to study the thermolysis of ammonium nitrate and its oxidation. Thermal 

decomposition products are fully quantified. The deduced stoichiometric 

coefficients in the global decomposition equation and their emission factors are 

reported.  

Chapter 5 presents the application of experimental methods described in chapter 

3 first to demonstrate the ability of urea under such experimental conditions to 

reduce NOx via the selective non-catalytic reduction (SNCR) process. It then 

presents the combined ammonium nitrate and urea (UAN) solution to produce 

less NOx than the thermolysis of ammonium nitrate, thereby proving to be a 

valuable mitigation chemical agent employed in ANFO emulsions in industry.    

Chapter 6 reviews and compares the air sampling approaches and existing aerial 

air sampling systems, focusing on air samplers employed in great detail. 
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Chapter 7 summarises the underlying methodology employed in developing the 

various aerial sampling methods described in chapters 8 and 9.  

Chapter 8 reports the developed aerial sampling system dedicated to air toxics. 

It also presents the performance test results for ground and aerial sampling of air 

toxics from mobile and stationary sources in Perth, WA.  

Chapter 9 reports on the features of a multipollutant aerial sampling system built 

from the design presented in chapter 8 to include small spectroscopic devices to 

measure NO, NO2, N2O, NH3, CO and CO2. Sample test results are reported from 

testing with calibration gases and exhaust gases of a blasting chamber in NSW. 

The aerial system incorporates PM and VOC sampling and is this complete, 

single, most comprehensive aerial system.  

Chapter 10 delivers the conclusions of this study and the recommendations that 

follow for further studies. 
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CHAPTER 2 

2. A Review on the Investigation of the Formation and 

Mitigation of Emissions from Blasting in Mining 
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2.1. Background 

2.1.1.  Blasting operations in mining 

Accessing minerals beneath the earth’s surface generally requires excavation 

work to remove overburdened structures. This, in turn, often relies on the 

application of blasting operations for rock breakage and upheaval [46-49]. 

The practising blasting engineer needs to have an in-depth knowledge of how the 

blast design parameters and blast initiation practices affect the resulting 

explosion. The blasting process must be kept economically productive and under 

control as much as possible [46, 47, 90]. For example, on the one hand, high 

enough explosive energy is required to have small enough rocks in the resulting 

muck pile to manage downstream operations efficiently. At the same time, using 

the minimal amount of explosives keeps purchasing costs to a minimum, reduces 

energy losses to unintended processes and prevents unwanted damage [90-92].  

The performance of the blasting process relies on the detonation velocity, which 

is dependent on explosive selection, confinement, and charge size [48]. The 

confinement level and charge size are normally decided on-site based on blast 

design parameters. Sustainable explosive selection requires more consideration 

as it depends not only on performance and economic factors but also on safety 

and environmental impact factors [46]. Accidents and health problems 

encountered due to blasting operations have proved to be notoriously fatal in the 

past, although in recent times, the mining industry has made considerable efforts 

to minimise such casualties and fatalities [46, 57-59]. Causes of injury, whether 

fatal or not, include chemicals used, unexpected or uncontrolled explosions, air 

blasts, fly rock, over break, noise and harmful emissions [46, 48, 58-61].   
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Research in improving the performance of explosives include using better 

ingredients or using existing ones in better forms that have improved detonation 

velocity performance, sensitivity, density, porosity, specific energy, shelf life, 

water resistance and rheology[59].   

Harmful emissions from blasting operations is a recurrent problem in the mining 

industry. For instance, the Australian government expects mine sites to report on 

concentration estimates for toxic emissions from their activities [93]. Typical 

emissions monitored are predominantly NOx and CO and NH3, SO2, PM10, VOCs, 

heavy metals (as part of particulate matter). Besides the usual mobile and 

stationary sources associated with almost every industry, a significant share of 

these pollutants also come from post-blast fumes in the case of mining activities. 

[61-66, 69, 93-103]. NOx, NH3 and SO2 being water-soluble acidic and alkaline 

gases, lead to immediately felt respiratory complications through mucous 

membrane irritation [104]. CO can be directly toxic as a gas through its 

combination with haemoglobin to form carboxyhemoglobin, leading to chemical 

asphyxiation and hypoxia [105].  As for particulates and VOCs, they may have 

immediately felt irritating effects. However, the long-term effects such as cancer 

or specific chronic and complex respiratory, cardiovascular and brain diseases 

can be of much more concern [106-117].  

Although in now arguably smaller quantities than what they used to be in the past, 

they still pose health threats to workers and downwind populations. In addition, 

emissions from post-blast fumes also affect the local ecosystems and have a 

considerable share in geochemical disturbances in the atmosphere [62-64]. The 

ability to investigate those emissions, and modify the explosive formulation or 

blasting practices, is key to optimising the sustainability of blasting in mining.  
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2.1.2.  Ammonium nitrate as a main blasting agent in mining 

Explosive products can be classified based on whether they detonate with a test 

blasting cap [49, 118]: 

• Low explosives are those that will deflagrate when caused to detonate 

(e.g. black powder and igniter cords); 

• High explosives are sensitive enough to detonate with a blasting cap, 

even when unconfined (e.g. dynamite);  

• Blasting agents are those that are not normally sensitive enough to be 

detonated by a blasting cap when unconfined but will detonate through 

some more powerful initiation technique and confinement (e.g. ANFO and 

certain water gels)   

In blasting in mining, blasting agents are the chief material used, and high and 

low explosives are used in small quantities only to cause detonation. A blasting 

agent is usually a material that consists of a fuel and oxidizer [118]. Ammonium 

nitrate (AN) is the key oxidiser used in blasting agents involved in mining 

operations [119, 120]. For example, in 2014, AN-based explosives represented 

99% of the U.S. industrial explosive sales [49]. AN can be used as prilled solids, 

grained solids, or solution form [49].  

AN is used mostly in its prilled form as the main ingredient of modern mining 

blasting explosives [119], and the physical properties of ammonium nitrate prills 

such as particle porosity, density, size and shape have been widely studied 

already [120]. AN prills may be produced with different characteristics in explosive 

formulation, especially regarding its density and porosity [121, 122]. Higher 
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density AN prills have been claimed to provide greater detonation velocities than 

low density porous AN prills [120].  

Before mixing them with fuel, AN prills are typically coated with various possible 

substances to increase the retention of time of the fuel on the prills [120, 123, 

124]. One study done in 2010 examined the different kinetics and surface 

interactions occurring when AN prills coated with limestone and dolomite powder 

are thermally treated [125].  

AN is normally mixed with various fuels, modifiers and sensitisers to form an 

explosive mixture that can be readily detonated [65, 119, 120]. These explosives 

can vary in the specific formulation and physical form [49, 59] and can be 

packaged in pre-mixed forms or as raw ingredients to be mixed on-site [49, 65]. 

The major explosive blends used in mining include dry mixes, emulsions and 

slurries (or gels) [46, 49, 120]. 

Dry mixes will include the so-called Ammonium nitrate fuel oil (ANFO) [120], 

which is the combination of AN as an oxidiser and fuel oil as the fuel component, 

typically in the stoichiometric ratio of  94.5% AN and 5.5% FO [119].  Ammonium 

nitrate fuel oil (ANFO) represents more than half of all blasting explosives used 

in the mining industry [120] and is used practically everywhere in the open-cut 

coal mining industry [61]. ANFO can be sold under different grades with variations 

in density and blended with slurries (gels) and emulsions [49]. 

Blasting slurries or gels essentially consist of a mobile mass of ammonium nitrate, 

sensitisers, water-soluble thickening agents and water that will ensure travel of 

the shock wave through the explosive mixture during detonation [120]. Emulsions 

include water-in-oil mixtures and oil-in-water mixtures [120]. Emulsified and 



17 
 

gelled explosives find specific use in wet blast holes [59], where reduced 

performance is habitually observed using a dry blasting agent.  

Besides reducing harmful emissions, research in improving the performance of 

AN-based explosives includes using better ingredients or using existing ones in 

better forms that have improved detonation velocity performance, sensitivity, 

density, porosity, specific energy, shelf life, water resistance and rheology [59]. 

2.2. Emissions from blasting operations 

2.2.1.  Inorganic gases 

The two most significantly toxic emissions are NO2 and NO, denoted as NOx. 

These are highly scrutinised and monitored by the mining industry and regulatory 

authorities because they pose a direct threat to the health and lives of miners [61, 

64-66]. The Department of Environment and Energy (DEE) provides in the 

National Pollution Inventory (NPI) emission factors for NOx and some measures 

of modifying them according to characteristics of the explosion [65]. For ANFO, 

the current NOX emission factors range from 1.4 kg t-1 for a branded ANFO to 8 

kg t-1 for the on-site mix [65]. Both NO and NO2 are toxic gases [67], although 

NO2 is several times more toxic than NO [62, 64], making NO2 the most toxic 

emission [60, 62]. The yellow, orange, reddish-orange and brown colours 

observed in post-blast fumes are attributed to varying levels of NO2 [62, 64, 67]. 

In huge blast operations involving millions of pounds of ANFO, NO2 fumes may 

take several minutes to be dispersed and thus are more likely to drift beyond 

allowed boundaries [62, 67].  

Of almost equal concern is the emission of CO [63, 65]. The NPI provides 

emission factors for CO and ways to modify them according to the characteristics 



18 
 

of the explosion [65]. For ANFO, emission factors for CO vary from 8 kg t-1  for a 

branded ANFO to 34 kg t-1  for an on-site mix [65].   NH3 is also known to be 

produced from AN-based explosives [62, 66]. CO2 is an expected product of 

detonation [66] but would become an occupational hazard only if ever miners 

would experience prolonged exposure at high concentrations (>10%) [126]. 

Detonation gases that have been monitored in past studies include other species 

such as HCN, N2O and solid carbon as C [62, 67-69]. Nitric acid (HNO3) is 

expected to be produced [66], although the DEE believes it to be destroyed during 

the detonation process [65].  The investigation of the concentrations of such 

emissions could be determined to determine if they significantly survive the 

detonation process.  

A Queensland report on the prevention and management of blast fumes mentions 

that, in case of exposure, NOx should be reported to a doctor as being comprised 

of not just N2O, NO and NO2 gases but N2O4, N2O3 and N2O5 as well [66]. This 

species would also be of fairly low concentration, and determining their 

concentrations could determine the extent of their toxicological threat.   

SO2 has an emission factor of 0.06 kg t-1 for an on-site ANFO mix [20], and this 

is normally due to the sulphur content of the fuel oil used. Likewise, H2S may be 

produced, although it is more likely to be observed when sulphur is used in the 

explosive formulation [62]. For instance, the NPI lists H2S emission factors for 

black powder, smokeless powder, dynamite and TNT [65]. Hence gases such as 

SO2 and H2S or even HCl are to be analysed provided the explosive formulation 

contains significant amounts of sulphur or chlorine, respectively [68]. 
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2.2.2. Organic gases 

The DEE estimates that the use of FO could lead to the possible emission of 

volatile organic compounds (VOCs), including benzene, butadiene, cumene, 

cyclohexane, ethylbenzene, n-hexane, styrene, toluene, xylene and total VOCs, 

as listed in the NPI. However, the DEE also believes that these are normally 

destroyed during detonation [65].   

It is very likely nitrogenated organic compounds are formed, given how the 

composition and conditions of the detonating reacting mixture could match those 

required to produce nitrogenated compounds, as overviewed in the relevant cited 

chemical literature: 

• Nitro compounds such as aliphatic nitro compounds (e.g. nitromethane) [72];  

• Organic nitrates such as peroxyacetyl nitrates (PANs) [73, 74];  

• Nitroso-compounds such as C-nitroso compounds (e.g. nitrosoalkanes) and 

N-nitroso compounds (e.g. nitrosamines) [71]; and  

• nitrogenised dioxin-like species [70]. 

Recently, the mechanisms that lead to the formation of the reactive nitrogen 

species were explored in a critical review on the emission of NOx from explosives 

used in mining [103]:  During unbalanced detonation, species such as HNO2, 

nitro- and nitroso- hydrocarbons are formed as reaction intermediates. Additional 

species are formed from nitrosating reactions during the gassing processes in 

emulsions. The participation of sulphur species in these reactions has also been 

accounted for in the study.  
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2.2.3.  Particulate matter 

The third major pollutant from blasting operations is dust [63]. For example, dust 

can be generated as silica dust and coal dust [58]. 

The particulate matter collected could lead to the detection of many common 

species. The NPI lists heavy metal compounds that may be emitted, including 

antimony, arsenic, cadmium, chromium(IV), copper, lead and zinc [65] which 

could be in mineral dust. Besides dust, one other important source of particulate 

matter is undetonated trace explosive residues [75] that survive the detonation.  

Also, the DEE believes that PM2.5 can originate from the combustion products of 

the blasting operation [65]. These could be the non-volatile, semi-volatile, and 

condensable organic compounds forming or surviving after the detonation and 

then agglomerating into airborne aerosols. For instance, there might be 

environmentally persistent free radicals accumulating on the mineral components 

of PM2.5 [127]. It is also very likely that besides black carbon being formed as 

soot, brown carbon is formed from the combustion products of organics. In the 

last decades, the need for increased research on brown carbon has been felt 

[128]. It has been reported that there is a general lack of location- and source-

specific emission factors for brown carbon [129]. 

2.3. Contributing physical and chemical factors 

A schematic diagram showing the detonation of blasting agent in a typical blast 

hole configuration as used in mining applications is shown in figure 2.1.  

Most of the frequent explanations for the formation of toxic emissions explain how 

NOx is formed from the detonation of AN and FO mixtures [61, 64, 69, 102, 103, 
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130]. However, for practical purposes, these same explanations could be useful 

to understand the processes governing the formation of other emissions.  

 

 

Factors affecting NOx fume generation in blasting operations include:  

1. Inappropriate blast design parameters [64] (e.g. hole size used [65]) 

2. changes in bulk material during storage [61] and sleep time effects [64]; 

3. confinement effects [64] such as product pre-compression [66], use of long 

explosive columns and lack of confinement due to weak overburden [67]; 

4. priming method used [65, 66]; 

5. other on-bench practices [64]; 

6. presence of water [61, 64, 66, 67]; 

7. presence of geological materials in blast holes [65], such as minerals [61], 

including pyrite [66]. Other geological materials in blast holes include 

sandstone, shale, limestone, dolomite, and granite mud and silt [48]; 

Figure 2.1 Detonation of blasting agent mixtures in a blast hole 
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8. presence of other impurities such as acidity in soils [66]; and 

9. product formulation [64-67], including the use of additives [65, 67].  

To simplify these factors in a meaningful way, we categorise them as per whether 

they are related to the explosive formulation or on-site use of the products. 

Another important distinction between some factors is that they may sometimes 

be imposed by nature and hardly be controlled.  

Figure 2.2 below summarises this useful categorisation of factors.  

 

It can be noticed that factors 1 to 8 are mostly influenced by on-site conditions 

and choices. The influence of factors 1 to 8 can be reduced by modifying factor 

9 (explosive formulation) at the development and manufacturing stages to make 

the explosive more fume-resistant depending on the applications.  

The most common explanation for the influence of factors 1 to 9 is the extent to 

which they affect the chemical and physical parameters of the detonation 

process, where they cause misbalances in oxygen-to-fuel ratios [64, 66]. This 

leads to non-ideal detonation conditions [64, 67].  

Under ideal detonation conditions, AN and FO would react as follows [61, 64]: 

Figure 2.2 Categorisation of contributing chemical and physical factors 
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(1)          3𝑁𝐻4𝑁𝑂3 + 𝐶𝐻2  → 3𝑁2 (𝑔) + 𝐶𝑂2 (𝑔) + 7𝐻2𝑂    

Non-ideal detonation results in the formation of CO and NO [61, 64]:  

(2)          2𝑁𝐻4𝑁𝑂3 + 𝐶𝐻2  → 2𝑁2 + 𝐶𝑂 + 5𝐻2𝑂               

(3)          5𝑁𝐻4𝑁𝑂3 + 𝐶𝐻2  → 4𝑁2 + 2𝑁𝑂 + 𝐶𝑂2 + 7𝐻2𝑂              

Upon mixing with air, NO oxidises to NO2  [64, 67], typically as follows [61, 64]: 

(4)          2𝑁𝑂 + 𝑂2 → 2𝑁𝑂2         

When and where the conditions for detonation reactions are not met, the high-

heating conditions favour deflagration over detonation of the explosive material, 

leading to a different chemical regime of the formation of emissions [64, 67, 103, 

131]. Much work has been done on the thermal decomposition of ammonium 

nitrate, its various characteristics and other substances influencing this process 

[132-134]. A review covering most of the studies in the literature is found in [135]. 

However, recent researchers in the field [64, 103] state the differing views across 

the literature and how the process remains unclear in 2017 [103]. 

2.4. Ways of investigating emissions from blasting  

2.4.1. Detonating samples of blasting mixes in blast chambers 

Blast chamber tests can investigate the effect of confinement, moisture, and 

explosives formulation on fume production and validate results predicted by 

computer models [68]. Quite a few studies [62, 67, 68] were carried out where 

blast chambers were used to investigate the fumes produced from blasting 

agents. The first suitable chamber was developed in 1997 [68]. A study focused 

on the detonation properties of AN prills in ANFO [136]. 
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Blasting chambers generally used for explosives tests may not always provide 

the necessary conditions to cause blasting agents to not fully detonate, leading 

to the wrong interpretation of noxious fumes produced if used for such purposes 

[68]. To solve this problem, the following changes have been implemented in 

such studies [62, 67, 68]:  

• Larger charge sizes, for example, up to 4.5 kg instead of around 100 g  

• Heavy confinement, for example, through the use of steel pipes  

• Use of Boosters, for example, Pentolite   

Results from blast chambers and their related simulation models come with 

limitations, such as not being representative of actual blasts [61]. For example, 

following detonation, a circulating fan can be used to homogeneously mix the 

fumes formed in the chamber [68]. It is normally assumed that reacting materials 

are well-mixed.  Yet,  local concentration fluctuations exist within the actual fumes 

as atmospheric mixing is not instantaneous [137]. Also, evaluation blast chamber 

experimental data once showed NO oxidation was solely attributed to O2 [62]. But 

NO can be converted to NO2 through the oxidising power of the chemical 

equilibrium systems of the atmosphere involving other species than just O2 [138], 

which are not likely to be significantly present or accounted for in blast chamber 

studies. 

By measuring emissions coming straight out of blast chambers, emissions factors 

have been deduced for the following gases: NO2, NO, NH3, CO, CO2, H2, N2, CH4   

[62, 67, 68].  

2.5. Thermal decomposition studies with TA-EGA  

Measuring and controlling all the parameters and concentrations of emissions 

during detonation in a blast chamber can be difficult. Instead, the thermal 
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decomposition of the explosive material, mainly ammonium nitrate, can be more 

easily done using thermal analysis (TA) methods employing dynamic heating 

conditions in a stream of air or inert gas to simulate the high-heating conditions. 

Evolved gas analysis (EGA) can be used to quantitate emissions. 

One study done in 2010 examined the different kinetics and surface interactions 

occurring when AN prills coated with limestone and dolomite powder are 

thermally treated [125]. From this study, it can be learnt that a thermal method of 

investigation has been used with parameters recorded being the mass of AN 

used, mass concentration of added substances, temperature, chemical 

composition and specific surface area. 

Thermogravimetric analysis (TGA) is a thermal method of investigation. 

Substances are exposed to high temperatures in a furnace to characterise them 

in terms of physicochemical properties associated with weight changes. Weight 

changes can be due to vaporisation, sublimation, second-order phase transitions, 

absorption, adsorption, desorption, chemisorption, desolvation, decomposition, 

oxidative degradation and solid-gas reactions. Those changes excluded from the 

list are crystalline transitions, fusions, and solid-state reactions that do not result 

in weight changes [139]. This method will generally require that the furnace be 

equipped with instruments that can precisely measure and control the weight and 

temperature so that the thermogravimetric curve may be generated for 

comprehensive analysis [139]. 

Differential thermal analysis (DTA) is another method of investigation involving 

detecting phase changes by measuring the temperature difference between the 

substance under investigation and a reference material placed side by side. The 

measured temperature difference will increase at the start of a phase change and 
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will decline once a phase change involving the absorption or release of heat is 

complete [140]. This method will require the furnace to be equipped with precise 

synchronous measurement of temperature in both the sample and reference over 

time to obtain a differential heating curve from which the temperature, heat, and 

rate of transformation can be derived [140]. 

The gaseous products formed from the furnace can be identified and quantified 

using suitable analytical equipment in real-time. A common example is Fourier 

Transform Infrared spectroscopy (FT-IR) which can analyse species with an IR 

signature [141].  

A hyphenated method can be employed. This involves coupling the instruments 

mentioned above, complementing each other to analyze as completely as 

possible [142]. For example, TGA-FTIR [141] and TGA-DTA-FTIR [143]. The 

latter has been used in the study mentioned about AN prills [125]. Some studies 

use TGA/DTA-FTIR-MS coupling, adding mass spectrometry (MS) as an 

analytical tool for studying more complex products [144]. Gas Chromatography 

(GC) can also be integrated into such techniques where the separation of the 

products formed is required for quantification [141]. Surface observation can be 

made using a scanning electron microscope [125].  

The existence of the five polymorphic modifications of AN and some of the 

possible phase transitions that occur at various temperatures affect the 

mechanical integrity during storage and, in turn, the thermochemical behaviour 

during decomposition [145]. Increasing the phase stability of ammonium nitrate 

is one way that can help prevent undesired gas-generating processes during 

combustion [145]. Researchers have studied how transitions occur [146], how 

phase-stabilisation can be achieved by adding minor additives [125, 145] and 
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how the kinetics of thermal decomposition of phase-stabilised AN differ [125, 

147].  

2.5.1. Thermal decomposition studies with high heating rate methods 

Fig. 2.3 below summarises the thermal decomposition studies with high heating 

rate methods we have found in the literature where the following techniques have 

been used: captive sample techniques [148]; heated wire [148, 149]; laser [148, 

150, 151]; entrained flow reactors [148, 152, 153]; TDSC [154-162]; drop method 

[153] :

 

Figure 2.3 Thermal decomposition studies with high heating rate methods 

In the heated wire experiment by [149], the emission from the powder studied 

was visualized using a high-speed video camera (MotionPro 500 by Redlake), 

operated at 500 fps. Before ignition, the coating surface was darker than the 

heated filament. The ignition instant was registered when the powder became 

brighter than the heated filament. 
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The study by [150] was the study of the HAN decomposition process: high power 

CO2 laser (up to 10000 K/s and heat flux 400 W/cm2) thermolysis and laser-

assisted combustion coupled with analytical tools such as analytical tools as FTIR 

and TQ-MS were used to study decomposition products of HAN.  

The study by [151]  applies laser heating to ammonium nitrate/fuel mixtures. The 

same study discusses the need to have high heating rate experiments instead of 

the more familiar low heating rate experiments of DSC, DTA and TGA (limited to 

10 K/min to 20 K/min). This can allow the investigation of complex thermal 

behaviour, as volatile fuel components, decompose and vaporize before reaching 

the sample preselected steady-state temperature. The sample composition then 

may not be representative of the expected thermal behaviour. Thus, higher 

heating rates must attain higher temperatures before significant substance 

decomposition and chemical reactions. 

When choosing the high heating rate techniques, especially the now growingly 

popular TDSC, the sample size should not be so small, and the heating rate 

should not be so high as to cause the sample to be consumed before the thermal 

cycle [151]. 

Most studies in the literature dedicated to studying decomposing particles at high 

heating rates apply to biomass or coal particles. Important to note that such 

pyrolytic processes are generally classified into three subclasses [163]:  

 

• Slow (0.1-1 K/s) 

• fast (10-200 K/s) and  

• flash pyrolysis (> 1000 K/s)  
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In both coal and biomass, the heating rate has been found to significantly 

influence the amount and composition of evolved chemicals (volatile matter) [164, 

165].  

With sintering of tungsten materials, we found a slow heating rate is essential; 

otherwise, surface densification will occur too early, not allowing the outgassing 

of the interior. Internal stress will be built up, resulting in cracks [153].  

Explosions are generally characterised by flash heating rates of the order of 

10,000 K/s [166]. Drop tube furnaces can be used as the medium to simulate the 

intense heat substances are exposed to when they decompose in fires or 

detonation processes. For example, coal has been studied in drop-tube furnaces 

to investigate its combustion behaviour in the presence of other materials [167].  

2.6. Important research questions being investigated 

2.6.1. Emissions from mixes with AN prills in AN emulsion 

In their study on identifying causes and trends of NOx fumes in blasting, [64] have 

mentioned a study done in 2002 that observed increased NOx production in the 

Powder Basin in Wyoming. Increased NOx was associated with using 

ANFO/emulsion blends compared to straight emulsions. The article [64] also 

mentions another study that suggests an explanation: “AN prill reacts past the 

Chapman-Jouguet curve which results in a reaction in a positive oxygen 

environment”.   

In a publication in 2001 [168], it was suggested that the faster reaction of finer-

grained ANFO produced more NOx than coarser-grained ANFO because of 

increased exposure to oxygen availability in the gas phase. Blast chamber 

experiments by [67] revealed that emissions from pulverised AN were much lower 
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than those from AN prills: four times lower for NO2, 30% lower for NO and two 

times lower for CO, while CO2 production did not vary significantly. The 

explanation presumed is that AN prills have less intimate mixing with fuel, causing 

the detonation reactions to be less complete in AN prills. This, in turn, favours the 

decomposition reactions further behind the detonation front, producing more NO. 

Another experiment revealed how NOx emissions were lower in emulsions in the 

same study. To re-affirm their previous explanation, they pointed out that AN had 

greater contact with the emulsified fuel being only in solution than 

ANFO/emulsion blends where AN exists in prilled form.   

Hence, there is a disagreement about whether or not AN should be used in its 

prilled form or finely divided form in ANFO in emulsion blends to achieve NOx 

reduction [64].  

Studying the decomposition of emulsion blends and, in turn, ammonium nitrate 

solutions should be helpful in those regards.  
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CHAPTER 3 

3. Development of Experimental Investigation Methods 
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3.1. Overview 

3.1.1. Research gaps  

Our developed experimental methods seek to address the following research 

gaps: 

• Clarity on the thermal decomposition behaviour of ammonium nitrate, in 

terms of changes in product concentrations, under varied heating rate, 

temperature, water content and presence of additives such as urea.  

• New data on the thermal decomposition behaviour of ammonium nitrate, in 

terms of accurately measuring changes in product concentrations, with 

experimental conditions as close as possible to those expected in blast hole 

conditions during blasting operations in mining.  We have identified these to 

be essentially high temperatures and high heating rates.   

3.1.2. Development of experimental methods 

This chapter briefly presents all the experimental setups that would have been 

developed through the project in chronological order. They are not necessarily 

better than the ones predating them. Instead, these new developments that 

emerged at different times in the project had to be developed to address a new 

objective that would become more relevant or more easily achievable given the 

time and cost constraints.  Some setups had to be abandoned well after data had 

been collected, such as when equipment parts broke, became dysfunctional, or 

were missing after shared use/misplacement.  Usually, when such problems 

occurred, we would try to replace them, although time and cost constraints would 

not always allow for it, and an emergency plan to rescue the project would have 

to be devised, employing readily available parts and slightly adjusting the 
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objective of the experiment, all while still addressing the research gaps. 

Sometimes despite being repaired or replaced, the parts will still get damaged 

due to the nature of the experimental setup, for example, rough handling or 

thermal stress. Other methods inevitably had to be developed to have a functional 

experimental system to keep working on the project.   

We obtained much more operational control on the last setup reported in this 

chapter. This is the setup briefly described in section 3.3.4 and further described 

in chapter 4, where the relevant data is also reported for when it is used to study 

thy pyrolysis and oxidation of ammonium nitrate. Chapter 5 also reports on using 

that same setup to study the NOx-reducing behaviour of the same system upon 

the addition of urea into the ammonium nitrate input solution.  

The setups developed may be used to investigate all thermal decomposition and 

NOx-reducing behaviour of all available reagents that would be relevant to the 

study. These included ammonium nitrate, NOx and urea.  

The experimental apparatus developed all had the same high-heating rate 

capability in common with each other as they all employ a vertical or horizontal 

tubular reactor furnace. Figure 3.1 shows the commonest furnace used across 

all these different experimental methods. The nominal temperature at which 

reagents are mostly exposed during the experiment is the one measured at the 

middle point in the furnace (high-temperature zone). The tube length is designed 

to fit the furnace length so that reagents have minimal residence time at the point 

of entry and exit of the reactor, where temperatures are lower than the nominal 

temperature. 
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The methods are mainly distinguished based on which physical state the 

reactants are at as they enter the hot reactor: powdered (solid), sublimate (gas), 

aqueous mist (liquid) or drops(liquid).  

 

Figure 3.1 Vertical electrical furnace used in most experiments 
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The temperatures applied could be selected from as low as 400 oC to as high as 

1200 oC. This range enabled us to explore the usual temperature window of urea-

SNCR between 760 and 1,090 °C. We were able to go to as low as 400 oC in 

some setups, as long as the ammonium nitrate would decompose fully and 

product concentration would stabilise relatively quickly to confirm. However, we 

avoided using such a low temperature in the long run as we noticed that some of 

the reagents would deposit on the surfaces and then react entirely. The products 

released from the reactions are separated from unreacted solids (if any are left 

after passing through the high-temperature zone) or moisture (when aqueous 

reagents were used) and directed to gas analysers for in-situ direct gas analyses. 

We instead focussed on 800 °C to at least be within the urea-SNCR temperature 

window described above, whereby this deposition effect would be negligible as 

evidenced by the sudden increase and decrease in the concentration of products 

detected by analysers.  

We employed mainly Fourier Transform Infrared Red spectroscopy (FTIR) and 

micro gas-chromatography (µGC) for evolved gas analysis (EGA). FTIR enabled 

the quantification of mostly NOx, COx, N2O and NH3 and some other minor gases 

detected, while µGC mainly was used to measure any O2 and N2 that FTIR would 

not measure. This additional step helped carry out oxygen and nitrogen balances, 

respectively. 

3.2. Apparatuses developed during the trial phases 

3.2.1.  Solid pulse-feeding setup 

Reactants were pulse-fed instantaneously into the vertical furnace to experience 

the desirable high heating rates. This was done by suddenly releasing the solid 

reagents from a low-temperature zone into a high-temperature zone.   
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Figure 3.2 shows the improvised mass feeder to drop some fixed mass of pre-

loaded solid reagents (powdered or prilled) into the vertically entrained high-

temperature tubular reactor shown in figure 3.1.  

 

Figure 3.2 Improvised use of a ball-valve to pulse-feed a fixed mass of reagent 

 

Figure 3.3 Pulse-feeding reactor schematic, with NOx measurement 
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Figure 3.3 is a schematic for such an experimental setup when the aim is to study 

gas products from ammonium nitrate or urea solid pyrolysis under inert (N2) or 

noxious (N2) atmospheres. The choice of reagents would depend on the specific 

objective of the experiments.  

Figure 3.4 below shows a typical graph generated from multiple time-based data 

points in each temperature-based experimental set when the thermal interaction 

of thermally decomposing urea and NO.  

  

Figure 3.4 NO measurement in high-heating thermolytic interaction of urea with NO 

The method could not provide a steady-state concentration. Hence such data 

could not be used for quantification purposes, needed to deduce stoichiometric 

information or validate any thermochemical models about such processes. 

However, this graph made us notice that NO reduction is most optimal at a 

temperature between around 900 and 1000 oC. This was informative in planning 

and understanding this behaviour in other later setups in the project.  
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3.2.2. Aqueous mist setup  

An aqueous mist setup was developed to obtain a continuous and controlled 

reagent flow into the system (see figures 3.5 and 3.6). This method had great 

potential in the project to have aqueous reagents enter into a high-heating rate 

setup and be instantly atomised by the nebulising effect. 

 The problem we faced was only in terms of the practicability of having to insert 

the nebuliser component in a thermally safe configuration. The nebuliser 

component we had purchased ended up getting damaged due to rough handling 

in trying to hold it in place in the thermally insulating rubber bung port. The system 

also had other complexities, such as using a wider cylinder to prevent early mist 

deposition. Also, the mist had a considerable cooling effect inside the reactor, as 

demonstrated in figure 3.7.  

. 

Figure 3.5  Aqueous mist setup (picture) 
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Figure 3.6 Aqueous mist setup (schematic) 
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Figure 3.7 Cooling effect of the nebuliser in the wide tubular reactor at 400 oC 

While this specific setup did not come out to be successful in the long run, it had 

established that having a continuous aqueous feeding system was still going to 

be the easiest way to measure products when the system had reached steady-

state conditions reliably.  

3.3. Latest apparatus employed for conclusive results 

From the argument mentioned above in section 3.2.2., we shifted to using a drop-

wise aqueous feeding system through a pumped syringe flow. This could still offer 

the reliable steady-state measurements we needed. This eventually led to the 

successful completed N-balances and deduced stoichiometry. To avoid 

duplicating information on the setup, we report on the details of such an 

apparatus and the methodology associated with using it directly in the results and 

discussion chapters 4 and 5, which reports on the data obtained from employing 

this setup to fulfil the different objectives for the experimental part of the project.  
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CHAPTER 4  

4. High-Temperature Thermolysis and Oxidation 

of Ammonium Nitrate Solution  
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4.1. Introduction   

4.1.1. Brief overview  

This chapter describes the thermal decomposition of aqueous ammonium nitrate 

solution under high-temperature and high-heating rate conditions 

in an inert gas (thermolysis) and synthetic air (oxidation). It presents 

experimental observations of the formation of products at different 

temperatures and guides the selection of samplers (and sensors) in 

the development field sampling methods.  

4.1.2. Research value to predicting emissions from blasting ANFO  

For blasting operations in the mining industry, much research is concerned 

with improving the explosive formulation and on-site blasting choices towards 

minimising harmful emissions. Experimental methods allow optimising physical 

and chemical parameters towards meeting this goal.   

A few experimental studies have involved detonating ammonium nitrate fuel 

oil (ANFO) mixtures in blast chambers of [62, 67-69], the most employed product 

in the mining industry. However, these experimental methods are costly and 

require extreme safety measures. It is hard to reliably control variables and 

measure the unsteady production rate of species. Such setups are usually 

employed more suited for testing the strength, expansion volume and energy 

release potential than for reliably enough measuring the rates of production of 

the emissions.   

In addition, the comprehensive measurement of the concentration profile of these 

emissions and their quantification through calibration of each species identified 

is expected to be very difficult considering the presence of fuel oil. Fuel oil is a 
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diverse and variable mixture of hundreds or more organic compounds [169]. At 

the exhaust, unburnt portions of these compounds might be released along with 

their even more diverse oxidised and nitrogenated versions produced during the 

reaction. These species would increase cross-interferences in samplers, not be 

quantified easily and most probably not even be identifiable from each 

other. Moreover, ammonium nitrate (AN) constitutes about 95 wt% of a 

stoichiometrically-balanced ANFO. 

While the reliable measurement of the detonation of ANFO in blast chambers 

may be too challenging to consider, the experimental studies for the thermal 

decomposition of AN provide a more accessible and reliable pathway to 

understanding the formation rate of significant nitrogenated emissions from bulk 

ANFO and ANFO-emulsions.  

4.1.3. Scope of the experimental investigation  

We have developed suitable thermal reactors in Chapter 3 to enable high-

temperature thermal decomposition of aqueous ammonium nitrate systems. The 

experimental setups developed could introduce AN as solids (prilled or 

powdered) or as an aqueous mixture.  While most works had focused on the 

thermal decomposition of solid AN prills, there are limited data on the thermal 

decomposition of concentrated AN solution.  However, these data remain critical 

because AN is generally employed in the concentrated aqueous form in emulsion 

explosives.    

In a broader scope, in addition to the mining industry, ammonium nitrate also 

finds application as an energetic material (e.g., in aviation propellants and 

monofuel engines) and as a fertiliser in the agricultural sector. Therefore, the 
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study of the thermal decomposition of ammonium nitrate solution is relevant for 

these applications.     

Moreover, the risks of accidental fire of AN in-storage facilities have also attracted 

renewed scientific interest to study thermochemical conversion. Such unintended 

explosions have catastrophic consequences of monumental proportions, as the 

world has in the past and recently experienced [170-173]. Studying the thermal 

decomposition of ammonium nitrate for this application enables engineers to 

control the process better, and health and safety personnel better assess and 

manage the risks involved. There is thus ongoing and competing research on the 

thermal decomposition of ammonium nitrate occurring under various physical 

conditions and in combination with other chemicals that influence its 

thermochemical behaviour.    

Experimental work on measuring products from the thermal decomposition of 

ammonium nitrate usually involves using thermo-analytic methods combined with 

evolved gas analysis. The experimental data is often compared with the 

predictions of thermochemical kinetic models proposed by theoretical 

chemists. Such models then become helpful to optimise the process. For 

example, knowing the individual elementary reactions may help determine which 

reactant could be added to consume the intermediate products that would 

otherwise lead to increased production of toxic emissions. Or we can find 

selective catalysts and inhibitors to fasten desirable elementary reactions and 

slow unwanted ones, respectively. Nowadays, the models with detailed reaction 

mechanisms and thermodynamic data for each species are best developed with 

proper chemical kinetics simulation software.  
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Developing accurate models to describe the decomposition of energetic 

materials, even for ammonium nitrate, a relatively simple compound, remains a 

matter of ongoing inquiry. However, there had not been any study that seemed 

to have brought the experimental conditions (e.g., flash heating rate and high 

temperature) as closely as possible to those experienced by ammonium 

nitrate emulsion in blast holes in mining. Getting such data would be 

instrumental in comparing with our field-sampled data later in the research.  

Many experimental studies employ thermo-gravimetric techniques with relatively 

slow heating rates (in the order of 20 oC/min) and temperatures of usually no 

more than 500 oC [125, 174-178]. Higher temperatures, e.g. 800 oC, are 

used [179]. Therefore, this chapter focuses on achieving higher 

temperatures (800 oC and above) and high-heating rates 

experimental conditions, which we consider closer to conditions in detonation.   

This chapter aims to quantitatively validate the comprehensive measurement 

of thermal decomposition products of aqueous ammonium nitrate under 

varying high-temperature conditions through a lab-based high-heating rate 

setup. We confirmed the reliability of those results by measuring a few other 

physical quantities and performing comprehensive mass and elemental balances 

on the system.   

4.2.  Experimental method  

Figure 4.1 provides a schematic representation of the experimental setup. This 

study employed a vertically entrained system known as a drop-tube reactor. 

Ammonium nitrate solutions are dropped directly from a room-temperature feeder 

into a hot furnace operating between 800 to 1100 oC. This configuration resulted 

in flash heating of the micro drops of the AN solution.  
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Figure 4.1 Experimental setup with dropwise flow of aqueous reactant 

 

Of the many designs we attempted in Chapter 3, we employed the one involving 

the continuous dropwise flow of aqueous reactant using a pumped syringe with 



47 
 

the needle secured at the top gas inlet of the vertical reactor. The physical 

parameters varied in the experiments, including temperature and residence time. 

The chemical parameter change was the presence of oxygen gas (simulating 

atmospheric oxidating conditions). 

These changes were mainly monitored with product gas analysis. For IR-active 

species, we identified NO, NO2, N2O, and HNO2 as detectable species 

using Fourier transform infrared (FTIR) spectroscopy. Additionally, the 

concentrations of IR-inactive and nontoxic species N2 and O2 were measured 

using micro-gas chromatography (µGC). The concentration of suspected 

dissolved N-ions (NO3
-, NO2

- and NH4
+) in the condensate stream and rinsing 

solutions of the other vessels in the experiment was determined using ion 

chromatography (IC) or electrode probes that respond specifically to these ions. 

These two additional steps enabled the evolved gas analysis to be as 

comprehensive as possible. Balances ensure that any losses of ammonium 

nitrate in the system are accounted for. All experimental data and calculations 

are in Appendix 1.  

4.3.  Results and discussion   

4.3.1. Pyrolysis and Oxidation of AN solution at 800 oC  

Figure 4.2 presents a visual representation of the concentration data of gaseous 

products measured using FTIR and µGC for a pyrolysis experiment (i.e., with 

inert helium gas). The figure shows that the system reaches a steady-state 

condition after approximately 18 min, i.e., the required time before recording the 

concentration of the product species. The experiment involved a continuous flow 

of 200.0 µl/min of ammonium nitrate solution (0.3 g/ml) falling dropwise from the 
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syringe flow control setup into the vertical quartz tubular reactor setup at 

800oC supplied with a set flow of around 400 ml/min of helium gas.  

 

 

 

Based on additional measurements done on the system and reasonable 

assumptions based on experimental observations, elemental and mass 

balances have been used to produce interpretable data as follows:   

Figure 4.2 Concentration of product species during thermal decomposition of AN 

solution in helium at 800 ºC 
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For every 100 moles of ammonium nitrate, the ideal decomposition equation is:   

100 NH4NO3 → 100 N2 + 50 O2 + 200 H2O 

We deduced the stoichiometric coefficients of a possible global equation for the 

reaction by analysing the molar flow rates of species in and out of the reactor. 

We used ratios in a way that the equation would be of the comparable form to the 

ideal decomposition equation with the subsequent addition of toxic by-products:  

100 NH4NO3 → 51.3 N2  + 5.8 O2    + 158.3 H2O 

     + 30.2 NO + 4.7 NO2 +  8.0 N2O + 8.4 HNO3 + 0.9 HNO2 +  18.5 NH4NO3  

The calculated emission rates of these toxic by-products are shown below:   

Table 4.1 Emissions for AN solution pyrolysis at 800 oC 

Product 

species 

Emission rate in g of gas per 

kg ammonium nitrate 

NO 113 

NO2 27 

N2O 43 

HNO3 66 

HNO2 5 

NH4NO3 185 

The experiment at a single temperature (e.g., 800 oC) was repeated at least twice 

to verify the repeatability of the results. Table 4.2 summarises the mean values 

(rounded to the nearest ten ppm) and standard deviation percentage errors 

(rounded up to one significant figure) for the results obtained from the three 

experiments.  Refer to Appendix 1 for the complete data set.  The FTIR 

measurement of the high concentration of NO a low standard deviation 

percentage error of only 2%. Therefore, it provides a reliable measurement to 

consider when evaluating different conditions affecting the thermal 
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decomposition of ammonium nitrate. It also demonstrates that for the 

development of spectroscopic-based field sampling sensors, NO should be 

prioritised as a nitrogenous inorganic compound to be monitored for evaluating 

mitigation of emissions in post-blast fumes in mining. However, before we make 

such a judgement, it is essential to consider that upon release into the 

atmosphere, NO from post-blast fumes will mix with higher concentrations 

and plentiful amounts of O2, oxidising to NO2. We, therefore, investigate this by 

repeating the experiment with synthetic air.   

Table 4.2 Mean and standard deviation for pyrolysis concentration measurements  

Steady State concentration (ppm) 

 
mean % SD 

N2 19700 2% 

O2 120 20% 

NO 11420 2% 

NO2 1530 20% 

N2O 2930 4% 

HNO2 220 20% 

Furthermore, Figure 4.3 visually represents the concentration data of gaseous 

products measured using FTIR and µGC for an oxidation experiment 

with synthetic air. Again, the figure confirms that steady-state condition is 

achieved after approximately 18 min, i.e., the required time before recording the 

concentration of the product species.  
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Figure 4.3 Concentration of product species during thermal decomposition of AN 

solution in synthetic air at 800 ºC 
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The oxidation rate of NO to NO2 in the product gases plays a key role in reducing 

NO2 [177]. By comparing Figures 4.2 and 4.3, significant changes in the nitrogen 

speciation can be confirmed.  

The multiple elementary reactions at play during the decomposition and 

subsequent oxidation processes become more prevalent when oxygen is less 

limiting in the overall system.   

When we carried out the experiments for oxidation specifically, we repeated the 

experiment quite a few times before getting a concentration profile consistent with 

the step response curve to a steady-state line as in the pyrolyzing AN solution 

experiment.  

The explanation for the highly variable composition of the decomposition of 

ammonium nitrate and its mixes under oxidative conditions relies significantly on 

the diffusive mass transfer effects that affect the chemical kinetics in the 

system. These diffusive effects depend on the turbulence of the flow and 

inhomogeneities in the system [137]. These depend on the flow rate used and 

the system's morphology as significant factors. We have now 

empirically demonstrated the necessity of studying the complex combustion 

mixture of the gases coming from ammonium nitrate under conditions close to 

the actual detonation practised on-site. This endeavour requires tending towards 

developing a reliable way to measure these emissions in situ in post-blast fumes 

in mining.    
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4.4. Investigation of isokinetic temperature variations  

In this section, we vary one crucial physical parameter, temperature. This variable 

is probably the most crucial factor in the thermal decomposition process of 

ammonium nitrate and other substances in general. The rate constant of a 

chemical reaction, k(T), can be expressed solely in terms of temperature T, the 

universal gas constant R and compound and reaction specific constants A 

and Eact: 

k(T) = A exp (−Eact /RT) 

The rate constant can be determined by measuring the constants of 

proportionality between the rate of a given reaction concerning the reactants' and 

products' changes in concentration.  The determination of the activation 

energy Eact, from the suitable measurements of the variables needed, can be 

become helpful in applying the equation to practical phenomena where the 

reactions come into play, namely when the material is   

• decomposing on its own with the effect of heat only   

• reacting with other materials to form new products  

• or being caused to react faster with material that is not usually consumed 

(a catalyst) or react slower with an inhibitor  

While working on kinetic parameters is not within the primary scope of this 

research, this work is of vital importance to the broader implications of the project. 

This project and other experimental studies that measure the rates of formation 

of products can be very worthwhile to those working on the kinetic models in 

combustion science.   
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Increasing the temperature of a gaseous reaction does not affect its rate only 

(e.g., through the constant rate equation described above) but also causes the 

expansion of gaseous species, decreasing their concentration in the system. 

External factors which increase or decrease the concentration of reactants and 

products other than the pure progress of the reaction itself can influence the 

reaction rate.   

To control the effects of increasing temperature from expanding the flows in our 

continuously reacting gaseous systems, we operated with isokinetic conditions; 

we maintained residence time fixed each time we made a temperature 

change.  The residence time defines how long it takes an entity to pass through 

a given space volume. Mathematically, it is the inverse of the volumetric flow rate 

of the gaseous species in the system. By varying the mass rates of room 

temperature carrier gas (helium) and reactants (ammonium nitrate) by assuming 

they conform to the ideal gas state equation, we have achieved this feature in the 

study. (Calculations in Appendix 1).   

Figure 4.3 below illustrates the isokinetic data set for the variation of chemical 

product concentrations with temperature. The behaviour of the curve in the 

middle of the range studied is indeed peculiar. One possible explanation is that 

dissociated ammonia from ammonium nitrate and its subsequent reactions may 

react optimally such that the SNCR process yields the least total NOx. Ammonia 

reactions tend to reduce NOx or NOx precursors. Before 900 oC, the rate of these 

reactions is not optimal enough, while above 1000 oC, ammonia itself becomes 

oxidised to NOx. However, our explanation is incomplete, considering that we did 

not measure what was increasing to compensate for NOx decreasing in the 

system. The decomposition chemistry of N2O may influence the overall reaction, 

resulting in the formation of AN aerosol at the temperature regime.   
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While we do not demonstrate the use of the chemical information derived from 

this section for testing or building our thermochemical models, we believe such 

data are of sufficient quality to be helpful for these purposes.   

We repeat this curve in chapter 5 to demonstrate the ability of urea ammonium 

nitrate to reduce NOx.   

 

Figure 4.2 Isokinetic variation of temperature with AN solution pyrolysis concentration.  
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CHAPTER 5 

5. High-Temperature Thermolysis of UAN 
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5.1.  Introduction   

5.1.1. Brief overview  

This chapter describes mainly the potential of the selective non-catalytic 

reduction (SNCR) of NOx in the high-temperature and high-heating rate thermal 

decomposition of an aqueous urea ammonium nitrate (UAN) solution system. 

5.1.2. Research value and scope of the experimental investigation   

Of significant research value is the ability to experimentally deduce the relative 

reduction of NOx when urea is added to nitrate combustion systems.  More 

specifically, there are no literature studies investigating co-combustion of 

ammonitrate and urea under relatively high temperatures and high-heating rates 

conditions. As described in Chapter 4 (section 4.4), such work can have practical 

usage in developing the theoretical chemical models that seek to explain better 

the underlying processes involved with NOx emission reduction. These models 

would have practical applications in terms of improving the chemical mitigation of 

NOx in the application of ANFO products with other chemical additives and under 

different, varying operational conditions on-site in blasting in mining.  

The addition of urea to nitrogenated high-energy material (i.e., ammonium nitrate) 

can reduce the emission of toxic NOx gases in mining activities, aviation 

propellants, and monofuel engines. Therefore, this chapter seeks to develop 

methods for quantitating the combustion products of the urea/AN system under 

practical high-temperature and high-heating-rate conditions.  
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5.2. Method 

Examples of previous research studying UAN mixtures include (i) placing the 

solid residues in a hot constant temperature bath up to 225 oC [180], (ii) 

employing the thermo-gravimetric methods at a low heating-rate of about 20 °C 

min−1 and up to a temperature of 500 oC [181-187], (iii) utilising a continuous 

combustion system heated up to 550 oC [188-190].  These experimental 

techniques imply relatively much slower heating rates of the reagent and up to 

less of the higher temperatures we employed experimental setup. The 

experimental setup we employed for this chapter is the same as Chapter 4 for 

ammonium nitrate solutions. The chemical parameter changed this time was the 

presence of urea to demonstrate the selective non-catalytic reduction (SNCR) of 

NOx benefits urea gives in pyrolysing the ammonium nitrate solution system.  

In view of being practically consistent with the existing continuous combustion 

system by Mosevitzky [188, 190, 191] studying UAN solution as monofuels, we 

ensure the similar AN to urea weight ratio used in these studies (4:1). However, 

we calculated the relative amounts of water to add to ammonium nitrate and urea 

to make the resulting UAN solution have the same nitrogen atom content as the 

AN solution used in Chapter 4. This was done to compare the emission 

concentration profiles between AN and UAN solutions accurately. These changes 

were mainly monitored with product gas analysis with FTIR and µGC. 

5.3.  Results and discussion   

5.3.1. Pyrolysis of UAN solution at 800 oC 

We detected NO, NO2 and N2O in the AN solution experiment for IR-active 

species but not HNO2. We also need to point out here that NO2 was not detected 
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in almost the entirety of the experiments, except for only the first data point at the 

start of the experiment at 800oC. Yet, we consistently processed the NO2 and 

HNO2 results when they showed up for all remaining data points.  The 

concentrations of IR-inactive and nontoxic species N2 and O2 were again 

measured using µGC. We detected species like NH3, CO and CO2 produced in 

considerable amounts.  

We can also confirm upon analysing the FTIR spectra that the IR-active 

nitrogenous gaseous species HNO3, N2O4, N2O5 were not detected in the exhaust 

gas stream, just like we had not detected them in the case for AN solution 

experiment. Likewise, we did not detect two suspected carbon-containing, 

nitrogenous, toxic inorganic species: HCN and HNCO.  

HCN and HNCO are part of the reaction mechanism associated with urea. In our 

experiment, such species did not come up as gases at the exhaust level and were 

therefore converted to other products sampled or could have dissolved into a 

condenser. However, it was beyond this project's scope to dry determine 

unknown ions in the condenser. Figure 5.1 presents a visual representation of 

the concentration data of gaseous products for the pyrolysis experiment (i.e., with 

inert helium gas) done at 800 oC. All data and calculations are to be found in 

Appendix 2.  

The figure shows that the system reaches a steady-state condition after around 

20 minutes, consistent with the AN solution pyrolysis experiments.  The nitrogen 

balance conducted in Chapter 4 confirmed the accuracy of gas species' 

concentrations. 
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Figure 5.1 Concentration of gaseous product species during thermal decomposition of 

UAN solution in helium at 800 ºC 
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5.4. Isokinetic temperature variations  

Relative to the first experiment at 800 oC, as in the case of the experiment done 

with AN solution, we repeated the UAN solution experiment at 900 and 1000 oC 

with isokinetic flow conditions achieved similarly as in Chapter 4. Figure 5.2 

compares the reduced concentrations of NO, NO2 and N2O at different 

temperatures. Compared to the results presented in Chapter 4, NO2 is completely 

reduced across the three different temperatures, while NO and N2O have also 

decreased significantly.  

5.5. Field sampling validation of mitigation options 

While having emission reduction potential is desirable, chemical mitigation 

options such as urea must not, on the other hand, significantly affect the other 

performances (e.g. detonation velocity) of the original product mix, in this case, 

ANFO. Otherwise, due to economic, practical, and operational reasons, these 

mitigation options tend to be dismissed in industry, even when they might be less 

toxicologically threatening and environmentally friendlier.  

When it comes to blasting in mining, the regular and primary performance tends 

to be the strength of detonation that the blasting mix can provide, typically 

measured by the detonation velocity. Urea had been investigated as being a good 

inhibitor to the thermal decomposition of ammonium nitrate during storage in the 

past [180]. It was more recently demonstrated to increase thermal stability [181]. 

This effect can be helpful for when urea is to be safely pre-mixed with ammonium 

nitrate at the preparation and loading stages into the blast holes. However, the 

resulting blasting performance in detonation velocity may be altered positively or 

negatively. In the case of urea, it was indeed found to not be able to reduce the 
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Figure 5.2 Isokinetic variation of temperature with UAN solution pyrolysis concentration 
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propagation of detonation [181], which may mean, after all, that urea may be a 

great addition to ANFO products in mining. This trade-off between operational 

and emission mitigation potential cannot be done satisfactorily using only 

experimental setups. While other researchers have also conducted laboratory 

experiments that can demonstrate the emissions reduction potential, these 

experiments cannot measure the detonation velocity, which requires suitable 

experimental setups such as blast chambers. On the other hand, in blast chamber 

studies, we have explained that measuring emissions reliably is harder in those 

setups for various reasons.  

In addition, besides urea,  it has been argued that all amide compounds have 

ultimately the same or even better NOx reduction potential for such ammonium 

nitrate systems [180]. Amides, other than urea, can bring even more complexity 

to the chemical systems, bringing more difficulty in predicting the NOx reduction 

potential with theoretical models, which may ultimately require direct field 

concentration measurements during testing of such mixes on-site.   

We investigate and develop suitable field sampling methods in the chapters that 

follow. We consider it vital to comprehensively evaluate the trade-off issue and 

find the optimal mitigation options.  
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CHAPTER 6 

6. A Review on Relevant Aerial Sampling Systems 
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6.1. Field sampling of emissions from blasting  

The current status of predicting the intensity of fumes before blasting a given 

explosive product involves correlating fume ratings with parameters of the area 

to be blasted based on past observations [61]. 

Mine operators need to be able to measure and monitor the formation of 

emissions more accurately and precisely than this. 

Source monitoring of emissions coming from a vent or stack, such as in a power 

plant, is quite straight-forward, as both in-situ and extractive sampling 

instrumentation can monitor emissions at local exhausts [192, 193]. Measuring 

emissions from post-blast fumes has been hindered because of the practical 

difficulties involved, which are [61, 194]: 

• fumes cannot be confined for sampling; 

• plumes can have very large sizes; 

• influence of atmospheric conditions;  

• presence of dust which affects the measurement of gases; and    

• safety implications.  

Across the literature, there seem to be very few site-specific emission 

measurements from blasting operations which greatly limit the extent of knowing 

whether they are being controlled enough to minimise harm to people and the 

environment [60, 61, 64, 67, 68, 102].  This also prevents mitigation efforts such 

as a change in explosive formulations or blasting practices to be fully validated 

[64]. Monitoring the level of emissions is also required for compliance purposes. 

There is a lack of local data for emission factors [61]. Emission estimation 

techniques (EET) currently used to report emission factors are not as reliable [61, 

65]  as carrying out actual field measurements.  
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Only two studies have been seen in the literature to measure NOx emissions in 

blast fumes [61, 194]. The first one was by Attalla et al. in 2008 [61], where 

ground-based in-situ spectroscopic measurement in a passive configuration was 

used together with a crude estimation of plume depth to obtain a path-averaged 

concentration profile of NO2. NOx emission factors estimated ranged from 0.04 

kg t-1 to 5.3 kg t-1 (0.9 kg t-1 on average). NO had a maximum emission flux of 5 

kg t-1 and 0.32 kg t-1 for NO2. The relative proportion of NO to NO2 was around 

27 to 1 on average, but no strong correlation was found [61]. This study was a 

major breakthrough in quantifying NOx emissions, but it does not give a 

sufficiently accurate and reliable measurement method as discussed in section 

3.3.1.  

The second study is a thesis [194] done by McCray in 2016 where a small 

uncrewed aerial vehicle was equipped with a continuous gas monitor to measure 

CO and NOx concentrations. While the strategy employed for sampling fumes 

was good, the gas analyser used was of electrochemical type, which is known to 

have slow response times, and thus not very suitable for the fast-transient nature 

of blast fumes. Besides, electrochemical sensors have a different response and 

recovery times. Instantaneous measurement of concentrations may not 

necessarily require obtaining accurate emission factors.  

However, rapid synchronised sampling is required to validate any plume 

dispersion model developed. Therefore, better air samplers need to be 

considered, and an appropriate way to bring those samplers closest to the source 

of the post-blast fumes is required. 
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6.2. Relevancy of different air monitoring approaches  

6.2.1. Personal exposure monitoring 

Personal exposure monitoring could play a role if the purpose is to know what 

level of exposure emissions miners might still be subject to, even when they stand 

clear away from blast-exclusion zones and fume-management zones, to evaluate 

then the credibility of those zones and the effectiveness of safety-related 

procedures that seek to avoid exposure [192].  

A personal exposure monitoring approach may not be suitable for doing research 

into the fume production and dispersion, as it cannot be asked by anyone at the 

mines to go closer to the blast area. Personal samplers are also extremely limited 

by cost, convenience, weight and dimension factors which generally prevent the 

detectability of most emissions [192]. However, those same properties of 

personal exposure monitoring samplers that make them act as limitations to 

personal exposure monitoring could make them advantageous in the case of 

remote samplings, such as remote ground sampling or uncrewed aerial sampling 

[61].  

6.2.2.  Remote ground-based monitoring 

Ground-based in-situ monitoring of emissions at the point of release of blast 

fumes can be achieved through open-path spectroscopic techniques such as 

Open-Path Fourier Transform Infra-Red spectroscopy (OP/FT-IR) [141, 195, 

196], Differential Absorption Spectroscopy (DOAS) [61, 197], and Differential 

Absorption Light Detection and Ranging (DIAL) spectroscopy [198-200].  

These open-path techniques measure the column density of the target gas, 

providing a path-integrated measure of concentration measured, for example, in 
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ppm m. This quantity must be multiplied by an estimated depth of the plume to 

obtain a path-averaged concentration profile of the monitored species. Hence the 

concentration at a single point cannot be achieved. Where an accurate model of 

dispersion of an actual plume is not possible, such as a post-blast cloud [61], this 

method is severely compromised in giving a satisfactorily accurate estimation of 

average concentration within the plume. There is also difficulty obtaining a 

suitable background spectrum [141].  

Ground-based monitoring instrumentation that requires the instrumentation to be 

in the fumes, such as an extractive monitoring technique, can be done further 

downwind when directly monitoring the source [61, 201]. An extractive 

spectroscopic technique can determine the concentration of a species at a given 

point more accurately; has a more reliable background spectrum that involves a 

single-beam measurement through the evacuated cell; and has the possibility of 

having the sample dried to remove spectral lines related to water vapour [141, 

202]. However, when used downwind, such as in the case of post-blast fumes, 

some problems arise, such as the need to have as many sampling points so as 

not to miss the plume when there is a sudden change in wind velocity profile [61, 

201]. 

6.2.3. Crewed aerial monitoring 

Crewed aerial monitoring methods are dangerous, prohibitively expensive and 

logistically problematic [61] when researching blasting operations in mining.  
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6.2.4. Uncrewed aerial monitoring  

Uncrewed aerial monitoring is, therefore, the best current approach to sample 

post-blast fumes, as we newly witnessed in the works of McCray in 2016 [194]. 

 In our research team, while the current research project had started in March 

2017, Oluwoye et al. in October 2017 [103] has mentioned in his conclusive 

statement the paper  ‘Atmospheric emission of NOx from mining explosives: A 

critical review’ that ‘ lightweight remote-controlled drone-sampling 

instrumentation’ could facilitate the investigation of the ‘formation and the survival 

of pollutants in the detonation of heavy ammonium nitrate explosives’ in future 

mining activities.  

He had mentioned the works of Zhou et al. in 2017 [201], part of a research group 

in the U.S. EPA, who had just developed ‘a small, lightweight multipollutant 

sensor system for ground-mobile and aerial emission sampling from open area 

sources’ that employed a small drone carrying air samplers in combustion fumes. 

Later that year, Aurell et al. [203] from the same research group had commented 

about how the particular system employing a small drone to carry the instrument 

package could be a better option to other uncrewed aerial monitoring systems 

such as tethered aerostats (helium-filled balloons) they had previously used to 

sample post-blast fumes from military ordnances in 2015 [204].  

Uncrewed aerial monitoring, achieved by uncrewed aerial systems (UAS), is 

advantageous in that reduced cost and increased safety are achieved [61, 205-

209]. Aircraft-type UAS are generally considered state-of-the-art technology, 

while other UAS types have limitations in manoeuvrability, stability or commercial 

availability [205, 207-209].  Figure 6.1 summarises the classification of UAS 

based on the later cited sources on the issue.  
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Aircraft UAS are generally termed as UAVs in the literature, but it is seen that 

some non-aircraft UAS types are sometimes referred to as UAVs. To prevent 

confusion, in this present text, aircraft UAS mentioned in the literature as UAVs 

will be termed as Remotely Piloted Aircrafts (RPAs) as per the Civil Aviation 

Safety Authority (CASA) of Australia [210]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.1 UAS classification 
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6.3. Air sampling with RPAs 

6.3.1. Size of RPAs and their respective applications for air sampling 

CASA classifies RPAs based on total weights [210] as shown in the table below: 

Table 6.1 CASA weight-based classification of RPAs 

Classification RPA Weight (w) 

micro w  ≤ 100 g 

very small 100 g < w < 2kg 

small 2 kg < w < 25 kg 

medium 25 kg < w  ≤ 150 kg 

large w  > 150 kg 

 

Medium and large RPAs are more likely to be used with high performing but 

heavy and expensive laboratory equipment for trace gas detection by institutions 

such as NASA [211]. Micro-RPAs and very small RPAs can only carry very light 

air sampling payloads [207, 211]. Small RPAs may be small compared to larger 

crewed or uncrewed aircrafts, restricting payload, speed and flight time [205]. 

However, they prove to be very advantageous for sampling fumes from open area 

sources, especially where the following operations are required [205, 207, 212, 

213]:  

• flying close to the ground with minimal risk to crew  

• pre-programmed flight path 

•  autonomous flight  

• ability to carry a networked computer payload  

• minimal maintenance requirement  

• providing an affordable option to researchers 
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6.3.2. Small multi-rotor RPAs for air sampling in mining 

Small RPAs used for multipollutant air monitoring are most likely to be in the form 

of multi-rotor RPAs. The basic requirements and functionality of a multi-rotor RPA 

are illustrated in figure 6.2. 

       Hardware configuration of a multi-rotor RPA  

                        

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.2 Hardware configuration of a multi-rotor RPA. Adapted [214] 

 Electronic connection  Telecommunication Signal 

 Circuit/Control Board  Satellite 

 Battery  Structure, Motors, Propellers 

 Camera  Memory card 

B 

D 
GP

S 

A: Ground Control Station 

Hardware shown  

Operated using suitable 

software 

B: Communication System 

RM: Radio module 

(transceiver) 

VT: Video transmitter 

FDT: Flight data transmitter 

C: Control System 

Microcontroller-based board 

Flight data storage  

ESC: Electronic speed 

controller 

D: Power Supply System 

Battery 

Power control board 

E: Navigation System 
Navigation control board 
GPS: Global positioning 
system 
IMU: Inertial measurement unit 
AS : Airspeed Sensor 
PS : Pressure sensor 
(Altimeter) 
SS : Sonar sensor 
VS: Vision sensor 
M  : Magnetometer 
F: Camera System  
Camera, Gimbal and Video 
Storage 
 

C 

A 

Manual Control 

Video 

Receiver 

Flight 

Data 

Receiver 
Remote controller / mobile phone / 

computer 

Radio 

Module 

Monitoring 

Screen 

VS 

ES

C 

RM VT 

FD

T 

F 

IM

U 

AS 

SS M 

PS 

Gimb

al 

E 



73 
 

6.3.3. Air particle samplers mountable on small RPAs 

Table 6.2 shows air particle samplers implemented on small RPAs  

Table 6.2 Small RPAs implementing air particle samplers 

Ref. Year:                      Area 

of Application 

Samplers: Species 

[215] 2002: any application Optical particle counter (OPC): PM(0.3 to 14 µm) 

[216] 2007: atmosphere  Total particle counter (TPC): PM10 

OPC: PM0.3, 0.4, 0.6, 0.8, 1.1, 1.6, 2.2, 3  

Aerosol absorption photometer (370, 520, 880 nm) 

[217] 2008: nuclear accident Sampler-collector with filter: radioactive aerosols 

[218] 2012: atmosphere Light scattering photometer: aerosol and gas  

[219] 2015: atmosphere PM Detector and collector: PM2.5 

[220] 2015: atmosphere (OPC): PM(0.3 to 10 µm) 

Condensation particle counter (CPC): 

PM (11 nm to 2 µm) and (18 nm to 2 µm) 

[221] 2015: Mining- blasting  Optical sensor: Dust detection 

[222] 2016: atmosphere Micro-aethalometer 880 nm: Black carbon 

[223] 2017: Mining- blasting, 

hauling, transportation  

Laser particle counter: PM10  

Particulate matter is generally measured either as PM10 for the mass 

concentration of particles with aerodynamic diameter <10 µm or PM2.5 for <2.5 

µm, although, in some situations, it might be useful to consider much finer 

fractions such as ultrafine particles UFP (<0.3 µm) or nanoparticles NP (<0.1 µm) 

[224]. Miniature instrumentation measuring finer fractions include the Philips 

Aerasense NP monitor [224] and DISCmini [225, 226]. 

6.3.4. Gas samplers mountable on small RPAs 

Table 6.3 shows single gas samplers used on small RPAs.  

Most of the small RPAs come with physical sensors such as air temperature and 

humidity [213, 216, 218, 219, 223, 227-231] and atmospheric pressure sensors 
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[216, 218, 223, 228, 230]. Some of the spectroscopic sensors require having 

sensors in the gas flow to the sensors. For example, a pressure sensor and 

temperature sensor are used in the flow of gas entering one of the laser sensors 

[232] and a pressure sensor and flowmeter are linked to one of the NDIR gas 

cells [230]. Also worth mentioning is that a real-time visualisation interface [194, 

227] is sometimes employed.  

Table 6.3 Small RPAs implementing gas samplers. 

Ref. Year:                      

Area of Application 

Samplers: Species 

[230] 2006:  atmosphere   NDIR: CO2  

[233] 2006: volcanic source Electrochemical cell: SO2 

[234] 2012: source location Metal oxide gas sensor: CH4 

[231] 2012: source location Metal oxide nanowires: NO2 and NH3 

[235] 2012: atmosphere Vertical Cavity Surface Emitting Laser 

(VCSEL) near-infrared absorption 

spectroscopy:                 CO2, CH4 and H2O 

[232] 2012: GHG monitoring Off-Axis Integrated Cavity Output (Off-Axis 

ICOS) Near-infrared spectroscopy: CO2, CH4 

and H2O 

[228] 2014: boundary layer Electrochemical concentration cell: ozone O3 

[236] 2014: source location Metal oxide sensor: volatiles 

[237] 2015: source location Semiconductor-based sensor: H2S 

[238] 2015: source location Colorimetric chemical sensor: Methyl 

salicylate  

[229] 2015: GHG monitoring Metal oxide gas sensor: CO2 
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6.3.5. Multipollutant air sampling packages for small RPAs 

Table 6.4 show the trends in combining various samplers into a single package.  

Table 6.4 Small RPAs implementing multipollutant air sampling packages 

Ref. Year: Application Samplers: Species 

[239] 2008: volcanic 

source 

UV spectrometer: SO2 

IR: CO2 plus electrochemical SO2 

[240] 2010: air hazard Any 5 of the electrochemical sensors measuring:  

O2, CO, H2S, NH3, CO2, SO2, PH3, HCN, NO2, Cl2 

[241] 2014: urban air 

quality  

Metallic oxide gas sensor: NO2 

PM10 (Suspended PM), O3  

[242] 2015: atmosphere NDIR: CO2      

metal oxide sensor: CH4  

[243] 2015: exhaust of a 

combustion engine 

NDIR: CO2  

 Electrochemical: SO2 

Count and size of particles 

[244] 2016: atmosphere NDIR: CO2  

Optical particle counter: (0.3 µm to 10 µm) 

[227] 2016: combustion 

source emission 

measurements  

NDIR: CO2  

Electrochemical: CO, NO, NO2 

Particle Number Concentration (PNC) monitor: 

PM 

[194] 2016: Mining- 

Blasting  

NDIR: CO2       

Electrochemical: O2, CO, NO, NO2 

[245] 2016: any 

application 

Sensor: black carbon and CO2 

Electropolished or fused silica-lined stainless 

steel whole air sampling canister for analysing: 

109 VOCs, CH4, CO, CO2 and CO2 isotopologues 

[213] 2017: air quality  Metal oxide and electrochemical sensors:  

‘NH3, NOx, alcohol, benzene, smoke and CO2.’ 

‘CH4, CO, ethanol, H2’ and CO 

[246] 2021: Boiler stack NDIR: CO2  

Electrochemical: CO, NO, NO2 
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The most novel and most suitable multipollutant package for this study is the 

Kolibri package, developed by Zhou et al. this year [201], which has also already 

been experiencing some modification even more recently [203] to sample more 

species simultaneously. Table 6.5 below shows the air samplers presently used 

in the Kolibri packages. It cannot still directly measure the concentration of VOCs 

particulate matter and gases such as NO, NO2, NH3, N2O, HCN and SO2 likely to 

be produced in AN-based blasting in mining.  

Table 6.5 Air samplers in the Kolibri packages 

Ref. Year:                      

Area of 

Application 

Samplers: Species 

[201] 2017: open 

area source 

(Kolibri 

package) 

NDIR: CO2 ;  

Electrochemical cell: CO 

Inertial impactor PM collector: PM2.5 

Sorbent tube collector: VOCs 

[203] 2017: open 

area source 

(based on 

Kolibri) 

NDIR: CO2 

Electrochemical cell: CO 

Inertial impactor PM collector: PM2.5 

Stainless steel TD tube collector: VOCs 

Glass fibre filter collector: nitrogen-based energetics  

PUF plug collector: PCDD/PCDF 

Filter “sandwich” cassette: HCL, ClO4
-, ClO3

-, Cl- 

 

An interesting feature of the Kolibri is its ability to accurately collect VOCs and 

particulate matter when dealing with a fast-moving polluted plume and stopping 

to collect when collectors become saturated. The control over the pump is shared 

between the human operator and automatic controllers on-board [201]. Another 

application discusses this concept of shared teleoperation and automatic control 

over remote robots [247]. 
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6.4. Air samplers  

A classification of all types of air samplers is illustrated in figure 6.3 based on the 

literature reviewed [192, 245, 248, 249], where more detailed information can be 

found. Samplers can be active (with pump) or passive (without pump). 

 

Figure 6.3 Types of air samplers 
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CHAPTER 7 

7. Development of Aerial Air Sampling Systems 
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7.1. Sampling considerations 

7.1.1.  Purpose 

Experiments provide a controlled way to vary chemical and physical conditions 

of thermal degradation of blasting materials used in mining and accurately 

measure the formation of emissions. They provide an informed way to put to the 

test any predictive models derived from theoretical methods of investigation. 

However, experimental conditions, especially for something as complex as 

detonating blasting agents, suffer from the inability to simulate entirely on-site 

conditions for the given application of the thermochemical process. 

Measurements still need to be made in-situ to provide the final validation of any 

experimental predictions made.  

Research into enhancing field sampling methodologies of emissions is constantly 

being developed by numerous researchers and is very broad in dimensions and 

significance. We focussed on enhancing field sampling of emissions from blasting 

in mining that would be specifically relevant to both better monitor them for 

regulatory purposes and to provide the ability to demonstrate the effectiveness of 

mitigation options.  

7.1.2.  Goals 

We retained the following research gaps from the literature review (chapter 3): 

• Existing measurements are mostly from blasting chamber simulations and 

visual estimation methods on-site, with little in-situ sampling capability 

• Lack of accurate measurement of criteria air pollutants in post-blast fumes 

• Lack of detection of air toxics in post-blast fumes 
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Our research goals stem from the need to address the above-identified gaps:  

• 4-dimensional (x, y, z, t), high precision in situ sampling of emissions 

• Sampling as near to the source and as soon as possible after the blast  

• Maximum detection and quantification of emissions from post-blast fumes 

• Best methodology within all constraints  

• Sampling methodology validation  

7.1.3.  Field sampling approach 

As we have identified in chapter 3, there are roughly four possible approaches to 

sampling emissions in fieldwork missions: personal exposure, remote ground-

based, crewed aerial and uncrewed aerial.  

A personal exposure monitoring approach may not suit an in-situ sampling of 

post-blast fumes considering miners must stand clear from blast-exclusion and 

fume-management zones. Also, most of our systems are relatively heavy to carry 

as personal exposure monitoring devices.  

Ground-based stations that have to be away from the fumes due to safety 

reasons, although employed in the past [61], do not offer in-situ measurement. 

They only estimate these values based on greatly dispersed concentration values 

measured downwind or using open-path instruments that severely impact 

accuracy. Even if some stations are installed near the expected post-blast area 

in advance, this would be a costly option. There would have to be many sampling 

points to avoid missing the varying fume profiles that change erratically [61, 201].  

Crewed aerial systems like planes and helicopters can carry heavy laboratory-

grade analytical equipment nearer to the post-blast fumes as they rise into the 

atmosphere. However, they still have limitations on how close they can safely get 
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through those fumes. The life of the pilots onboard cannot be put at risk by the 

flyrock, toxic fumes and abrupt changes in visibility conditions. 

For the uncrewed aerial sampling approach, there is usually a trade-off on 

accuracy that is expected to occur with weight and size constraints imposed by 

such an approach. Their competitive advantage over the other approaches is the 

possibility of remote in-situ sampling they offer. We decided that uncrewed aerial 

monitoring would be the best approach to develop in this project. Uncrewed aerial 

air sampling systems are precisely suited for post-blast fumes because they are 

lightweight, compact, remotely accessible, relatively affordable, and accurate. 

This has been explained in the works of other recent pioneers in uncrewed aerial 

air sampling of post-blast fumes [194] and researchers in our research group 

[103].   

The sampling systems we developed can apply to other monitoring approaches, 

serving other purposes. For instance, the reduced-weight sampling system for air 

toxics developed (chapter 8) could determine the level of exposure to emissions 

miners might still be subject to even when thought to be far enough away from 

the blast. Such an approach would then evaluate whether the areas covered by 

the fume-management zones are sufficiently or extensive concerning only air 

toxics dispersal though [192]. 

While the sampling systems we have developed may be used for other sampling 

approaches (which enabled us to test them during the development phase), we 

should recognise that they are not optimised. For instance, the spectroscopic 

sensors developed in our systems to measure toxic inorganic gases (chapter 9) 

were designed to capture short bursts of highly concentrated fumes within 10 

minutes of flying time. Therefore, they may have a too high lower limit of 
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quantification (LLOQ). They may even have a too high detection limit (LOD) for 

these other applications.  

7.2. Phases of development  

Throughout the development, four significant phases of development were 

identified in making the aerial sampling system, namely:  

1. The selection process for samplers and RPA  

2. Combination of sampling components into a sampling package 

3. Implementation of sampling package on selected RPA 

4. Testing of the aerial sampling system  

This chapter is dedicated to reporting on all 4 of them from sections 7.3 to 7.6. 

Flow chart diagrams were employed, wherever necessary, to simplify the 

description of the operational steps and their interdependence. The features of 

each developed system in this project are presented in chapters 8 and 9. 

7.3. Selection 

7.3.1. Outline 

The first development phase consists of the mutually dependent selection of 

measurands, measurable concentration ranges, remotely piloted aircrafts (RPAs) 

and samplers (Fig 7.1). In the figure, initial thought processes (sampling 

considerations, time and cost constraints and organisational limits) are at the top 

and distinguished using different colours. Then, the process steps during the 

development are represented by black boxes and preceded by connecting 

coloured lines from initial thought processes to convey that these processes 

influence them. Feedback thought processes that require iteration of the 

individual process steps are shown using the dotted red lines.  
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This phase mainly relied on:  

• browsing on the internet for the latest and cheapest technology on sale 

• interacting with suppliers by visiting the shops, phone calls and emailing 

• working within variable organisational, financial and time constraints 

• planning steps ahead of time that is being proactive in decision-making 

Figure 7.1 Selection process for samplers and RPA 
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7.3.2. Measurands 

7.3.2.1. Inorganic gases 

Among the criteria pollutants produced in post-blast fumes, NO2 and CO are the 

most abundant and toxic inorganic gases. These are typically measured with 

electrochemical cells in the industry. However, we measure them with 

spectroscopic means in our designs to get more accurate data considering 

response time delays minimised with such techniques.  

However, we also planned to measure them with standard electrochemical cells 

for comparing their performance in actual field sampling tests. Spectroscopic 

sensors tend to be versatile in terms of which gas they can measure as usually 

only the light source and detector, two small components in their systems, needs 

to be custom-built.  Electrochemical cells are lightweight, small, and cheap. 

Therefore, we sought to ensure that whichever sampling component we would 

get for NO2 and CO would also measure other inorganic gases, even if of lower 

toxicity or slightly lower abundance.  

NO and NH3 are as toxic as CO, so we must include them as gases to measure 

in our comprehensive design for inorganic gases. N2O has relatively low toxicity. 

However, it is an asphyxiant, and when produced in large amounts, it may be 

significant under some circumstances. The concentration of N2O can also 

influence the measurement of other species, such as experienced in IR 

vibrational spectroscopy and measuring it means any cross-interference can be 

accounted. It is also a very potent greenhouse gas and may be helpful to 

research-spin off projects where the global warming potential of the overall gas 

mixture.  CO2 acts more like an asphyxiant and a greenhouse gas with low 
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toxicity. However, its measurement may be helpful for when the carbon-based 

emission factors need to be measured.  

The measurement of this moderately high concentration of gaseous inorganic 

species is worthwhile regardless of the factors mentioned above. They can be 

helpful to test models of the formation of emissions from post-blast fumes and 

demonstrate the mitigation options of some blasting products over others.   

The developed aerial systems for inorganic gases are featured in chapter 9.  

7.3.2.2. Organic gases 

Four out of five priority air toxics in the Australian regulatory framework are 

organic gases, namely benzene, toluene, xylenes and formaldehyde. In contrast, 

none of the criteria for air pollutants are organic gases.  Formaldehyde is 

generally challenging to sample easily, while benzene, toluene and xylenes are 

part of perhaps the most monitored and researched set of VOCs measured in 

industry and ambient air. The commonly measured VOCs they fall under are 

BTEX VOCs (benzene, toluene, ethylbenzene, and xylenes). These are a good 

measure of volatile fuel oil emissions.  

We thus aimed to measure BTEX VOCs, given that we are expecting fuel oil from 

ANFO to generate such unburnt compounds during their incomplete detonation. 

Total VOCs concentration can be detected with some sensors, although usually 

they must be collected using suitable collectors for post-sampling analysis 

procedures. We've measured the concentration profile of VOCs from the samples 

collected, and with proper calibration standards and procedures for specific 

VOCs, it is possible to determine the absolute concentrations.  
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7.3.2.3. Particulate matter 

Particulate matter can be a group of many different compounds. This may be the 

case in post-blast fumes, considering that particular matter could come from 

various sources. Particulate matter can both be measured with particle size-

based concentration measurements. Criteria air pollutants PM10 and PM2.5 are 

measurements of the total concentration, usually expressed in µg/m³, of particles 

smaller than 10 and 2.5 micrometres (µm) in diameter, respectively. These are 

therefore measurable in our designs.  

Particulate matter may also contain air toxics such as semi-VOCs, polycyclic 

aromatic hydrocarbons, and heavy metals. These are so diverse that they can 

mainly be analysed qualitatively. Quantitative measures of individual compounds 

or sets of chemically related compounds rely on carefully collecting the particles 

at known and maintained flow rates over a suitable collector. Post-sampling 

analysis procedures can then be employed.  

For instance, Lead (Pb) may come from fuel oil or be present in the ground. It 

may become airborne in the form of particulate matter holding the element in its 

matrices.  

7.3.2.4. Physical measurands 

Much of the atmospheric sampling data are dependent on or make more sense 

when the following quantities are measured: temperature, pressure, humidity and 

flow rate. To achieve 4-dimensional sampling as described in our research goals, 

the following quantities must also be measured: GPS horizontal positioning data, 

altitude and time of day for each data point.   
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7.4. Combination 

The second primary phase of the development was the combination of the 

samplers with suitable miscellaneous components into a functioning remote air 

sampling package (Fig 7.2). It still has to undergo the next phase to be flyable.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.2 Combination of sampling components into a sampling package 
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7.5. Implementation 

The third primary development phase was implementing the sampling package 

on its chosen RPA (Fig 7.3). Heavy items may be displaced in the package in 

case counterbalancing measures are needed during this phase. The 

determination of the operational limits of flying is featured. The sampling 

performance is yet to be determined in the next development phase.  
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7.5.1.  Safe operation of the RPA 

The author spent much time gaining good operational control of the RPAs used 

in the project. During the flight itself, few functions can be activated by the remote 

pilot or automatically by the RPA’s flight control system:  

• Return to home function, which can more easily return the RPA to the pilot 

in poor visibility conditions after a blast.  

• GPS position hold which allows the hovering and sampling at a fixed point   

• Fail-safe return in case of motor failure, propeller failure, battery failure, low 

battery levels, loss of communication functions would save the RPA and our 

sampling systems in a flight anomaly.  

• Instant shut down of motors in case of fly-away or other emergencies imply 

the aerial sampling system crashing being sacrificed for the safety of 

people, fauna, and mobile or built-property.  

7.6. Testing 

The fourth and last phase of development was the testing of the performance of 

the system through  

a. testing the samplers individually with bottled gas or actual air pollution 

b. testing the system through the ground sampling of air pollution  

c. testing the system through the aerial sampling of air pollution  

d. testing the system through the aerial sampling of the intended source 

Considering that the sampling systems developed would measure many 

commonly encountered emissions from various sources, the sampling systems 

can be used for general air pollution monitoring and control. This versatility of the 

design gave us the ability to test our samplers with real-world sources.  
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The following sources of air pollutants, in increasing order of logistical 

requirements, were hence sampled during the development and testing phases:  

1. Hanging samplers above volatile fuel and shaking dusty sand in the lab 

2. Hanging samplers above burning candles and incense sticks in the lab         

3. Placing samplers near exhaust pipes of stationary cars in a car park 

4. Ground sampling near heavy road traffic areas on the freeway 

5. Ground sampling of CO2 from a dry-ice heating experiment outdoors 

6. Aerial sampling in parks surrounded by moderately busy roads 

7. Ground and aerial sampling on public land near power plants and factories 

8. Ground sampling of exhaust gases from a blasting chamber facility testing 

new explosive formulations 

Through the project's development phase, the design of the sampling systems 

was thus constantly modified to suit sampling such sources.   

The test results and discussion are presented in chapters 8 and 9.  

As research spin-offs, the methods developed may also be used by engineers, 

research scientists, and governmental bodies for other sources of air pollution. 

However, we should also note that our developed systems are best applicable to 

post-blast fumes. The concentration ranges that samplers can accurately 

measure are specifically designed for these sources and may not work accurately 

for other sources.  

An aerial sampling of the intended source was not possible due to organisational 

limits during the project's first three years. While this was resolved, we were later 

faced with a more pressing challenge: inaccessibility of mining sites. We visited 

two mine sites, one in Western Australia and one in Queensland, presenting the 

design to interested personnel. The blast operators seemed to have given their 
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initial approval to proceed with the endeavour. However, for unknown reasons, 

they never responded positively as to when this would occur, and we understood 

that during this project’s lifetime, at least, the system would have to be tested in 

the other ways described. 
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CHAPTER 8 

8. Aerial Sampling Systems for Air Toxics 
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8.1. Purpose  

8.1.1. Research on air toxics 

Air toxics are pollutants that are generally characterised by having relatively low 

concentrations when released into the atmosphere. The toxicity threshold for 

acute and immediate effects is not usually reached. However, they have at least 

one of two very harmful characteristics. The first characteristic is that the brief 

exposure to low doses can have chronic effects that develop and show up later, 

thereby deceiving the unaware people who are repeatedly exposed to air toxics. 

The second characteristic is that they can be persistent and complex for natural 

processes to degrade them. They can bio-accumulate in our bodies or severely 

impact the environment in the long term. From a regulatory perspective, the 

necessity of measuring air toxics is usually regarded as being lesser than 

measuring criteria air pollutants. Criteria air pollutants are usually produced in 

relatively larger quantities by many familiar sources of air pollution that have 

consistently been associated with health problems. They have acute and 

immediate effects that demand more immediate action from the regulatory 

perspective. However, it can be far more interesting to sample air toxics from a 

research perspective, as different sources can have diverse and complexly 

variable concentration profiles. In addition, some of them, including carcinogens, 

have proven to be undoubtedly harmful the moment they are detectable in the air 

we breathe.  

At the early stage of the project, a comprehensive characterisation of emissions 

from blasting operations was deemed to be of significant research value. We, 

therefore, worked towards simultaneously developing the sampling capability for 

air toxics whilst still working towards developing the sampling capabilities for 
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criteria air pollutants NOx and CO (chapter 9), much more needed by the industry 

from a regulatory perspective.  

8.1.2.  Prediction of air toxics from post-blast fumes in mining 

Air toxics can arise from the incomplete combustion of fuel oil in ANFO blasting 

products coming airborne. They may, in turn, react with nitrogenous gaseous 

products, producing even more diverse and complex products. Air toxics may 

also form from the thermal degradation of coal, soil, and biomass found in or near 

the blast hole. Toxic heavy metals from unrefined oil, coal and minerals can also 

be expected to be carried into the matrix structures of complex organic particles 

being formed.  

8.1.3. The reason for developing air toxics sampling first  

As the project progressed, we began considering possibilities for the testing 

phase of the aerial sampling systems for real-world applications before being 

deployed for blasting operations in the mining industry. The exhaust chimneys of 

factories in Perth, Western Australia, where we are located, are expected to 

produce high concentrations comparable to those expected for blasting in mining 

when sampled at their sources with the aerial sampling systems we were 

developing. However, we knew we would not be allowed special access to carry 

out such operations for various reasons, including the sensitivity to researching 

harmful aspects of industrial processes.  

However, at the distances allowed for the public to approach these sources, such 

as being on roads or parks nearby to the sources, we knew we would be able to 

sense the dispersed and arguably safe concentrations of the emissions from 

these sources. These low concentrations happened to be compatible with the 
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relatively versatile sampling components for air toxics we were to include in our 

designs. However, the spectroscopic samplers would not detect the ambient 

levels of dispersed gaseous inorganic gases. The gas cells in those samplers are 

custom-built with specific sizes to match the concentration ranges for the given 

application.   

In waiting for mine sites to give us access to sample their emissions, the aerial 

sampling systems developed in this chapter would demonstrate the operational 

viability with nearby real-world sources.  The designs developed in this chapter 

would eventually incorporate the spectroscopic samplers in chapter 9 into a much 

larger finalised system.  

8.1.4. Organisational challenges and miniaturisation opportunities  

There is an initial design of the aerial sampling system for sampling air toxics 

(detailed in sub-sections 8.2.1) whose combined weight measured 6 kg and a 

reduced-weight design (detailed in sub-sections 8.2.2) whose combined weight 

measured less than 2 kg. The initial design provided a comprehensive sampling 

of all major air toxics expected to be produced during a blast in mining in a single 

flight. The reduced-weight sampling package contained only the lighter and 

smaller components of the initial designed and was flown on a smaller drone. It 

also involved further miniaturisation steps compared to the original design.  

Although each of the components in the initial design was tested with the ground 

sampling of air pollution sources and in lab-based settings, only the reduced-

weight aerial system ended up being flown. The development of a reduced-weight 

aerial sampling system had to do with legal restrictions to fly the initial design the 

organisation was unprepared for during the project's first three years.  
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The Civil Aviation Safety Authority (CASA) in Australia, which regulates the flight 

of remotely piloted aircrafts (RPAs), regards research as commercial activity. The 

person to fly the RPA needs to be licenced with a Remote Pilot Licence (RePL). 

In contrast, the organisation under which the person is to operate needs to be 

certified with a Remote Operator’s Certificate (ReOC).  

While the author did manage to obtain the RePL to fly RPAs at the start of the 

project, it remained uncertain through the first three years of the project lifetime 

when the university would finally obtain the ReOC. Meanwhile, we could neither 

afford to have an external business fly the aerial sampling systems nor apply for 

our own ReOC at the department the chief investigator in the project within the 

organisation operates in. The former would be expensive, while the latter would 

require insurance arrangements and payments and imply greater risk-bearing to 

the chief investigator in the project.  

Instead, the author circumnavigated this issue from the knowledge that CASA did 

not require commercial operators to be licenced or certified when flying RPAs in 

the sub-2 kg excluded category. The reduced-weight design could thus be tested 

with aerial sampling done in public areas near an industrial zone and parks near 

roads in Perth. By the time the university obtained the ReOC three years later, 

the author was working on other aspects of the more comprehensive project, 

including the more advanced aerial sampling systems in chapter 9 and had no 

time left to reconstruct the initial design.  

The system and data we managed to collect from other sources were presented 

at the 16th International Congress on Combustion by-products and their health 

effects in Ann Arbor, Michigan, the USA, in 2019 [250].   
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8.2. Sampling systems designed 

8.2.1. Initial design 

Table 8.1 summarises the key features of the initial design.  

A sorbent tube was selected for collecting gaseous organic air toxics in the form 

of VOCs, to be then analysed with GCMS. A miniPID sensor was employed to 

Table 8.1 Features of the initial design for the aerial sampling of air toxics 

Air sampling package: 

Computer system 

Arduino Mega 2560 microcontroller board 

+ Adafruit Data Logger Shield, SanDisk 16 GB SD card 

+ Digi XBee-PRO S2C Zigbee on Cytron Xbee shield 

Power system 
Custom-designed power management board  

+ Thunder Power RC G8 Pro Lite Plus 1350mAh 14.8V  

Physical sensors 

Adafruit MPL3115A2 I2C Barometric 

Pressure/Altitude/Temperature 

& Adafruit AM2302 (wired DHT22) temperature-humidity 

Organic gas sensor Ion Science MiniPID (1 ppb – 40 ppm) 

Organic gas collector 
Markes thermal desorption sorbent tube 

+ Sensidyne 3A120CNSNF20VC1 pump (100 ml/min) 

Particle sensor Plantower Laser dust sensor 

Particle collector 
SKC single-stage personal modular impactor - PM2.5  

+ Sensidyne C120CNSNF75VC1 pump (10 L/min) 

Carbon particle sensor  Aethlabs microAeth® MA200 aethalometer  

GPS module Adafruit Ultimate GPS Breakout 

Weight  2100 g 

RPA: 

Type, Make and Model Octocopter Mikrokopter Cinestar 8HL (heavy lift) 

Weight  4167 g 

Air sampling package-equipped RPA:  

Weight  6267 g 

CASA regulatory size  < 7 kg (requires a standard RePL and ReOC) 

Total safe flight time 15 minutes (estimated from load-flight time curve) 
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detect a high VOC concentration and notify the operator to start the pump or 

automatically trigger the microcontroller board to start the pump, drawing air into 

the sorbent tubes. This feature would reduce the intake of the ambient VOCs that 

were not caused by the blast being sampled. 

The organic air toxics prioritised in the Australian national framework are 

benzene, toluene, xylenes, formaldehyde, and polyaromatic hydrocarbons. With 

the thermal desorption tube, it is possible to selectively analyse for the presence 

of benzene, toluene, xylenes and countless other C6 – C30 gaseous organic air 

toxics using gas chromatography-mass spectrometry.  The absolute 

concentration can be determined by calibrating the system with proper standards. 

A few polyaromatic hydrocarbons, if abundant enough, can also be detected 

through this method. We did not develop methods to precisely measure 

formaldehyde and polyaromatic hydrocarbons due to weight and cost constraints 

on the system. 

It was decided to have only PM2.5 collected by a dust impactor-collector for 

particulate air toxics. This particulate matter fraction is most likely to reach the 

lungs and cause immediate and long-lasting effects. Also, it is mainly derived 

from fuel oil smoke. Therefore, it is likely to contain polycyclic aromatic 

hydrocarbons (PAHs), a toxicologically significant class of air toxics. A laser dust 

sensor was employed to directly measure the concentration of PM size-based 

fractions to get an intelligible measure of how much dust stays airborne during 

dispersion. A 5-wavelength aethalometer (AethLabs MA 200) was employed to 

measure the concentration of carbon particles directly, regrouped based on how 

their structures affect their optical transmittance at various wavelengths in the 

UV-Vis-NIR region. This instrument gives the ability to distinguish already the 
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relative amounts of aromatic organic compounds present to the purer elemental 

carbon form in soot.  

Other miscellaneous components reported in Table 8.1 were connected to an 

Arduino Mega 2560 microcontroller board, running custom-written software.  

The central Arduino Mega 2560 achieved the following:  

(a) acquiring data signals from the gaseous organics, particle, temperature, 

pressure and humidity sensors and the GPS device;  

(b) controlling the pump's voltage and thus the flow rate of air being sucked 

through the collectors based on the user’s input or programmable 

threshold values being reached from readings of the respective sensors. 

(c) logging and storing all information on a microSD card on the data logger 

(d) providing transmissible data signals to the XBee RF serial transmitter 

necessary for sampling approach adjustment by the user.  

The comprehensive air toxics aerial sampling system (Figure 8.1) consists of an 

octocopter drone (Mikrokopter Cinestar 8HL) having the air sampling package 

attached underneath it with protruding sampling pipes.   

We decided to have protruding sampling pipes for convenience during the 

project's development phase in this design. We had to take into account that if 

we were to sample a much smaller concentrated source (like a chimney stack or 

a car exhaust), the drone would have to be maneuvered in such a way to make 

the protruding samplers be inside the concentrated fumes while avoiding any 

downwash effect. However, as we explain more in our subsequent 

developments, the downwash effect is not expected to be an issue when the 

aerial sampling systems are deployed to sample huge post-blast fumes where 

the whole drone would be engulfed any dilution effects would be negligible. 
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However, the drawback of such a design is the deposition of particulate matter 

on the walls of such a tube. Also, sampling delays are associated with increased 

travelling time. Instead, the lightweight and compact sampling components 

allowed them to be placed at the tip of 4 individual protruding pipes, well 

counterbalanced along the central vertical axis of the current RPA.  

The items attached to the protruding pipes are as follows:  

1. The sorbent tube is connected to a 100 ml/min pump inside the main casing 

via a flexible sampling hose passing through the first protruding tube.  

2. The laser dust sensor is connected to the Arduino Mega2560 

microcontroller board and 5V port on the power management board inside 

the main casing via wires passing through the second protruding tube. 

Figure 8.1 Comprehensive air toxics aerial sampling system 
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3. The PM2.5 dust impactor-collector is connected to a 10 L/min pump inside 

the main casing via a flexible sampling hose passing through the third 

protruding tube. 

4. The temperature-humidity sensor is connected to the Arduino Mega2560 

microcontroller board and 5V port of power management board inside via 

wire leads passing through the fourth protruding tube. 

However, being a heavy item, the aethalometer was instead placed inside the 

casing. Its sampling hose was made to pass through the third protruding tube 

such that its end was at the same point as the PM2.5 dust impactor-collector. This 

is because both were expected to measure or collect soot essentially.  

A semi-VOC sampler such as PUFF and XAD cartridges would have completed 

the sampling system evenmore. However, besides cost constraints, we had 

realised they would require a high flow rate to collect detectable amounts of 

suspected semi-VOCs. The heavy pump, cartridges and heavier battery required 

would simply exceed weight and space limits. It is expected that the more volatile 

semi-VOCs may be collected in the sorbent tubes. The less volatile semi-VOCs 

with much bigger molecular structures would form particles or become attached 

to coarser particles. Some of them would thus be collected by the PM2.5 collector 

and possibly be detected by GC-MS.  Data from the aethalometer may also hint 

at detecting those semi-VOCs in the form of brown carbon.  

Based on flying time tests done with different dummy weights and inferred from 

the deduced relationship, the predicted flying time for this combined aerial 

sampling was 15 minutes. This flying time enabled enough VOCs to be sampled 

for analysis. It was deduced that a 15-minute flying time would imply a sensitivity 

of the whole analytical process to be 0.06 µg/m3. 
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8.2.2. Reduced-weight design  

Table 1.2 summarises the key features of the reduced-weight design. The 

reduced-weight air toxics aerial sampling system (Figure 8.2) consists of a 

quadcopter RPA (DJI Phantom 4 Pro+ V2.0). The camera unit was removed to 

have the reduced-weight air sampling package attached underneath it. 

The reduced-weight design does not include the following components present 

in the original design: the particle collector, the carbon particle sensor, and the 

GPS module.  

Table 8.2 Features of the reduced-weight design for the aerial sampling of air toxics  

Air sampling package: 

Computer system 

Arduino Mega 2560 microcontroller board 

+ Adafruit Data Logger Shield, SanDisk 16 GB SD card 

+ Digi XBee-PRO S2C Zigbee on Cytron Xbee shield 

Power system 
Custom-designed versatile power management board  

+ Thunder Power RC G8 Pro Lite Plus 1350mAh 14.8V  

Physical sensors 

Adafruit MPL3115A2 I2C Barometric 

Pressure/Altitude/Temperature 

& Adafruit AM2302 (wired DHT22) temperature-humidity 

Organic gas sensor Ion Science MiniPID (1 ppb – 40 ppm) 

Organic gas collector 
Markes thermal desorption sorbent tube 

+ Sensidyne 3A120CNSNF20VC1 pump (100 ml/min) 

Particle sensor Plantower Laser dust sensor 

Weight  556 g 

RPA: 

Type, Make and Model Quadcopter DJI Phantom 4 Pro+ V2.0 

Weight  1154 g (camera removed) 

Air sampling package-equipped RPA:  

Weight  1710 g 

CASA regulatory size  < 2 kg (requires no RePL and ReOC) 

Total safe flight time 15 minutes (landing when the battery reaches 30%) 
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Figure 8.2 Reduced air toxics aerial sampling system 
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Figure 8.4 Top view of the opened reduced air toxics package 
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Figure 8.3 Computer of the sampling package 
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The relative limitation in the weight-reduced design was that no protruding pipes 

were included.  The downwash effect is expected to affect the concentration of 

particulate matter measured by the sensors. However, we assumed that the 

whole aerial system would be completely engulfed in large volumes of densely 

polluted post-blast clouds. Hence, any dilution effects would mildly affect the 

measurements, considering the whole air mixture above and below the RPA 

would be equally highly concentrated.  

The three chemical samplers all face forward (figure 8.2(a)) for emissions to enter 

in samplers’ inlets as quickly as possible. The gaseous organics collector consists 

of a front sampling sorbent tube and a rear breakthrough sorbent tube attached 

to the micropump. (Figure 8.2 (c)). The remaining components, power and 

computer systems, are arranged inside the package (Fig 8.3). The power system 

consists of a battery and power management board. The computer system 

arrangement consists of the microcontroller board stacked with the datalogger 

and Xbee shield (Fig 8.4). 

8.3. Sampling package components and their operation  

Figure 8.5 shows the hardware in the reduced-weight sampling package with 

wiring and circuitry details shown clearly.  

8.3.1. Computer system 

The Arduino Mega 2560 microcontroller board, based on the ATmega2560 chip 

(Figure 8.6), was employed as the control system of the sampling package. The 

code developed to run this system is in Appendix 3. It receives the analog and 

digital voltage input signals from the various sensors in the system. The Arduino 

Mega 2560 offers 16 analog inputs and 54 digital input/output pins (the first 14 



106 
 

can be used as pulse-width modulated (PWM) outputs). One of the PWM 

controlled the power supplied to the micro air pump.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Arduino Mega 2560 also has a USB connection, four UARTs (hardware serial 

ports), a 16 MHz crystal oscillator and a reset button. The Arduino Mega2560 can 

Figure 8.5 General circuit schematic of reduced air toxics sampling package 

Stacked on top of  



107 
 

be connected to an external PC via the USB port (type B) to upload the software 

and transmit serial data via a virtual com port. 

The Arduino Mega 2560 provided power to the data logger shield, Xbee shield 

and Xbee transmitter stacked on top of it (via output 5V and 3.3V power pins). It 

also provides the electronic links required by the data logger shield and Xbee 

shield via the female headers on its sides and the centrally positioned ICSP (In-

Circuit Serial Programming) male pins.  

On top of the Arduino Mega 2560, the data logger shield is mounted with the 

microSD card inserted for data storage (figure 8.7). Underneath the rightmost part 

of the data logger shield in Fig 8.7 are female headers that stack on top of the 

centrally positioned ICSP header male pins on the Arduino Mega 2560 in Fig 8.6 

required for SPI communication. The included RTC (Real Time Clock) is used to 

timestamp all data with the current time.  

Figure 8.6 Arduino Mega 2560 microcontroller board 
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When the code is uploaded on the Arduino Mega 2560 using the Arduino software 

from a PC, one can inspect serial data logged through the serial monitor of the 

Arduino IDE(Integrated Development Environment). An example of some lines 

displayed is shown in Figure 8.8. 

It can be observed that data is logged every two seconds. One can use this 

feature to do a preflight check that every component are working as intended. 

The current time should be correct, and the values of the physical and chemical 

sensors should be reasonably close to ambient values.  

The data is logged and stored on the microSD card on-board the data logger 

shield with a function that creates a delimiter .csv file that can be retrieved after 

a sampling mission and analysed in detail using Microsoft Excel.  

On top of the stacked Adafruit Data logger shield, the Xbee shield is mounted 

carrying one of the two XBee-PRO ZigBee S2C TH radio modules (left in Fig 8.9). 

This constitutes half of the aerial data transmission system.  It sends and receives 

data to a secondary XBee-PRO ZigBee S2C TH radio module on an Xbee 

adapter connected via a USB cable to the PC of the flight operator.  

Figure 8.7 Adafruit data logger shield with microSD card and Real Time Clock (RTC) 
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The Xbee and its adapter (right in Fig 8.9) enable communication to and from the 

ground control station (The PC).  

This two-way communication link enables live telemetry measurements for 

sampling approach adjustment and manually controlling the micro air pump 

Figure 8.8 An example of some lines from serial transmission of data via USB  

Figure 8.9 Aerial data transmission system (left) and ground control station (right) 
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sucking air through the sorbent tube.    The XBee-PRO ZigBee S2C model offers 

line-of-sight communication for up to 3.2 km.  This data can be accessed remotely 

by using the HyperTerminal software. Fig 8.10 shows an example of some lines 

displayed when communication is established correctly. Again, updates are 

transmitted every two seconds.  It may be noticed that the data transmitted 

remotely was restricted so as not to overwhelm the operator with unnecessary 

information during the flight, but to only show what is essential for detecting 

anomalies in any sensors during the flight, for sampling approach adjustment and 

for activating the pump.   

The serial data transmission system operates at the following baud settings: 

115200 bits per second, 8 bits, no parity, one stop bit and no flow control.   

8.3.2. Power System 

A versatile power management board (Fig 8.11) with outputs +12V, +10V, +5V, 

+3.3V and two adjustable +12V outputs for pumps were designed to cater to any 

devices' power needs. This board would be used in the various sampling 

packages later in the project.   

A fully charged 14.8 V Lithium Polymer battery (G8 Pro Lite+ 25 C, Advance 

energy Inc., Las Vegas, NV, USA) of 1350 mAh capacity (Fig 8.12) provided 

enough power to all the components, lasting multiple sampling flights. 

Figure 8.10 An example of some lines from live transmission of data via radio modules 
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8.3.3. Physical Sensors 

An Adafruit MPL3115A2 - I2C barometric pressure/altitude/temperature sensor 

(Fig 8.13) provided vertical positioning details. Together with GPS information, it 

Figure 8.11 Power management board 

Figure 8.13 Adafruit MPL3115A2 - I2C (left) and AM2302 (right) 

Figure 8.12 G8 Pro Lite+ 25 C Lithium polymer battery 
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helps with identifying source location and 3-dimensional plume profiling of the 

spread of the air toxics. The sensor has a built-in altimeter calculation which does 

not require calibration or conversion calculations. It offers an altitude resolution 

of down to 0.1 m and typical accuracy of ± 0.3 m based on a 1.5 Pascal 

barometric pressure resolution over a calibrated pressure range of 50 to 110 kPa. 

It also offers temperature measurement accuracy up to ± 3 oC over an operating 

range of -40 to 85 oC. It operates on a 5V DC power supply, and its chip uses I2C 

7-bit address 0x60 to communicate data through wiring connected to digital pins 

20 (SDA) and 21(SCL) on the Arduino Mega 2560. 

The voltage signal from the MiniPID caused by VOC concentration is dependent 

on temperature and humidity.  The AM2302 (wired DHT22) temperature-humidity 

sensor (Fig 8.13) was thus used to provide humidity data (accuracy of ±2-5 %RH; 

range 0-100%RH) and more accurate temperature measurement (accuracy of 

±0.5 oC; range -40 to 80 oC). It can operate on 3.3 to 6 V DC (5 V DC). Its 8-bit 

single-bus chip converts the analogue voltage signal from the capacitive humidity 

sensor and the thermistor into a digital signal. This signal is received as an input 

to digital pin 22 on the Arduino Mega 2560.  

8.3.4. Gaseous Organics Sensor 

A miniature photoionisation detection (MiniPID) sensor was employed for 

estimating the total concentration of volatile organic compounds (VOCs). These 

compounds include gaseous organic air toxics and other gases such as methane. 

The sensor consists of a membrane filter that allows gaseous compounds from 

ambient air to diffuse into a photoionisation cell where a UV lamp emits photons. 

Molecules with ionisation energy less than or equal to photons become ionised 

into cations and anions when hit by the photons. The detector in the cell consists 
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of a cathode and anode that attract the cations and anions, respectively, thereby 

creating an electric field. The current that results is proportional to the 

concentration of VOC being sampled. The constant of proportionality depends on 

empirically determined response factors unique to the VOCs that the 

manufacturer provides. 

Table 8.3 MiniPID 2 sensors purchased from Ion Science Ltd 

Serial number MP3SMLLBU2 MP3SBL0BU2 MP3SBLBBU2 

Broad classification name H-PPM 10.0eV PPB 

Picture 

   

Ionisation energy  10.6 eV 10.0 eV 10.6 eV 

Operating range  0 – 6000 ppm 0 - 100 ppm 0 – 40 ppm 

Linear range (> 1ppm) 100 ppm Full range Full range 

Typical sensitivity 0.7 mV/ppm 25 mV/ppm 50 mV/ppm 

Min. detection limit  100 ppb 5 ppb 1 ppb 

Offset voltage 50 – 65 mV 55 – 70 mV 60 – 80 mV 

Ion Science Ltd (The Hive, Butts Lane, Fowlmere, Cambridge, UK SG8 7SL) 

provides a range of MiniPID 2 sensors with variations of ionisation energy, 

operating range/minimum detection limit and operating supply voltage to suit 

different applications. Three sensors (Table 1.3) were purchased for their 

different operating concentration ranges to suit different sampling environments, 

proximity to source and scale of blasting. They all had the same supply voltage 

range of 3.2 to 3.6 V, compatible with the 3.3 V power supply on the Arduino 

Mega 2560. Ion Science Ltd also recommends an operational voltage of 3.3 V.  

The concentration is obtained by reading an analog voltage input on the Arduino 

Mega 2560 at pin A8. These sensors are modular and can be easily switched out 
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by unplugging the power and signal pins from the circuit and plugging in another 

one.  

The miniPIDs provided by Ion Science Ltd are calibrated with isobutylene. 

Different VOCs and miniPID lamps with different ionisation energies will have 

different sensitivities (mV/ppm). Thus, Ion Science Ltd provides response factors 

(RF) for commonly encountered VOCs for each miniPID lamp it offers. Therefore, 

the miniPID is best used to detect VOCs and other potentially toxic gases to alarm 

workers to evacuate and take further appropriate actions to determine and 

resolve a fault in industrial workplaces. For specific sampling purposes, the 

miniPID method relies on the presence of species A, B, C,... and their 

corresponding proportions a, b, c… to be known by other means. The following 

formulas are used to estimate the measured PID concentration of total VOCs: 

 

                        RF mix   =   
1

𝑎

𝑅𝐹(𝐴)
+

𝑏

𝑅𝐹(𝐵)
+

𝑐

𝑅𝐹(𝐶)
+⋯

 

In table 1.4, the response factors are summarised for those gases that are 

relevant to the ANFO blast fumes and our purchased miniPIDs.  

It is predicted that BTEX VOCs and other similar unburnt hydrocarbons will mainly 

arise from fuel oil (diesel fumes). However, cross-interfering gases from ANFO 

fumes themselves, that is, NO, NO2, NH3, CO and CO2, are the most abundant 

species that must be considered. While the VOC profile is to be determined with 

GCMS analysis of the contents of the thermal desorption tube in this sampling 

package, other means of measuring NO, NO2 and NH3 are needed for 

quantitative VOC miniPID sampling (which will be covered in chapter 9).  

Measured PID 
concentration (ppm) 

= 
Analog voltage 

(mV) 
× 

Sensitivity 
(mV/ppm) 

× 
RF 
mix 
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Table 8.4 Response factors (RF) of MiniPID sensor from expected compounds 

Chemical name Formula Ionisation 
energy 

(eV) 

Response Factor 
(RF) 

10.0 eV H-PPM 
or PPB 

(10.6 eV) 

Suspected volatile organic compounds from ANFO blast fumes in mining 

Diesel fuel  8.00 NA 0.8 

Aromatic hydrocarbons  ~9 0.5 NA 

Benzene C6H6 9.24 0.54 0.50 

Toluene C7H8 8.82 0.6 0.56 

Ethylbenzene C8H10 8.76 0.6 0.56 

Xylenes  C8H10  8.56  0.59  0.54  

Styrene C8H8 8.40 0.52 0.45 

Propylbenzene C9H12 8.72 0.55 0.5 

Butylbenzene C10H14 8.69 0.45 0.5 

Naphthalene C10H8 8.14 0.4 0.4 

Cross-interfering gases from ANFO blast fumes in mining 

Nitrogen dioxide NO2 9.58 14 13 

Nitric oxide NO 9.27 NA 8 

Ammonia NH3 10.18 NA 8.5 

Carbon dioxide CO2 13.77 ZR ZR 

Carbon monoxide CO 14.01 ZR ZR 

‘ZR’ = zero response, ‘NA’ = not available because the response is insignificant 
at toxic concentrations of the compound and difficult to measure. 

 

The following formula could then be used to estimate the actual total VOC 

concentration better:  

 

 

 

Total VOC 
concentration (ppm) 

= 
Measured PID 

concentration (ppm) 
- 

NO + NO2 + NH3 

concentration (ppm) 
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8.3.5. Gaseous Organics Collector 

To collect VOCs and some semi-VOCs, we employed ¼” od hydrophobic, 

stainless-steel, multi-bed, thermal desorption sorbent sampling tubes filled with 

an adsorbent tube filled with Tenax TA 35/60 and Carbograph 1TD 40/60 (Markes 

International Ltd., Llantrisant, UK). A micro air pump (model 3A120CNSN from 

Sensidyne LP, St. Petersburg, FL, USA flow 0-625 cm3/min) draws 100 ml/min of 

air.  

These sorbent tubes are expected to collect C6 - C30 VOCs, which during post-

sampling procedures, are thermally desorbed using Markes Unity System 2, 

Markes International Ltd. The TD and GCMS equipment are connected by the 

gas flow that goes from the exhaust of the TD unit to the entrance of the capillary 

column of the GC-2010 Plus (Shimadzu, Japan). In the latter, gas 

chromatographic separation for analysis by gas chromatography-mass 

spectrometry (GC-MS) takes place using GCMS-TQ8040 (Shimadzu 

Corporation, Shimadzu Japan).  

Proper communication connections are also made between the two instruments, 

working in synchrony as a TD-GCMS system on a single PC. The software for 

the thermal desorption unit is Markes’s Thermal Desorption System Control 

Program Version 5.10. It can trigger the automated start of the GC-MS analysis 

after the contents of the thermal desorption tube are ready to be passed into the 

capillary column of the GC. The GCMS system software is GCMS solution 

Version 4.45 by Shimadzu Corporation.  

The capillary column used is an SH-Rxi-5Sil MS capillary column (15m × 0.25 

mm id, film thickness 0.50 μm, Shimadzu, Japan). It had a supplier-indicated 

retention index of 1336.3 for 1-methylnaphthalene and 1371.6 for 1-undecanol. 
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Although it had a workable temperature range of up to 350 oC, allowing arguably 

for the detection of more organics, it was operated to temperatures of up to 250 

oC due to the lower workable temperature range of other columns (used by other 

researchers) in the GC.  

In our test sampling of the whole sampling method for VOCs, we used the NIST 

14 library in the GCMS software to identify the sampled VOCs. We considered 

the compounds to have been detected when the peak signal-to-noise ratio in the 

chromatograph was above 3.  The relative concentrations of a given VOC across 

different samples can be inferred from the total intensity of the peaks associated 

with the chromatograph (TIC) or the sum of the highest two MS peaks. The latter 

was proved to be more helpful when the TIC peaks were eluted.  The former was 

used heavily, being less time-consuming.  

We investigated the ability of the sampling method to obtain distinguishing 

profiles of VOCs for two locations of different types of sources. One day, a sample 

was collected by leaving the sampler along the Kwinana Freeway (Perth’s major 

roadway from southern regions to CBD), crossing the Murdoch suburb (Perth, 

WA) at the train station. On another day, a sample was taken in the public 

roadways within the Kwinana Industrial Area (KIA) (Perth, WA) near one of the 

refineries. Both samples were collected for 1 hour by the sorbent tube, having air 

drawn in at 100ml/min. 

The VOCs were detected with a signal-to-noise ratio above 3 in the 

chromatographs. Figure 8.14 below shows the data that matched this criterion for 

both sources.  

The BTEX VOCs sampled at the freeway location were relatively higher than 

those measured near the refinery in the industrial area. This is possibly due to 
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the net amount of these unburnt hydrocarbons emitted from the motor vehicles 

being greater than the amount of these same types of VOCs from the industrial 

processes near the refinery sampled in the industrial area. Near the refinery in 

the industrial area, we observe oxidised VOCs being sampled at higher 

concentrations than those on the freeway.  

 

Figure 8.14 Detection of VOCs with sorbent tubes at 2 locations with different sources 

While we focus more on establishing the concentration profile of all VOCs that 

our method could detect, we also invested some time developing methods to 

quantify the absolute concentrations of important BTEX VOCs. This task was 
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accomplished by calibrating the system by introducing standard solutions (EPA 

VOC Mix 1 and 2 certified reference material, Sigma Aldrich). The solution needs 

to be diluted so that the concentration of VOCs in vapourised form is within the 

range of concentrations to be sampled for the given application. The solution is 

diluted dissolved in methanol being passed into a sorbent tube using Markes 

Calibration Solution Rig (CSLR).  

A syringe delivers about 1 ul of the solution into a conditioned sorbent tube. A co-

current flow of the same inert gas used in the TD method and the same flow rate 

used in the sampling procedure is applied to vaporise the solution. Most BTEX 

VOCs are retained into the sorbent tube, and the methanol exits the sorbent tube 

on the other end. The maximum retention of the VOCs depends on an optimal 

total time of flow of the gas, with too little time not allowing enough VOCs to be 

vapourised and absorbed and too much time causing the VOCs absorbed to start 

leaving the tube. This optimal time had to be found by trial and error for each 

calibration point (determined by the concentration of the dilution of the original 

solution). Figure 8.15 below shows the calibration graph made after carrying out 

this process. With the directly proportional relationship assumed for each analyte 

obtained, the GCMS peak profiles can be converted to absolute concentration 

data. 
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Figure 8.15 Calibration of TD-GCMS for analytes in EPA VOC mix 1 

8.3.6.  Particle sensor 

Direct sensing of particles was done with an extensively miniaturised (50×38×21 

mm), lightweight (42 g including adapter) and low-cost laser scattering sensor 

(Plantower PMS7003 sensor, SK Techx, Seoul, Korea). It measures the total 

concentration of particles with different particle size-based categories (including 

PM2.5 and PM10) in µg/m3, with a resolution of 1 µg/m3 and a total response time 

of ≤10 s. It is a 5V device that sends serial data to a pair of TXD and RXD input 

pins on our microcontroller board.  

For PM2.5, the effective range is up to 500 µg/m3, with a maximum consistency of 

± 10% for 100~500μg/m3 measurements and ± 10μg/m3 for 0~100μg/m3 

measurements. Its minimum distinguishable particle diameter is 0.3 µm with a 
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counting efficiency of 50% in contrast to 98% at above 0.5 µm. The sensor reads 

a value of 1 to 5 ug/m3
 in ambient air without any nearby sources. 

Thus a major disadvantage of the equipment is that it may be used in the 

dispersed regions of the post-blast fumes with lower particle concentrations. It 

can also demonstrate that the drone has reached the particle-dense inner region 

of the post-blast fumes.  

8.3.7. Particle collector 

 

Figure 8.16 PM2.5 collection from smouldering frankincense sticks for XRD analysis 

The capability to collect particulate matter was included in the initial design. A 

PM2.5 M200 Personal Environmental Monitor (PEM™, MSP Corp Shoreview, MN, 
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USA) was employed. It operates at the maximum flow of 10 L/min for the fast 

collection of enough particles during the short duration of aerial sampling 

missions. Besides being designed to have an inertial impact that leads to cut-size 

diameters of 2.5 µm of the particles sampled, it also relied on the use of 37 mm 

PTFE filters of 2.0 µm porosity to retain coarser particles. The solid particles can 

be analysed with X-ray Powder Diffraction (XRD) to determine any crystal 

structure, carbonaceous or otherwise metallic (figure 8.17). 

8.3.8. Carbon particle sensor  

Complexly diverse carbonaceous particles can occur in post-blast fumes, 

especially when ureas, biomass and plastics are added to the standard ANFO 

mixes as potential NOX mitigation practices. These mitigation options must be 

ensured not significantly to increase the harmful carbonaceous particles.  

To investigate carbonaceous particles from the post-blast fumes that are 

expected to be unique and complexly diverse, we employed the portable 

aethalometer microAeth®MA200 (AethLabs, Ltd., San Francisco, CA) USA), 

which provides a direct in-situ measurement of these particles. 

The instrument measures light-absorbing carbon particles (LACs) at 880 nm, 

interpreted as the concentration of black carbon. It measures LACs at 375 nm as 

Ultraviolet Particulate Matter (‘UVPM’) which can point to organic particles, 

including semi-VOCs, in soot from biomass sources. Source apportionment of 

LACs can be further be facilitated with their measurement at three other 

wavelengths in the visible range of the electromagnetic spectrum. Overall, the 

aethalometer was a great addition to the initial design, considering it provides the 

opportunity to explore carbon particles largely unexplored in post-blast fumes.  
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During the testing phase, this sampler sampled mobile and stationary sources. 

Black carbon, measured at 880 nm, was sampled a few times and averaged as 

4.3 mg/m3 when standing with the device along the Kwinana Freeway at 

Murdoch. This value is below the 20 mg/m3 safe levels set by the World Health 

Organisation (WHO), which mentions levels of BC, not more than to be safe. 

However, depending on the exact composition of soot measured as black carbon, 

there are still concerns for a toxicological threat. Carbon black, primarily 

elemental carbon that can be airborne and not be confused with black carbon, 

could be a significant part of the soot concentrations measured as black carbon. 

The legal airborne permissible exposure limit (PEL) set by OSHA (US) is only 3.5 

mg/m3 for an 8-hour work shift period.  On the other hand, PAH (as the 

cyclohexane-extractable fraction) has a recommended airborne exposure limit 

(REL) of only 0.1 mg/m3. The determination of the content of the soot particles, 

not within the scope of this project, would help make informed guesses on the 

toxicity of the particles.  

 

Figure 8.17 5-wavelength aethalometer measurement near power plant in KIA 

When sampling in the public roadways within the Kwinana Industrial Area (KIA) 

in Perth, the concentration of black carbon was measured as 1.9 mg/m3 in one 
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area and an area near powerplants, where a concentration of 7 mg/m3 was 

measured, the concentration of the carbon particles at the five different 

wavelengths measurable by the aethalometer at that location is displayed in 

figure 8.18 below. The graphical data was like that in a study [251] that explains 

how to interpret those individual concentrations at play. 

 

8.4. Flight testing of the reduced-weight aerial system 

8.4.1.  Results and discussion for aerial PM sampling  

As specified in Table 8.1, the RPA used to fly the reduced-weight aerial system 

is the quadcopter DJI Phantom 4 Pro+ V2.0, shown in figure 8.2.  

We began analysing the results for particulate matter on our first flights (while 

VOCs would have to wait for the post-sampling analysis described in the next 

section). We were first allowed to sample in a nearby residential park 

(Sutherlands Park Holmes St, Huntingdale WA) at heights of up to 100 m. There 

are not many nearby sources of air pollution except for cars on roadways, so we 

did not expect to see high concentration changes. We thought we could try 

establishing any vertical variations in the concentration of particulate matter. 

Dispersed amounts of these pollutants may come from sources afar, and varying 

height-dependent wind profiles could result in some interesting variations in the 

low concentrations of PM2.5 in the air.  

Figure 8.19 below reports on the variation of the PM2.5 level (as measured by the 

laser dust sensor) with height above the ground level (determined using 

barometric-derived altitude measurements of the MPL3115A2 I2C sensor by 

subtracting flight-measured levels with ground measurement levels of barometric 

altitude).  
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The flights were carried out at five different heights: 15 m, 20m, 30 m, 40 m and 

50m enabled by allowing the drone to hover at the given height using GPS-based 

positioning on the RPA and automatic hovering enabled by the GPS-flight control 

mode by letting go of the control sticks. Results are reported only up to 40 m in 

the graph, as there was no further variation of PM with height up to 50 m.The first 

flight records large fluctuations of altitude 10 to 20 m only because the RPA was 

being flown at those heights for initial flight-testing purposes. However, the 

random variations of about ± 4m are random variations. They can be attributed 

to the actual random variations of the RPA in a GPS-stabilised hovering fixed 

Figure 8.18 Sampling day A: Variation of PM2.5 with height AGL 
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position and the random variation of the barometric altitude measured by the 

MPL3115A2 I2C sensor.  

There are different types of variations of PM2.5 occurring during this mission. First, 

we should recall that although the sensor offers a resolution of down to 1μg/m3, 

the sensor measurements are only consistent by ± 10μg/m3 for the measurement 

of PM2.5 within the 0~100μg/m3 range, as stated in the manufacturer’s datasheet.  

Therefore, those variations that occur consistently for extended periods below 10 

μg/m3 must be dismissed as probably due to random noise measurements above 

zero indistinguishable from the actual values of ambient air concentrations that 

may exist around some mean value below 10 μg/m3. The average 2 µg/m3 value 

recorded in this sampling mission is consistent with the indoors value we had 

measured during the testing of indoors ambient air in the laboratory. It was also 

consistent with ground-level measurements in outdoor regions of Perth with 

relatively clean air, including this park for most occasions that we sampled there.  

The relatively high peaks of about 30 μg/m3 seen at 20 minutes and 40 minutes 

are evidently caused by the sampling process, precisely due to the turbulent 

whirls of air caused by landing the drone that may cause some soil on the ground 

to become airborne.  Between the second and the third flights, there was some 

time delay between flights to notice the PM values returning to the undisturbed 

ambient air levels. We do not observe this between the first and second flights 

where the PM values are reduced only when the drone goes back into the air high 

above those brief low-lying patches of airborne soil particles caused by the 

previous landing operation. This systematic sampling error would have to be 

accounted for when sampling dispersed levels of post-blast fumes in mining. 

Considering how the wind blows over the dusty grounds in those quasi-desertic 

environments, airborne ground dust, not triggered by the blast, is expected to be 
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higher.  Therefore, the ground PM2.5 levels measured in the minutes before and 

after a flight should not be taken seriously because of this effect.  

From 52 minutes onwards, we notice PM2.5 stops varying from its usual 

background value of 2 μg/m3, even slight variations expected due to noise levels. 

On a different sampling day B (see figure 8.20), we thus repeated measuring 

PM2.5 at similar heights as during sampling day A. This time though, we increased 

the altitude levels in 5 minutes. We did not land the aerial system during those 

changes in heights to avoid sampling the then recognised turbulent whirls effect 

on soil. Two of such flights we carried, between which we can then observe the 

effect happening. We also time-synchronised the sampling data with the 

extractable height data measured by the GPS module included in the Phantom 4 

RPA. It has a much lower noise level than the altimeter readings and corresponds 

directly to the set value of the altitude of the system we control during the flight.  

Regarding PM2.5 measurements, we can see no significant PM rise during the two 

flights other than random variations. Again, we see large concentration changes 

between 32- and 48-minutes during landing due to soil on the ground becoming 

airborne. On the other hand, we did experience again periods of completely 

unchanging PM2.5 value, now at higher values of 9 μg/m3 occurring at heights 

similar to those on the previous sampling days. These may be because the slight 

ambient air concentration changes at lower levels are less likely to occur higher 

up in the atmosphere. This behaviour may, in turn, be due to the way wind profiles 

change near the ground disperse PM.  Another hypothesis is that the flatline 

concentrations are accounted for because the sensor is not very responsive at 

such low concentrations, hence being below the limits of resolutions of the 

analogue-to-digital converter.  
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8.4.2.  Results and discussion for aerial VOC sampling   

On sampling day C, we sampled VOCs at ground levels in Winthrop Park and 

then at heights vertically above this position and at 70 m height AGL at a different 

residential park (Winthrop Park, WA). As we were sampling ambient air, we knew 

we would need extensive sampling periods beyond the required time for post-

blast fumes. We increased total aerial sampling time on that day with five 

consecutive repeating flights afforded by the five available batteries for the RPA. 

We kept the instrument package constantly working with the same sorbent tube 

Figure 8.19 Sampling day B: Variation of PM2.5 with height AGL 
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for when the drone was during the air and the same sorbent tube for ground 

levels. We made sure to switch the pumps ON and OFF during aerial sampling, 

using the XBee communications, when the drone was in the air at 70 m altitude 

and on the ground, respectively. Figure 8.21 reports on these results.  

 

Figure 8.20 Ground and aerial (70m AGL) detection of ambient VOCs with sorbent tubes 

The analysis was made by selecting peaks with an intensity signal-to-noise ratio 

greater than 3.  The area under the peaks is considered proportional to the 

concentration of the given VOCs. Calibration for the individual VOCs is not 

required if the purpose is to compare the two profiles measured by the same TD-
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GCMS method. We can notice that some compounds detected in ground levels 

in the park are not present at 70 m AGL such as alpha-pinene (known to be from 

trees). It may be argued that  

1. The detectable VOCs at 70 m AGL are coming from other sources afar 

and dispersing into the local air at ground levels OR 

2. All VOCs ultimately come from the nearby ground sources and rise to 70 

m AGL. The concentrations of VOCs sampled only at the ground levels 

(such as alpha-pinene) are not abundant enough to rise to such heights 

from their individual sources (from trees) OR 

3. The VOCs detected only at ground level are more easily destroyed at an 

atmospheric process or settle down more quickly.  
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CHAPTER 9 

9. Aerial Air Sampling Systems for Inorganic Gases 
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9.1. Overview 

9.1.1. Regulatory-based and research-based sampling needs 

In chapter 7, we already discussed the pressing sampling need in the mining 

industry to quantify in-situ toxic inorganic gases more accurately. First, there are 

the two criteria air pollutants NO2 and CO. The four other determining gases that 

tend to form are NO, NH3, N2O and CO2. We have deduced these from the 

literature reviews in chapters 2 and 6 and experimentation in chapters 4 and 5. 

NO and NH3 are still toxic species. Hence, measuring these gases will benefit 

mining sites and government authorities for regulatory purposes like air quality 

control and monitoring, environmental impact assessment, and occupational 

safety.  

The sampling of all six gases can also help explain the formation and dispersal 

of abundant emissions and how physical and chemical parameters affect the 

formation and dispersal processes. Ultimately better measurements would lead 

to better thermochemical models that can predict the formation of emissions 

under varying conditions.  

This improvement would be beneficial specifically to mine sites, whether when it 

comes to changing blast practices, validating new blasting products, or blasting 

locations with different environmental factors that affect the detonation process 

and formation of emissions altogether.  

To explosive manufacturing companies, it would be helpful to demonstrate the 

toxicologically safer options they offer for toxic emission mitigation strategies. The 

validation of these options relies on on-site testing to demonstrate the actual 

emission reduction potential and no compromise on other performances.  
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9.1.2. Major development required 

We had reviewed in chapter 6 all the logistical challenges and instrument 

limitations that require significant developments in improving field sampling of 

post-blast fumes in mining.  

These improvement requirements included the challenge of having fast sampling 

methods to measure the rapidly chemically changing and dispersing inorganic 

gases discussed. We found the significant limitations of path-average 

concentration derived using ground-based, passive, in-situ spectroscopic 

measurement done by Attalla et al. in 2008 [61].  It would provide unsuitable data 

for the purposes we have listed, which depend heavily on point sampling at the 

source.  

We also noticed McCray in 2016 [194] had made a significant development 

towards developing point sampling with aerial systems to sample COx and NOx 

in post-blast fumes in mining. His aerial sampling system employed an active 

sampling method to analyse the inorganic gases we have described.  However, 

we considered that this design still had many limitations that could be addressed 

when this project started in 2017. The limitations in the design were:  

1. the slow electrochemical cells whose response time is too large to provide 

accurate point sampling for our purposes. They run the risk of measuring 

significantly lower concentrations when they momentarily meet highly 

contaminated volumes of air which change in times greater than the time for 

the analytes at their high concentration to get enough time to react in the cell.  

2. In addition, the downwash effect resulting from the design must be addressed. 

3. Also, the possibility of measuring more emissions should be considered.  
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9.1.3. Our development towards addressing the sampling needs 

Our key development was using non-dispersive infrared (NDIR) analysers 

spectroscopic-based instruments. Our small air sampling packages were 

employed to measure all of the six inorganic gases NO, NO2, N2O, CO, CO2, and 

NH3. This precise development is not common in sampling toxic fumes dispersal 

at combustion sources (as demonstrated in the literature review chapter 6). CO2 

is the only exception to that rule which has to do with it being very IR-active and 

abundant in combustion plumes, making its associated gas cell small and light 

enough to be implemented in these aerial systems. Our design had to trade off 

these lightweight features (and hence flight sampling times and ease of 

implementation) with the better performance offered by such sensors. The 

sensors have longer and thus heavier gas cells that can sample the less IR-active 

other five gases. The predicted higher concentration of NO, NO2, N2O, CO and 

NH3 to be sampled in post-blast clouds was thought highly enough to be sensed 

accurately with cells whose size we could still afford to implement on our RPAs.  

Our initial design (see section 9.2) offered the possibility of:  

1. using NDIR devices to measure five out of six gases, namely CO, CO2, NO, 

NO2 and NH3 but not N2O.  

2.  Measuring a set of three gases, namely NO, CO and CO2 in a single 

sampling flight with NDIR device A, followed by another set of three gases, 

namely, NO, NO2, and NH3 in a second sampling flight with NDIR device B.  

3. avoiding the downwash effect with a protruding tube 

Our combined final design (see section 9.3) offered the added possibility of 

measuring all gases (CO, CO2, NO, NO2, NH3 and N2O) at once with NDIR 

devices A, B and C and the addition of VOC and PM samplers from chapter 8.  
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9.2. Design for sampling inorganic gases only 

9.2.1. Initial design 

Table 9.1 summarises the features of the initial design.  

Our initial design involved the same aerial system to fly two interchangeable 

heavy NDIR Benches A (~1.7 kg) and B (~1.8 kg), custom-ordered from Infrared 

Industries (IRI), Inc (Hayward, CA, United States) (top view shown in figure 9.1).  

Table 9.1 Features of the initial design for aerial sampling of inorganic gases 

Air sampling package: 

Inorganic gas sensor  

Infrared Industries IR-400 Bench with custom-made 
speciality IR detector and gas cell extended to 12 inches.  

EITHER BENCH A:               *(max concentration in ppm) 

NDIR device A:  NO (800), CO (1500), CO2 (10000) 

Added electrochemical cells: CO (200) 

OR BENCH B: 

NDIR device B: NO (800), NO2 (400), NH3 (400) 

Added electrochemical cells: NO (100), NO2 (100) 

+ Alldoo Micropump CMP25B air pump (1 L/min) 

+ Scienceware drying tube with Sigma-Aldrich Drierite 

Computer system 
Infrared Industries, Inc. custom-designed control board  

+ Digitech Serial-to-ethernet converter XC4134  

Power system 

For inorganic gas sensor:  

1st Thunder Power RC 1350mAh 4S 14.8V 25 C             

+ eBay AU 5A 75W DC-DC Adjustable Buck Converter 

Step Down Power Supply Module 

For Serial-to-ethernet converter and air pump:  

Custom-designed power management board 

+ 2nd Thunder Power RC 1350mAh 4S 14.8V 25 C 

payload weight 3977 g (with Bench 1) and 4041 g (with Bench 2) 

RPA  Octocopter Drone America NAVx 

RPA (& battery) weight 6020 g 

Aerial system weight  9997 g (with Bench 1) and 10061 g (with Bench 2) 

CASA regulatory size  < 25 kg (requires a <25 kg RePL and ReOC) 

Total safe flight time 9 minutes (estimated from payload-flight time curve) 
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Figure 9.1 IRI IR400 NDIR bench analyser  

Infrared Industries offers a customised software to display, save, and 

communicate data and control the device called InfraView, shown in figure 9.2.  

 

Figure 9.2 IRI Infraview software (screenshot of interface to user) 
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Figure 9.4 Drone America’s NAVx drone as a carrier RPA for the initial design 

Unfortunately, when the opportunity to fly the newly purchased RPA (figure 9.4) 

came, it was not operational because of insufficient supplier information on how 

to fly it. However, we do report on the use of the NDIR below as it will be used 

later in the project in an alternative design not employing this RPA.   

Figure 9.3 Initial design of sampling package (opened top view) for inorganic gases 
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9.2.2. Performance and required components for inorganic gas sensor 

We have verified the manufacturer-claimed calibration of all gases through 

applying our calibration gases at known produced concentrations to the system 

(figure 9.5), for which results for NO are shown in figure 9.6 below. Many aspects 

of the measurement quality are shown in this single graph. 

 

 

 

 

 

 

 

 

 

The random variations of the signals about their perceived steady values can be 

attributed to signal noise measurements and the temperature variations caused 

by environmental variations. These later variations' effects on the system are tiny 

in our design thanks to implementing a heated gas cell in the NDIR bench 

analyser. As opposed to the usual industrial applications these systems mostly 

find their applications in, there are significant temperature variations for our field 

sampling purposes. IRI normally requests users to thermally stabilise gases 

before entering the gas cell for better results. We were better suited to a heated 

gas cell in our limited weight and space restraints instead.  
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The gas cell is heated up to 40 oC during start-up. IRI recommends waiting 5 

minutes before measurement to allow for warm-up variation of concentrations to 

stop. We did find this consideration important in selecting batteries of sufficient 

mAh then that would not only extend over the flight time but also account for this 

warm-up time. This was significant considering the NDIR device is a 4 A, 12 V 

DC device, drawing far bigger power than any of our other combined 

components.  

Besides temperature, IRI recommends that the gas be dry when entering the 

system as gases such as NO absorb infrared at similar wavebands as water. For 

our purposes, we resorted to using the drierite material to keep the incoming flows 

dry. In a 1 cm I.D. and 8 cm long tube containing the material, we determined that 

those dimensions would be enough to prevent even a 100% RH flow from 

oversaturating its capacity to maintain a dry flow on its other end work over only 

25 minutes. To be safe, we used two of such tubes in a series. Drierite can always 

be regenerated but requires an oven to do so.  

We also avoided using the analog outputs from the device (which would have 

increased noise variations) but instead relied on the digital transmission of data 

from an RS232 cable to our laptop. The wireless version of this connection was 

achieved in the initial design by connecting that RS232 cable into Digitech’s serial 

to an ethernet converter, which connects to the Drone America’s NAVx RPA 

chosen in the initial design for precisely this feature.  The RPA could send the 

NDIR data to the ground control station (GCS) (a touch-screen tablet PC) on 

which the InfraView software could be opened and measurement concentration 

graphs inspected in real-time by the same person operating the flight of the RPA.  

This would be ideal for easy sampling approach adjustment most needed in the 
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case of fast dispersing fumes in blasting in mining. Figure 9.6 reports on the 

established link between the RPA and NDIR and, ultimately, between the tablet 

PC operated by the user and the NDIR.   

 

Figure 9.6 Wireless link between NDIR and user’s tablet PC, through RPA 

Referring back to the NO measurement performance graph we generated in 

figure 9.3, the three sets of data identified represent 3 different flow rates (1, 2 

and 3 L/min) that were explored for better accuracy of measurement of actual 

concentration. The manufacturer stated that any value between 1 – 2 L/min would 

work best. We notice that a flow of 2 L/min results in the best match of applied 

concentration with measured concentration. This was hence chosen as our 

optimal flow rate. 

Simultaneously, measurements below 50 ppm at that same flow rate varied quite 

consistently about the same actual concentration value of 43 ppm. This was 

important considering that NO is not as IR-active as gases like CO2. Measuring 

small concentrations of weakly IR-active compounds like NO in small gas cells 
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results in more significant measurement accuracies. It is something we had also 

empirically witnessed in chapter 4 with FTIR (a more powerful laboratory 

technique than NDIR) measurements using a 10 cm gas cell. The NDIR gas cell 

length measured 30 cm in comparison.   The manufacturer warned us that NO, 

NO2, NH3 and CO measurements were not very accurate below 50 ppm, even 

when providing us with the longest cell they could for our given application. If a 

flow of 2 L/min is employed, this problem might not be one. Besides, we planned 

to sample the higher (>50 ppm) concentrations in blast fumes in mining, and not 

the low concentrations of (<50 ppm) when the fumes have well dispersed away 

from the source. To measure these low concentrations too, in case we had to, we 

also included the electrochemical sensors into the design for 3 selected important 

gases, namely NO, NO2 and CO. These made sampling over a broad range 

possible.  

9.2.3. Compromise between downwash effect and response time   

The flexible pipe went from the outer tip of the protruding sampling pipe through 

the latter, and finally, the sensors accounted for 200 cm3 of volume. The optimal 

gas flow of 2 L/min designed for the instrument meant a travel time of 6 s. The 

NDIR sensor response time t90 being <4s itself meant the effective sampling delay 

t90 was <10s. The associated demerit of such an increase in sampling delay, 

caused by using a protruding tube, is much less problematic than the downwash 

of gases. This design was only done to enable sampling small sources like 

chimney stacks. However, in the case of large scale blasting in mining, these 

pipes become almost obsolete as the emission factors are not affected by diluting 

effects caused by any downwash effects.  
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9.3. Final combined design 

Table 9.2 summarises the features of the final combined design (Fig 9.7 – 9.9).  

 

Figure 9.7 Final combined design (lab view) 
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Figure 9.8 Final combined design – the air sampling package upside down 

 

Figure 9.9 Final combined design (ourdoor view) 
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Table 9.2 Features of the final combined design  

Inorganic gas sensor  

Infrared Industries IR-400 Bench with custom-made 
speciality IR detector and gas cell extended to 12 inches.  

*(max concentration in ppm) 

NDIR gas sensor 1: NO (800), CO (1500), CO2 (10000) 

+  NDIR gas sensor 2: NO (800), NO2 (400), NH3 (400) 

EURO-GAS GasSense NDIR 

+ NDIR gas sensor 3: N2O (2000) 

+ Alldoo Micropump CMP25B air pump (2 L/min) 

+ Scienceware drying tube with Sigma-Aldrich Drierite 

Organic gas sensor Ion Science MiniPID (1 ppb – 40 ppm) 

Organic gas collector 
Markes thermal desorption sorbent tube 

+ Sensidyne 3A120CNSNF20VC1 pump (100 ml/min) 

Particle sensor Plantower Laser dust sensor 

Physical sensors 

Adafruit MPL3115A2 I2C Barometric 

Pressure/Altitude/Temperature 

& Adafruit AM2302 (wired DHT22) temperature-humidity 

GPS module Adafruit Ultimate GPS Breakout 

Computer systems 

For NDIR 1 and 2 only 

Infrared Industries. custom-designed control boards  

+ Ebyte E32-DTU (433L20) RS232 wireless transceiver 

For everything, including input data from NDIR 1 and 2 

Arduino Mega 2560 microcontroller board 

+ Adafruit Data Logger Shield, SanDisk 16 GB SD card 

+ Digi XBee-PRO S2C Zigbee on Cytron Xbee shield 

Power systems 

2 x eBay AU 5A 75W DC-DC Adjustable Buck Converter 
Step Down Power Supply Modules (1 for each NDIR) 

 For NDIR 1 and 2 (with parallel connections) powered by 

+ Hobbytech 3300Mah 4S 14.8V 35C Lipo Battery  

2 x Custom-designed power management boards 

For everything else (with parallel connections) powered by 

+ Thunder Power RC 1350mAh 4S 14.8V 25 C 

payload weight 5853 g 

RPA  Octocopter Mikrokopter Cinestar 8HL (heavy lift) 

RPA (& battery) weight 4167 g 

Aerial system weight  10020 g  

CASA regulatory size  < 25 kg (requires a <25 kg RePL and ReOC) 

Total safe flight time 8 minutes (measured with equivalent weight flying) 
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This multipollutant package holds great promises for many applications within this 

project's scope and beyond.  

For this project, COx measurements can trace the amount of organic air toxics of 

the VOCs sampled by the sorbent tube back to the amount of fuel oil burnt. NOx 

can be used to trace back the other N-containing inorganic gases and maybe 

some detected nitrogenous organics collected in the sorbent tube to the amount 

of ammonium nitrate. It is claimed, therefore, that this final combined design has 

potential in enabling both carbon-based emission factors to be determined (such 

as in the works of Zhou et al. [201]) along with estimating the emission rates per 

kg of ANFO used since both COx and NOx are respectively being measured (such 

as those that determined in blast chamber studies).  

Unfortunately, the RPA itself, octocopter Mikrokopter Cinestar 8HL, was no 

longer operational when this part of the project was finalised, such that flight 

testing the ability to fly the above system was not possible.  

We had much earlier in the past years, though, flight-tested the octocopter 

Mikrokopter Cinestar 8HL (heavy lift) by itself (figure 9.10) and with dummy 

weights (figure 9.11) in the same casing used in the initial design. A total safe 

flying time of 28 – 30 minutes is achieved when no payload is attached. When 

the dummy payload weight (6 kg) was attached, we’ve consistently measured two 

flights of 8 minutes of flying time. Therefore we believe that the final combined 

design’s aerial sampling package weighing a little less than 6 kg (5.85 kg) can be 

stated as having a safe flying time of 8 minutes.  
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Figure 9.11 Flying the octocopter Mikrokopter Cinestar 8HL with dummy payload 

Figure 9.10 Flying the octocopter Mikrokopter Cinestar 8HL by itself 
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9.4. Testing requirements before deployment 

9.4.1. Blast chamber exhaust in New South Wales (NSW) 

Figure 9.13 below shows the results obtained for the NO2 electrochemical cell in 

our sampling package when the latter’s sampling inlet port was connected to a 

sampling hose extending over 20 m into the exhaust part of a blast chamber 

detonating a standard ANFO mix product.  

 

Figure 9.12 Remote test of performance of NO2 electrochemical cell at exhaust pipe of 

blast chamber, NSW  

The electrochemical cell NO on the same package could not be tested on that 

given day while the NO2 test was successfully done. Before this task, the 

experiment's procedure had been carried out without the analyser made to record 

any data. The 100 ppm NO electrochemical cell was probably saturated with the 

highly concentrated flow.   

This taught us that we would need to be cautious about our aerial measurements. 

The chemical cells can become active when sampling a dispersed flow of post 
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blast fumes, but not the more concentrated portions of the fume to prevent 

saturation. A separate pump that could be switched on and off during the flight 

would help achieve that. The pump sampling through the NDIR device gas cell 

would continuously draw air in regardless.  The latter’s concentration signals 

could then be used to automatically trigger ON and OFF the electrochemical cell’s 

pump in a similar manner the miniPID sensor controls the VOC sorbent tube 

(explained in chapter 8).  

Additionally, the previous day, an ANFO/IBDU formulation mix was being tested. 

IBDU (Isobutylidenediurea) is a derivative of urea that seems in the research and 

development stages as a potential mitigation option in the mining industry. We 

had discussed these compounds in chapter 5. Figure 9.14 below reports on IR-

concentrations measurements made for NO, CO and CO2.  

 

 

 

 

 

 

 

 

Figure 9.13 Remote test of IRI NDIR A bench analyser through sampling exhaust 

gases from the detonation of ANFO/IBDU mix in blast chamber, NSW  
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9.4.2. Sources that can be aerially sampled 

As we had pointed out in chapter 8 when making the more versatile air toxics 

aerial sampling systems, the systems built in this chapter cannot be used for 

many purposes we are legally or operationally allowed to fly. The only possible 

sources we can consider that would give emissions of a similar order to the 

concentration ranges like in blasting in mining would be sampling fire or the 

chimney stack of factories.  

9.4.3. Dry ice heating experiment 

We had planned an experiment to fly the initial aerial system over immediate CO2 

dispersal from an outdoors setup we made to test the downwash effect on the 

concentration measurements of CO2 in the NDIR device. We had assumed that 

if the downwash effect could occur negligibly or if considerable be quantified, the 

deduction would equally apply to NOx measurement, being sampled by the same 

sensor as CO2. However, due to both RPA becoming not operational by the time 

these experiments were being carried out in the project, we did not end up doing 

an aerial sample test. Figures 9.15 shows the schematic diagram of a test like 

this, and figure 9.16 shows the setup made and tested.  
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Figure 9.15 Controlled CO2 release setup for aerial sampling tests 

Figure 9.14 Aerial sampling test envisaged with controlled CO2 release  
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9.5. Accessibility to a mine site to sample 

We have been in contact with at least three different mine sites spread across 

Australia (location not disclosed) whose operating personnel showed interest in 

the project, and 2 of them went as far as inviting us to visit the mine site and 

present the aerial sampling systems developed. However, it is unconfirmed 

whether they will eventually contact us one day.  We briefly describe our sampling 

approach to effectuate this mission, should it happen.  

9.5.1. Size of exclusion zones as an additional development factor 

Depending on the size of the surface blasting operations, the exclusion zone 

could vary up to 1 km away. The miners did stress out that the most practical 

aspect would be on how to follow the plume, knowing from experience that it is 

an operational challenge to even fly RPAs on their own during a potentially nerve-

racking post-blast, they wondered how the aerial system would be precisely be 

going through the resulting plume whose source is 1 km away and is in the 

downwind direction from the pilot, dispersing away from the pilot and other mine 

personnel. 

Whether a 1 km flight away or less, the pilot would have to get several practices 

first to get acquainted with the flight experience on-site. This would start with 

being allowed to fly at the site when no blasts are carried out, and no payload is 

attached and then incrementally progressing towards the final objective.  In the 

case of a 1 km travel distance for the RPA, the sampling time available would be 

much less than the flying time, itself already reduced by the increased weight of 

the drone. After many considerations, for such long distances, it would be safer 

only to fly the initial design whose RPA, Drone America’s NAVx can be pre-
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programmed to fly in a given route and return. The lower aerial system's weight 

would mean more suitable flying time for long distances.  

As much as the NDIR was connected to the RPA for live data communication of 

NOx displayed graphically to the user, a camera could have been attached to the 

drone, and a live video stream could have been transmitted similarly. This would 

enable the pilot to bring back the drone if the pre-programmed flight had been 

abandoned. To increase the safety of the RPA and instrumentation from a crash 

or forced landing, equipping the RPA with a parachute would be an important 

item to consider. The miners had warned about how RPA crashes are 

commonplace in flying in these conditions. Once again, it would make sense to 

use the initial design as it has unused room and payload capacity for the extra 

parachute that would have to be attached. Its RPA also already can control the 

parachute's deployment.  

9.5.2.  Information to gather on-site for making sense of data 

Table 9.3 summarises important data that could be sought from the blast 

personnel on the day of sampling. These would help make informed guesses or 

confirm suggested explanations as to why and how much one of the parameters 

listed affects the formation or mitigation of emissions.  

Table 9.3 Information to gather on-site 

Site Parameters Design parameters 

Weather conditions Explosive type and quantity 

Geology: rock type Level of additives/enhancers 

Water: Soil moisture  Priming method 

 Stemming material and quantity 

 Blast area size and configuration  

 Hole size 
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CHAPTER 10 

10. Conclusion and Recommendations 
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10.1.  Conclusion 

This thesis was an important research endeavour to understand how toxic 

emissions arise from blasting operations in mining. It equally looks into how the 

mining industry, the explosive manufacturing industry and the regulatory 

authorities rely on research to find ways to reduce these emissions.  

In this thesis, we specifically contribute by looking into better ways of 

experimenting with the high-temperature and high-heating rate thermal 

decomposition of non-detonating chemicals involved in blasting in mining. These 

chemicals were ammonium nitrate (AN) and urea ammonium nitrate (UAN). 

We studied how they thermally decompose into various toxic products and how 

urea acts as a chemical reducing agent to NOx. Our experimental setups have 

been successful, to a satisfactory level, in providing necessary data for improving 

the understanding of the underlying chemistry. They helped improve the 

prediction of those emissions when they are produced in mining environments 

during blasting. In turn, they informed us about the decision-making process 

regarding sampler selections for the fieldwork part of the project.  

In the case of the pyrolysis of ammonium nitrate studied in inert gas, we have 

achieved the arguably quasi-complete quantification of each toxic product using 

instruments such as FTIR, µGC and IC. We have made the necessary 

measurements to determine the stoichiometry of the overall balanced reaction of 

ammonium nitrate at 800 oC into its decomposition products:  

100 NH4NO3 → 51.3 N2  + 5.8 O2    + 158.3 H2O     +  30.2 NO + 4.7 NO2 +

 8.0 N2O + 8.4 HNO3 + 0.9 HNO2 +  18.5 NH4NO3  
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The empirically-determined equation finds application in theoretical 

thermochemical models we have reviewed.  

In the additional experimental study done with urea as a NOx-mitigating agent, 

the key experimental observation is the drop of concentration ranges of noxious 

gases at around 900-1000 oC, consistent with the usual behaviour of amine-

based selective non-catalytic reduction of NOx observed in previous works we 

have reviewed.  The isokinetic variations of temperature observed when urea and 

NOx react seem to be consistent with those when urea and ammonium nitrate 

react.  

The experimental methods and the information gathered also have many 

implications for the broader field of combustion science and environmental 

engineering and chemistry, particularly as we have noticed, urea ammonium 

nitrate as an alternative fuel and propellant to be both COx and NOx free 

potentially.  

To address the field sampling needs of toxic emissions produced from blasting 

operations in the mining industry, we then developed stagewise four aerial 

sampling systems that would address different types of situations in this project.  

The two classes of pollutants sampled are toxic inorganic gaseous species (which 

include the criteria air pollutants NO2 and CO and other toxic gases of concern, 

namely NO and NH3) and air toxics (which tend to be gaseous organics and 

particulate matter). We believe these two classes of pollutants will be sufficient to 

comprehensively assess post-blast fumes' toxicity in mining.  

The miniaturised air toxics sampling package is a useful tool to sample VOCs, 

and it is a versatile system that can find many research applications in 

environmental and combustion science of both anthropogenic and geogenic 
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sources. Again these developments can also have broader applications in air 

quality monitoring, control programmes, and environmental impact assessment 

besides their research intended purposes in this thesis. 

Our second major aerial sampling development in the project was using non-

dispersive infrared (NDIR) analysers as extractive spectroscopic-based 

instruments. These were much needed for faster response times than the slower 

electrochemical cells could provide. On a dual package sampling system, they 

measured all six inorganic gases, namely NO, NO2, N2O, CO, CO2, and NH3. The 

latter also has an effective protruding pipe for preventing the downwash effect. 

While we calculated that the resultant response time (sensor time + travel time) 

t90 was <10s, we also argued that it would be worse to let the downwash affect 

dilute gases when they fly in post-blast fumes.  

Our final combined design consisted of assembling all the inorganic gas samplers 

(NO, NO2 N2O, NH3, CO and CO2) and air toxics (VOC and PM) samplers into a 

single multipollutant package weighing 5.85 kg that can be carried by a 

MikroKopter Cinestar 8HL (heavy lift) Octocopter resulting in a 10 kg system. It 

is a major development we have not seen built before to the best of our 

knowledge.  

For this project, COx measurements can be used to determine carbon-based 

emission factors of all carbonaceous species, as we have seen in recent 

research. NOx measurements can estimate the emission rates per kg of ANFO 

used, such as those determined in blast chamber studies. This multi-purpose 

system can provide a cost-effective way to carry out the major air quality and 

control procedures in blasting in mining.  
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We believe that we have explored and contributed, to some extent, to the 

improvement of investigation methods, both in terms of experimental but mostly 

in the field sampling that relates to understanding the formation and mitigation of 

toxic air pollutants in post-blast fumes in mining.  

10.2.  Recommendations 

The experimental methods we developed need to be repeated over many more 

data points to infer more meaningful explanations and build better chemical 

models to account for these changes.    

From the experience of working on the experimental setups for the decomposition 

of ammonium nitrate solutions, we recommend that if those experiments are to 

be done again, one needs to consider using the nebuliser we proposed as a 

feeder of reacting solutions reactors. They give a better homogenous feed of 

particles to the system.  

As to the field sampling methods we have developed, they would find nice 

applications in studying air pollution more thoroughly from the various sources 

surrounding us. These would satisfy our quest for knowledge in those matters 

and improve the quality of health and life of communities.    

In addition, the measured concentrations of pollutants are expected to differ from 

concentrations predicted by simple models of dispersion. These do not consider 

the ongoing complex chemistry during the dispersal of the post-blast fumes. This 

is particularly true for NOx. We have studied and verified this in our lab-based 

experiments and on-site blast chamber experiments. Hence, there is the need to 

develop new dispersion models that incorporate those reactive changes to the 

concentration of the monitored pollutants.  
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Through extensive sampling of pollutants at various locations and mathematical 

techniques, the detected profiles of selected pollutants may pinpoint the specific 

categories of emission sources, i.e., transport and individual stationary 

combustion operations, for better pollution control.  And we, therefore, argue the 

relative importance of the development of the small aerial sampling system to be 

effective for these studies. In mining, this air sampling method we have developed 

for air toxics may be helpful to distinguish between nearby plants’ and motor 

vehicles’ emissions compared to those coming specifically from a blast site. They 

will, of course, be directly applicable to the detection of nitrogenated VOCs, of 

very great importance in toxicological research.  

We also know that better spectroscopic instruments have been deployed in 

recent years. They were too expensive for this project and, in many cases, not 

easily custom-made for specific applications as many of the companies making 

them are newly founded companies not ready to consider our specific requests 

unless high costs are to be expected. In a 2009 review related to the production 

and emergence of combustion-related NOx emissions from engines, three novel 

sensor technology were compared based on differences in selectivity and 

sensitivity. The best of the three appeared to be the Quantum Cascade Laser 

(QCL) sensor which could detect the most toxic species and had the lowest 

detection limit compared to the two other sensors based on electronic variations 

[252]. The sensitivity advantage of QCL spectroscopy over FTIR spectroscopy 

has been demonstrated experimentally, where mid-infrared spectra could be 

obtained up to 1000 times faster than when using FTIR spectroscopy [253]. 
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11. APPENDIX 1  

Supplementary Information for Chapter 4  

High-Temperature Thermolysis and Oxidation of 

Ammonium Nitrate Solution 
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11.1.    Ammonium nitrate solution pyrolysis  

11.1.1. General Setup Information 

This sub-section shows experimental details that are the same for any ammonium 

nitrate solution pyrolysis experiment.  

Ammonium nitrate solution flow 

   
Amount of AN for solution (g) 75.000    
Volume of solution prepared (ml)  250    
Concentration (gAN/ml solution) 0.3    
Syringe brand and type SGE plastic syringe with Luer-lock 

Syringe capacity (ml) 25    
Syringe diameter set (ID mm) 20.00    
Optimal Flow (ul/min) 200.0 (from experimentation) 

Helium Flow 
      

Mass flow controller ID  F26998/004   
Instrument used to calibrate bubble flow meter   

        

Set Value  

Time t to fill a given volume                 

V = 100 ml  

Chosen 

t  

Actual 

Value = 

(V/t)  

AV best 

fit line  
 

 

ml/min s s ml/min ml/min  

300 18.57, 18.68, 18.70, 18.75, 18.80  18.7 321 320  

310 17.90, 18.10 18 333 332  

320 17.43, 17.53 17.48 343 343  

330 16.98, 16.98 16.98 353 354  

340 16.46, 16.47, 16.53, 16.63, 16.63 16.53 363 365  

350 15.90, 15.97, 16.02, 16.15 16.02 375 376  

360 15.45, 15.52, 15.52, 15.53, 15.60 15.53 386 387  

370 14.95, 15.00, 15.07, 15.15 15.07 398 399  

380 14.34, 14.40, 14.58, 14.59, 14.69 14.58 412 410  

385 14.37, 14.42 14.4 417 415  

390 14.24, 14.24, 14.25 14.24 421 421  

400 13.77, 13.80, 13.90, 13.99 13.883 432 432  

        

 

 

 

 

 

 

  



162 
 

 

  

     

 

 

 

 

 

 

 

 

   

 

        
 

        
 

        
 

        
 

        
 

        
 

        
 

        
 

 

   

 best fit line  AV = 1.1189*SV - 15.344 

 

A Diagram of the experimental setup is in chapter 6, figure 6.1   

Temperature of furnace set in different experiments (oC) 
 

800 850 900 925 950 975 1000 1050 1100 

 

Condenser        

The exhaust gases from the reactor flow downward into a conical flask.  The 

conical flask is submerged into an ice bath whose temperature in conical flask is 

such that when there is no hot gas coming in (i.e. before the experiment), the air 

temperature is 2 oC inside the conical flask. When there is hot gas coming in 

during the experiment, the air temperature is 25 +/- 4 oC inside the conical flask.  

 

 

 

y = 1.1189x - 15.344
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Filter between condenser and pipe to analysers     

The cooled exhaust gas from the conical flask is then directed into a tube of 10 

cm length and 1 cm diameter containing 0.5 cm3 of quartz wool on its exiting end 

to retain any possible deposits.  

Gas Analysers 

Eventually, the gases are directed to the heated gas cell of the FTIR. A bypass 

flow along this main flow allows Micro GC to take injections.  

Agilent Technologies Cary 600 Series FTIR Spectrometer 
 

 

Averaged scans per spectra 
 

32 
   

 

Resolution (cm-1) 
 

1 
   

 

Gas cell path length (cm) 
 

10 
   

 

Volume of gas cell (ml) 
 

38.5 
   

 

https://www.piketech.com/wp-content/uploads/2020/01/PIKE_Heated-

Gas-Flow-Cell_Data_Sheet.pdf 

 

 

         
 

Agilent Technologies 490 Micro GC  

Column  
 

20 m MS5A Heated Injector,   

     
Backflush 

  
 

Carrier Gas  
 

Helium 
   

 

Injector Temperature (oC) 
 

110 
   

 

Injection time (ms) 
 

60 
   

 

Backflush time (s) 
 

10 
   

 

Column Temperature (oC) 
 

110 
   

 

Pressure mode 
 

Static 
   

 

Column Initial Pressure (kPa) 
 

200 
   

 

Detector 
 

Based on thermal conductivity  
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Rate of condensation at steady state in the experiment 

The steady-state conditions take around 20 minutes to reach from observations 

in experiments. Hence to determine the rate of condensate accumulation during 

steady-state, two experiments were done:   

Experiment 1. the running time went well beyond the time required to reach 

steady-state conditions as it would during an actual experiment  

Experiment 2. the running time was just a little above 20 min 

     
Experiment 1 Experiment 2  

     
Usual time  Early stop  

Time pump was ON (min) 43.50 25.75  

       
 

Mass of condensate calculation 
 

 

Mass of empty conical flask (g) 183.15 183.15  

Mass of condensate in flask (g) 191.13 187.38  

Mass of condensate (g) 7.98 4.23  

       
 

Density of condensate calculation:  
 

 

Volume of condensate taken (ml) 5.70 2.00  

       
 

Mass of empty sampling vial (g) 5.58 5.61  

Mass of condensate and vial (g) 11.34 7.67  

Mass of condensate (g)  5.76 2.05  

Density of cond (g/ml)  1.01 1.03  

       
 

Volume of condensate accumulated 
 

 

Volume of condensate (ml) 7.90 4.11  

       
 

Rate of accumulation of condensate 
 

 

       
 

Time for expt 1 -  time for expt 2  17.750  

Volume for expt 1 - volume for expt 2 3.781  

       
 

ml of condensate/min during steady-state 0.21303  
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Accounting for slight accumulation of species on surfaces or in condensate    

For the condensate solution collected and rinsing solutions of surfaces, the 

concentration of N-ions was measured to account for any related compounds 

deposited in the system. Measurements were accomplished using Thermo 

Scientific Dionex ion chromatography (IC) when available. Otherwise, ion-

selective probes by Vernier was employed.  Both were calibrated with standard 

solutions of the N-ions measured.   

The accumulation of species in the system occurs mainly in the condenser, so 

the concentration of ions in the condensate is measured in different experiments. 

When rinsing the reactor after an experiment and measuring N-ions species in 

the solution, a small amount of NH4
+ and NO3

- ions is measured. These can be 

accounted for by some unreacted or recombined ammonium nitrate or nitric acid 

collecting in regions of the reactor that is not hot enough to lead to further 

decomposition. The NH4+ ions are detectable only in experiments done at 800 

oC and lower, but not at higher temperatures. This can be explained by higher 

temperatures allowing less ammonium nitrate to go unreacted or become 

recombined in the reactor.  

NO3
- ions were detected in both the exhaust part of the reactor and the pipes that 

go to the analysers.  The deposition of nitric acid and a small portion of NO2 

reacting with wet surfaces can account for these NO3- ions.   
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Measurements done during one such experiment is as follows: 

Duration of the experiment (min)  50 

 

 

 
 NH4+   NO3-  

Volume of 

rinsing 

solution 

Measured 

concentration 

ml mg/L 

 
   

Main reactor 40 128.4 576 

    

Exhaust of reactor 50 0 148.2 

Pipe to analysers, 1st 50 0 4.8 

Pipe to analysers, 2nd  10 0 37.2 

   

Molecular weight (g/mol ) 18.039 62.0049 

 

 

Rate of deposition  

mmol/min 

 
  

Residual traces in the main reactor 0.00569 0.007432 

   

Exhaust of reactor 0 0.00239 

Pipe to analysers, 1st 0 7.74E-05 

Pipe to analysers, 2nd  0 0.00012 

   

Total residual NO3- traces after the main reactor   0.002588 

 

These rates will be used in mass balance calculations.  
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 Calculating Input quantities    
 

 Notes Values 
1 g NH4NO3 reagent/ml sol (set) Setup 0.3 

2 Moisture g/g NH4NO3 reagent bulk 0.023 / 10 0.00230 

3 g dry NH4NO3 reagent/g AN bulk 100% - 2 0.99770 

4 g dry NH4NO3 reagent/ml sol 1 × 3 0.29931 

5 Assay of NH4NO3 reagent used known 0.995 

6 g NH4NO3 reagent/ml sol (actual) 4 × 5 0.29781 

7 ml sol/min (set) known 0.2 

8 calibration factor syringe pump 2.184 / 2.2 0.99273 

9 ml sol/min (actual) 7 × 8 0.19855 
 

   

10 mg NH4NO3 reagent/min 6 × 9 × 1000 59.12951 

11 g NH4NO3 reagent/mol known (Mr) 80.043 

12 mmol NH4NO3 reagent/min  10 ÷ 11 0.73872 

13 mol N/mol NH4NO3 reagent known 2 

14 mol O/mol NH4NO3 reagent known 3 

15 mol H/mol NH4NO3 reagent known 4 

16 mmol N from NH4NO3 reagent/min 12 × 13 1.47744 

17 mmol O from NH4NO3 reagent/min 12 × 14 2.21617 

18 mmol H from NH4NO3 reagent/min 12 × 15 2.95489 
 

   
19 ml H2O/min 9 0.19855 

20 g H2O/ ml H2O known 1 

21 mg H2O/min 19 × 20 × 1000 198.54545 

22 g H2O/mol known (Mr) 18.01528 

23 mmol H2O/min  21 ÷ 22 11.02095 

24 mol O/mol H2O known 1 

25 mol H/mol H2O known 2 

26 mmol O from H2O/min 23 × 24 11.02095 

27 mmol H from H2O/min 23 × 25 22.04189 
 

   

28 Total mmol O from INPUT/min 17 + 26 13.23711 

29 Total mmol H from INPUT/min 18 + 27 24.99678 

    
30 ml He/min at rtp Set value SV 400 

 calibration data line of best fit AV = 1.1189*SV - 15.344  
31 ml He/min at rtp Actual value AV 432 

32 ml/mol He at rtp known 24000 

33 mmol He/min  (31 ÷ 32)× 1000 18.00900 
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11.1.2. AN_solution_He_800C_1 

FTIR data   µGC data  

Time NO NO2 N2O HNO2   Time O2   N2  

min ppm ppm ppm ppm   min ppm ppm 

before 0 9 0 30         

1 1683 78 283 44   2.6 139 7085 

4           5.9 174 17816 

7 10902 1979 2842 227   9.7 149 19305 

10 11324 1970 2997 241   13.5 146 19400 

15 11297 1818 2993 224   17.3 144 19666 

20 11386 1764 3031 232   21.0 147 19409 

23 11370 1753 3004 261   24.8 148 19033 

26 11485 1769 3054 261   28.6 147 19965 

29 11442 1790 3014 266   32.4 150 19130 

32 11474 1774 3046 242         

                  

steady 11470 1775 3030 255     148 19500 

                  

Species confirmed to be absent: NH3, N2O4, N2O5, H2 

                  

Measured gas flow rate   Condensate ions  

using bubble flow meter   Ion chromatography 

             
                  

Time to fill 100 ml (s)       NH4+ NO3- NO2- 

12.99   

 

  
 

      mg/L mg/L mg/L 

13.1           236 14218 295 

13.2                 

13.27                 

13.3                 

13.64                 

                  

                  

                  

                  

outlier 13.99               

                  

Time to fill 100 ml (s) 13.24         

Measured flow rate (ml/min) 453.2         

Temperature at bubble (oC) 25         
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 Water in condensate output (steady-state) 

34 ml cond/min  Setup, calculated 0.21303 

35 ml H2O cond/ml cond known 1 

36 ml H2O cond/min 34 × 35 0.21303 

37 g H2O/ ml H2O known 1 

38 mg H2O cond/min  36 × 37× 1000 213.03383 

39 g H2O/mol known (Mr) 18.01528 

40 mmol H2O/min 38 ÷ 39 11.82517 
    

   N ions accumulation in condensate (steady-state) 

    

41 NH4+ cond mg/L condensate measured 236 

42 NO3- cond mg/L condensate measured 14218 

43 NO2- cond mg/L condensate measured 295 
    

44 NH4+ mg/mL condensate 41 ÷ 1000 0.236 

45 NO3- mg/mL condensate 42 ÷ 1000 14.218 

46 NO2- mg/mL condensate 43 ÷ 1000 0.295 
    

47 g NH4+/mol known (Mr) 18.03846 

48 g NO3-/mol known (Mr) 62.00490 

49 g NO2-/mol known (Mr) 46.00550 
    

50 mmol NH4+ /mL condensate 44 ÷ 47 0.01308 

51 mmol NO3- /mL condensate 45 ÷ 48 0.22930 

52 mmol NO2- /mL condensate 46 ÷ 49 0.00641 
    

52 mmol NH4+ condensate /min 50 × 34 0.00279 

53 mmol NO3-condensate /min 51 × 34 0.04885 

54 mmol NO2-condensate /min 52 × 34 0.00137 
    

 Highest estimate of water vapour in gas output  

    

55 Temperature in condenser/oC error (+/- 3 C) 23 

56 Psat in Pa using Huang's formula (2018) 2811.08537 
 journals.ametsoc.org/view/journals/apme/57/6/jamc-d-17-0334.1.xml 

57 Relative humidity in condenser  100% 

58 P H2O in gas 56 2811.08537 

59 P total in Pa of gas   P atm  101325 

60 mol H2O vap/mol of gas 58 ÷ 59 0.02774 

61 ppm H2O in gas 60 × 1,000,000 27743 
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First correction of flow rate of output gas 

       

62 M = Measured flow of gas in ml /min after bubble flow meter        453.2 

63 t = time to fill 100 ml  13.24 

       

64 x1 = height of water at bottom of flow meter / cm 7 

65 r = radius of water at bottom of flow meter / cm 0.5 

66 Volume of water at the bottom of flow meter / cm3 or ml 5.49779 

 
Volume of gas dissolved at bottom = 2πr^2  x  (1/x)  x  Cgas x D x t 

       

67 x2 = film thickness on walls of flow meter / nm   400 

68 x2 = film thickness on walls of flow meter / cm   0.00004 

69 r2 = radius of flow meter / cm   1 

70 L  = Height of flow meter/cm  54 

71 Volume of water of film in flow meter / cm3 or ml 0.01357 

 
Volume of gas dissolved in film = 2πrL  x  (1/x)  x  Cgas x D x t 

       

    Coeff Volume dissolved  

 Species X CX D at bottom in film  

   ppmv 10-5 cm2/s ml  

72 N2 19500 2 1.159E-06 43.7992  

73 NO 11470 2.6 8.860E-07 33.4918  

74 N2O 3030 2.57 2.314E-07 8.7454  

75 O2 148 2.42 1.064E-08 0.4022  

76 He 936079 7.28 2.025E-04 7653.2409  

       

 Species X solubility density solubility dissolved 
   mass  volume at bottom in film 

   g/kg H2O g/L ml/ml H2O ml/ml H2O 

77 N2 0.017 1.2323 0.01380 2.108E-07 3227 

78 NO 0.056 1.3402 0.04178 1.612E-07 2468 

79 N2O 1.5 1.977 0.75873 4.208E-08 644 

80 O2 0.04 1.4076 0.02842 1.936E-09 30 

81 He 0.0015 0.17 0.00882 3.683E-05 563913 
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However, inferring from the solubility values, we know that some of the above 

values are impossible due to saturation.  

 Species 

X 

Volume actually dissolved (ml)  

 
at bottom in film Total  

82 N2 1.159E-06 0.00019 0.00019  
83 NO 8.860E-07 0.00057 0.00057  
84 N2O 2.314E-07 0.01030 0.01030  
85 O2 1.064E-08 0.00039 0.00039  
86 He 2.025E-04 0.00012 0.00032  

      

    
Notes Values 

87 L = ml lost per 100 ml in time t Sum(82:86) 0.01176 

88 actual ml of gas for time t  100 + 87 100.01176 

89 F, first correction to flow in ml/min  (88*60)/63 453.22551 

      

 
The above correction is found to be negligible after all.  

      

 
Flow rate of Output gas second correction 

 
Species 

X 

ppmv of X 
  

ml of X 

 
 in gas 

  
/ml gas 

90 NO2 1775 
  

0.00178 

91 HNO2 255 
  

0.00026 

92 H2O vap 27743 
  

0.02774 

93 sub-total 29773 
  

0.02977 

      
r  gas lost for every ml of gas entering flow meter 0.02977 

D gas flow lost due to wet bubble flow meter (ml/min) 

F+D second corrected flow of output gas  (ml/min) 

 
Solving for D in  D = r(F+D) 

  

 
We get  D = rF/(1-r) 

  
94 

 
D = 

  
13.91 

95 G = F+D  
  

89 + 94 467.13 
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Molar flow rates of species measured 

  

 
Species X CX VX ml/min Notes mmol/min 

     CX × 95     

96 N2 19500 9.10911 VX / 24 0.37955 

97 NO 11470 5.35802 VX / 24 0.22325 

98 NO2 1775 0.82916 VX / 24 0.03455 

99 N2O 3030 1.41541 VX / 24 0.05898 

100 HNO2 255 0.11912 VX / 24 0.00496 

101 O2 148 0.06914 VX / 24 0.00288 

102 H2O vap 27743 12.95981 VX / 24 0.53999 

103 H2O cond     40 11.82517 

104 NH4+ cond     52 0.00279 

105 NO3- cond      53 0.04885 

106 NO2- cond      54 0.00137 

107 NH4+ reactor     Setup 0.00569 

108 NO3- reactor     Setup 0.00743 

109 NO3- after reactor     Setup 0.01449 

 

Atomic Mole Balance on unadjusted data 

 

 
Species X mmol/min N O H 

111 N2 0.37955 0.75909     

112 NO 0.22325 0.22325 0.22325   

113 NO2 0.03455 0.03455 0.06910   

114 N2O 0.05898 0.11795 0.05898   

115 HNO2 0.00496 0.00496 0.00993 0.00496 

116 O2 0.00288   0.00576   

117 H2O (vap+cond) 12.36517   12.36517 24.73033 

118 NH4+ cond 0.00279 0.00279   0.01115 

119 NO3- cond  0.04885 0.04885 0.14655   

120 NO2- cond  0.00137 0.00137 0.00273   

121 NH4+ reactor 0.00569 0.00569   0.02278 

122 NO3- reactor 0.00743 0.00743 0.02230   

123 NO3- after reactor 0.01449 0.01449 0.04348   

      

124 MMOL/min OUT   1.22043 12.94723 24.76922 

125 MMOL/min IN 16,28,29 1.47744 13.23711 24.99678 

126 IN - OUT   0.25702 0.28988 0.22756 

127 (IN - OUT/IN)   17.40% 2.19% 0.91% 
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Interpretation of ion data 

   

 
The NH4+ deposit is smaller than that of NO3- in the reactor 

 Assumption: NH4+ is from unreacted/recombined NH4NO3 

128 NH4NO3 deposit in reactor   107 0.00569 

129 Remaining NO3- in reactor   108 - 107 0.00174 

 Assumption: Remaining NO3- is from HNO3 

130 HNO3 deposit measurement in reactor  129 0.00174 

 The same arguments apply for the ions in the condensate 

131 NH4NO3 deposit in condenser 104 0.00279 

132 HNO3 measurement in condenser 105 - 104 0.04606 

 Assumption: NO2- in condenser is from some HNO2 dissolving 

133 Total HNO2   
100 + 106 0.00633 

 Assumption: NO3- measured after the reactor is from HNO3 

134 HNO3 deposit after reactor   109 0.01449 

     

135 TOTAL HNO3  130+132+134 0.06229 

136 TOTAL NH4NO3  128 + 131 0.00848 

      

 
Species X mmol/min N O H 

138 N2 0.379546 0.7590921     

139 NO 0.2232509 0.2232509 0.2232509   

140 NO2 0.0345484 0.0345484 0.0690968   

141 N2O 0.0589756 0.1179512 0.0589756   

142 HNO2 0.0063293 0.0063293 0.0126587 0.0063293 

143 O2 0.0691358   0.1382715   

144 H2O  12.3652   12.3652 24.730333 

145 HNO3 0.0622918 0.0622918 0.1868755 0.0622918 

146 NH4NO3 0.0084815 0.016963 0.0254445 0.0339259 

           

147 MMOL/min OUT   1.220427 13.079740 24.832881 

148 MMOL/min IN 125 1.477444 13.237113 24.996782 

149 IN - OUT   0.257017 0.157373 0.163901 

150 (IN - OUT/IN)   17.40% 1.19% 0.66% 
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Adjustments for N, O and H errors   

      

 
Assumption: N-error is due to NH4NO3 lost elsewhere 

 
151 additional NH4NO3  149 / 2 0.1285084 

152 New NH4NO3   
136 + 151 0.1369899 

153 New O-error  149 O - (151 × 3) -0.228153 

154 New H-error  149 H - (151 × 4) -0.350132 

 
Assumption: H-error due to overestimating of H2O vapour in step 61 

155 less H2O   
154 / 2 -0.175066 

156 New H2O   
144 + 155 12.1901 

      

  Species X  mmol/min N O H 

157 H2O  12.1901   12.1901 24.380201 

158 NH4NO3 0.1369899 0.2739797 0.4109696 0.5479594 

           

159 MMOL/min OUT   1.477444 13.290199 24.996782 

160 MMOL/min IN 125 1.477444 13.237113 24.996782 

161 IN - OUT   0.000000 -0.053087 0.000000 

162 (IN - OUT/IN)   0.00% -0.40% 0.00% 

      

 Assumption: O-error is due to O2 measured earlier at µGC while 

NOx is measured at FTIR where NO has consumed some O2 
 
163 New O2  143 + (161 O / 2) 0.042592 

      

 
Species X mmol/min N O H 

164 N2 0.379546 0.7590921     

165 NO 0.2232509 0.2232509 0.2232509   

166 NO2 0.0345484 0.0345484 0.0690968   

167 N2O 0.0589756 0.1179512 0.0589756   

168 HNO2 0.0063293 0.0063293 0.0126587 0.0063293 

169 O2 0.042592   0.085185   

170 H2O  12.1901   12.190101 24.380201 

171 HNO3 0.0622918 0.0622918 0.1868755 0.0622918 

172 NH4NO3 0.1369899 0.2739797 0.4109696 0.5479594 

           

173 MMOL/min OUT   1.477444 13.237113 24.996782 

174 MMOL/min IN   1.477444 13.237113 24.996782 
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Molar and mass flow rates, balances and emission factors 

 Molar     

flow rate 

Molecular 

weight 

Mass     

flow rate 

Emission 

factor   

 
(mmol/min) (g/mol) (mg/min) (g/kg AN) 

NH4NO3 reactant 0.7387 80.0430 59.1295  
H2O in solution 11.0209 18.0153 198.5455  

 
11.7597  257.6750  

     

N2 0.3795 28.0134 10.6324  
O2 0.0426 31.9988 1.3629  
H2O total output 12.1901 18.0153 219.6081  
NO 0.2233 30.0061 6.6989 113.2918 

NO2 0.0345 46.0055 1.5894 26.8803 

N2O 0.0590 44.0128 2.5957 43.8983 

HNO3 0.0623 63.0100 3.9250 66.3799 

HNO2 0.0063 47.0134 0.2976 5.0324 

NH4NO3 residual 0.1370 80.0430 10.9651 185.4418 

 13.1346   257.6750 440.9244 

     

Molar Yield 81% % toxic products  44% 

     

H2O product 1.1692    

     
Balance equation 

   
Ideal decomposition 100 NH4NO3 = 100 N2 + 50 O2 + 200 H2O  

 Stoich. 

Coefficient  
N O H 

 
NH4NO3 reactant 100 200 300 400 

     
N2 51.379 102.758   
O2 5.766  11.531  
H2O product 158.267  158.267 316.534 

NO 30.221 30.221 30.221  
NO2 4.677 4.677 9.354  
N2O 7.983 15.967 7.983  
HNO3 8.432 8.432 25.297 8.432 

HNO2 0.857 0.857 1.714 0.857 

NH4NO3 residual 18.544 37.088 55.633 74.177 

  
200.000 300.000 400.000 
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11.1.3. AN_solution_He_800C_2 

FTIR data   µGC data  

Time NO NO2 N2O HNO2   Time O2   N2  

min ppm ppm ppm ppm   min ppm ppm 

before 0 0 0 0         

2 9764 1738 2338 130   1.4 142 15313 

5 11974 2120 3182 220   4.2 110 19744 

8 11564 1809 2892 224   7.0 102 20556 

11 11293 1604 2798 215   9.8 112 19664 

14 11485 1681 2880 218   12.5 118 19569 

17 11775 1726 3024 222   15.3 115 20308 

20 11530 1622 2945 220   18.1 117 19832 

23 11603 1620 2966 224   20.9 111 20083 

26 11564 1561 2953 220   23.7 117 20090 

29 11652 1623 2982 235   26.5 115 20205 

            29.2 119.8 19544 

steady 11600 1600 2960 222     117 19975 

                  

 

11.1.4. AN_solution_He_800C_3 

FTIR data   µGC data  

Time NO NO2 N2O HNO2   Time O2   N2  

min ppm ppm ppm ppm   min ppm ppm 

before 0 0 0 0         

1 5662 200 1216 37   7.4 113 16410 

4 9020 918 2090 122   11.2 103 18721 

7 10181 1052 2478 186   15.0 104 19610 

10 10855 1161 2712 183   18.8 106 19806 

20 11369 1276 2903 224   22.5 112 19994 

23 11456 1330 2934 217   26.3 102 16108 

26 11408 1260 2894 166   30.1 110 18783 

29 11178 1168 2846 174         

32 11132 1219 2808 168         

                  

                  

steady 11200 1200 2800 170     108 19500 
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11.1.5. Mean and standard deviation for pyrolysis concentrations 

Steady state measured concentration (ppm) mean SD % SD 

  Exp 1 Exp 2 Exp 3 

N2   19500 19975 19500 19669 274 1.4% 

O2   148 117 108 124 21 16.9% 

NO   11470 11600 11200 11423 204 1.8% 

NO2   1775 1600 1219 1531 284 18.6% 

N2O   3030 2960 2800 2930 118 4.0% 

HNO2   255 222 170 216 43 19.9% 

 

11.1.6. ANsol_SA_800C 

FTIR data 

Time NO NO2 N2O HNO2 

min ppm ppm ppm ppm 

before 0 0 0 0 

2 376 1179 387 34 

5 1225 3694 2724 366 

10 1336 4948 3419 232 

20 1537 5186 3615 437 

24 1412 5613 3720 268 

26 1393 5705 3589 251 

26 1373 5738 3772 271 

30 1380 5679 3810 263 

32 1310 5830 3722 234 

          

          

steady 1360 5740 3750 250 

     

Species confirmed to be absent: NH3, N2O4, N2O5, H2 
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11.1.7. Adjusted flow rates for isokinetic study  
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12. APPENDIX 2  

Supplementary Information for Chapter 5  

High-Temperature Thermolysis of Urea 

Ammonium Nitrate Solution 
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12.1.    UAN solution pyrolysis  

12.1.1. General Setup Information 

This sub-section builds up on additional calculations needed to setup the UAN 

solution experiment using the same setup used for the AN solution experiment.  

At the input levels to the system, the only change that occurs is the addition of 

urea (as opposed to only AN) that must be dissolved into the prepared mixture 

for the reagent solution.  

• From the literature, we chose to work with a weight ratio of AN:urea = 4:1 

We calculate the equivalent mole ratio as 3:1 

  

Weight 

ratio w 

chosen 

MW     

(g/mol) 

w / MW 

Mole ratio  

Taking 

urea as 1   

AN 4 80.043 0.0499731 0.7500866 3.0013868 

Urea 1 60.06 0.01665 0.2499134 1 

            

      0.0666232     

• We planned to also maintain the elemental flow rate of N in the UAN 

experiments at the same value as that in AN.   

We calculate this value as 0.0014992 mol N/min 

  
mass flow 
rate in AN 

expt 
(g/min)  

MW     
(g/mol) 

flow rate in 
AN expt 

(mol/min) mol N /min  

  

  

AN 0.06 80.043 0.0007496 0.0014992 

H2O 0.2 18.01528 0.0111017   

          

  0.26       
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• We then calculate the required mass of AN and urea to dissolve given the 

following condition set in place:  

a. given volume of water (200 ml) and of resulting UAN solution 

b. the mole ratio of AN: urea as 3:1 is ensured  

c. at the same time, maintain a flow of 0.0014992 mol N /min 

d. 0.2 ml UAN solution/min (consistent with the AN experiment)  

       The masses to dissolve in 200 ml water was 45 g AN and 11.2552 g urea 

12.1.2. UAN_solution_He_800C 

FTIR data   µGC data 

Time NO NO2 N2O CO2 CO NH3   Time O2   N2  

min ppm ppm ppm ppm ppm ppm   min ppm ppm 

before 4 3 25 7 41 860         

1 2820 42 1159 2436 400 946   2.6 67 23529 

4 5829 0 2634 3738 781 1067   6.4 67 24529 

7 5974 0 2741 3754 816 1908   10.2 61 24996 

10 5987 0 2775 3820 822 2382   14.0 66 25736 

20 5911 0 2743 3735 757 2510   17.8 57 26045 

23 6396 0 2938 3869 808 2607   21.5 62 25536 

26 5169 0 2329 3535 658 2485   25.3 100 24167 

29 6238 0 2831 3888 766 2707   29.1 63 25080 

32 6079 0 2804 3800 752 2670   32.9 59 24287 

35 6128 0 2817 3830 754 2654   36.7 63 26194 

38 6231 0 2869 3885 764 2673         

                      

steady 6200 0 2850 3850 760 2675     65 25600 
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12.1.3. UAN_solution_He_Iso 

For the isokinetic set of data, we report the steady state concentrations in 

ppm at the three temperatures studied.   

T in oC 800 oC 900 oC 1000 oC 

NO 6,200 3,420 1,920 

NO2 0 0 0 

N2O 2850 740 40 

 

These are compared in chapter 5 with the steady-state concentrations of the AN 

pyrolysis at the equivalent temperatures from chapter 4.  
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13. APPENDIX 3  

Supplementary Information for Chapter 8  

    Arduino programming code for complete design 

of air toxics aerial sampling system  
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//Connections 

/* 

 * Stack Datalogger shield onto Arduino Mega2560 

 * Stack Xbee Shield onto data logger shield 

 * Connect AREF to 5V supply on power management board (via red wire 

AREF to 5V) if you do that just allow the analog read external line to 

be on  

 * Connect digital output line (yellow line) of temphumidity sensor to 

digital pin 22 

 * Connect power line(red line Temphum to 5V) of temphumidity sensor 

to 5V supply on power management board 

 * Coonect ground line(black line Temphum to 5VGND) of temphumidity 

sensor to GND line of 5V supply on power management board 

 * Connect analog output line (white line) of miniPID to pin A8 

 * Connect power line(red line with special pin entry) of miniPID to 

3.3V supply on power management board 

 * Connect GND line(black line with special pin entry) of miniPID to 

GND line of 3.3V supply on power management board 

 * Connect SDA line (purple line) of MPL3115A2 to pin 20 (SDA) 

 * Coonect SCL line (orange line) of MPL3115A2 to pin 21 (SCL) 

 * Connect power line (red line MPL to 5V) of MPL3115A2 to 5V supply 

on power management board 

 * Connect GND line(black line MPL to 5VGND) of MPL3115A2 to GND line 

of 5V supply on power management board 

 * Connect RX line (blue line) of the PM sensor to digital pin 18  

 * Connect TX line (green line) of the PM sensor to digital pin 19  

 * Connect power line (purple line) of the PM sensor to 5V supply on 

power management board 

 * Connect GND line(orange line) of the PM sensor to GND line of 5V 

supply on power management board 

 * Connect RX line (blue line) of the GPS module to digital pin 35  

 * Connect TX line (green line) of the GPS module to digital pin 34  

 * Connect power line (red line) of the GPS module to 5V supply on 

power management board 

 * Connect GND line(black line) of the GPS module to GND line of 5V 

supply on power management board 

 * Connect digital input line(brown line) of VOCpump controller 

circuit to digital pin 9 on arduino board 

 * Connect GND line(black line) of VOCpumpcontroller circuit to GND 

pin near aref on arduino board 

 * Connect power line(red line) of VOC pump to power management board 

dedicated power line for pump (P2) 

 * Connect GND line (black-and-red line) of VOC pump to power 

management board dedicated power line for pump (P2) 

 */ 

 

 

//Include Libraries for Arduino 

#include <Wire.h> //include Wire library that helps the Arduino with 

I2C 

#include <SPI.h> // allows you to communicate with SPI (Serial 

Peripheral Interface) devices 

//with the Arduino as the master device 

 

//Include libraries for Data Logger 

#include <SD.h> //include SD library to talk to the card 

#include "RTClib.h" //include RTCLIB for chatting with the real time 

clock 

 

//Include libraries for Xbee (and GPS module) 

#include <SoftwareSerial.h> 
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//Include libraries for the sensors 

//temphumidity sensor 

#include "DHT.h" 

//MPL3115A2 

#include <Adafruit_MPL3115A2.h> 

//PM sensor 

#include <Arduino.h> 

//GPS module 

//#include <Adafruit_GPS.h> 

 

// Define the any special voltage values used 

#define aref_voltage 5.0         // we tie 5.0V on power management 

board to ARef  

 

 

 

//State any functions for the components that comes before the code 

starts 

 

//Datalogger pre-code 

// Define the digital pins that connect to the LEDs 

#define redLEDpin 2 

#define greenLEDpin 3 

// Define how many milliseconds between grabbing data (sensor 

readings) and logging it.  

#define LOG_INTERVAL  2000 // mills between sensor readings. 1000 ms 

is once a second  

// reduce to take more/faster data 

// Define how many milliseconds before writing the logged data 

permanently to disk 

#define SYNC_INTERVAL 10000 // mills between calls to flush() - to 

write data to the card 

// set it to 10*LOG_INTERVAL to write all data every 10 datareads, you 

could lose up to  

// the last 10 reads if power is lost but it uses less power and is 

much faster! 

// set it to the LOG_INTERVAL to write each time (safest) 

uint32_t syncTime = 0; // time of last sync()  

//uint32_t or 'unsigned int' is equal to 4 bytes or 32 bits or 2^32 = 

4,294,967,296 

//Determine whether to send the stuff thats being written to the card 

also out to the Serial monitor. 

// This makes the logger a little more sluggish and you may want the 

serial monitor for other stuff 

// On the other hand, it is useful. 

#define ECHO_TO_SERIAL   1 // echo data to serial port  

// We'll set this to 1 to keep it on. Setting it to 0 will turn it off 

//Determine if you have to send a character to the Arduino's Serial 

port to kick start the logging.  

// If you have this on you basically can't have it run away from the 

computer 

#define WAIT_TO_START    0 // Wait for serial input in setup() 

// so we'll keep it off (set to 0) for now. If you want to turn it on, 

set this to 1 

//Setup the Data logging shield before initialising the Arduino 

//Uncomment the line below if using the old data logger 

//RTC_DS1307 RTC; // define the Real Time Clock object 

//Comment the line below if using the old data loggger 

RTC_PCF8523 RTC; // define the Real Time Clock object 

// for the data logging shield, we use digital pin 4 for the SD cs 

line 

const int chipSelect = 4; 

// the logging file 
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File logfile; 

//Next is the error() function, which is just a shortcut for us,  

// we use it when something really bad happened, like we couldn't 

write to the SD card or open it.  

// It prints out the error to the Serial Monitor, turns on the red 

error LED,  

//and then sits in a while(1); loop forever, also known as a halt 

void error(char *str) 

{ 

  Serial.print("error: "); 

  Serial.println(str); 

    // red LED indicates error 

  digitalWrite(redLEDpin, HIGH); 

  while(1); 

} 

 

//Xbee pre-code 

//Software serial 

//Receives from the hardware serial, sends to software serial. 

//Receives from software serial, sends to hardware serial. 

// The circuit: 

// * RX is digital pin 10 (connect to TX of other device) 

// * TX is digital pin 11 (connect to RX of other device) 

SoftwareSerial mySerial(10, 11); // For XBee Shield RX,TX. Only 10,11 

work on MEGA2560 

 

//miniPID pre-code 

#define miniPID10VPin A8  

 

 

 

//PM flow sensor pre-code 

 

//#define PMflowsensorPin A0; 

 

//temphumidity sensor pre-code 

#define DHTPIN 22  

#define DHTTYPE DHT22    

DHT dht(DHTPIN, DHTTYPE); 

 

//MPL3115A2 sensor pre-code 

Adafruit_MPL3115A2 baro = Adafruit_MPL3115A2(); 

 

 

//PM sensor pre-code 

#define LENG 31   //0x42 + 31 bytes equal to 32 bytes 

unsigned char buf[LENG]; 

int PM_1_0_standard=0;          //define PM1.0 value (standard 

particle, CF = 1) of the air detector module  

int PM_2_5_standard=0;         //define PM2.5 value (standard 

particle, CF = 1) of the air detector module 

int PM_10_standard=0;         //define PM10 value (standard particle, 

CF = 1) of the air detector module 

int PM_1_0_atmos=0;          //define PM1.0 value (corrected value due 

to humidity and other effects under atmospheric environment , CF = 

atmospheric)  of the air detector module 

int PM_2_5_atmos=0;         //define PM2.5 value (corrected value due 

to humidity and other effects atmospheric environment, CF = 

atmospheric)of the air detector module 

int PM_10_atmos=0;         //define PM10 value (corrected value due to 

humidity and other effects atmospheric environment, CF = atmospheric) 

of the air detector module 
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int particles_0_3_um=0;       //define the number of particles with 

diameter beyond 0.3 um in 0.1 L of air.  

int particles_0_5_um=0;       //define the number of particles with 

diameter beyond 0.5 um in 0.1 L of air.  

int particles_1_0_um=0;       //define the number of particles with 

diameter beyond 1.0 um in 0.1 L of air.  

int particles_2_5_um=0;       //define the number of particles with 

diameter beyond 2.5 um in 0.1 L of air.  

int particles_5_0_um=0;       //define the number of particles with 

diameter beyond 5.0 um in 0.1 L of air.  

int particles_10_um=0;       //define the number of particles with 

diameter beyond 10 um in 0.1 L of air. 

#define PMSerial Serial1 

 

 

 

//GPS module pre-code 

//SoftwareSerial GPSSerial(34, 35); 

//Adafruit_GPS GPS(&GPSSerial); 

// Set GPSECHO to 'false' to turn off echoing the GPS data to the 

Serial console 

// Set to 'true' if you want to debug and listen to the raw GPS 

sentences.  

//#define GPSECHO  false 

// this keeps track of whether we're using the interrupt 

// off by default! 

//boolean usingInterrupt = false; 

//void useInterrupt(boolean); // Func prototype keeps Arduino 0023 

happy 

 

 

 

//VOC pump 

#define VOCpumpcontroller 9 

//char VOCserialcommandvalue;      

//int VOCpumpstatus; // 0 for OFF, 1 for ON 

//float 

VOCpumpstartTime,currentVOCPumpONtime,totalVOCPumpONtime,totalVOCPumpO

Ntime1 ; 

 

//PM pump 

#define PMpumpcontroller 7 

//char PMserialcommandvalue;      

//int PMpumpstatus; // 0 for OFF, 1 for ON 

//float 

PMpumpstartTime,currentPMPumpONtime,totalPMPumpONtime,totalPMPumpONtim

e1 ; 

 

// OK now we are onto the code. 

void setup() 

{ 

  Serial.begin(115200);  //We begin by initializing the Serial port at 

9600 baud 

  Serial.println(); 

 mySerial.begin(115200); 

 mySerial.println(); 

  

     

    // use debugging LEDs 

  pinMode(redLEDpin, OUTPUT); 

  pinMode(greenLEDpin, OUTPUT); 

   //we set the two LED pins to be outputs so we can use them to 

communicate with the user. 
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  #if WAIT_TO_START 

  Serial.println("Type any character to start");   

  while (!Serial.available()); 

  #endif //WAIT_TO_START 

  //If we set WAIT_TO_START to anything but 0, the Arduino will wait 

until the user types something in. 

  //Otherwise it goes ahead to the next part 

 

  // initialize the SD card 

  Serial.print("Initializing SD card..."); 

  mySerial.print("Initializing SD card..."); 

 

  //Original code contained the two lines below   

  // // make sure that the default chip select pin is set to output, 

even if you don't use it: 

  pinMode(4, OUTPUT); 

 

   

  // Now the code starts to talk to the SD card 

  // it tries to initialize the card and find a FAT16/FAT32 partition. 

  // see if the card is present and can be initialized: 

 

  //SD.begin(chipSelect); 

   

    if (!SD.begin(chipSelect)) { 

  error("Card failed, or not present"); 

  } 

   

  Serial.println("card initialized."); 

  mySerial.print("card initialized."); 

 

  // create a new file 

  //Next the code will try to make a logfile.  

  //We basically want the files to be called something like 

LOGGERnn.csv where nn is a number.  

  //By starting out trying to create LOGGER00.CSV and incrementing 

every time when the file already exists, 

  //until we get to LOGGER99.csv,  

  //we basically make a new file every time the Arduino starts up 

  //To create a file, we use some Unix style command flags which you 

can see in the logfile.open() procedure.  

  //FILE_WRITE means to create the file and write data to it. 

  char filename[] = "LOGGER00.CSV"; 

  for (uint8_t i = 0; i < 100; i++) { 

    filename[6] = i/10 + '0'; 

    filename[7] = i%10 + '0'; 

    if (! SD.exists(filename)) { 

      // only open a new file if it doesn't exist 

      logfile = SD.open(filename, FILE_WRITE);  

      break;  // leave the loop! 

    } 

  } 

 

  

    if (! logfile) { 

    error("couldnt create file"); 

 } 

 

    

   //Assuming we managed to create a file successfully,  

  //we print out the name to the Serial port. 

  Serial.print("Logging to: "); 
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  Serial.println(filename); 

  mySerial.print("Logging to: "); 

  mySerial.println(filename); 

  Serial.println(); 

  mySerial.println(); 

  // connect to RTC 

  Wire.begin();                       //We kick off the RTC by 

initializing the Wire library 

  if (!RTC.begin()) {                 //then poking the RTC to see if 

its alive 

    logfile.println("RTC failed");      

  //The above line will print the header. The header is the first line 

of the file and  

  //helps your spreadsheet or math program identify whats coming up 

next. 

  #if ECHO_TO_SERIAL 

    Serial.println("RTC failed"); 

    mySerial.println("RTC failed"); 

  #endif  //ECHO_TO_SERIAL 

  } 

  //You'll notice that right after each call to logfile.print()  

  //we have #if ECHO_TO_SERIAL and a matching Serial.print() call 

followed by a #if ECHO_TO_SERIAL 

  //this is that debugging output we mentioned earlier. 

  //The logfile.print() call is what writes data to our file on the SD 

card, 

  //it works pretty much the same as the Serial version. 

  //If you set ECHO_TO_SERIAL to be 0 up top,  

  //you won't see the written data printed to the Serial terminal. 

 

  //Tell the RTC what data to log in onto the SD card 

  //logfile.println("millis,stamp,datetime,light,onboard_tempC,vcc");  

  //logfile.println("millis,RTC datetime,MPL3115A2 

altitude(m),MPL3115A2 Pressure(Pa),MPL3115A2 Temperature(C),DHT22 

Temperature(C),DHT22 Humidity(%),miniPID10V_V_R(V),VOC pump status, 

number of minutes VOC pump was ON,PM1.0(ug/m3) standard,PM2.5(ug/m3) 

standard,PM10(ug/m3) standard,PM1.0(ug/m3) atmos,PM2.5(ug/m3) 

atmos,PM10(ug/m3) atmos,Particles > 0.3um / 0.1L air,Particles > 0.5um 

/ 0.1L air,Particles > 1.0um / 0.1L air,Particles > 2.5um / 0.1L 

air,Particles > 5.0um / 0.1L air, Particles > 10um / 0.1L air,GPS 

datetime,GPS fix,GPS 

quality,GPS.satellites,Latitude,Longitude,Googlemap latitude,Google 

map longitude,Speed(knots),Angle,GPS.altitude"); 

  logfile.println("millis,RTC datetime,MPL3115A2 altitude(m),MPL3115A2 

Pressure(Pa),MPL3115A2 Temperature(C),DHT22 Temperature(C),DHT22 

Humidity(%),miniPID10V_V_R(V),VOC pump status, number of minutes VOC 

pump was ON,PM1.0(ug/m3) standard,PM2.5(ug/m3) standard,PM10(ug/m3) 

standard,PM1.0(ug/m3) atmos,PM2.5(ug/m3) atmos,PM10(ug/m3) 

atmos,Particles > 0.3um / 0.1L air,Particles > 0.5um / 0.1L 

air,Particles > 1.0um / 0.1L air,Particles > 2.5um / 0.1L 

air,Particles > 5.0um / 0.1L air, Particles > 10um / 0.1L air"); 

    // the first item millis is milliseconds since the Arduino 

started, 

  // datetime is the time and date from the RTC, 

  // light is the data from the CdS cell and  

  // onboard_tempC is the onboard_temperature read in degrees Celcius 

 

  //Again, display the above data also to the serial terminal 

  //#if ECHO_TO_SERIAL 

  //Serial.println 

  //mySerial.println 

  //#endif //ECHO_TO_SERIAL 
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  // If you want to set the aref to something other than 5v 

  analogReference(EXTERNAL); 

  analogRead (0) ; 

  // Here we set the analog reference voltage. 

  // This code assumes that you will be using the 'default' reference 

which is the VCC voltage for the chip 

  // On a classic Arduino this is 5.0V.  

  // You can get better precision sometimes by lowering the reference 

  // It is said online that analogRead(0); needs to appear just after 

this line 

 

 

 

 

  //We kick off the DHT 22 temphumidity sensor  by initializing the 

DHT library 

  dht.begin();   

   

  //PM sensor  

  PMSerial.begin(9600);    

  PMSerial.setTimeout(1500);   

   

/* 

  //GPS sensor 

  // connect at 115200 so we can read the GPS fast enough and echo 

without dropping chars 

  // also spit it out 

  //Serial.begin(115200); 

  //Serial.println("Adafruit GPS library basic test!"); 

  // 9600 NMEA is the default baud rate for Adafruit MTK GPS's- some 

use 4800 

  GPS.begin(9600); 

  // uncomment this line to turn on RMC (recommended minimum) and GGA 

(fix data) including altitude 

  GPS.sendCommand(PMTK_SET_NMEA_OUTPUT_RMCGGA); 

  // uncomment this line to turn on only the "minimum recommended" 

data 

  //GPS.sendCommand(PMTK_SET_NMEA_OUTPUT_RMCONLY); 

  // For parsing data, we don't suggest using anything but either RMC 

only or RMC+GGA since 

  // the parser doesn't care about other sentences at this time 

  // Set the update rate 

  GPS.sendCommand(PMTK_SET_NMEA_UPDATE_1HZ);   // 1 Hz update rate 

  // For the parsing code to work nicely and have time to sort thru 

the data, and 

  // print it out we don't suggest using anything higher than 1 Hz 

  // Request updates on antenna status, comment out to keep quiet 

  GPS.sendCommand(PGCMD_ANTENNA); 

  // the nice thing about this code is you can have a timer0 interrupt 

go off 

  // every 1 millisecond, and read data from the GPS for you. that 

makes the 

  // loop code a heck of a lot easier! 

  useInterrupt(true); 

  delay(1000); 

  // Ask for firmware version 

  GPSSerial.println(PMTK_Q_RELEASE);   

*/ 

  //VOC pump 

  pinMode(9, OUTPUT); 

 // VOCpumpstartTime=0.0; 

  //currentVOCPumpONtime=0.0; 

  //totalVOCPumpONtime=0.0;  
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  //totalVOCPumpONtime1=0.0; 

  //VOCpumpstatus=0; 

 

    //PM pump 

  pinMode(7, OUTPUT); 

  //PMpumpstartTime=0.0; 

  //currentPMPumpONtime=0.0; 

  //totalPMPumpONtime=0.0;  

  //totalPMPumpONtime1=0.0; 

  //PMpumpstatus=0; 

   

} 

 

/* 

//interloop for GPS module 

// Interrupt is called once a millisecond, looks for any new GPS data, 

and stores it 

SIGNAL(TIMER0_COMPA_vect) { 

  char c = GPS.read(); 

  // if you want to debug, this is a good time to do it! 

#ifdef UDR0 

  if (GPSECHO) 

    if (c) UDR0 = c;   

    // writing direct to UDR0 is much much faster than Serial.print  

    // but only one character can be written at a time.  

#endif 

} 

 

void useInterrupt(boolean v) { 

  if (v) { 

    // Timer0 is already used for millis() - we'll just interrupt 

somewhere 

    // in the middle and call the "Compare A" function above 

    OCR0A = 0xAF; 

    TIMSK0 |= _BV(OCIE0A); 

    usingInterrupt = true; 

  } else { 

    // do not call the interrupt function COMPA anymore 

    TIMSK0 &= ~_BV(OCIE0A); 

    usingInterrupt = false; 

  } 

} 

uint32_t timer = millis(); 

 

*/ 

 

//Create the main loop 

void loop() 

{ 

  // 1. Ask for the current time and date froom the RTC 

  DateTime now; 

   

  // 2. we then set delay for the amount of time we want between 

readings. Wait until its time for the next reading (say once a second 

- depends on what we defined) 

  delay((LOG_INTERVAL -1) - (millis() % LOG_INTERVAL)); 

  //the delay() call makes the Arduino wait around until its time to 

take another reading.  

  // If you recall we #defined the delay between readings to be 1000 

millseconds (1 second).  

  // By having more delay between readings we can use less power and 

not fill the card as fast. 
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  // Its a tradeoff how often you want to read data but for basic long 

term logging,  

  // taking data every second or so will result in plenty of data! 

 

  // 3. Log the time and date to the SD card 

  //We turn the green LED on,  

  //this is useful to tell us that yes we're reading/writing data 

now.   

  digitalWrite(greenLEDpin, HIGH); 

  // Next log milliseconds 'since arduino turned on' and log that to 

the card.  

  // It can be handy to have - especially if you end up not using the 

RTC. 

  uint32_t m = millis(); 

  logfile.print(m);           // milliseconds since start 

  logfile.print(", ");  

 

  // fetch the time 

  now = RTC.now(); 

  // log time 

  //logfile.print(now.unixtime()); // seconds since 1/1/1970 

  //logfile.print(", "); 

  logfile.print('"'); 

  logfile.print(now.day(), DEC); 

  logfile.print("/"); 

  logfile.print(now.month(), DEC); 

  logfile.print("/"); 

  logfile.print(now.year(), DEC); 

  logfile.print(" "); 

  logfile.print(now.hour(), DEC); 

  logfile.print(":"); 

  logfile.print(now.minute(), DEC); 

  logfile.print(":"); 

  logfile.print(now.second(), DEC); 

  logfile.print('"'); 

  logfile.print(", "); 

   

#if ECHO_TO_SERIAL 

 

  Serial.print("millis = "); 

  Serial.print(m);         // milliseconds since start 

  Serial.print(", ");  

  Serial.print("RTC datetime ");  

  mySerial.print("Time: "); 

  Serial.print('"'); 

  Serial.print(now.day(), DEC); 

  Serial.print("/"); 

  Serial.print(now.month(), DEC); 

  Serial.print("/"); 

  Serial.print(now.year(), DEC); 

  Serial.print(" "); 

  Serial.print(now.hour(), DEC); 

  mySerial.print(now.hour(), DEC); 

  Serial.print(":"); 

  mySerial.print(":"); 

  Serial.print(now.minute(), DEC); 

  mySerial.print(now.minute(), DEC); 

  Serial.print(":"); 

  mySerial.print(":"); 

  Serial.print(now.second(), DEC); 

  mySerial.print(now.second(), DEC); 

  Serial.print('"'); 

  Serial.println();   
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  mySerial.println(); 

  #endif //ECHO_TO_SERIAL   

   

  

 

  //MPL sensor  

  if (! baro.begin()) { 

    Serial.println("Couldnt find MPL sensor"); 

    mySerial.println("Couldnt find  MPL sensor"); 

    return; 

  } 

  float altm = baro.getAltitude();  

  logfile.print(altm); 

  logfile.print(", "); 

  float pascals = baro.getPressure(); 

  logfile.print(pascals); 

  logfile.print(", ");  

  float tempC = baro.getTemperature(); 

  logfile.print(tempC); 

  logfile.print(", "); 

 

      //temphumidity sensor 

  float dht22t = dht.readTemperature(); 

  float dht22h = dht.readHumidity(); 

  if (isnan(dht22h) || isnan(dht22t)) { 

    Serial.println("Failed to read from DHT22 sensor!"); 

    mySerial.println("Failed to read from DHT22 sensor!"); 

    return; 

  } 

  logfile.print(dht22t); 

  logfile.print(", "); 

  logfile.print(dht22h); 

  logfile.print(", "); 

 

   //miniPID10V  

  int miniPID10V_A_R = analogRead(miniPID10VPin);     

  //Convert the analog reading (which goes from 0 - 1023) to a voltage 

(0 - aref_voltage): 

  float miniPID10V_V_R = miniPID10V_A_R * (aref_voltage / 1023.0); 

  logfile.print(miniPID10V_V_R); 

  logfile.print(", "); 

 

  //PMflowsensor 

 

 

  //Convert the analog reading (which goes from 0 - 1023) to a voltage 

(0 - aref_voltage): 

//  float PMflowsensor_V_R = average * (aref_voltage / 1023.0); 

 // float PMflowsensor_F_R = (PMflowsensor_V_R - 0.11)/0.08; 

 // logfile.print(PMflowsensor_V_R); 

 // logfile.print(", "); 

 // logfile.print(PMflowsensor_F_R); 

 // logfile.print(", "); 

 

  #if ECHO_TO_SERIAL 

   

  Serial.print("MPL Altitute:"); 

  Serial.print(altm); 

  Serial.print(" m , "); 

  Serial.print("MPL P: "); 

  Serial.print(pascals); 

  Serial.print(" Pa "); 

  Serial.print(", "); 
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  Serial.print("MPL T: "); 

  mySerial.print("T: "); 

  Serial.print(tempC); 

  mySerial.print(tempC); 

  Serial.print(" C "); 

  Serial.print(", ");  

  mySerial.print(", "); 

  Serial.print("DHT T: "); 

  Serial.print(dht22t); 

  Serial.print(" C "); 

  Serial.print(", ");    

  Serial.print("Humidity: "); 

  mySerial.print("Hum: "); 

  Serial.print(dht22h); 

  mySerial.print(dht22h); 

  Serial.println("% "); 

  mySerial.println("% "); 

  Serial.print("miniPID10V_V_R(V):"); 

  mySerial.print("miniPID:"); 

  Serial.print(miniPID10V_V_R); 

  mySerial.print(miniPID10V_V_R); 

  Serial.print(", "); 

  mySerial.print(", "); 

//  Serial.print("PMflowsensor_V_R(V):"); 

//  mySerial.print("PMflowsensor_V_R(V):"); 

//  Serial.print(PMflowsensor_V_R); 

//  mySerial.print(PMflowsensor_V_R); 

//  Serial.print(", "); 

//  mySerial.print(", "); 

//  Serial.print("PMflowsensor_F_R(SLPM):"); 

//  mySerial.print("PMflowsensor_F_R(SLPM):"); 

//  Serial.print(PMflowsensor_F_R); 

//  mySerial.print(PMflowsensor_F_R); 

//  Serial.print(", "); 

//  mySerial.print(", "); 

   

  #endif //ECHO_TO_SERIAL  

 

//VOC pump 

//  mySerial.available(); 

//  VOCserialcommandvalue = mySerial.read(); // put the data received 

in to character variable 

//     if ((VOCserialcommandvalue == 51)&&(VOCpumpstatus!= 1)) // if 

the character is "3" 

//         { 

         analogWrite(VOCpumpcontroller, 56); 

//         VOCpumpstatus= 1; 

 //        VOCpumpstartTime= millis()/60000.0; 

//         } 

//     if ((VOCserialcommandvalue == 52)&&(VOCpumpstatus!= 0)) // if 

the character is "4" 

//         { 

//         analogWrite(VOCpumpcontroller, 0); 

//         VOCpumpstatus= 0; 

    

      //   totalVOCPumpONtime1 = totalVOCPumpONtime; 

//         } 

  //   if (VOCpumpstatus == 1) 

 //      { 

  //     currentVOCPumpONtime = (millis()/60000.0) - VOCpumpstartTime; 

 //      totalVOCPumpONtime = totalVOCPumpONtime1 + 

currentVOCPumpONtime; 
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//       totalVOCPumpONtime = millis()/60000.0;// remove later 

       logfile.print("ON"); 

       logfile.print(", "); 

//       logfile.print(totalVOCPumpONtime,2); 

//       logfile.print(", "); 

        

       #if ECHO_TO_SERIAL 

        

       Serial.print("VOC pump:ON"); 

//       Serial.print("  minutes VOC pump was ON: "); 

//       mySerial.print("minutes pump ON: "); 

//       Serial.print(totalVOCPumpONtime,2); 

//       mySerial.print(totalVOCPumpONtime,2); 

       mySerial.print("  VOC pump:ON"); 

       Serial.print("  "); 

       mySerial.print("  "); 

       

      #endif //ECHO_TO_SERIAL  

       

    //   } 

 

   //PM pump 

//  mySerial.available(); 

//  VOCserialcommandvalue = mySerial.read(); // put the data received 

in to character variable 

//     if ((VOCserialcommandvalue == 51)&&(VOCpumpstatus!= 1)) // if 

the character is "3" 

//         { 

 

 

         analogWrite(PMpumpcontroller, 56); 

//         PMpumpstatus= 1; 

//         PMpumpstartTime= millis()/60000.0; 

//         } 

//     if ((VOCserialcommandvalue == 52)&&(VOCpumpstatus!= 0)) // if 

the character is "4" 

//         { 

 

//if (PMflowsensor_F_R<8) // remove later 

 //        analogWrite(PMpumpcontroller, 0); 

 //        PMpumpstatus= 0; 

 //        totalPMPumpONtime1 = totalPMPumpONtime; 

//         } 

//     if (PMpumpstatus == 1) 

//       { 

//       currentPMPumpONtime = (millis()/60000.0) - PMpumpstartTime; 

//       totalPMPumpONtime = totalPMPumpONtime1 + currentPMPumpONtime; 

       logfile.print("ON"); 

       logfile.print(", "); 

  //     logfile.print(totalPMPumpONtime,2); 

  //     logfile.print(", "); 

       #if ECHO_TO_SERIAL 

        

       Serial.print("PM pump:ON"); 

  //     Serial.print("  minutes PM pump was ON: "); 

  //     mySerial.print("minutes pump ON: "); 

 //      Serial.print(totalPMPumpONtime,2); 

 //      mySerial.print(totalPMPumpONtime,2); 

       mySerial.print("  PM pump:ON"); 

       Serial.print("  "); 

       mySerial.print("  ");     

        

       #endif //ECHO_TO_SERIAL 
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 //      } 

 //    else 

  //     { 

  //     logfile.print("OFF"); 

  //     logfile.print(", "); 

   //    logfile.print(totalPMPumpONtime1,2); 

       logfile.print(", "); 

   //    #if ECHO_TO_SERIAL 

        

   //    Serial.print("PM pump:OFF"); 

   //    Serial.print("  minutes PM pump was ON: "); 

   //    mySerial.print("minutes pump ON: "); 

   //    Serial.print(totalPMPumpONtime1,2); 

   //    mySerial.print(totalPMPumpONtime1,2); 

   //    mySerial.print("  PM pump:OFF"); 

   //    Serial.print("  "); 

   //    mySerial.print("  "); 

        

   //    #endif //ECHO_TO_SERIAL 

        

  //     }   

 

 

 

  //PM sensor  

 

  if(PMSerial.find(0x42)){     

    PMSerial.readBytes(buf,LENG); 

 

    if(buf[0] == 0x4d){ 

      if(checkValue(buf,LENG)){ 

        PM_1_0_standard=transmitPM_1_0_standard(buf); //count PM1.0 

value (standard) of the air detector module 

        PM_2_5_standard=transmitPM_2_5_standard(buf);//count PM2.5 

value (standard) of the air detector module 

        PM_10_standard=transmitPM_10_standard(buf); //count PM10 value 

(standard) of the air detector module  

        PM_1_0_atmos=transmitPM_1_0_atmos(buf); //count PM1.0 value 

(atmos) of the air detector module 

        PM_2_5_atmos=transmitPM_2_5_atmos(buf);//count PM2.5 value 

(atmos) of the air detector module 

        PM_10_atmos=transmitPM_10_atmos(buf); //count PM10 value 

(atmos) of the air detector module 

        particles_0_3_um=transmitparticles_0_3_um(buf); //count 

particles0.3um value of the air detector module 

        particles_0_5_um=transmitparticles_0_5_um(buf); //count 

particles0.5um value of the air detector module 

        particles_1_0_um=transmitparticles_1_0_um(buf); //count 

particles1.0um value of the air detector module 

        particles_2_5_um=transmitparticles_2_5_um(buf); //count 

particles2.5um value of the air detector module 

        particles_5_0_um=transmitparticles_5_0_um(buf); //count 

particles5.0um value of the air detector module 

        particles_10_um=transmitparticles_10_um(buf); //count 

particles10um value of the air detector module 

         

      }            

    }  

  } 

 

  static unsigned long OledTimer=millis();   

   if (millis() - OledTimer >=1000)  
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    { 

      OledTimer=millis();  

 

    logfile.print(PM_1_0_standard); 

    logfile.print(", "); 

    logfile.print(PM_2_5_standard); 

    logfile.print(", ");  

    logfile.print(PM_10_standard); 

    logfile.print(", "); 

    logfile.print(PM_1_0_atmos); 

    logfile.print(", "); 

    logfile.print(PM_2_5_atmos); 

    logfile.print(", ");  

    logfile.print(PM_10_atmos); 

    logfile.print(", "); 

    logfile.print(particles_0_3_um); 

    logfile.print(", "); 

    logfile.print(particles_0_5_um); 

    logfile.print(", ");  

    logfile.print(particles_1_0_um); 

    logfile.print(", "); 

    logfile.print(particles_2_5_um); 

    logfile.print(", "); 

    logfile.print(particles_5_0_um); 

    logfile.print(", ");  

    logfile.print(particles_10_um); 

    logfile.print(", "); 

 

    #if ECHO_TO_SERIAL 

 

    Serial.println(); 

    mySerial.println(); 

    //Serial.println("---------------------------------------"); 

    Serial.print("PM Concentration Units (standard) CF=1)         "); 

    Serial.print("\tPM 1.0: "); Serial.print(PM_1_0_standard); 

    mySerial.print("PM 1.0: "); mySerial.print(PM_1_0_standard); 

    Serial.print("\tPM 2.5: "); Serial.print(PM_2_5_standard); 

    mySerial.print("\tPM 2.5: "); mySerial.print(PM_2_5_standard); 

    Serial.print("\tPM 10: "); Serial.println(PM_10_standard); 

    mySerial.print("\tPM 10: "); mySerial.println(PM_10_standard); 

    //Serial.println("---------------------------------------"); 

    Serial.print("PM Concentration Units (environmental) CF =atmos"); 

    Serial.print("\tPM 1.0: "); Serial.print(PM_1_0_atmos); 

    Serial.print("\tPM 2.5: "); Serial.print(PM_2_5_atmos); 

    Serial.print("\tPM 10: "); Serial.println(PM_10_atmos); 

    //Serial.println("---------------------------------------"); 

    Serial.print("Number of Particles with size > 0.3um in 0.1L air: 

"); Serial.println(particles_0_3_um); 

    Serial.print("Number of Particles with size > 0.5um in 0.1L air: 

"); Serial.println(particles_0_5_um); 

    Serial.print("Number of Particles with size > 1.0um in 0.1L air: 

"); Serial.println(particles_1_0_um); 

    Serial.print("Number of Particles with size > 2.5um in 0.1L air: 

"); Serial.println(particles_2_5_um); 

    Serial.print("Number of Particles with size > 5.0um in 0.1L air: 

"); Serial.println(particles_5_0_um); 

    Serial.print("Number of Particles with size > 10 um in 0.1L air: 

"); Serial.println(particles_10_um);     

    

   //Serial.println("---------------------------------------"); 

 

       

    #endif //ECHO_TO_SERIAL 
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         } 

/* 

  //GPS module 

  // in case you are not using the interrupt above, you'll 

  // need to 'hand query' the GPS, not suggested :( 

  if (! usingInterrupt) { 

    // read data from the GPS in the 'main loop' 

    char c = GPS.read(); 

    // if you want to debug, this is a good time to do it! 

    if (GPSECHO) 

      if (c) Serial.print(c); 

  } 

  // if a sentence is received, we can check the checksum, parse it... 

  if (GPS.newNMEAreceived()) { 

    // a tricky thing here is if we print the NMEA sentence, or data 

    // we end up not listening and catching other sentences!  

    // so be very wary if using OUTPUT_ALLDATA and trytng to print out 

data 

    //Serial.println(GPS.lastNMEA());   // this also sets the 

newNMEAreceived() flag to false 

  if (!GPS.parse(GPS.lastNMEA()))   // this also sets the 

newNMEAreceived() flag to false 

      return;  // we can fail to parse a sentence in which case we 

should just wait for another 

  } 

  // if millis() or timer wraps around, we'll just reset it 

  if (timer > millis())  timer = millis(); 

  // approximately every 2 seconds or so, print out the current stats 

  if (millis() - timer > 2000) {  

    timer = millis(); // reset the timer 

 

  logfile.print('"'); 

  logfile.print(GPS.day, DEC); 

  logfile.print("/"); 

  logfile.print(GPS.month, DEC); 

  logfile.print("/"); 

  logfile.print("20"); 

  logfile.print(GPS.year, DEC); 

  logfile.print(" "); 

  logfile.print(GPS.hour, DEC); 

  logfile.print(":"); 

  logfile.print(GPS.minute, DEC); 

  logfile.print(":"); 

  logfile.print(GPS.seconds, DEC); 

  logfile.print('.'); 

  logfile.print(GPS.milliseconds); 

  logfile.print('"'); 

  logfile.print(", "); 

  logfile.print((int)GPS.fix); 

  logfile.print(", "); 

  logfile.print((int)GPS.fixquality); 

  logfile.print(", "); 

  logfile.print((int)GPS.satellites); 

  logfile.print(", "); 

  logfile.print(GPS.latitude, 4); 

  logfile.print(GPS.lat); 

  logfile.print(", ");  

  logfile.print(GPS.longitude, 4); 

  logfile.print(GPS.lon); 

  logfile.print(", "); 

  logfile.print(GPS.latitudeDegrees, 4); 

  logfile.print(", ");  
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  logfile.print(GPS.longitudeDegrees, 4); 

  logfile.print(", "); 

  logfile.print(GPS.speed); 

  logfile.print(", "); 

  logfile.print(GPS.angle); 

  logfile.print(", "); 

  logfile.print(GPS.altitude); 

  logfile.print(", "); 

 

 

  #if ECHO_TO_SERIAL 

  Serial.print("GPS datetime ");  

  Serial.print('"'); 

  Serial.print(GPS.day, DEC); 

  Serial.print("/"); 

  Serial.print(GPS.month, DEC); 

  Serial.print("/"); 

  Serial.print("20"); 

  Serial.print(GPS.year, DEC); 

  Serial.print(" "); 

  Serial.print(GPS.hour, DEC); 

  Serial.print(":"); 

  Serial.print(GPS.minute, DEC); 

  Serial.print(":"); 

  Serial.print(GPS.seconds, DEC); 

  Serial.print('.'); 

  Serial.print(GPS.milliseconds); 

  Serial.print('"'); 

  Serial.print("   GPS Fix: "); 

  Serial.print((int)GPS.fix); 

  Serial.print(", "); 

  Serial.print("GPS quality: "); 

  mySerial.print("  GPS quality: "); 

  Serial.print((int)GPS.fixquality); 

  mySerial.print((int)GPS.fixquality); 

  Serial.print(", "); 

  mySerial.print(", "); 

  Serial.print("Satellites: "); 

  mySerial.print("Satellites: "); 

  Serial.print((int)GPS.satellites); 

  mySerial.println((int)GPS.satellites); 

  Serial.println(" "); 

  Serial.print("Location: "); 

  Serial.print(GPS.latitude, 4); 

  Serial.print(GPS.lat); 

  Serial.print(","); 

  Serial.print(GPS.longitude, 4); 

  Serial.print(GPS.lon); 

  Serial.print(", "); 

  Serial.print("Google map Location: "); 

  Serial.print(GPS.latitudeDegrees, 4); 

  Serial.print(", ");  

  Serial.print(GPS.longitudeDegrees, 4); 

  Serial.print(", "); 

  Serial.print("GPS Altitude: "); 

  Serial.print(GPS.altitude); 

  Serial.println(" m"); 

  Serial.print("Speed: "); 

  Serial.print(GPS.speed); 

  Serial.print(" knots "); 

  Serial.print(", "); 

  Serial.print("Angle: "); 

  Serial.println(GPS.angle); 



201 
 

  #endif //ECHO_TO_SERIAL  

   

  } 

 

 */    

   logfile.println();  

 

   #if ECHO_TO_SERIAL 

   

   Serial.println(); 

   mySerial.println(); 

 

   #endif //ECHO_TO_SERIAL 

 

 

  //We finish logging up by turning the green LED off 

  digitalWrite(greenLEDpin, LOW); 

 

  //7. Sync data to the card if its time 

  // Now we write data to disk! Don't sync too often - requires 2048 

bytes of I/O to SD card 

  // which uses a bunch of power and takes time 

  if ((millis() - syncTime) < SYNC_INTERVAL) return; 

  syncTime = millis(); 

  // blink LED to show we are syncing data to the card & updating FAT! 

  digitalWrite(redLEDpin, HIGH); 

  logfile.flush(); 

  digitalWrite(redLEDpin, LOW); 

  

} 

 

 

 

//define functions and post code 

 

//PM sensor  

char checkValue(unsigned char *thebuf, char leng) 

{   

  char receiveflag=0; 

  int receiveSum=0; 

 

  for(int i=0; i<(leng-2); i++){ 

  receiveSum=receiveSum+thebuf[i]; 

  } 

  receiveSum=receiveSum + 0x42; 

  

  if(receiveSum == ((thebuf[leng-2]<<8)+thebuf[leng-1]))  //check the 

serial data  

  { 

    receiveSum = 0; 

    receiveflag = 1; 

  } 

  return receiveflag; 

} 

 

int transmitPM_1_0_standard(unsigned char *thebuf) 

{ 

  int PM_0_1_Val_standard; 

  PM_0_1_Val_standard=((thebuf[3]<<8) + thebuf[4]); //count PM1.0 

value of the air detector module 

  return PM_0_1_Val_standard; 

} 
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//transmit PM Value to PC 

int transmitPM_2_5_standard(unsigned char *thebuf) 

{ 

  int PM_2_5_Val_standard; 

  PM_2_5_Val_standard=((thebuf[5]<<8) + thebuf[6]);//count PM2.5 value 

of the air detector module 

  return PM_2_5_Val_standard; 

  } 

 

//transmit PM Value to PC 

int transmitPM_10_standard(unsigned char *thebuf) 

{ 

  int PM_10_Val_standard; 

  PM_10_Val_standard=((thebuf[7]<<8) + thebuf[8]); //count PM10 value 

of the air detector module   

  return PM_10_Val_standard; 

} 

 

int transmitPM_1_0_atmos(unsigned char *thebuf) 

{ 

  int PM_0_1_Val_atmos; 

  PM_0_1_Val_atmos=((thebuf[9]<<8) + thebuf[10]); //count PM1.0 value 

of the air detector module 

  return PM_0_1_Val_atmos; 

} 

 

//transmit PM Value to PC 

int transmitPM_2_5_atmos(unsigned char *thebuf) 

{ 

  int PM_2_5_Val_atmos; 

  PM_2_5_Val_atmos=((thebuf[11]<<8) + thebuf[12]);//count PM2.5 value 

of the air detector module 

  return PM_2_5_Val_atmos; 

  } 

 

//transmit PM Value to PC 

int transmitPM_10_atmos(unsigned char *thebuf) 

{ 

  int PM_10_Val_atmos; 

  PM_10_Val_atmos=((thebuf[13]<<8) + thebuf[14]); //count PM10 value 

of the air detector module   

  return PM_10_Val_atmos; 

} 

 

//transmit Particle count value to PC 

int transmitparticles_0_3_um(unsigned char *thebuf) 

{ 

  int particles_0_3_um_Val; 

  particles_0_3_um_Val=((thebuf[15]<<8) + thebuf[16]); //count PM10 

value of the air detector module   

  return particles_0_3_um_Val; 

} 

 

//transmit Particle count value to PC 

int transmitparticles_0_5_um(unsigned char *thebuf) 

{ 

  int particles_0_5_um_Val; 

  particles_0_5_um_Val=((thebuf[17]<<8) + thebuf[18]); //count PM10 

value of the air detector module   

  return particles_0_5_um_Val; 

} 

 

//transmit Particle count value to PC 
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int transmitparticles_1_0_um(unsigned char *thebuf) 

{ 

  int particles_1_0_um_Val; 

  particles_1_0_um_Val=((thebuf[19]<<8) + thebuf[20]); //count PM10 

value of the air detector module   

  return particles_1_0_um_Val; 

} 

 

//transmit Particle count value to PC 

int transmitparticles_2_5_um(unsigned char *thebuf) 

{ 

  int particles_2_5_um_Val; 

  particles_2_5_um_Val=((thebuf[21]<<8) + thebuf[22]); //count PM10 

value of the air detector module   

  return particles_2_5_um_Val; 

} 

 

//transmit Particle count value to PC 

int transmitparticles_5_0_um(unsigned char *thebuf) 

{ 

  int particles_5_0_um_Val; 

  particles_5_0_um_Val=((thebuf[23]<<8) + thebuf[24]); //count PM10 

value of the air detector module   

  return particles_5_0_um_Val; 

} 

 

//transmit Particle count value to PC 

int transmitparticles_10_um(unsigned char *thebuf) 

{ 

  int particles_10_um_Val; 

  particles_10_um_Val=((thebuf[25]<<8) + thebuf[26]); //count PM10 

value of the air detector module   

  return particles_10_um_Val; 

} 

 

 

# We acknowledge the authors of the open source Arduino-compatible 

libraries we have used in our code: 

// Wire.h: 2006 Nicholas Zambetti, modified 2012 by Todd Krein 

// SD.h:  2011..2017 Bill Greiman 
// RTClib.h: JeeLabs 
 

 

# We also acknlowledge the following authors for publishing as open-

source code parts of the coding lines of individual sensors we have used 

with the arduino microcontroller unit: 

  

 

// GPS and DHT sensors: Anon from Adafruit Industries  

// MPL3115A2 sensor: Kevin "KTOWN" Townsend for Adafruit Industries 

// HTU21DF sensor: Limor Fried/Ladyada for Adafruit Industries 

// PM sensor: 2016 Zuyang  
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