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SUMMARY 
The field of genomics was established with the sequencing of the human 
genome, a pivotal achievement that has allowed us to address various 
questions in biology from a unique perspective. One question in particu-
lar, that of the evolution of human speech, has gripped philosophers, evo-
lutionary biologists, and now genomicists. However, little is known of the 
genetic basis that allowed humans to evolve the ability to speak. Of the 
few genes implicated in human speech, one of the most studied is FOX-
P2, which encodes for the transcription factor Forkhead box protein P2 
(FOXP2). FOXP2 is essential for proper speech development and two mu-
tations in the human lineage are believed to have contributed to the evo-
lution of human speech. To address the effect of FOXP2 and investigate 
its evolutionary contribution to human speech, one can utilize the power 
of genomics, more specifically gene expression analysis via ribonucleic 
acid sequencing (RNA-seq). 

To this end, I first contributed in developing mcSCRB-seq, a highly sensi-
tive, powerful, and e!icient single cell RNA-seq (scRNA-seq) protocol. 
Previously having emerged as a central method for studying cellular het-
erogeneity and identifying cellular processes, scRNA-seq was a powerful 
genomic tool but lacked the sensitivity and cost-e!iciency of more estab-
lished protocols. By systematically evaluating each step of the process, I 
helped find that the addition of polyethylene glycol increased sensitivity 
by enhancing the cDNA synthesis reaction. This, along with other opti-
mizations resulted in developing a sensitive and flexible protocol that is 
cost-e!icient and ideal in many research settings.  

A primary motivation driving the extensive optimizations surrounding 
single cell transcriptomics has been the generation of cellular atlases, 
which aim to identify and characterize all of the cells in an organism. As 
such efforts are carried out in a variety of research groups using a num-
ber of different RNA-seq protocols, I contributed in an effort to bench-
mark and standardize scRNA-seq methods. This not only identified meth-
ods which may be ideal for the purpose of cell atlas creation, but also 
highlighted optimizations that could be integrated into existing protocols.  
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Using mcSCRB-seq as a foundation as well as the findings from the scR-
NA-seq benchmarking, I helped develop prime-seq, a sensitive, robust, 
and most importantly, affordable bulk RNA-seq protocol. Bulk RNA-seq 
was frequently overlooked during the efforts to optimize and establish 
single-cell techniques, even though the method is still extensively used in 
analyzing gene expression. Introducing early barcoding and reducing li-
brary generation costs kept prime-seq cost-e!icient, but basing it off of 
single-cell methods ensured that it would be a sensitive and powerful 
technique. I helped verify this by benchmarking it against TruSeq gener-
ated data and then helped test the robustness by generating prime-seq 
libraries from over seventeen species. These optimizations resulted in a 
final protocol that is well suited for investigating gene expression in com-
prehensive and high-throughput studies.  

Finally, I utilized prime-seq in order to develop a comprehensive gene ex-
pression atlas to study the function of FOXP2 and its role in speech evolu-
tion. I used previously generated mouse models: a knockout model con-
taining one non-functional Foxp2 allele and a humanized model, which 
has a variant Foxp2 allele with two human-specific mutations. To study 
the effect globally across the mouse, I helped harvest eighteen tissues 
which were previously identified to express FOXP2. By then comparing 
the mouse models to wild-type mice, I helped highlight the importance of 
FOXP2 within lung development and the importance of the human variant 
allele in the brain. 

Both mcSCRB-seq and prime-seq have already been used and published 
in numerous studies to address a variety of biological and biomedical 
questions. Additionally, my work on FOXP2 not only provides a thorough 
expression atlas, but also provides a detailed and cost-e!icient plan for 
undertaking a similar study on other genes of interest. Lastly, the studies 
on FOXP2 done within this work, lay the foundation for future studies in-
vestigating the role of FOXP2 in modulating learning behavior, and there-
by affecting human speech. 



ZUSAMMENFASSUNG 
Der Bereich der Genomik wurde mit der Sequenzierung des men-
schlichen Genoms begründet, eine entscheidende Errungenschaft, die es 
uns ermöglicht hat, verschiedene Fragen der Biologie aus einer einzigar-
tigen Perspektive zu betrachten. Vor allem die Frage nach der Evolution 
der menschlichen Sprache hat Philosoph:innen, Evolutionsbiolog:innen 
und nun auch Genomiker:innen beschäftigt. Allerdings ist nur wenig über 
die genetische Grundlage bekannt, die es dem Menschen ermöglichte, 
die Fähigkeit zu sprechen zu entwickeln. Von den wenigen Genen, die mit 
der menschlichen Sprache in Verbindung gebracht werden, ist eines der 
am besten untersuchten FOXP2, das für den Transkriptionsfaktor Fork-
head Box Protein P2 (FOXP2) kodiert. FOXP2 ist für die korrekte Sprachen-
twicklung essentiell, und es wird angenommen, dass zwei Mutationen in 
der menschlichen Abstammungslinie zur Evolution der menschlichen 
Sprache beigetragen haben. Um die Wirkung von FOXP2 zu erforschen 
und seinen evolutionären Beitrag zur menschlichen Sprache zu unter-
suchen, kann man sich die Möglichkeiten der Genomik zunutze machen, 
insbesondere die Genexpressionsanalyse mittels Ribonukleinsäurese-
quenzierung (RNA-seq). 

Zu diesem Zweck habe ich zunächst an der Entwicklung von mcSCRB-seq 
mitgewirkt, einem hochsensiblen, leistungsstarken und e!izienten 
Einzelzell-RNA-seq-Protokoll (scRNA-seq). Nachdem sich scRNA-seq als 
zentrale Methode zur Untersuchung der zellulären Heterogenität und zur 
Identifizierung zellulärer Prozesse herauskristallisiert hatte, war es zwar 
ein leistungsfähiges genomweites Verfahren, aber es fehlte die Empfind-
lichkeit und Kostene!izienz etablierterer Protokolle. Durch die systematis-
che Bewertung der einzelnen Prozessschritte konnte ich helfen zu zeigen, 
dass die Zugabe von Polyethylenglykol die Empfindlichkeit erhöht, indem 
die E!izienz der cDNA-Synthesereaktion verbessert wird. Zusammen mit 
anderen Optimierungen führte dies zur Entwicklung eines empfindlichen 
und flexiblen Protokolls, das kostene!izient und ideal für viele 
Forschungsbereiche ist.  
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Eine Hauptmotivation für die umfangreichen Optimierungen im Bereich 
der Einzelzelltranskriptomik war die Erstellung von Zellatlanten, die darauf 
abzielen, alle Zellen eines Organismus zu identifizieren und zu charakter-
isieren. Da solche Bemühungen in einer Vielzahl von Forschungsgruppen 
unter Verwendung einer Reihe unterschiedlicher RNA-seq-Protokolle 
durchgeführt werden, habe ich dazu beigetragen, scRNA-seq-Methoden 
zu vergleichen und zu standardisieren. Dabei wurden nicht nur Methoden 
ermittelt, die für die Erstellung von Zellatlanten ideal sind, sondern auch 
Optimierungen aufgezeigt, die in bestehende Protokolle integriert wer-
den könnten.  

Auf der Grundlage von mcSCRB-seq und den Erkenntnissen aus dem 
scRNA-seq-Methodenvergleichsstudie habe ich an der Entwicklung von 
prime-seq mitgewirkt, einem sensitiven, robusten und vor allem er-
schwinglichen Bulk-RNA-seq-Protokoll. Bulk-RNA-seq wurde bei den Be-
mühungen um die Optimierung und Etablierung von Einzelzelltechniken 
häufig übersehen, obwohl die Methode nach wie vor in großem Umfang 
zur Analyse der Genexpression eingesetzt wird. Durch die Einführung des 
frühen Barcodings und die Senkung der Kosten für die Bibliothekserstel-
lung blieb prime-seq kostene!izient, während durch die Zugrundelegung 
von Einzelzellmethoden sichergestellt wurde, dass es sich um eine 
empfindliche und leistungsstarke Technik handeln würde. Ich habe dazu 
beigetragen, dies durch einen Vergleich mit TruSeq generierten Daten zu 
verifizieren und dann die Robustheit zu testen, indem ich Prime-Seq-Bib-
liotheken von mehr als siebzehn Arten generierte. Diese Optimierungen 
führten zu einem endgültigen Protokoll, das sich gut für die Unter-
suchung der Genexpression in umfassenden Studien mit hohem Durch-
satz eignet.  

Schließlich nutzte ich prime-seq, um einen umfassenden Genexpression-
satlas zur Untersuchung der Funktion von FOXP2 und seiner Rolle in der 
Sprachevolution zu entwickeln. Ich verwendete zuvor generierte Maus-
modelle: ein Knockout-Modell mit einem nicht funktionalen Foxp2-Allel 
und ein humanisiertes Modell, das ein variantes Foxp2-Allel mit zwei hu-
manspezifischen Mutationen aufweist. Um die Auswirkungen auf die 
gesamte Maus zu untersuchen, half ich bei der Entnahme von achtzehn 
Geweben, bei denen zuvor festgestellt worden war, dass sie FOXP2 ex-
primieren. Durch den anschließenden Vergleich der Mausmodelle mit 
Wildtyp-Mäusen konnte ich die Bedeutung von FOXP2 in der Lungenen-
twicklung und die Bedeutung der menschlichen Variante im Gehirn 
aufzeigen. 



Sowohl mcSCRB-seq als auch prime-seq wurden bereits in zahlreichen 
Studien verwendet und veröffentlicht, um eine Vielzahl von biologischen 
und biomedizinischen Fragen zu beantworten. Darüber hinaus liefert 
meine Arbeit zu FOXP2 nicht nur einen umfassenden Expressionsatlas, 
sondern auch eine detaillierte und kostene!iziente Strategie für die 
Durchführung einer ähnlichen Studie zu anderen Genen von Interesse. 
Schließlich legen die im Rahmen dieser Arbeit durchgeführten Studien zu 
FOXP2 den Grundstein für künftige Studien, die die Rolle von FOXP2 bei 
der Modulation des Lernverhaltens, welches die Entwicklung der men-
schlichen Sprache beeinflusst, untersuchen. 
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INTRODUCTION 

GENE EXPRESSION CONTRIBUTES TO BIOLOGICAL 
FUNCTION 

Genes are a basic unit of heredity comprising a sequence of nu-
cleotides that, when expressed, result in a gene product. In eukary-

otes, a gene is a stretch of deoxyribonucleic acid (DNA) that is usually 
transcribed into messenger ribonucleic acid (mRNA) and then translated 
into protein; in some cases, however, RNA is the final gene product (e.g. 
transfer RNA and microRNA). In addition to the discrete steps of tran-
scription (Roeder and Rutter, 1969) and translation (Crick, 1958), there are 
multiple points of regulation, such as chromatin accessibility (Kornberg, 
1974), DNA silencing (Avery et al., 1944; Hotchkiss, 1948), and mRNA pro-
cessing (Perry, 1976). This entire sequential flow of genetic information is 
summarized into the central dogma of molecular biology (Crick, 1958) 
(Figure 1). Thus, gene expression is an essential cornerstone in the study 
of biology, as it ultimately determines the phenotype, i.e. the observable 
trait, of the organism and thereby the function being investigated.  

The realization of phenotype from genotype is carried out in a multi-step 
process which starts with the gene. In order for the gene to undergo ex-
pression, it must first be accessible. This is strictly regulated by the post-
transcriptional modifications made to histones (Allfrey et al., 1964; Luger 
et al., 1997), which tightly wind and pack the DNA, as well as DNA meth-
ylation in vertebrates (Holliday and Pugh, 1975) (Figure 1). With the correct 
modifications, these histones will unwind regions of the DNA to make the 
gene accessible and serve as a template (Jenuwein and Allis, 2001), 
which is then read by RNA polymerase. As the RNA polymerase travels 
along the DNA, a complementary ribonucleotide is added to the RNA 
strand in a process known as transcription (Livingstone, 2010). This re-
sults in an RNA molecule complementary to the DNA molecule, with the 
exception of thymine which is replaced by uracil in RNA. In eukaryotes, 
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Introduction

three various RNA polymerases exist, but RNA polymerase II is responsi-
ble for synthesis of protein-coding mRNA (Roeder and Rutter, 1969).  

 

Figure 1. A general overview of molecular biology. The central dogma of mole-
cular biology states that the flow of genetic information is unidirectional, where 
DNA is transcribed into mRNA, and then mRNA is translated into protein. This 
process is tightly regulated, among which is DNA regulation, including histone 
modifications and DNA methylation. These modifications either activate or repress 
genes by making them available for transcription. Once the mRNA is transcribed, it 
must be processed. The pre-mRNA is first capped on the 5’ end and then poly-
adenylate on the 3’ end. Finally, the introns are excised to form the final mRNA 
molecule.  
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Following synthesis of the mRNA, or more accurately pre-mRNA, the mol-
ecule is first processed and then exported (Köhler and Hurt, 2007). A 
chief component of mRNA processing is alternative splicing where the 
introns, or the non-coding region of the molecule, of pre-mRNA can be 
removed allowing multiple variant transcripts to be synthesized from one 
gene (Gilbert, 1978). Additionally, the pre-mRNA is capped on the 5’ end 
and polyadenylated on the 3’ end in order to stabilize and protect the 
molecule (Shatkin and Manley, 2000) (Figure 1). The mRNA molecule is 
then exported from the nucleus to the cytoplasm of the cell.  

Once the mRNA has been processed and is present in the cytoplasm, ri-
bosomes will bind the mRNA and direct transfer RNAs (tRNAs) to the 
mRNA. Unlike during transcription, where each nucleotide is read individ-
ually, during translation, the process of synthesizing proteins from mRNA, 
three nucleotides form on reading unit, or codon (Blanchet et al., 2018). 
Anticodon tRNAs will carry a specific amino acid and when they match a 
codon, the ribosome will bind the amino acid to the growing amino acid 
chain. The process of translating transcripts can be variable depending 
on the mRNA molecule and is dynamically modulated (Riba et al., 2019). 
The resulting proteins, each with their own function, are the final gene 
products and are responsible for the observed phenotype of the organ-
ism.  
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QUANTIFYING GENE EXPRESSION TO GAIN BIOLOGICAL 
INSIGHT 

A s stated within the central dogma of molecular biology, gene ex-
pression is a multistep process with numerous points for potential 

quantification, such as at the level of DNA regulation (e.g. DNA meth-
ylation and histone modification), transcription, and translation. Each, 
however, comes with its own advantages and disadvantages, making 
some methods particularly appropriate for evaluating gene expression 
between one or more conditions within an experiment.  

Quantifying active chromatin regions   

DNA regulation, specifically, is the earliest point of expression and there-
fore can prove insightful, especially in predicting cell states or directions. 
Several methods for quantifying accessible regions of the genome have 
been developed and they primarily involve accessibility of the DNA to en-
zymatic cleavage reactions or to chemical changes by methyltransferase, 
followed by high-throughput sequencing (Minnoye et al., 2021).  

One of the first methods to make use of enzymatic cleavage of accessible 
DNA was DNase-seq, which uses deoxyribonuclease I (DNaseI), an en-
zyme which digests DNA (Boyle et al., 2008; Song and Crawford, 2010). 
Since the accessibility of DNA is regulated via histones, cleavage most 
frequently occurs in open regions such as promoters, as well as in be-
tween nucleosomes. This technology eventually gave rise to newer more 
e!icient protocols, such as Transposase-Accessible Chromatin using se-
quencing (ATAC-seq) (Buenrostro et al., 2013), which in place of DNaseI 
uses a genetically modified hyperactive transposase (Tn5) (Goryshin and 
Reznikoff, 1998) that simultaneously cleaves the DNA and then ligates 
adapters for downstream reactions. By combining these two steps in one 
reaction, the ATAC-seq protocol is more e!icient; additionally it is more 
sensitive and requires a lower input material. On the other hand, micro-
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Introduction

coccal nuclease sequencing (MNase-seq) digests accessible regions and 
sequences the DNA that is protected by the nucleosomes, thereby pro-
viding the sequence of inaccessible DNA, opposite of the data produced 
by DNase-seq and ATAC-seq (Zaret, 2005). Lastly, chromatin immunopre-
cipitation sequencing (ChIP-seq) also uses chromatin accessibility as a 
basis for generating gene expression data; however, in this technology 
chromatin binding factors such as transcription factors or specifically 
modified histones are the target (Landt, 2012). Proteins of interest shield 
the DNA during digestion, and then using antibodies the protein of inter-
est is precipitated and the DNA is then sequenced.  

In addition to chromatin accessibility detected via enzymatic cleavage, 
another popular technology utilizes a methyltransferase to label open re-
gions of DNA, which then undergo bisulfite conversion and sequencing 
(Carvin et al., 2003; Jessen et al., 2004). Initially this was only possible for 
localized analysis at targeted loci, until the advent of genome-wide meth-
ods such as the methylation accessibility protocol for individual tem-
plates (MAPit) (Darst et al., 2012; Pardo et al., 2015). More recent protocols 
have taken it one step further, such as nucleosome occupancy and 
methylome sequencing (NOMe-seq) (Kelly et al., 2012); the protocol al-
lows one to not only identify regions of open chromatin but also endoge-
nous methylation, which is a marker of gene repression. Therefore, one is 
able to get chromatin accessibility and methylation information from a 
single DNA strand.   

Quantifying messenger RNA 

Messenger RNA (mRNA) is the intermediate step in gene expression. Pre-
cise and accurate quantification of mRNA was first developed in 1977 and 
carried out via northern blotting (Alwine et al., 1977). This technique in-
volves first separating RNA molecules by gel electrophoresis, transferring 
them to a nylon membrane, and then hybridizing radioactively, or more 
recently, chemiluminescent probes to the RNA. The gel is then imaged, 
previously using autoradiography and more recently via chemilumines-
cence detection.  

As northern blotting requires large quantities of mRNA, more sensitive 
protocols would eventually be needed. Initially developed for DNA 
quantification, quantitative polymerase chain reaction (qPCR) was adapt-
ed to then quantify gene expression (Wang et al., 1989; Chiang et al., 
1996; Gibson et al., 1996). This highly sensitive method uses either inter-
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calating dyes or hybridizing probes to emit a fluorescent signal during 
each PCR cycle, which in turn can be quantified to represent the number 
of detected mRNA copies in the sample. Although qPCR addresses the 
high RNA input limitation of northern blots, they are only e!iciently per-
formed on a few genes, and are therefore not appropriate for high 
throughput gene expression studies.  

In order to accurately detect and quantify many genes simultaneously, i.e. 
on the order of thousands, methods such as microarrays (Schena et al., 
1995), serial analysis of gene expression (SAGE) (Velculescu et al., 1995), 
and RNA sequencing (RNA-seq) (Bainbridge et al., 2006; Cheung et al., 
2006; Emrich et al., 2007; Weber et al., 2007) were developed. Microarray 
technology uses a chip with surface-bound probes that can be specific 
for many genes (Schena et al., 1995). The RNA is reverse transcribed, la-
beled, and will then bind to complementary probes on the microarray 
surface. Binding is quantified by fluorescence intensity from the labeled 
sample, and thus is comparative, i.e. the signal of one gene in one condi-
tion is compared to the same gene in another condition. SAGE differs 
from microarrays in that it uses a tag-based approach, where cDNA is 
cleaved into small tags which are then ligated together, amplified, and 
sequenced (Velculescu et al., 1995). The resulting data contains the short 
sequence tags and the number of occurrences for each tag; the se-
quence can be matched to a database and the originating mRNA can be 
determined and the number of expressed genes thereby quantified. Final-
ly, in RNA-seq, the RNA is first reverse transcribed and then the cDNA is 
sequenced using high-throughput next generation sequencing (NGS) 
(Wang et al., 2009). The resulting data is then usually mapped to a refer-
ence genome and the number of detected reads is totaled to provide in-
formation about gene expression. Unlike microarrays and SAGE, RNA-seq 
offers additional advantages as it does not require previous sequence 
knowledge and can therefore be used on non-model organisms as well as 
with de novo genes (Stark et al., 2019; Shendure, 2008).  

Quantifying proteins 

Proteins, on the other hand, are the final gene product for most genes, 
and thus serve as the most accurate point of quantification for gene ex-
pression. Western blotting, the protein counterpart to northern blotting, 
is still one of the most popular techniques for protein quantification 
(Eisenstein, 2005; Renart et al., 1979; Towbin et al., 1979; Burnette, 1981). 
Denatured samples, usually consisting of cell or tissue lysate, are run on a 
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polyacrylamide gel and then transferred to a membrane (e.g. nitrocellu-
lose or polyvinylidene difluoride). The membrane is incubated with an an-
tibody specific to the protein of interest, and then either by using a fluo-
rescent or chemiluminescent (e.g. horseradish peroxidase) label on the 
primary or secondary antibody, the signal is imaged and quantified.  

As with other blotting approaches, western blotting suffers from low 
throughput. Thus for quantifying many proteins simultaneously or even 
the entire proteome, scientists turned to a century old technology, mass 
spectrometry (Thomson, 1897). Mass spectrometry measures the mass-
to-charge ratio (m/z) of ionized molecules by converting molecules to 
gas-phase ions, separating them by their m/z value, and recording the 
number of occurrences (Yates III, 2011). Advances in the field, especially 
the ability to analyze protein mixtures, led to shotgun-proteomics and al-
lowed for more complex and high-throughput protein analysis (Eng et al., 
1994; Link et al., 1999). However, as the resulting peptide mixture is highly 
complex, there is a higher chance of misidentification or a protein not be-
ing detected. This is especially problematic for lowly expressed proteins 
as the highly abundant proteins are preferentially sampled and may there-
fore prevent detection. 
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SELECTING AN APPROPRIATE METHOD 

W ith the plethora of options currently available to scientists, finding 
an ideal method for quantifying gene expression is determined by 

the question to be addressed, the conditions of the experiment, and the 
resources available to the experimenter. Each method has its own set of 
advantages and disadvantages, which must be considered during exper-
imental planning. 

Quantifying the activity of genes via chromatin accessibility, for example, 
is often too early of a point for accurate expression detection. Although 
methods such as ATAC-seq are used to accurately identify cell types and 
functions, their profiles do not strongly correlate to protein expression 
(Edfors et al., 2016; Starks et al., 2019). Rather, the methods themselves 
produce profiles which can help explain function.  

Quantifying proteins, on the other hand, is the most accurate way to de-
termine which genes are expressed. The available methods, however, are 
either not high-throughput or are too resource intensive to be regularly 
used in biological research (Aebersold and Mann, 2003). Although, with 
future developments these limitations may no longer impede wide-scale 
proteomics as a direct means of gene expression analysis.  

Therefore, quantification on the transcriptional level, specifically using 
RNA-seq, has emerged to become the most popular gene expression 
quantification method (Stark et al., 2019). This powerful technique is not 
only highly sensitive but it is also highly e!icient, allowing one to quantify 
practically all genes present in very large sample sizes. Unlike its prede-
cessors, northern blotting and microarrays, RNA-seq does not require a 
priori sequence knowledge thereby making it a powerful tool not only in 
human biology but across the entire field (Kukurba and Montgomery, 
2015). Furthermore, microarrays can exhibit cross-hybridization artifacts 
due to similar sequences, something which is not an issue when se-
quencing is used (Casneuf et al., 2007). A potential roadblock limiting the 
use of RNA-seq is the large-scale computational technologies necessary 
for downstream analysis. Fortunately, however, as the wet-lab technology 
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has developed, so too have the computational methods, further solidify-
ing RNA-seq as the method of choice for gene expression analysis 
(Williams et al., 2017; Conesa et al., 2016).  
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RNA SEQUENCING: THE PAST, PRESENT, AND FUTURE  

Developed over a decade ago, RNA-seq has now become a ubiquitous 
tool present across all molecular biology research; now an indis-

pensable method for studying genomics, RNA-seq is primarily utilized in 
differential gene expression analysis but also useful in studying mRNA 
splicing, mRNA isoforms, regulation via non-coding RNA, RNA structure, 
and single nucleotide polymorphisms (SNPs) (Stark et al., 2019). Even as 
the method has firmly secured its position in the repertoire of molecular 
biologists, further development has continued and given rise to numer-
ous advances, including single-cell transcriptomics (Tang et al., 2009; 
Stegle et al., 2015), spatial transcriptomics (Moor and Itzkovitz, 2017), and 
direct long-read RNA-seq (Garalde et al., 2018; Cartolano et al., 2016).  

Innovation begets innovation  

The method we know as RNA-seq was only possible due to multiple ad-
vances in sequencing technology. Emerging in 2005, NGS brought higher 
throughput and lower costs than previous sequencing methods (Mardis, 
2013), chiefly Sanger sequencing (Sanger et al., 1977). This allowed se-
quencing to be used not only as a direct means of analyzing and con-
structing genomes, but as a read-out in comparative studies with much 
larger sample sizes. This optimization was fueled by a period of fierce 
competition between NGS businesses, eventually leading to the domi-
nance of Illumina’s sequencing-by-synthesis approach (Shendure et al., 
2017) (Figure 2).  

Once NGS technologies became readily available, RNA-seq was able to 
be developed, first in the mid-2000s being used on various tissues in-
cluding human prostate cancer cell lines (Bainbridge et al., 2006), Med-
icago truncatula (Cheung et al., 2006), Zea mays (Emrich et al., 2007), 
and Arabidopsis thaliana (Weber et al., 2007). These ground-breaking 
studies were able to more e!iciently capture transcriptomic information,  
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Figure 2. Illumina Sequencing by Synthesis. Libraries are generated by first 
fragmenting the DNA and then ligating sequencing adapters. The library is then 
loaded onto the Illumina flow-cell, where it will bind to surface primers specific for 
the sequencing adapters. The libraries are amplified in small clusters in a process 
known as bridge amplification. A complementary strand is then synthesized using 
fluorescently labeled nucleotides. After the addition of each nucleotide, the flow-
cell is imaged and this process repeated from 50 up to 150 cycles. 

confirm previously known information generated by microarrays, SAGE, 
and pPCR, and even manage to discover new genes and new splice 
events. Bainbridge et al., for example, detected 10,117 genes with RNA-
seq, which was more than previous transcriptomic studies on the same 
cell line using the Affymatrix profiling platform and Massively Parallel Sig-
nature sequencing (MPSS) were able to detect (2006). Additionally, We-
ber et al. found at least sixty likely protein coding sequences that were 
then not annotated genes (2007). Even in the early stages as the method 
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was being established, it was clear that RNA-seq would provide new and 
unparalleled power in gene expression analysis.  

Optimizations and standardizations  

RNA-seq has evolved and adapted since its inception, but key compo-
nents have largely remained the same (Figure 3). Cells or tissue are first 
lysed and RNA is extracted, most commonly through column-based kits 
or magnetic beads (Tavares et al., 2011). As mRNA, the protein coding 
portion of the transcriptome, makes up only 5% of total RNA (Warner, 
1999), the mRNA molecules have to be enriched so that a majority of the 
sequencing resources are not sunk into unwanted data (i.e. ribosomal 
RNA). This is achieved either indirectly through ribosomal RNA (rRNA) de-
pletion or directly through targeting mRNA via their poly(A) tail (Yi et al., 
2011; O’Neil et al., 2013; Zhao et al., 2018). The RNA is then reverse tran-
scribed into cDNA; in protocols utilizing rRNA depletion cDNA synthesis is 
usually done by priming with random hexamers, whereas in protocols 
where mRNA is enriched via the poly(A) tail this is usually done with 
oligo(dT) primers. The cDNA may then be amplified if necessary for the 
particular protocol being used, but it is ultimately used to generate se-
quencing libraries. 

The type of libraries generated depends on the sequencing method to be 
used. In most cases this is Illumina sequencing due to their market domi-
nance, and thus requires short insert sizes between 300-1,000 nt for op-
timal sequencing e!iciency (Goodwin et al., 2016; Bentley et al., 2008) 
(Figure 2). To achieve this, either the mRNA or the cDNA must be frag-
mented. Fragmenting the RNA reduces 5’:3’ bias (Mortazavi et al., 2008) 
but only benefits one if they are using a full-length method. If one is using 
a 5’ or 3’ counting method, the cDNA can be fragmented into shorter 
fragments and then the necessary sequencing primers are ligated. This is 
commonly done with a fragmentase, but tagmentation through a Tn5 
transposase is also popular as it performs the two-step fragmentation and 
adapter ligation in one step (Adey et al., 2010). Once the libraries are 
generated they are sequenced with the Illumina sequencing-by-synthesis 
approach and generate reads of 50-150 nt (Bentley et al., 2008).  

Once the sequencing is completed the data is analyzed. Many computa-
tional tools and pipelines exist in order to analyze the RNA-seq data, and 
depending on the question at hand, some may be more advantageous 
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than others (Conesa et al., 2016; Sahraeian et al., 2017; Seyednasrollah et 
al., 2013). Generally, however, the data must first be pre-processed, a set 
of actions that include quality filtering based on the sequencing phred 
algorithm (Ewing and Green, 1998), mapping to an annotated reference 
genome, and counting the number of gene-assigned reads to generate a 
final expression or count matrix containing the number of detected reads 
for each gene in each sample. This count matrix is then filtered for lowly 
expressed genes and samples containing only a few reads, as well as 
normalized to address differences in sequencing depth and gene length. 
The normalization step is crucial and can greatly affect the final results, 
which is why it is essential that the correct normalization is performed on 
the data (Vieth et al., 2019). The final filtered and normalized count matrix 
may then be used for further analysis. 

Downstream analysis of RNA-seq data is dependent on the biological 
question at hand. Often dimensionality reduction and clustering will be 
used to identify groupings within the samples (Kiselev et al., 2019). This 
may also allow one to further filter the data if there are any technical is-
sues related to outliers. Differential expression analysis is also chiefly em-
ployed in finding expression differences between the tested conditions 
(Robinson et al., 2010; Love et al., 2014; Ritchie et al., 2015; Law et al., 
2014). Once differentially expressed genes are detected functional anno-
tation enrichment may be performed to interpret the observed differ-
ences between the conditions (Ashburner et al., 2000; Subramanian et 
al., 2005). These findings are then used to draw conclusions and answer 
the initial biological question.  

Going beyond averages 

RNA-seq has quickly established itself as an essential method within re-
search, but as NGS costs have decreased the capabilities of RNA-seq 
could be pushed even further. Scientists were interested in questions 
such as understanding the heterogeneity present in many of their disease 
states (i.e. single cell RNA-seq), determining the organization of the cells 
in their tissues (i.e. spatial RNA-seq), and studying species beyond only 
model organisms (i.e. direct long-read RNA-seq).  

The primary use of RNA-seq is still determining what genes are differen-
tially expressed between two or more conditions. The generated expres-
sion profile, however, represents an average transcriptome of all the cells  
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Figure 3. General RNA Sequencing Workflow. The process begins in the wet 
lab, where the sample is first lysed and the mRNA enriched, either through polyA 
tail capture using oligo(dT) primers or by depleting rRNA and tRNA. The mRNA is 
then reverse transcribed and libraries are generated from the cDNA. The samples 
are then sequenced. Once the sequencing data is obtained the remaining analysis 
is carried out in the dry lab. First the data is filtered for low-quality reads and then 
the data is mapped using an annotated reference genome. The mapped reads are 
counted and compiled into a count matrix with the number detected genes for 
each sample. Outlier samples, either due to technical issues (e.g. low sequencing 
depth) or sampling issues (e.g. incorrect sampling) are removed, and additional 
data analysis is performed, such as differential gene expression analysis, functional 
annotation analysis, and network analysis. 

analyzed; this of course can be very insightful in many experiments but is 
unable to address the diversity of the cells within the sample. Therefore 
to characterize the transcriptomes of every individual cell and better un-
derstand the effect of diverse populations on the condition being investi-
gated, single cell RNA-seq was developed (Tang et al., 2009).  
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Introduction

Although scRNA-seq methods build on the technology of bulk RNA-seq 
and in principle follow a similar workflow with the exception of the neces-
sary cell dissociation step, two important points would have to be opti-
mized to develop successful protocols. Firstly, in order to detect the few 
picograms of RNA present within one cell the methods would have to be-
come far more sensitive (Picelli et al., 2013; Hashimshony et al., 2016; 
Bagnoli et al., 2018; Sasagawa et al., 2018; Hagemann-Jensen et al., 
2020). Secondly, to capture rare cell subtypes and have su!icient biolog-
ical replicates, the number of samples must be vastly increased com-
pared to bulk RNA-seq experiments, thereby requiring methods to be 
more cost e!icient (Hansen et al., 2011). 

Comparisons between protocols have been performed and generally 
concluded that plate-based or microfluidic systems detect more genes 
(more sensitive) but profile fewer cells (less cost e!icient) and droplet-
based systems detect fewer genes (less sensitive) but profile many more 
cells (more cost e!icient) (Ziegenhain et al., 2017). Thus, depending on 
the question at hand, one may choose one method over the other. For 
example, scRNA-seq is widely used in generating atlases detailing every 
cell present within an organism (Regev et al., 2017), and in such a case, 
where differences between cells are very large, one benefits more greatly 
from having more e!icient methods over more sensitive methods. 

RNA-seq technologies are continuing to be developed as evident by spa-
tial RNA-seq protocols (Marx, 2021), direct RNA-seq systems (Amaras-
inghe et al., 2020), and new bulk and single-cell RNA-seq protocols aim-
ing to address certain limitations. These methods will continue to shape 
the field of molecular biology, especially as they become increasingly 
more routine. 
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DEVELOPING AND BENCHMARKING RNA-SEQ PROTO-
COLS 

A s with any technology there may be certain limitations and RNA-seq 
is certainly no exception. Even though RNA-seq is a catch-all term for 

various protocols, the main issue to consider is, and likely will continue to 
be, the balance between breadth (i.e. number of samples) and depth (i.e. 
the information from each sample) of the protocol (Stark et al., 2019). This 
balance will greatly determine the cost e!iciency and ultimately the con-
clusions that can be drawn from the obtained data. With this in mind, I set 
out to address some of these limitations by contributing to the develop-
ment of sensitive protocols that remain at their core cost-e!icient and 
flexible.  

Firstly, I tackled single cell RNA-seq by contributing to a systematic opti-
mization of single cell RNA barcoding and sequencing (SCRB-seq) 
(Soumillon et al., 2014) which led to developing molecular crowding 
SCRB-seq (mcSCRB-seq). mcSCRB-seq exhibits high sensitivity, power, 
and accuracy, all while remaining a very flexible and low-cost option for 
many researchers. Chiefly, adding polyethylene glycol (PEG) during the 
reverse transcription reaction considerably enhanced cDNA synthesis 
and increased the number of detected genes. I then helped benchmark 
mcSCRB-seq against other scRNA-seq protocols via publicly available se-
quencing data containing widely used External RNA Controls Consortium 
(ERCC) spike-in molecules (Pine et al., 2016; Hardwick et al., 2017), which 
showed that mcSCRB-seq was among the most sensitive protocols inves-
tigated. Finally, I assisted in exemplifying the method’s strengths by using  
human peripheral blood mononuclear cells (PBMCs).  

Secondly, I set out to benchmark a variant protocol of mcSCRB-seq, 
called gmcSCRB-seq, by contributing to a thirteen-method comparison 
study for the Human Cell Atlas. This multi-lab consortium was interested 
in determining how well a protocol performs for the purpose of con-
structing cell atlases of tissues and whole organisms. Within this study, 
each participating group generated sequencing data from the same het-
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erogeneous sample, which included numerous cell-types. I helped find 
that all protocols performed similarly in terms of clusterability, mappabili-
ty, and mixability, however, there were noticeable differences between 
the protocols with regards to gene detection and marker expression. 
Therefore, these two components drove overall performance and led to 
Quartz-seq2 (Sasagawa et al., 2018) having the overall best performance 
among all methods with respect to constructing cell atlases as part of a 
greater consortium.  

Lastly, I turned my focus back to bulk RNA-seq as it is a widely used 
method and will continue to be widely used. Much of the optimization 
that has occurred in the field of RNA-seq has focused on improving sin-
gle-cell methods. Therefore, by using SCRB-seq (Soumillon et al., 2014) 
and mcSCRB-seq (Bagnoli et al., 2018) as a basis, I contributed in devel-
oping prime-seq, a bulk protocol that is sensitive, robust, and cost e!i-
cient, thereby making it ideal for research. I then helped in benchmarking 
prime-seq against TruSeq data produced during the MAQC-III study 
(SEQC/MAQC-III Consortium, 2014), and exemplified its strengths in two 
proof-of-principle experiments.  

The development of RNA-seq has undeniably altered the field of ge-
nomics. For example, as of 2021, over thirty-eight thousand published 
studies in PubMed used RNA-seq. What is more impressive is that the field 
is continuing to evolve, with optimizations in experimental methodology 
and developments in computational analysis. This work, in particular, 
contributes directly to the progress of this technology. mcSCRB-seq has 
been cited fifty-four times (CrossRef) and the step-by-step protocol (Bag-
noli et al., 2018) has been accessed over forty-seven thousand times to 
date; additionally some researchers have used optimizations from mc-
SCRB-seq in order to improve their own protocols, such as using PEG dur-
ing reverse transcription (Hagemann-Jensen et al., 2020). prime-seq, on 
the other hand, has been used to successfully generate RNA-seq libraries 
from 17 organisms across 132 experiments, which ultimately resulted in 19 
publications, 3 pre-prints, and 6 conference posters. The success of 
prime-seq is even more noteworthy when one takes into account that the 
method has thus far only been published as a pre-print and step-by-step 
protocol (Janjic et al., 2020), highlighting its robustness, ease of use, and 
appeal across various fields of research.   
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INVESTIGATING FOXP2 AND ITS ROLE IN THE EVOLUTION 
OF HUMAN SPEECH USING GLOBAL TRANSCRIPTOMICS 

Gene expression determines an observable phenotype, and using 
RNA-seq to quantify expression allows for e!icient and powerful 

studies to be performed linking the two. One phenotype, in particular, 
that has long interested humans is our ability to speak. Understanding the 
genetic reason behind why humans have evolved complex language and 
our closest relatives have not is a question of extreme curiosity but sub-
stantially less insight. Forkhead box protein P2 (FOXP2) is a transcription 
factor encoded by the FOXP2 gene that is essential in immune function, 
development, and possibly most interesting, necessary for proper speech 
(Kim et al. 2019; Lam et al. 2013).  

The role of FOXP2 in human speech was first observed in a loss-of-func-
tion state (i.e. mutant allele) in a three-generation pedigree (Fisher et al., 
1998; Lai et al., 2001). Those heterozygous for a non-functional copy of 
FOXP2 exhibited developmental verbal dyspraxia, with all aspects of 
speech affected  (Hurst et al., 1990; Vargha-Khadem et al., 1995). As this 
was the first genetic link found to human speech, further studies investi-
gated if there was an evolutionary explanation as to why FOXP2 may be 
necessary for proper speech development. Interestingly, human FOXP2 
differs from the chimpanzee allele, as well as mouse, at two amino acid 
substitutions (exon 7, position 303 and 325) (Enard et al., 2002).  

In order to properly elucidate the function of both FOXP2 and the human-
specific mutations, in vivo experiments are essential. However, such ex-
periments would be impossible in humans and exceptionally di!icult in 
primates. Fortunately, evolutionary approaches have shown us that in 
such cases mouse models can be appropriate, specifically as mouse Fox-
p2 is functionally the same as the ancestral version. Therefore, a mouse 
model was previously developed to investigate the effect of a loss-of-
function due to a non-functional allele (Foxp2wt/ko) and the effect of a 
gain-of-function due to the human-specific amino acid substitutions 
(Foxp2hum/hum) (Enard et al., 2009) (Figure 4).  
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Figure 4. FOXP2 
Overview. FOXP2 
is found on chro-
mosome 7q31.1, 
with Exon 7 being 
of particular inter-
est due to the loca-
tion of two human 
specific mutations 
r e s u l t i n g i n a 
change from as-
paragine to threo-
nine on position 
303 and serine to 
asparagine on po-
sition 325. The de-
ve loped mouse 
models to study 
FOXP2 funct ion 
a n d e v o l u t i o n 
posses the human 
specific substitu-
tions in the human-
ized model and a 
removal of exon 7 
in the knockout 
model.  

Overall the mice are healthy and do not exhibit any obvious differences,  
however, less pronounced phenotypic changes were observed including: 
changes to ultrasonic vocalizations, decreased exploratory behavior, de-
creased dopamine concentrations, increased dendrite length in medium 
spiny neurons of the striatum, and increased neural plasticity (Enard et 
al., 2009). Based on these findings, as well as the fact that the opposite 
findings were observed in the knockout mice, FOXP2 has been implicated 
to be involved in the cortico-basal ganglia (CGB) circuit. Confirmatory 
studies showed that learning and striatal neuroplasticity were specifically 
affected, which may be explained by the transition from declarative to 
procedural learning (Schreiweis et al., 2014). Thus, faster behavioral au-
tomatization could explain the link between FOXP2 and the evolution of 
human speech.  
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Although both the Foxp2 knockout and humanized mouse model have 
been extensively studied and their phenotypes observed in great detail 
(Enard et al., 2009), global transcriptomic analysis across various tissues 
is still lacking. In order to address this gap, I contributed in carrying out a 
comprehensive study to characterize the effect of FOXP2 in most major 
tissues of the mouse models. To create this expression atlas I helped 
sampled eighteen tissues in eight mice per genotype (wild-type, knock-
out, and humanized), for a total of twenty-four mice. I then used prime-
seq on all 421 samples simultaneously and generated eighteen libraries 
which were then analyzed using quality filtering, power analysis, differen-
tial gene expression analysis, functional annotation analysis, regulatory 
network inference, and transcription factor binding motif identification.  

Within the expression atlas, I observed the strongest signal in the lungs of 
knockout mice compared to wild-type mice. This was also the only tissue 
present where Foxp2 was a differentially expressed gene. I also observed 
strong differences in expression within the brain of our humanized mice 
compared to the wild-type mice, where numerous differentially expressed 
genes were related to neurite outgrowth and control. Although the scale 
of this study is already larger than any previous FOXP2 transcriptional 
analysis, I helped confirm that the effect signal of FOXP2 is rather small, 
as was hypothesized in Enard et al. (2009) and Schreiweis et al. (2014). 
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STUDY RATIONALE 

In their pivotal review, RNA sequencing: the teenage years, Stark, Grze-
lak, and Hadfield state “any predictions of how RNA-seq might develop 

over the next decade are likely to be too conservative” (2019, p. 652). Ad-
ditionally it will be di!icult to predict if standard practices feature primari-
ly one protocol, as was the story with NGS, or a plethora of methods each 
with their own strengths. However, what is clear is that this work, through 
the development and benchmarking of mcSCRB-seq, as well as the de-
velopment and use of prime-seq will have contributed substantially to the 
innovation that typifies the field of genomics. Additionally, the application 
of prime-seq to investigate the effect of FOXP2 within this work not only 
serves as exemplary data to detail each component of the RNA-seq work-
flow, but also serves as a blueprint for future studies looking to utilize the 
power of RNA-seq to its fullest potential. 
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RESULTS 
SENSITIVE AND POWERFUL SINGLE-CELL RNA SEQUENC-
ING USING MCSCRB-SEQ. 

Abstract 

Single-cell RNA sequencing (scRNA-seq) has emerged as a central 
genome-wide method to characterize cellular identities and processes. 
Consequently, improving its sensitivity, flexibility, and cost-e!iciency can 
advance many research questions. Among the flexible plate-based meth-
ods, single-cell RNA barcoding and sequencing (SCRB-seq) is highly sen-
sitive and e!icient. Here, we systematically evaluate experimental condi-
tions of this protocol and find that adding polyethylene glycol consider-
ably increases sensitivity by enhancing cDNA synthesis. Furthermore, us-
ing Terra polymerase increases e!iciency due to a more even cDNA am-
plification that requires less sequencing of libraries. We combined these 
and other improvements to develop a scRNA-seq library protocol we call 
molecular crowding SCRB-seq (mcSCRB-seq), which we show to be one 
of the most sensitive, e!icient, and flexible scRNA-seq methods to date. 
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Sensitive and powerful single-cell RNA sequencing using mcSCRB-seq

27

ARTICLE

Sensitive and powerful single-cell RNA sequencing
using mcSCRB-seq
Johannes W. Bagnoli 1, Christoph Ziegenhain 1,2, Aleksandar Janjic 1, Lucas E. Wange1, Beate Vieth1,
Swati Parekh1,3, Johanna Geuder1, Ines Hellmann 1 & Wolfgang Enard 1

Single-cell RNA sequencing (scRNA-seq) has emerged as a central genome-wide method to

characterize cellular identities and processes. Consequently, improving its sensitivity, flex-

ibility, and cost-efficiency can advance many research questions. Among the flexible plate-
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Whole transcriptome single-cell RNA sequencing
(scRNA-seq) is a transformative tool with wide
applicability to biological and biomedical questions1,2.

Recently, many scRNA-seq protocols have been developed to
overcome the challenge of isolating, reverse transcribing, and
amplifying the small amounts of mRNA in single cells to generate
high-throughput sequencing libraries3,4. However, as there is no
optimal, one-size-fits all protocol, various inherent strengths and
trade-offs exist5–7. Among flexible, plate-based methods, single-
cell RNA barcoding and sequencing (SCRB-seq)8 is one of the
most powerful and cost-efficient6, as it combines good sensitivity,
the use of unique molecular identifiers (UMIs) to remove
amplification bias and early cell barcodes to reduce costs. Here,
we systematically optimize the sensitivity and efficiency of SCRB-
seq and generate molecular crowding SCRB-seq (mcSCRB-seq),
one of the most powerful and cost-efficient plate-based methods
to date (Fig. 1a).

Results
Systematic optimization of SCRB-seq. We started to test
improvements to SCRB-seq by optimizing the cDNA yield and
quality generated from universal human reference RNA (UHRR)9
in a standardized SCRB-seq assay (see Supplementary Fig. 1a and
Methods). By including the barcoded oligo-dT primers in the
lysis buffer, we increased cDNA yield by 10% and avoid a time-
consuming pipetting step during the critical phase of the protocol
(Supplementary Fig. 1b). Next, we compared the performance of
nine Moloney murine leukemia virus (MMLV) reverse tran-
scriptase (RT) enzymes that have the necessary template-
switching properties. Especially at input amounts below 100 pg,

Maxima H- (Thermo Fisher) performed best closely followed by
SmartScribe (Clontech) (Supplementary Fig. 1c). In order to
reduce the costs of the reaction, we showed that cDNA yield and
quality is not measurably affected when we reduced the enzyme
(Maxima H-) by 20%, reduced the oligo-dT primer by 80%, or
used the cheaper unblocked template-switching oligo (Supple-
mentary Fig. 2). Next, we evaluated the effect of MgCl2, betaine
and trehalose, as these led to the increased sensitivity of the
Smart-seq2 protocol10. Since both Smart-seq2 and SCRB-seq
generate cDNA by oligo-dT priming, template switching, and
PCR amplification, we were surprised that these additives
decreased cDNA yield for SCRB-seq (Supplementary Fig. 3a).
Apparently, the interactions between enzymes and buffer condi-
tions are complex and optimizations cannot be easily transferred
from one protocol to another.

Molecular crowding significantly increases sensitivity. An
additive that has not yet been explored for scRNA-seq protocols
is polyethylene glycol (PEG 8000). It makes ligation reactions
more efficient11 and is thought to increase enzymatic reaction
rates by mimicking (macro)molecular crowding, i.e., by reducing
the effective reaction volume12. As small reaction volumes can
increase the sensitivity of scRNA-seq protocols5,13, we tested
whether PEG 8000 can also increase the cDNA yield of SCRB-seq.
Indeed, we observed that PEG 8000 increased cDNA yield in a
concentration-dependent manner up to tenfold (Supplementary
Fig. 3b). However, at higher PEG concentrations, unspecific DNA
fragments accumulated in reactions without RNA (Supplemen-
tary Fig. 3d) and therefore we chose 7.5% PEG 8000 as an optimal
concentration balancing yield and specificity (Supplementary
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Fig. 3c). With the addition of PEG 8000, yield increased sub-
stantially, making it possible to detect RNA inputs under 1 pg
(Fig. 1b).

To test whether these increases in cDNA yield indeed
correspond to increases in sensitivity, we generated and
sequenced 32 RNA-seq libraries from 10 pg of total RNA
(UHRR) using eight replicates for each of the following four
SCRB-seq protocol variants (Supplementary Tables 1, 2): the
original SCRB-seq protocol8 (“Soumillon”; with Maxima H- as
RT and Advantage2 as PCR enzyme), the slightly adapted
protocol benchmarked in Ziegenhain et al.6 (“Ziegenhain”; with
Maxima H- and KAPA), the same protocol with SmartScribe as
the RT enzyme (“SmartScribe”) and our optimized protocol
(“molecular crowding”; with Maxima H-, KAPA, 7.5% PEG, 80%
less oligo-dT, and 20% less Maxima H-). As expected, the
molecular crowding protocol yielded the most cDNA, while
variant “Soumillon” yielded the least, confirming our systematic
optimization (Supplementary Fig. 4a). After sequencing, we
processed data using zUMIs14 and downsampled each of the 32
libraries to one million reads per sample, which has been
suggested to correspond to reasonable saturation for single-cell
RNA-seq experiments5,6. Of the 32 libraries, 31 passed quality
control with a median of 71% of the reads mapping to exons
(range: 50–77%), 12% to introns (9–15%), 13% to intergenic
regions (10–31%), and 4% (3–7%) to no region in the human
genome (Supplementary Fig. 4b). Of note, we observe that a
higher proportion of reads are mapping to intergenic regions for
the “molecular crowding” condition (Supplementary Fig. 4b). As
UHRR is provided as DNAse-digested RNA, these reads are likely
derived from endogenous transcripts, but why their proportion is
increased in the molecular crowding protocol is unclear. In any
case, we assessed the sensitivity of the protocols by the number of
detected genes per cell (>=1 exonic read), representing a
conservative estimate for the molecular crowding protocol with
its higher fraction of intergenic reads (Fig. 1c). This sensitivity
measure correlates fairly well with cDNA yield (Supplementary
Fig. 4a). Hence, it shows that Maxima H- is indeed more sensitive
than SmartScribe (5542 detected genes per sample in “Ziegen-
hain” vs. 3805 in “SmartScribe”, p= 3 × 10–5, Welch two sample
t-test) and that the molecular crowding protocol is the most
sensitive one (7898 vs. 5542 detected genes, p= 7 × 10–7, Welch
two sample t-test). In summary, we can show that our optimized
SCRB-seq protocol, in particular due to the addition of PEG 8000,
increases the sensitivity compared to previous protocol variants at
reduced costs.

Terra retains more complexity during cDNA amplification.
Next, we aimed to increase the efficiency of this protocol by
optimizing the cDNA amplification step. Depending on the
number of cycles, reaction conditions, and polymerases, sub-
stantial noise and bias is introduced when the small amounts of
cDNA molecules are amplified by PCR15,16. While UMIs allow
for the correction of these effects computationally, scRNA-seq
methods that have less amplification bias require fewer reads to
obtain the same number of UMIs and hence are more
efficient6,17. As a first step, we evaluated 12 polymerases for
cDNA yield and found KAPA, SeqAmp, and Terra to perform
best (Supplementary Fig. 5a). We disregarded SeqAmp because of
a decreased median length of the amplified cDNA molecules
(Supplementary Fig. 5b) as well as the higher cost of the enzyme
and continued to compare the amplification bias of KAPA and
Terra polymerases. To this end, we sorted 64 single mouse
embryonic stem cells (mESCs) and generated cDNA using our
optimized molecular crowding protocol. Two pools of cDNA
from 32 cells were amplified with KAPA or Terra polymerase (18

cycles) and used to generate libraries. After sequencing and
downsampling each transcriptome to one million raw reads14, we
found that amplification using Terra yielded twice as much
library complexity (UMIs) than when using KAPA (Supple-
mentary Fig. 5c). This is in agreement with a recent study that
optimized the scRNA-seq protocol Quartz-seq2, which also found
Terra to retain a higher library complexity17. In addition to
choosing Terra for cDNA amplification, we also reduced the
number of cycles from 19 in the original SCRB-seq protocol to 14,
as fewer cycles are expected to decrease amplification bias fur-
ther15 and 14 cycles still generated sufficient amounts of cDNA
(~1.6–2.4 ng/µl) from mouse ESCs to prepare libraries with
Nextera XT (~0.8 ng needed). Depending on the investigated
cells, which may have a lower or higher RNA content than ESCs,
the cycle number might need to be adapted to generate enough
cDNA while avoiding overcycling.

With the final improved version of the molecular crowding
protocol (mcSCRB-seq), we tested to what extent cross-
contamination occurs. For example, chimeric PCR products
may occur following the pooling of cDNA18 and we assessed
whether this might potentially be influenced by PEG that is
present during cDNA synthesis before pooling. To this end, we
sorted 96 cells of a mixture of mESCs and human-induced
pluripotent stem cells, synthesized cDNA according to the
mcSCRB-seq protocol with and without the addition of PEG
and generated libraries for each of the two conditions. After
mapping the sequenced reads to the joint human and mouse
reference genomes, each barcode/well could be clearly classified
into human or mouse cells, indicating that no doublets were
sorted into wells, as may be expected for a fluorescence-activated
cell sorting (FACS)-based cell isolation (Supplementary Fig. 6a).
Importantly, the median number of reads mapping best to the
wrong species is less than 2000 per cell (<0.4% of all reads or
<1.5% of uniquely mapped reads). This is not influenced by the
addition of PEG, as may be expected, since PEG is only present
during cDNA generation (Supplementary Fig. 6b; two-sided t-
test, p value= 0.81). In summary, we developed an optimized
protocol, mcSCRB-seq, that has higher sensitivity, a less biased
amplification and little crosstalk of reads across cells.

mcSCRB-seq increases sensitivity 2.5-fold more than SCRB-
seq. To directly compare the entire mcSCRB-seq protocol to the
previously benchmarked SCRB-seq protocol used in Ziegenhain
et al.6 (Supplementary Table 2), we sorted for each method 48
and 96 single mESCs from one culture into plates, and added
ERCC spike-ins19. Following sequencing, we filtered cells to
discard doublets/dividing cells, broken cells, and failed libraries
(see Methods). The remaining 249 high-quality libraries all show
a similar mapping distribution with ~50% of reads falling into
exonic regions (Supplementary Fig. 7). When plotting the num-
ber of detected endogenous mRNAs (UMIs) against sequencing
depth, mcSCRB-seq clearly outperforms SCRB-seq and detects
2.5 times as many UMIs per cell at depths above 200,000 reads
(Fig. 2a and Supplementary Fig. 8a). At two million reads,
mcSCRB-seq detected a median of 102,282 UMIs per cell and a
median of 34,760 ERCC molecules, representing 48.9% of all
spiked in ERCC molecules (Supplementary Fig. 8b). Assuming
that the efficiency of detecting ERCC molecules is representative
of the efficiency to detect endogenous mRNAs, the median
content per mESC is 227,467 molecules (Supplementary Fig. 8c
and 8d), which is very similar to previous estimates using mESCs
and STRT-seq, a 5′ tagged UMI-based scRNA-seq protocol20. As
expected, the higher number of UMIs in mcSCRB-seq also results
in a higher number of detected genes. For instance, at 500,000
reads, mcSCRB-seq detected 50,969 UMIs that corresponded to

NATURE COMMUNICATIONS | DOI: 10.1038/s41467-018-05347-6 ARTICLE

NATURE COMMUNICATIONS | �(2018)�9:2937� | DOI: 10.1038/s41467-018-05347-6 |www.nature.com/naturecommunications 3



Results

30

5866 different genes, 1000 more than SCRB-seq (Supplementary
Fig. 9). Congruent with the above comparison of Terra and
KAPA polymerase, mcSCRB-seq showed a less noisy and less-
biased amplification (Supplementary Fig. 10). Furthermore,
expression levels differed much less between the two batches of
mcSCRB-seq libraries, indicating that it could be more robust
than SCRB-seq (Supplementary Fig. 11a). In contrast to findings
for other protocols21, neither mcSCRB-seq nor SCRB-seq showed
GC content or transcript length-dependent expression levels
(Supplementary Fig. 11b, c).

Decisively, we find by using power simulations6,22 that
mcSCRB-seq requires approximately half as many cells as
SCRB-seq to detect differentially expressed genes between two
groups of cells (Fig. 2b and Supplementary Fig. 11d). Hence, the
higher sensitivity and lower noise of mcSCRB-seq compared to
SCRB-seq, as measured in parallelly processed cells, indeed
matters for quantifying gene expression levels and can be
quantified as a doubling of cost-efficiency. Furthermore, we have

reduced the reagent costs from about 1.70 € per cell for SCRB-
seq6 to less than 0.54 € for mcSCRB-seq (Supplementary Fig. 12a
and Supplementary Table 3). Together, this makes mcSCRB-seq
sixfold more cost-efficient than SCRB-seq. Moreover, owing to an
optimized workflow, we could reduce the library preparation time
to one working day with minimal hands-on time (Supplementary
Fig. 12b and Supplementary Table 4). As SCRB-seq was already
one of the most cost-efficient protocols in our recent bench-
marking study6, this likely makes mcSCRB-seq the most cost-
efficient plate-based method available.

Benchmarking by ERCCs. The widespread use of ERCC spike-
ins also allows us to estimate and compare the absolute sensitivity
across many scRNA-seq protocols using published data5. As in
Svensson et al.5, we used a binomial logistic regression to estimate
the number of ERCC transcripts that are needed on average to
reach a 50% detection probability (Supplementary Fig. 13a).
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mcSCRB-seq reached this threshold with 2.2 molecules, when
ERCCs are sequenced to saturation (Supplementary Fig. 13b).
When comparing this to a total of 26 estimates for 20 different
protocols obtained from two major protocol comparisons5,6 as
well as additional relevant protocols17,23, mcSCRB-seq has the
highest sensitivity among all protocols compared to date (Fig. 2c).
It should be noted that the data show large amounts of variation
within protocols, even for well-established, sensitive methods like
Smart-seq2. This is the case, especially in Svensson et al.5, because
the data were generated from many varying cell types sequenced
in numerous labs. Similarly, mcSCRB-seq sensitivity estimates
could be variable across labs and conditions. Nevertheless, the
average ERCC detection efficiency is the most representative
measure to compare sensitivities across many protocols.

mcSCRB-seq detects biological differences in complex tissues.
Finally, we applied mcSCRB-seq to peripheral blood mono-
nuclear cells (PBMCs), a complex cell population with low
mRNA amounts, to test whether it is efficient in recapitulating
biological differences. We obtained PBMCs from one healthy
donor, FACS-sorted cells in four 96-well plates and prepared
libraries using mcSCRB-seq with a more stringent lysis condition
(see Methods; Fig. 3a). We sequenced ~203 million reads for the
resulting pool, of which ~189 million passed filtering criteria in
the zUMIs pipeline (see Methods). Next, we filtered low-quality
cells (<50,000 raw reads or mapping rates <75%; Supplementary
Fig. 14a), leaving 349 high-quality cells for further analysis
(Supplementary Fig. 14b). Using the Seurat package24, we clus-
tered the expression data and obtained five clusters that could be
easily attributed to expected cell types: B cells, Monocytes, NK
cells, and T cells (Fig. 3b). Rare cell types, such as dendritic cells
or megakaryocytes that are known to occur in PBMCs at fre-
quencies of ~0.5–1%, could not be detected, as expected from the
low power to cluster 2–3 cells. For the detected cell types, known
marker gene expression fits closely to previously described
results23 (Fig. 3c, d). Overall, we show that mcSCRB-seq is a
powerful tool to highlight biological differences, already when a
low number of cells are sequenced.

Discussion
In this work, we developed mcSCRB-seq, a scRNA-seq protocol
utilizing molecular crowding. Based on benchmarking data gen-
erated from mouse ES cells, we show that mcSCRB-seq con-
siderably increases sensitivity and decreases amplification bias
due to the addition of PEG 8000 and the use of Terra polymerase,
respectively. Furthermore, it shows no indication of bias for GC
content and transcript lengths, and has low levels of crosstalk
between cell barcodes, which has been seen especially in droplet-
based RNA-seq approaches23,25. Compared to the previous
SCRB-seq protocol, mcSCRB-seq increases the power to quantify
gene expression twofold. Additionally, optimized reagents and
workflows reduce costs by a factor of three. Qualitatively, we
validate our protocol by sequencing PBMCs, a complex mixture
of different cell types. We show that mcSCRB-seq can identify the
different subpopulations and marker gene expression correctly
and distinctively detect the major cell types present in the
population.

In this context, we found that it was necessary to use different
lysis conditions for the PBMCs than for mESCs. In our experi-
ence, some cell types may require a more stringent lysis buffer to
stabilize mRNA, which might be a result of internal RNAses and/
or lower RNA content. Therefore, we also provide an alternative
lysis strategy for mcSCRB-seq to deal with more difficult cell
types or samples.

Taken together, mcSCRB-seq is—to the best of our knowledge
—not only the most sensitive protocol when benchmarked using
ERCCs, it is also the most cost-efficient and flexible plate-based
protocol currently available, and could be a valuable methodo-
logical addition to many laboratories, in particular as it requires
no specialized equipment and reagents.

Methods
cDNA yield assay. For all optimization experiments, universal human reference
RNA (UHRR; Agilent) was utilized to exclude biological variability. Unless
otherwise noted, 1 ng of UHRR was used as input per replicate. Additionally,
Proteinase K digestion and desiccation were not necessary prior to reverse tran-
scription. In order to accommodate all the reagents, the total volume for reverse
transcription was increased to 10 µl. All concentrations were kept the same, with
the exception that we added the same total amount of reverse transcriptase (25 U),
thus lowering the concentration from 12.5 to 2.5 U/µl. After reverse transcription,
no pooling was performed, rather preamplification was done per replicate. For each
sample, we measured the cDNA concentration using the Quant-iT PicoGreen
dsDNA Assay Kit (Thermo Fisher).

Comparison of reverse transcriptases. Nine reverse transcriptases, Maxima H-
(Thermo Fisher), SMARTScribe (Clontech), Revert Aid (Thermo Fisher), Enz-
Script (Biozym), ProtoScript II (New England Biolabs), Superscript II (Thermo
Fisher), GoScript (Promega), Revert UP II (Biozym), and M-MLV Point Mutant
(Promega), were compared to determine which enzyme yielded the most cDNA.
Several dilutions ranging from 1 to 1000 pg of universal human reference RNA
(UHRR; Agilent) were used as input for the RT reactions.

RT reactions contained final concentrations of 1 ×M-MuLV reaction buffer
(NEB), 1 mM dNTPs (Thermo Fisher), 1 µM E3V6NEXT barcoded oligo-dT
primer (IDT), and 1 µM E5V6NEXT template-switching oligo (IDT). For reverse
transcriptases with unknown buffer conditions, the provided proprietary buffers
were used. Reverse transcriptases were added for a final amount of 25 U per
reaction.

All reactions were amplified using 25 PCR cycles to be able to detect low inputs.

Comparison of template-switching oligos (TSO). Unblocked (IDT) and blocked
(Eurogentec) template-switching oligonucleotides were compared to determine
yield when reverse transcribing 10 pg UHRR and primer-dimer formation without
UHRR input. Reaction conditions for RT and PCR were as described above.

Effect of reaction enhancers. In order to improve the efficiency of the RT, we
tested the addition of reaction enhancers, including MgCl2, betaine, trehalose, and
polyethylene glycol (PEG 8000). The final reaction volume of 10 µl was maintained
by adjusting the volume of H2O.

For this, we added increasing concentrations of MgCl2 (3, 6, 9, and 12 mM;
Sigma-Aldrich) in the RT buffer in the presence or absence of 1M betaine (Sigma-
Aldrich). Furthermore, the addition of 1 M betaine and 0.6 M trehalose (Sigma-
Aldrich) was compared to the standard RT protocol. Lastly, increasing
concentrations of PEG 8000 (0, 3, 6, 9, 12, and 15% W/V) were also tested.

Comparison of PCR DNA polymerases. The following 12 DNA polymerases were
evaluated in preamplification: KAPA HiFi HotStart (KAPA Biosystems), SeqAmp
(Clontech), Terra direct (Clontech), Platinum SuperFi (Thermo Fisher), Precisor
(Biocat), Advantage2 (Clontech), AccuPrime Taq (Invitrogen), Phusion Flash
(Thermo Fisher), AccuStart (QuantaBio), PicoMaxx (Agilent), FideliTaq (Affy-
metrix), and Q5 (New England Biolabs). For each enzyme, at least three replicates
of 1 ng UHRR were reverse transcribed using the optimized molecular crowding
reverse transcription in 10 µl reactions. Optimal concentrations for dNTPs, reac-
tion buffer, stabilizers, and enzyme were determined using the manufacturer’s
recommendations. For all amplification reactions, we used the original SCRB-seq
PCR cycling conditions8.

Cell culture of mouse embryonic stem cells. J126 and JM827 mouse embryonic
stem cells (mESCs) were provided by the Leonhardt lab (LMU Munich) and ori-
ginally provided by Kerry Tucker (Ruprecht-Karls-University,Heidelberg) and by
the European Mouse Mutant Cell repository (JM8A3; www.eummcr.org), respec-
tively. They were used for the comparison of KAPA vs. Terra PCR amplification
(Supplementary Fig. 5c) and the comparison of SCRB-seq and mcSCRB-seq,
respectively. Both were cultured under feeder-free conditions on gelatine-coated
dishes in high-glucose Dulbecco’s modified Eagle’s medium (Thermo Fisher)
supplemented with 15% fetal bovine serum (FBS, Thermo Fisher), 100 U/ml
penicillin, 100 μg/ml streptomycin (Thermo Fisher), 2 mM L-glutamine (Thermo
Fisher), 1 ×MEM non-essential amino acids (NEAA, Thermo Fisher), 0.1 mM β-
mercaptoethanol (Thermo Fisher), 1000 U/ml recombinant mouse LIF (Merck
Millipore) and 2i (1 μM PD032591 and 3 μM CHIR99021 (Sigma-Aldrich)).
mESCs were routinely passaged using 0.25% trypsin (Thermo Fisher).
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mESC cultures were confirmed to be free of mycoplasma contamination by a
PCR-based test28.

Cell culture of human-induced pluripotent stem cells. Human-induced plur-
ipotent stem cells were generated using standard techniques from renal epi-
thelial cells obtained from a healthy donor with written informed consent in
accordance with the ethical standards of the responsible committee on human
experimentation (216–08, Ethikkommission LMU München) and with the

current (2013) version of the Declaration of Helsinki. hiPSCs were cultured
under feeder-free conditions on Geltrex (Thermo Fisher)-coated dishes in
StemFit medium (Ajinomoto) supplemented with 100 ng/ml recombinant
human basic FGF (Peprotech) and 100 U/ml penicillin, 100 μg/ml streptomycin
(Thermo Fisher). Cells were routinely passaged using 0.5 mM EDTA. Whenever
cells were dissociated into single cells using 0.5 × TrypLE Select (Thermo
Fisher), the culture medium was supplemented with 10 µM Rho-associated
kinase (ROCK) inhibitor Y27632 (BIOZOL) to prevent apoptosis.
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hiPSC cultures were confirmed to be free of mycoplasma contamination by a PCR-
based test28.

SCRB-seq cDNA synthesis. Cells were dissociated using trypsin and resuspended
in 100 µl of RNAprotect Cell Reagent (Qiagen) per 100,000 cells. Directly prior to
FACS sorting, the cell suspension was diluted with PBS (Gibco). Single cells were
sorted into 96-well DNA LoBind plates (Eppendorf) containing lysis buffer using a
Sony SH800 sorter (Sony Biotechnology; 100 µm chip) in “Single Cell (3 Drops)”
purity. Lysis buffer consisted of a 1:500 dilution of Phusion HF buffer (New
England Biolabs). After sorting, plates were spun down and frozen at −80 °C.
Libraries were prepared as previously described6,8. Briefly, proteins were digested
with Proteinase K (Ambion) followed by desiccation to inactivate Proteinase K and
reduce the reaction volume. RNA was then reverse transcribed in a 2 µl reaction at
42 °C for 90 min. Unincorporated barcode primers were digested using Exonu-
clease I (Thermo Fisher). cDNA was pooled using the Clean & Concentrator-5 kit
(Zymo Research) and PCR amplified with the KAPA HiFi HotStart polymerase
(KAPA Biosystems) in 50 µl reaction volumes.

mcSCRB-seq cDNA synthesis. A full step-by-step protocol for mcSCRB-seq has
been deposited in the protocols.io repository29. Briefly, cells were dissociated using
trypsin and resuspended in PBS. Single cells (“3 drops” purity mode) were sorted
into 96-well DNA LoBind plates (Eppendorf) containing 5 µl lysis buffer using a
Sony SH800 sorter (Sony Biotechnology; 100 µm chip). Lysis buffer consisted of a
1:500 dilution of Phusion HF buffer (New England Biolabs), 1.25 µg/µl Proteinase
K (Clontech), and 0.4 µM barcoded oligo-dT primer (E3V6NEXT, IDT). After
sorting, plates were immediately spun down and frozen at −80 °C. For libraries
containing ERCCs, 0.1 µl of 1:80,000 dilution of ERCC spike-in Mix 1 was used.

Before library preparation, proteins were digested by incubation at 50 °C for
10 min. Proteinase K was then heat inactivated for 10 min at 80 °C. Next, 5 µl
reverse transcription master mix consisting of 20 units Maxima H- enzyme
(Thermo Fisher), 2 ×Maxima H- Buffer (Thermo Fisher), 2 mM each dNTPs
(Thermo Fisher), 4 µM template-switching oligo (IDT), and 15% PEG 8000
(Sigma-Aldrich) was dispensed per well. cDNA synthesis and template switching
was performed for 90 min at 42 °C. Barcoded cDNA was then pooled in 2 ml DNA
LoBind tubes (Eppendorf) and cleaned up using SPRI beads. Purified cDNA was
eluted in 17 µl and residual primers digested with Exonuclease I (Thermo Fisher)
for 20 min at 37 °C. After heat inactivation for 10 min at 80 °C, 30 µl PCR master
mix consisting of 1.25 U Terra direct polymerase (Clontech) 1.66 × Terra direct
buffer and 0.33 µM SINGV6 primer (IDT) was added. PCR was cycled as given:
3 min at 98 °C for initial denaturation followed by 15 cycles of 15 s at 98 °C, 30 s at
65 °C, 4 min at 68 °C. Final elongation was performed for 10 min at 72 °C.

Library preparation. Following preamplification, all samples were purified using
SPRI beads at a ratio of 1:0.8 with a final elution in 10 µl of H2O (Invitrogen). The
cDNA was then quantified using the Quant-iT PicoGreen dsDNA Assay Kit
(Thermo Fisher). Size distributions were checked on high-sensitivity DNA chips
(Agilent Bioanalyzer). Samples passing the quantity and quality controls were used
to construct Nextera XT libraries from 0.8 ng of preamplified cDNA.

During library PCR, 3′ ends were enriched with a custom P5 primer
(P5NEXTPT5, IDT). Libraries were pooled and size-selected using 2% E-Gel
Agarose EX Gels (Life Technologies), cut out in the range of 300–800 bp, and
extracted using the MinElute Kit (Qiagen) according to manufacturer’s
recommendations.

Sequencing. Libraries were paired-end sequenced on high output flow cells of an
Illumina HiSeq 1500 instrument. Sixteen bases were sequenced with the first read
to obtain cellular and molecular barcodes and 50 bases were sequenced in the
second read into the cDNA fragment. When several libraries were multiplexed on
sequencing lanes, an additional 8 base i7 barcode read was done.

Primary data processing. All raw fastq data were processed using zUMIs together
with STAR to efficiently generate expression profiles for barcoded UMI data14,30.
For UHRR experiments, we mapped to the human reference genome (hg38) while
mouse cells were mapped to the mouse genome (mm10) concatenated with the
ERCC reference. Gene annotations were obtained from Ensembl (GRCh38.84 or
GRCm38.75). Downsampling to fixed numbers of raw sequencing reads per cell
were performed using the “-d” option in zUMIs.

Filtering of scRNA-seq libraries. After initial data processing, we filtered cells by
excluding doublets and identifying failed libraries. For doublet identification, we
plotted distributions of total numbers of detected UMIs per cell, where doublets
were readily identifiable as multiples of the major peak.

In order to discard broken cells and failed libraries, spearman rank correlations
of expression values were constructed in an all-to-all matrix. We then plotted the
distribution of “nearest-neighbor” correlations, i.e., the highest observed
correlation value per cell. Here, low-quality libraries had visibly lower correlations
than average cells.

Species-mixing experiment. Mouse ES cells (JM8) and human iPS cells were
mixed and sorted into a 96-well plate containing lysis buffer as described for
mcSCRB-seq using a Sony SH800 sorter (Sony Biotechnology; 100 µm chip). cDNA
was synthesized according to the mcSCRB-seq protocol (see above), but without
addition of PEG 8000 for half of the plate. Wells containing or lacking PEG were
pooled and amplified separately. Sequencing and primary data analysis was per-
formed as described above with the following changes: cDNA reads were mapped
against a combined reference genome (hg38 and mm10) and only reads with
unique alignments were considered for expression profiling.

Complex tissue analysis. PBMCs were obtained from a healthy male donor with
written informed consent in accordance with the ethical standards of the
responsible committee on human experimentation (216–08, Ethikkommission
LMUMünchen) and with the current (2013) version of the Declaration of Helsinki.
Cells were sorted into 96-well plates containing 5 µl lysis buffer using a Sony
SH800 sorter (Sony Biotechnology; 100 µm chip). Lysis buffer consisted of 5 M
Guanidine hydrochloride (Sigma-Aldrich), 1% 2-mercaptoethanol (Sigma-Aldrich)
and a 1:500 dilution of Phusion HF buffer (New England Biolabs). Before library
preparation, each well was cleaned up using SPRI beads and resuspended in a mix
of 5 µl reverse transcription master mix (see above) and 4 µl ddH2O. After the
addition of 1 µl 2 µM barcoded oligo-dT primer (E3V6NEXT, IDT), cDNA was
synthesized according to the mcSCRB-seq protocol (see above). Pooling was per-
formed by adding SPRI bead buffer. Sequencing and primary data analysis was
performed as described above using the human reference genome (hg38). We
retained only high-quality cells with at least 50,000 reads and a mapping rate above
75%. Furthermore, we discarded potential doublets that contained more than
40,000 UMIs and 5000 genes. Next, we used Seurat24 to perform normalization
(LogNormalize) and scaling. We selected the most variable genes using the
“FindVariableGenes” command (1108 genes). Next, we performed dimensionality
reduction with PCA and selected components with significant variance using the
“JackStraw” algorithm. Statistically significant components were used for shared
nearest-neighbor clustering (FindClusters) and tSNE visualization (RunTSNE).
Log-normalized expression values were used to plot marker genes.

Estimation of cellular mRNA content. For the estimation of cellular mRNA
content in mESCs, we utilized the known total amount of ERCC spike-in molecules
added per cell. First, we calculated a detection efficiency as the fraction of detected
ERCC molecules by dividing UMI counts to total spiked ERCC molecule counts.
Next, dividing the total number of detected cellular UMI counts by the detection
efficiency yields the number of estimated total mRNA molecules per cell.

ERCC analysis. In order to estimate sensitivity from ERCC spike-in data, we
modeled the probability of detection in relation to the number of spiked molecules.
An ERCC transcript was considered detected from 1 UMI. For each cell, we fitted a
binomial logistic regression model to the detection of ERCC genes given their input
molecule numbers. Using the MASS R-package, we determined the molecule
number necessary for 50% detection probability.

For public data from Svensson et al.5, we used their published molecular
abundances calculated using the same logistic regression model obtained from
Supplementary Table 2 (https://www.nature.com/nmeth/journal/v14/n4/extref/
nmeth.4220-S3.csv). For Quartz-seq217, we obtained expression values for ERCCs
from Gene Expression Omnibus (GEO; GSE99866), sample GSM2656466; for
Chromium23 we obtained expression tables from the 10 ×Genomics webpage
(https://support.10xgenomics.com/single-cell-gene-expression/datasets/1.1.0/ercc)
and for SCRB-seq, Smart-seq2, CEL-seq2/C1, MARS-seq and Smart-seq/C16, we
obtained count tables from GEO (GSE75790). For these methods, we calculated
molecular detection limits given their published ERCC dilution factors.

Power simulations. For power simulation studies, we used the powsimR pack-
age22. Parameter estimation of the negative binomial distribution was done using
scran normalized counts at 500,000 raw reads per cell31. Next, we simulated two-
group comparisons with 10% differentially expressed genes. Log2 fold-changes
were drawn from a normal distribution with a mean of 0 and a standard deviation
of 1.5. In each of the 25 simulation iterations, we draw equal sample sizes of 24, 48,
96, 192 and 384 cells per group and test for differential expression using ROTS32
and scran normalization31.

Batch effect analysis. In order to detect genes differing between batches of one
scRNA-seq protocol, data were normalized using scran31. Next, we tested for
differentially expressed genes using limma-voom33,34. Genes were labeled as sig-
nificantly differentially expressed between batches with Benjamini–Hochberg
adjusted p values <0.01.

Code availability. Analysis code to reproduce major analyses can be found at
https://github.com/cziegenhain/Bagnoli_2017.

Data availability. RNA-seq data generated here are available at GEO under
accession GSE103568.
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Further data including cDNA yield of optimization experiments is available on
GitHub (https://github.com/cziegenhain/Bagnoli_2017). A detailed step-by-step
protocol for mcSCRB-seq has been submitted to the protocols.io repository
(mcSCRB-seq protocol 2018). All other data available from the authors upon
reasonable request.
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BENCHMARKING SINGLE-CELL RNA-SEQUENCING PRO-
TOCOLS FOR CELL ATLAS PROJECTS.  

Abstract 

Single-cell RNA sequencing (scRNA-seq) is the leading technique for 
characterizing the transcriptomes of individual cells in a sample. The lat-
est protocols are scalable to thousands of cells and are being used to 
compile cell atlases of tissues, organs and organisms. However, the pro-
tocols differ substantially with respect to their RNA capture e!iciency, 
bias, scale and costs, and their relative advantages for different ap-
plications are unclear. In the present study, we generated benchmark 
datasets to systematically evaluate protocols in terms of their power to 
comprehensively describe cell types and states. We performed a multi-
center study comparing 13 commonly used scRNA-seq and single-nucle-
us RNA-seq protocols applied to a heterogeneous reference sample re-
source. Comparative analysis revealed marked differences in protocol 
performance. The protocols differed in library complexity and their ability 
to detect cell-type markers, impacting their predictive value and suitabili-
ty for integration into reference cell atlases. These results provide guid-
ance both for individual researchers and for consortium projects such as 
the Human Cell Atlas. 
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Single-cell genomics provides an unprecedented view of the 
cellular makeup of complex and dynamic systems. Single-cell 
transcriptomic approaches in particular have led the techno-

logical advances that allow unbiased charting of cell phenotypes1. 
The latest improvements in scRNA-seq allow these technologies 
to scale to thousands of cells per experiment, providing compre-
hensive profiling of tissue composition2,3. This has led to the iden-
tification of new cell types4–6 and the fine-grained description of 
cell plasticity in dynamic systems, such as development7,8. Recent 
large-scale efforts, such as the Human Cell Atlas (HCA) project9, are 
attempting to produce cellular maps of entire cell lineages, organs 
and organisms10,11 by conducting phenotyping at the single-cell 
level. The HCA project aims to advance our understanding of tis-
sue function and to serve as a reference for defining variation in 

human health and disease. In addition to methods that capture the 
spatial organization of tissues12,13, the main approach being used is 
scRNA-seq analysis of dissociated cells. Therefore, tissues are disag-
gregated and individual cells captured either by cell sorting or using 
microfluidic systems1. In sequential processing steps, cells are lysed, 
the RNA is reverse transcribed to complementary DNA, amplified 
and processed to sequencing-ready libraries.

Continuous technological development has improved the scale, 
accuracy and sensitivity of scRNA-seq methods, and now allows us 
to create tailored experimental designs by selecting from a plethora 
of different scRNA-seq protocols. However, there are marked differ-
ences across these methods, and it is not clear which protocols are best 
for different applications. For large-scale consortium projects, expe-
rience has shown that neglecting benchmarking, standardization  
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Single-cell RNA sequencing (scRNA-seq) is the leading technique for characterizing the transcriptomes of individual cells in 
a sample. The latest protocols are scalable to thousands of cells and are being used to compile cell atlases of tissues, organs 
and organisms. However, the protocols differ substantially with respect to their RNA capture efficiency, bias, scale and costs, 
and their relative advantages for different applications are unclear. In the present study, we generated benchmark datasets to 
systematically evaluate protocols in terms of their power to comprehensively describe cell types and states. We performed a 
multicenter study comparing 13 commonly used scRNA-seq and single-nucleus RNA-seq protocols applied to a heterogeneous 
reference sample resource. Comparative analysis revealed marked differences in protocol performance. The protocols differed 
in library complexity and their ability to detect cell-type markers, impacting their predictive value and suitability for integration 
into reference cell atlases. These results provide guidance both for individual researchers and for consortium projects such as 
the Human Cell Atlas.
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and quality control at the start can lead to major problems later on 
in the analysis of the results14. Thus, success depends critically on 
implementing a high common standard. A comprehensive compar-
ison of available scRNA-seq protocols will benefit both large- and 
small-scale applications of scRNA-seq.

The available scRNA-seq protocols vary in the efficiency of RNA-
molecule capture, which results in differences in sequencing library 
complexity and the sensitivity of the method to identify transcripts 
and genes15–17. There has been no systematic testing of how their 
performance varies between cell types, and how this affects the 
resolution of cell phenotyping in complex samples. In the present 
study, we extend previous efforts to compare the molecule-capture 
efficiency of scRNA-seq protocols15,16 by systematically evaluating 
the capability of these techniques to describe tissue complexity and 
their suitability for creating a cell atlas. We performed a multicenter 
benchmarking study to compare scRNA-seq protocols using a uni-
fied reference sample resource. Our reference sample contained: (1) 
a high degree of cell-type heterogeneity with various frequencies, 
(2) closely related subpopulations with subtle differences in gene 
expression, (3) a defined cell composition with trackable markers 
and (4) cells from different species. By analyzing human periph-
eral blood and mouse colon tissue, we have covered a broad range 
of cell types and states from cells in suspension and solid tissues, 
to represent common scenarios in cell atlas projects. We have also 
added spike-in cell lines to allow us to assess batch effects, and have 
combined different species to pool samples into a single reference. 
We performed a comprehensive comparative analysis of 13 different 
scRNA-seq protocols, representing the most commonly used meth-
ods. We applied a wide range of different quality control metrics 
to evaluate datasets from different perspectives, and to test their 
suitability for producing a reproducible, integrative and predictive 
reference cell atlas.

We observed striking differences among protocols in converting 
RNA molecules into sequencing libraries. Varying library complexi-
ties affected the protocol’s power to quantify gene expression lev-
els and to identify cell-type markers, a trend consistently observed 
across cell and tissue types. This critically impacted on the resolution 
of tissue profiles and the predictive value of the datasets. Protocols 
further differed in their capacity to be integrated into reference tis-
sue atlases and, thus, their suitability for consortium-driven projects 
with flexible production designs.

Results
Reference sample and experimental design. We benchmarked 
current scRNA-seq protocols to inform the methodological selec-
tion process of cell atlas projects. Ideally, methods should: (1) be 
accurate and free of technical biases, (2) be applicable across dis-
tinct cell properties, (3) fully disclose tissue heterogeneity, including 
subtle differences in cell states, (4) produce reproducible expression 
profiles, (5) comprehensively detect population markers, (6) be 
integratable with other methods and (7) have predictive value with 
cells mapping confidently to a reference atlas.

For a systematic comparison of protocols, we designed a refer-
ence sample containing human peripheral blood mononuclear cells 
(PBMCs) and mouse colon, which are tissue types with highly het-
erogeneous cell populations, as determined by previous single-cell 
sequencing studies18,19. In addition to the well-defined cell types, 
the tissues contain cells in transition states (for example, colon 
transit-amplifying (TA) or enterocyte progenitor cells) that show 
transcriptional differences during their differentiation trajectory20. 
The reference sample also included a wide range of cell sizes (for 
example, B cells: ~7 µm; HEK293 cells: ~15 µm) and RNA content, 
which are key parameters that affect performance in cell capture 
and library preparation. Interrogation of tissues from different spe-
cies allowed us to pool a large variety of cell types in a single refer-
ence sample to maximize complexity while minimizing variability  

introduced during sample preparation. In addition to the intra-tis-
sue complexity, the fluorescence-labeled, spiked-in cell lines allowed 
us to monitor cell-type composition during sample processing, and 
to identify batch effects and biases introduced during cell capture 
and library preparation.

Specifically, the reference sample contained (estimated percent-
age viable cells): PBMCs (60%, human), colon cells (30%, mouse), 
HEK293T cells (6%, red fluorescent protein (RFP)-labeled human 
cell line), NIH3T3 cells (3%, green fluorescent protein (GFP)-
labeled mouse cells) and MDCK cells (1%, TurboFP650-labeled dog 
cells) (Fig. 1). To reduce variability due to technical effects during 
library preparation, the reference sample was prepared in a single 
batch, distributed into aliquots of 250,000 cells and cryopreserved. 
We have previously shown that cryopreservation is suitable for sin-
gle-cell transcriptomic studies of these tissue types21. For cell cap-
ture and library preparation, the thawed samples underwent FACS 
to remove damaged cells and physical doublets (see the next section 
for detailed analysis of cell viability sorting).

A reference dataset for benchmarking experimental and com-
putational protocols. To obtain sufficient sensitivity to capture 
low-frequency cell types and subtle differences in the cell state, we 
profiled ~3,000 cells with each scRNA-seq protocol. In total, we pro-
duced datasets for five microtiter plate-based methods and seven 
microfluidic systems, including cell-capture technologies based on 
droplets (four), nanowells (one) and integrated fluidic circuits, to 
capture small (one) and medium (one)-sized cells (Fig. 1 and see 
Supplementary Table 1). We also included experiments to produce 
single-nucleus RNA-sequencing (snRNA-seq) libraries (one), and 
an experimental variant that profiled >50,000 cells to produce a 
reference of our complex sample. The unified sample resource and 
standardized sample preparation (see Methods) were designed 
largely to eliminate sampling effects and allow the systematic com-
parison of scRNA-seq protocol performance.

To compare the different protocols, and to create a resource for 
the benchmarking and development of computational tools (for 
example, batch effect correction, data integration and annotation), 
all datasets were processed in a uniform manner. Therefore, we 
designed a streamlined, primary data-processing pipeline tailored to 
the peculiarities of the reference sample (see Methods). Briefly, raw 
sequencing reads were mapped to a joint human, mouse and canine 
reference genome, and separately to their respective references to 
produce gene count matrices for subsequent analysis (accession no. 
GSE133549). Overall, we detected human, mouse and canine cell 
numbers consistent with the composition design of the reference 
sample (Fig. 1). However, some protocols varied markedly from 
the expected frequencies in human (34–95%), mouse (4–66%) and 
canine (0–9%) cells. Although the reference sample was prepared 
in a standardized way, we cannot entirely exclude the introduction 
of composition variability during sample handling. Thus, the sub-
sequent evaluation of protocol performance was performed on cell 
types and states common to all protocols.

Notably, we observed a higher fraction of mouse colon cells in 
unsorted (Chromium) and the snRNA-seq datasets (Chromium 
(sn)). This probably results from damaging the more fragile colon 
cells during sample preparation, resulting in proportionally fewer 
colon cells when selecting for cell viability. To test whether this 
composition bias in scRNA-seq can be avoided by skipping via-
bility selection, we generated matched datasets either selecting or 
not selecting for intact cells. After quality control the detection of 
mouse colon cells increased proportionally without viability selec-
tion (51% versus 19%), with good-quality cells showing compa-
rable library complexity in both libraries (for example, numbers of 
detected genes; see Supplementary Figs. 1 and 2). However, con-
siderably more cells were removed during quality filtering (44% 
versus 15%), and this is a source of unwanted sequencing costs that 
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must be taken into account, especially for tissues with high cell 
damage. Consequently, replacing viability staining with thorough 
in silico quality filtering in cell atlas experiments might better con-
serve the composition of the original tissue, but result in higher 
sequencing costs.

The canine cells, spiked-in at a low concentration, were detected 
by all protocols (1–9%) except gmcSCRB-seq. Furthermore, the dif-
ferent methods showed notable differences in mapping statistics 
between different genomic locations (Fig. 1). As expected, due to 
the presence of unprocessed RNA in the nucleus, the snRNA-seq 
experiment detected the highest proportion of introns, although 
scRNA-seq protocols also showed high frequencies of intronic and 
intergenic mappings. The increased detection of unprocessed tran-
scripts in CEL-seq2 may be due to a freezing step (−80 °C) after cell 
isolation and subsequent denaturation at high temperatures (95 °C), 
which could favor the accessibility of nuclear and chromatin-bound 
RNA molecules.

Molecule-capture efficiency and library complexity. We produced 
reference datasets by analyzing 30,807 human and 19,749 mouse 
cells (Chromium v.2; Fig. 2a–c). The higher cell number allowed 
us to annotate the major cell types in our reference sample, and to 
extract population-specific markers (see Supplementary Table 2).  

It was noteworthy that the reference samples solely provided the 
basis to assign cell identities and gene marker sets, and were not 
used to quantify the method’s performance. This strategy ensured 
that the choice of technology for deriving the reference does not 
influence downstream analyses. Cell clustering and reference-
based cell annotation showed high agreement (average 83%; see 
Supplementary Table 3), and only cells with consistent annotations 
were used subsequently for comparative analysis at the cell-type 
level. The PBMCs (human) and colon cells (mouse) represented 
two largely different scenarios. Although the differentiated PBMCs 
clearly separated into subpopulations (for example, T/B cells, 
monocytes; Fig. 2b, and see Supplementary Figs. 3a and 4a–d), 
colon cells were ordered as a continuum of cell states that differ-
entiate from intestinal stem cells into the main functional units of 
the colon (that is, absorptive enterocytes and secretory cells; Fig. 2c, 
and see Supplementary Figs. 3b and 5a–d). Notably, the subpopula-
tion structure of our references was largely consistent with that of 
published datasets for human PBMCs18 and mouse colon cells22 (see 
Supplementary Figs. 6 and 7). After identifying major subpopula-
tions and their respective markers in our reference sample, we clus-
tered the cells of each sc/snRNA-seq protocol and annotated cell 
types using matchSCore2 (see Methods). This algorithm allows a 
gene marker-based projection of single cells (cell by cell) on to a 
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reference sample and, thus, the identification of cell types in our 
datasets (see Supplementary Figs. 8 and 9).

To compare the efficiency of messenger RNA capture between 
protocols, we down-sampled the sequencing reads per cell to a com-
mon depth and stepwise-reduced fractions. Stochasticity introduced 
during down-sampling did not affect the reproducibility of the 
results (see Supplementary Fig. 10). Library complexity was deter-
mined separately for largely homogeneous cell types with markedly 
different cell properties and function, namely human HEK293T 
cells, monocytes and B cells (Fig. 2d,e), and mouse colon secretory 
and TA cells (see Supplementary Fig. 11a,b). We observed large dif-
ferences in the number of detected genes and molecules across the 
protocols, with consistent trends across cell types and gene quan-
tification strategies (see Supplementary Fig. 11c,d). Notably, some 
protocols, such as Smart-seq2 and Chromium v.2, performed better 
with higher RNA quantities (HEK293T cells) compared with lower 
starting amounts (monocytes and B cells), suggesting an input-sen-
sitive optimum. Considering the different assay versions and appli-
cation types of the Chromium system, a dedicated analysis showed 

increased detection of molecules and genes from nuclei to intact 
cells and toward the latest protocol versions (see Supplementary  
Fig. 12). Consistent with the variable library complexity, the proto-
cols presented large differences in dropout probabilities (Fig. 2f), 
with Quartz-seq2, Chromium v.2 and CEL-seq2 showing consis-
tently lower probability. Note that, despite the considerable differ-
ences between protocols, we observed a generally high technical 
reproducibility within the methods (see Supplementary Fig. 13).

Technical effects and information content. We further assessed the 
magnitude of technical biases, and the protocol’s ability to describe 
cell populations. To quantify the technical variation within and 
across protocols, we selected highly variable genes (HVGs) across 
all datasets, and plotted the variation in the main principal compo-
nents (PCs; Fig. 3a). Using the down-sampled data for HEK293T 
cells, monocytes and B cells, we observed strong protocol-specific 
profiles, with the main source of variability being the number of 
genes detected per cell (Fig. 3b). Data from snRNA-seq did not 
show notable outliers, indicating conserved representation of the 
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transcriptome between the cytoplasm and the nucleus. To quantify 
the protocol-related variance, we identified the PCs that correlated 
with the protocol’s covariates in a linear model23. Indeed, the vari-
ance in the data was mainly explained by the protocols (HEK293T 
cells = 37.3%, monocytes = 52.8% and B cells = 36.2%), a value that 
was reduced in HEK293T cells and monocytes when considering 
snRNA-seq as a specific covariate (HEK293T cells = 9.7%, mono-
cytes = 22.2% and B cells = 48.3%; see Methods). The technical 
effects were also visible when using t-distributed stochastic neigh-
bor embedding (tSNE) as a nonlinear, dimensionality reduction 
method (see Supplementary Fig. 14). By contrast, the methods 
largely mixed when the analysis was restricted to cell-type-specific 
marker genes, suggesting a conserved cell identity profile across 
techniques (see Supplementary Fig. 15).

Next, we quantified the similarities in information content of 
the protocols. Again, we used the down-sampled datasets and com-
monly expressed genes and calculated the correlation between 
methods in average transcript counts across multiple cells, thus 
compensating for the sparseness of single-cell transcriptome data. 

For the three human cell types, we observed a broad spectrum of 
correlation across technologies, with generally lower correlation for 
smaller cell types (Fig. 3c). Although the transcriptome represen-
tation was generally conserved (Fig. 3a), the snRNA-seq protocol 
resulted in a notable outlier when correlating the expression levels of 
common genes across protocols, possibly driven by decreased cor-
relation of immature transcripts. Restricting the correlation analy-
sis to population-specific marker genes, we observed less variation 
between protocols (Pearson’s r = 0.5–0.7), which underlines that the 
expression of these markers is largely conserved across the methods 
(see Supplementary Fig. 16).

To further test the suitability of protocols for describing cell 
types, we determined their sensitivity to detect population-specific 
expression signatures, and found that they had remarkably variable 
power to detect marker genes. Specifically, population markers were 
detected with different accuracies (see Supplementary Figs. 17 and 
18), and the detection level varied substantially (Fig. 3d,e and see 
Supplementary Table 4). Quartz-seq2 and Smart-seq2 showed high 
expression levels for all cell-type signatures, indicating that they 
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have higher power for cell-type identification. As marker genes are 
particularly important for data interpretation (for example, annota-
tion), low marker detection levels could severely limit the interpre-
tation of poorly explored tissues, or when trying to identify subtle 
differences across subpopulations. SnRNA-seq showed generally 
lower marker detection levels. However, gene markers were selected 
from intact cell experiments, which could lead to an underestima-
tion of the performance of snRNA-seq to identify cell-type-specific 
signatures in this analysis approach.

The protocols also detected vastly different total numbers of 
genes when accumulating transcript information over multiple 
cells, with strong positive outliers observed for the smaller cell types  
(Fig. 3f). In particular, CEL-seq2 and Quartz-seq2 identified many 
more genes than other methods. Intriguingly, CEL-seq2 outper-
formed all other methods by detecting many weakly expressed 
genes; genes detected specifically by CEL-seq2 had significantly 
lower expression than the common genes detected by Quartz-seq2 
(P < 2.2 × 10−16). The greater sensitivity to weakly expressed genes 
makes this protocol particularly suitable for describing cell popula-
tions in detail, an important prerequisite for creating a comprehen-
sive cell atlas and functional interpretation.

Surprisingly, considering the increased library complexity of 
scRNA-seq compared with snRNA-seq, the latter protocol iden-
tified a similar number of genes when combining information  
across multiple cells and suggesting overall similar transcriptome 
complexity of the two compartments (see Supplementary Fig. 12).  
ScRNA-seq detected additional genes enriched in biological pro-
cesses such as organelle function, including many mitochondrial 
genes that were largely absent in the snRNA-seq datasets (see 
Supplementary Table 5).

To further illustrate the power of the different protocols to chart 
the heterogeneity of complex samples, we clustered and plotted 
down-sampled datasets in two-dimensional space (Fig. 4a) and 
then calculated the cluster accuracy and average silhouette width 
(ASW24, Fig. 4b), a commonly used measure for assessing the quality 
of data partitioning into communities. Consistent with the assump-
tion that library complexity and sensitive marker detection provide 
greater power to describe complexity, methods that performed well 
for these two attributes showed better separation of subpopulations, 
and greater ASW and cluster accuracy. This is illustrated in the 
monocytes, for which accurate clustering protocols separated the 
major subpopulations (CD14+ and FCGR3A+), whereas methods 
with low ASW did not distinguish between them. Similarly, several 
methods were able to distinguish between CD8+ and natural killer 
(NK) cells, whereas others were not.

Joint analysis across datasets. A common scenario for cell atlas 
projects is that data are produced at different sites using different 
scRNA-seq protocols. However, the final atlas is created from a 
combination of datasets, which requires that the technologies used 
be compatible. To assess how suitable it is to combine the results 
from our protocols into a joint analysis, we used down-sampled 
human and mouse datasets to produce a joint quantification matrix 
for all techniques25. Importantly, single cells grouped themselves by 
cell type, suggesting that cell phenotypes are the main driver of het-
erogeneity in the joint datasets (Fig. 5a–d, and see Supplementary 
Figs. 19a,b and 20). Indeed, the combined data showed a clear sepa-
ration of cell states (for example, T cell and enterocyte subpopula-
tions) and rarer cell types, such as dendritic cells. However, within 
these populations, differences between the protocols pointed to the 
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presence of technical effects that could not be entirely removed with 
down-sampling to equal read depth and different merging tools 
(Fig. 5e,f, and see Supplementary Figs. 19c,d, 21a,b and 22a,b). To 
formally assess the capacity of the methods to be combined, we cal-
culated the degree to which technologies mix in the merged datasets 
(Fig. 5g,h, and see Supplementary Figs. 21c,d and 22c,d). The suit-
ability of protocols to be combined (mixability) was directly corre-
lated with their power to discriminate between cell types (clustering 
accuracy). Thus, well-performing protocols result in high-reso-
lution cellular maps and are suitable for consortium-driven proj-
ects that include different data sources. When integrating further 
down-sampled datasets, we observed a drop in mixing ability (see 
Supplementary Fig. 19e). Consequently, quality standard guidelines 
for consortia might define minimum coverage thresholds to ensure 
the subsequent option of data integration. A separate analysis of the 
single-nucleus and single-cell Chromium datasets resulted in well-
integrated profiles, further supporting the potential to integrate cell 
atlases from cells and nuclei (see Supplementary Figs. 23 and 24).

Cell atlas datasets will serve as a reference for annotating cell 
types and states in future experiments. Therefore, we assessed cells’ 
ability to be projected on to our reference sample (Fig. 2b,c). We 
used the population signature model defined by matchSCore2 
and evaluated the protocols based on their cell-by-cell mapping 
probability, which reflects the confidence of cell annotation (see 
Supplementary Fig. 25a–c). Although there were some differences 

in the projection probabilities of the protocols, and a potential bias 
due to the selection of the reference protocol, a confident annota-
tion was observed for most cells with inDrop and ddSEQ reporting 
the highest probabilities. Notably, high probability scores were also 
observed in further down-sampled datasets (see Supplementary 
Fig. 25b). This has practical consequences, because data derived 
from less well-performing methods (from a cell atlas perspec-
tive), or from poorly sequenced experiments, could be identifiable  
and thus suitable for specific analysis types, such as tissue composi-
tion profiling.

Discussion
Systematic benchmarking of available technologies is a crucial pre-
requisite for large-scale projects. In the present study, we evaluated 
scRNA-seq protocols for their power to produce a cellular map of 
complex tissues. Our reference sample simulated common scenarios 
in cell atlas projects, including differentiated cell types and dynamic 
cell states. We defined the strengths and weaknesses of key features 
that are relevant for cell atlas studies, such as comprehensiveness, 
integratability and predictive value. The methods revealed a broad 
spectrum of performance, which should be considered when defin-
ing guidelines and standards for international consortia (Fig. 6).

We expect that our results will guide informed decision-mak-
ing processes for designing sc/snRNA-seq studies. There are sev-
eral features to consider when selecting protocols to produce a 
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reproducible, integrative and predictive reference cell atlas. At a 
given sequencing depth, the number and complexity of detected 
RNA molecules define the power to describe cell phenotypes and 
infer their function. There are also additional essential features 
for cell atlas projects and their interpretation, such as population 
marker identification. Improved versions of plate-based methods, 
including Quartz-seq2, CEL-seq2 and Smart-seq2, generate such 
high-resolution transcriptome profiles. Also, microfluidic systems 
showed excellent performance in our comparison, particularly the 
Chromium system. Although the scale of plate-based experiments 
is limited by the lower throughput of their individual processing 
units, microfluidic systems, especially droplet-based methods, can 
be easily applied to thousands of cells simultaneously. Protocol 
modification scales up throughput even further, and allows more 
cost-effective experiments26–29. Generally, late multiplexing meth-
ods, such as Smart-seq2, are more costly, but costs can be reduced 
by miniaturization30 and use of noncommercial enzymes31. Custom 
droplet-based protocols have lower costs than their commercialized 
counterparts, but the optimized chemistry in commercial systems 
resulted in improved performance in this comparison. Nevertheless, 
existing platforms are undergoing continued development in both 
the private (see Supplementary Fig. 12) and the academic sectors, so 
updated protocol versions promise to improve performance further. 
For consortium-driven projects, it is important to consider the inte-
gratability of data. We have shown that several protocols, including 
those with reduced library complexity and snRNA-seq, were readily 
integratable with other methods.

The use of PBMCs is ideal for multicenter benchmarking efforts; 
blood cells are easy to isolate and show a high recovery rate after 
freezing. We also included mouse colon, a solid tissue requiring dis-
sociation before scRNA-seq. Tissue digestion and cryopreservation 
of colon cells present additional challenges (for example, increased 
rate of damaged cells), which we addressed by focusing on commonly  

detected cell types. Although we observed differences in the fre-
quencies of cells from mice and humans, the composition of cell 
subtypes within tissues was conserved, reassuring the consistent 
capture of major cell types across all methods. Accordingly, subse-
quent analyses could be stratified by cell type, avoiding the need for a 
ground truth in sample composition. Furthermore, viability sorting 
with minimal mechanical forces (low speed and wide nozzle size) 
was applied to remove damaged cells and benchmark protocols with 
high-quality samples. This work standardized sample processing to 
limit technical variance in the library preparation steps, a crucial 
requisite for the multicenter benchmarking design. Nevertheless, 
on-site differences introduced during sample thawing or viability 
sorting could not be entirely excluded. However, our analysis also 
showed that viable cells selected by sorting or through thorough 
data quality control generate highly similar library complexity, sug-
gesting that potential differences in sample processing have minor 
impacts on the data quality and supporting the robustness of our 
results. Processing time presents another variable related to sample 
and data quality. Although cells are directly sorted into their respec-
tive reaction volumes for plate-based methods, processing times can 
vary across microfluidic systems. However, this was considered to 
be an inherent feature of the library preparation workflow of the 
protocols that contributes to the overall performance.

Across sample origins and cell types, all tested features pointed 
to consistent protocol performance. In addition to the differences 
in protocol performance, it was the cells’ RNA content and com-
plexity that dominated the molecule and gene detection rates, which 
we have seen through the stratified analysis of vastly different cell 
types. As such, we expect the conclusions to be valid beyond the 
human and mouse tissues tested in the present study.

Several additional steps are crucial for the success of single-cell 
projects, especially sample preparation. Optimization of sample 
procurement and tissue-processing conditions is of crucial impor-
tance to avoid composition biases and gene expression artifacts32–35 
that could limit the value of a cell atlas. Therefore, dedicated stud-
ies are required to define optimal conditions for tissue and organ 
preparation in healthy and disease contexts.

From a technical perspective, multiple steps of a protocol are 
critical for generating complex sequencing libraries. All sc/snRNA-
seq methods require multi-step, whole-transcriptome amplifica-
tion, including reverse transcription, conversion to amplifiable 
cDNA and amplification1. Theoretically, the multiplicative reaction 
efficiency of respective steps determines a method’s power to detect 
RNA molecules, and in this sense Quartz-Seq2 was particularly effi-
cient. We specifically tested for potential advantages of the Quartz-
seq2 column-based over bead-based purification, but did not detect 
differences in cDNA yield (see Supplementary Fig. 26). However, 
we observed that bead concentration critically affected the yield of 
amplified cDNA. Moreover, performance was more stable for puri-
fication with columns compared with beads, which should be taken 
into account when implementing existing or developing new sc/
snRNA-seq methods.

A further essential step toward complex libraries is the con-
version of first-strand cDNA to amplifiable cDNA. Three main 
strategies are used for this conversion: (1) template switching, (2) 
RNaseH/DNA polymerase I-mediated, second-strand synthesis for 
in vitro transcription and (3) poly(A) tagging1. Improvement of the 
three strategies led to better quantitative performance of scRNA-
seq36–39. For Quartz-Seq2 (ref. 37), improved poly(A) tagging was 
most important to increase the amplified cDNA yield compared 
with Quartz-Seq40, and probably explains the excellent result in this 
benchmarking exercise. However, optimization of the cDNA con-
version still has the potential to improve scRNA-seq methods.

Within the cDNA amplification step, increased PCR cycle num-
bers lead to PCR biases within the sequencing libraries. Early pool-
ing increases the number of cDNA molecules in the amplification  
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step and reduces PCR bias. This especially favors early pooling 
methods at low sequencing depth (as performed in the present 
study), as previously shown for bulk RNA-seq41. Similarly, in vitro 
transcription linearly amplifies cDNA with fewer biases than PCR-
based methods, and partly explains the good performance of CEL-
seq2. Furthermore, early multiplexing of different cell numbers 
leads to different PCR cycle requirements (Quartz-Seq2 with 768 
cells and 10 cycles versus gmcSCRB-seq with 96 cells and 19 cycles, 
using the same DNA polymerase for amplification). The number of 
cells per amplification pool depends on the amount of amplifiable 
cDNA, implying that the good performance of Quartz-Seq2 was 
mainly due to efficient conversion of amplifiable cDNA from RNA 
with poly(A) tagging.

It is equally important to benchmark computational pipelines for 
data analysis and interpretation23,42–44. We envision the datasets pro-
vided by our study serving as a valuable resource for the single-cell 
community to develop and evaluate new strategies for an informa-
tive and interpretable cell atlas. Moreover, the multicenter bench-
marking framework presented in the present study can readily be 
transferred to other organs where common tissue/cell types are 
analyzed using different scRNA-seq protocols (for example, brain 
atlas projects).
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Methods
Ethical statement. !e present study was approved by the Parc de Salut MAR 
Research Ethics Committee (reference no. 2017/7585/I) to H.H. We adhered to 
ethical and legal protection guidelines for human participants, including  
informed consent.

Reference sample. Cell lines. NIH3T3-GFP, MDCK-TurboFP650 and HEK293-
RFP cells were cultured at 37 °C in an atmosphere of 5% (v:v) carbon dioxide in 
Dulbecco’s modi"ed Eagle’s medium, supplemented with 10% (w:v) fetal bovine 
serum (FBC), 100 U penicillin, and 100 µg l−1 of streptomycin (Invitrogen). On 
the reference sample preparation day, the culture medium was removed and the 
cells were washed with 1× phosphate-bu#ered saline (PBS). A$erwards, cells 
were trypsinized (trypsin 100×), pelleted at 800g for 5 min, washed in 1× PBS, 
resuspended in PBS + ethylenediaminetetraacetic acid (EDTA) (2 mM) and  
stored on ice.

Mouse colon tissue. The colons from 11 mice (7 LGR5/GFP and 4 wild-type) 
were dissected and removed. For single-cell separation the colons were treated 
separately. The colon was sliced, opened and washed twice in cold 1× Hank’s 
balanced salt solution (HBSS). It was then placed on a Petri dish on ice and minced 
with razor blades until disintegration. The minced tissue was transferred to a 15-ml 
tube containing 5 ml of 1× HBSS and 83 µl of collagenase IV (final concentration 
166 U ml−1). The solution was incubated for 15 min at 37 °C (vortexed for 10 s every 
5 min). To inactivate the collagenase IV, 1 ml of FBS was added and it was vortexed 
for 10 s. The solution was filtered through a 70-µm nylon mesh (changed when 
clogged). Finally, all samples were combined, and the cells pelleted for 5 min at 
400g and 4 °C. The supernatant was removed and the cells resuspended in 20 ml of 
1× HBSS and stored on ice.

Isolation of PBMCs. Whole blood was obtained from four donors (two female, 
two male). The extracted blood was collected in heparin tubes (GP Supplies) 
and processed immediately. For each donor, PBMCs were isolated according to 
the manufacturer’s instructions for Ficoll extraction (pluriSelect). Briefly, blood 
from two heparin tubes (approximately 8 ml) was combined, diluted in 1× PBS 
and carefully added to a 50-ml tube containing 15 ml of Ficoll. The tubes were 
centrifuged for 30 min at 500g (minimum acceleration and deceleration). The 
interphase was carefully collected and diluted with 1× PBS + 2 mM EDTA. After a 
second centrifugation, the supernatant was discarded and the pellet resuspended in 
2 ml of 1× PBS + 2 mM EDTA and stored on ice.

Preparation of the reference sample. Cell counting was performed using an 
automated cell counter (TC20 Automated Cell Counter, Bio-Rad Laboratories). 
The reference sample was calculated to include human PBMCs (60%), mouse 
colon cells (30%), and HEK293T (6%, RFP-labeled human cell line), NIH3T3 
(3%, GFP-labeled mouse cells) and MDCK (1%, TurboFP650-labeled dog cells) 
cells. To adjust for cell integrity loss during sample processing, we measured 
the viability during cell counting and accounted for an expected viability loss 
after cryopreservation (10% for cell lines and PBMCs; 50% for colon cells21). 
All single-cell solutions were combined in the proportions mentioned above 
and diluted to 250,000 viable cells per 0.5 ml. For cryopreservation, 0.5 ml of 
cell suspension was aliquoted into cryotubes and gently mixed with a freezing 
solution (final concentration 10% dimethylsulfoxide; 10% heat-inactivated FBS). 
Cells were then frozen by gradually decreasing the temperature (1 °C min−1) to 
−80 °C (cryopreserved), and stored in liquid nitrogen. MARS-Seq and Smart-Seq2 
experiments were performed to validate sample quality and composition before 
distributing aliquots to the partners.

Sample processing. Samples were stored at −80 °C on arrival. Before processing, 
samples were de-frozen in a water bath (37 °C) with continuous agitation until the 
material was almost thawed. The entire volume was transferred to a 15-ml Falcon 
tube using a 1,000-µl tip (wide-bored or cut tip) without mixing by pipetting; 
1,000 µl of prewarmed (37 °C) Hibernate-A was added drop-wise while gently 
swirling the sample. The sample was then rested for 1 min. An additional 2,000 µl 
of prewarmed (37 °C) Hibernate-A was added drop-wise while gently swirling the 
sample. The sample was again rested for 1 min. Another 2,000 µl of prewarmed 
(37 °C) Hibernate-A was added drop-wise while gently swirling the sample and the 
sample was rested for 1 min. Then, 3,000 µl of prewarmed (37 °C) Hibernate-A was 
added drop-wise and the Falcon tube inverted six times. The sample was rested for 
1 min. An additional 5,000 µl of prewarmed (37 °C) Hibernate-A was added drop-
wise and the Falcon tube inverted six times. The sample was rested for 1 min. It was 
then centrifuged at 400g for 5 min at 4 °C (pellet clearly visible). The supernatant 
was removed until 500 µl remained in the tube. The pellet was resuspended by 
gentle pipetting. Then 3,500 µl of 1× PBS + 2 mM EDTA was added and the sample 
stored on ice until processing. Before FACS isolation, cells were filtered through 
a nylon mesh and 3 µl DAPI was added before gentle mixing. During FACS 
isolation, DAPI-positive cells were excluded to remove dead and damaged cells. 
Furthermore, the exclusion of GFP-positive cells simulated the removal of a cell 
type from a complex sample. Supplementary Fig. 27 shows representative FACS 
plots and gating strategies.

ScRNA-seq library preparation. For a detailed sample processing description, see 
Supplementary Notes.

Data analysis. For primary data preprocessing, clustering, sample deconvolution 
and annotation, and reference datasets, see Supplementary Notes.

MatchSCore2. To systematically assign cell identities to unannotated cells coming 
from different protocols, we used matchSCore2, a mathematical framework 
for classifying cell types based on reference data (https://github.com/elimereu/
matchSCore2). The reference data consist of a matrix of gene expression 
counts in individual cells, the identity of which is known. The main steps of the 
matchSCore2 annotation are the following:
 (1) Normalization of the reference data. Gene expression counts are 

log(normalized) for each cell using the natural logarithm of 1 + counts per 
10,000. Genes are then scaled and centered using the ScaleData function in 
the Seurat package.

 (2) De"nition of signatures and their relative scores. For each of the cell types 
in the reference data, positive markers were computed using Wilcoxon’s 
rank-sum test. !e top 100 ranked markers in each cell type were used as 
the signature for that type. To each cell, we assigned a vector x = (x1, .., xn) of 
signature scores, where n is the number of cell types in the reference data. !e 
ith signature score for the kth cell is computed as follows:

Scorek ¼
X

j in J
zj k

where J is the set of genes in signature i, and zjk represents the z-score of gene 
j in the kth cell.

 (3) Training of the probabilistic model on the reference data.
We proposed a supervised multinomial logistic regression model, which uses 

enrichment of the signature of each reference cell type in each cell to assign identity 
to that cell. In other words, for each cell k and signature i, we calculate the ith 
cell-type signature score xi in the kth cell as described in point 2. The distribution 
of the signature scores is preserved, independent of which protocol is used (see 
Supplementary Figs. 28 and 29). More specifically, we defined the variables x1, 
…, xn, where xi is the vector in which the scores for signature i of all cells are 
contained. Then we used xi as the predictor of a multinomial logistic regression.

The model assumes that the number of cells from each type in the training 
reference data T1, T2, …,Tn are random variables and that the variable T = (T1, T2, 
…,Tn) follows a multinomial distribution M(N, π = (π1, …, πn)), where πi is the 
proportion of the ith cell type and N is the total number of cells.

To test the performance of the model, training and test sets were created by 
subsampling the reference into two datasets, maintaining the original proportions 
of cell types in both sets. The model was trained by using the multinom function 
from the nnet R package (decay = 1 × 10−4, maxit = 500). To improve the 
convergence of the model function, xi variables were scaled to the interval [0,1].

Cell classification. For each cell, model predictions consisted of a set of probability 
values per identity class, and the highest probability was used to annotate the cell if 
it was >0.5; otherwise the cell remained unclassified.

Model accuracy. To evaluate the fitted model using our reference datasets, we 
assessed the prediction accuracy in the test set, which was around 0.9 for human 
and 0.85 for mouse reference. We further assessed matchSCore2 classifications 
in datasets from other sequencing methods by looking at the agreement between 
clusters and classification. Notably, the resulting average agreement was 80% 
(range: from 58% in gmcSCRB-seq to 92% in Quartz-Seq2), whereas the rate for 
unclassified cells was <2%.

Down-sampling. To decide on a common down-sampling threshold for 
sequencing depth per cell, we inspected the distribution of the total number of 
reads per cell for each technique, and chose the lowest first quartile (fixed to 
20,000 reads per cell). We then performed stepwise down-sampling (25%, 50% 
and 75%) using the zUMIs down-sampling function. We omitted cells that did 
not achieve the required minimum depth (see Supplementary Table 6). Notably, 
stochasticity introduced during down-sampling did not affect the results of the 
present study, as exemplified by the consistent numbers of detected molecules 
across different down-sampling iterations (see Supplementary Fig. 10).

Estimation of dropout probabilities. We investigated the impact of dropout 
events in HEK293T cells, monocytes and B cells extracted for each technique 
on down-sampled data (20,000 reads per cell). For datasets with >50 cells from 
the selected populations, we randomly sampled 50 cells to eliminate the effect of 
differing cell number. The dropout probability was computed using the SCDE R 
package45. SCDE models the measurements of each cell as a mixture of a negative 
binomial process to account for the correlation between amplification and 
detection of a transcript and its abundance, and a Poisson process to account for 
the background signal. We then used estimated individual error models for each 
cell as a function of expression magnitude to compute dropout probabilities using 
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SCDE’s scde.failure.probability function. Next, we calculated the average estimated 
dropout probability for each cell type and technique. To integrate dropout 
measures into the final benchmarking score, we calculated the area under the curve 
of the expression prior and failure probabilities (see Fig. 2f and also Supplementary 
Table 7). We expected that protocols resulting in fewer dropouts would have 
smaller areas under the curve.

Quantification of variance introduced by batches. To quantify the amount of 
variance that is introduced by batches (protocols, processing units or experiments), 
we used the top 20 PCs and the s.d. of each PC, previously calculated on HVGs. 
Next, using the pcRegression function of kBET R package23, we regressed the 
batch covariate (protocols/processing units/experiments as categories defined 
in the kBET model) and each PC to obtain the coefficient of determination as 
an approximation of the variance explained by batches, and the proportions of 
explained variance in each PC. We either reported the percentage of the variance 
that correlates significantly with the batch in the first 20 PCs, or R-squared 
measures of the model for each PC.

Cumulative number of genes. The cumulative number of detected genes in the 
down-sampled data was calculated separately for each cell type. For cell types 
with >50 cells annotated, we randomly selected 50 cells and calculated the average 
number of detected genes per cell after 50 permutations over n sampled cells, 
where n is an increasing sequence of integers from 1 to 50.

GO enrichment analysis. To compare functional gene sets between single-cell and 
single-nucleus datasets, we performed Gene Ontology (GO) enrichment analysis 
on the set of protocol-specific genes using simpleGO (https://github.com/iaconogi/
simpleGO). For each cell type (HEK293T cells, monocytes and B cells), we selected 
two gene sets extracted from the cumulated genes and using the maximum number of 
detected cells common to all three Chromium versions: (1) genes that were uniquely 
detected in the intersection of Chromium (v.2) and (v.3), but not in Chromium (sn), 
and (2) genes that were uniquely identified with Chromium (sn). For each of the gene 
sets, we identified the union over cell types before applying simpleGO.

Correlation analysis. Pearson’s correlations across protocols were computed 
independently for B cells, monocytes and HEK293T cells. For each cell type, cells 
were down-sampled to the maximum common number of cells across all protocols. 
Gene counts of commonly expressed genes (from datasets down-sampled to 20,000 
reads) were averaged across cells before computing their Pearson’s correlations. 
The corplot library was then used to plot the resulting correlations. Protocols were 
ordered by agglomerative hierarchical clustering.

Silhouette scores. To measure the strength of the clusters, we calculated the 
ASW24. The down-sampled data (20,000 reads per cell) were clustered by Seurat46, 
using graph-based clustering with the first eight PCs and a resolution of 0.6. We 
then computed an ASW for the clusters using a Euclidean distance matrix (based 
on PCs 1–8). We reported the ASW for each technique separately.

Dataset merging. Dataset integration across protocols is challenging and we 
applied different tools to assess the integratability of the sc/snRNA-seq methods, 
while conserving biological variability. To integrate datasets, we used Seurat46, 
harmony47 and scMerge25, evaluated the results separately and averaged the 
integration capacity of the protocols into a joint score. We combined down-
sampled count matrices using the sce_cbind function in scMerge, which includes 
the union of genes from different batches. Although both harmony and Seurat 
integration apply similar preprocessing steps (log(normalization), scaling and 
HVG identification), as implemented in the Seurat tool, scMerge uses a set of genes 
with stable expression levels across different cell types, and then creates pseudo-
replicates across datasets, allowing the estimation and correction for undesired 
sources of variability. However, for all three alignment methods, Seurat was applied 
to perform clustering and Uniform Manifold Approximation and Projection 
(UMAP) after the protocol correction, to minimize the variability related to the 
downstream analysis. The clustering accuracy metric was used together with 
the mixability score to quantify the success of the integration. Omitting the cell 
integration step before visualizing the datasets together in a single tSNE/UMAP 
resulted in a protocol-specific distribution with cell types scattered to multiple 
clusters (see Supplementary Fig. 30).

Clustering accuracy. To determine the clusterability of methods to identify cell 
types, we measured the probability of cells being clustered with cells of the same 
type. Let Ck, k∈{1,…,N} represent the cluster of cells corresponding to a unique 
cell type (based on the highest agreement between clusters and cell types), and Tj, 
j∈{1,…,S} represent the set of different cell types, where C⊆T. For each cell type Tj, 
we compute the proportion pjk of Tj cells that cluster in their correct cluster Ck. We 
define the cell-type separation accuracy as the average of these proportions.

Mixability. To account for the level of mixing of each technology, we used kBet23 
to quantify batch effects by measuring the rejection rate of Pearson’s χ2 test for 
random neighborhoods. To make a fair comparison, kBet was applied to the 

common cell types separately by subsampling batches to the minimum number of 
cells in each cell type. Due to the reduced number of cells, the option heuristic was 
set to ‘False’, and the testSize was increased to ensure a minimum number of cells.

Mixability was calculated by averaging cell-type-specific rejection rates.

Benchmarking score. To create an overall benchmarking score against which 
to compare technologies, we considered six key metrics: gene detection, overall 
level of expression in transcriptional signatures, cluster accuracy, classification 
probability, cluster accuracy after integration and mixability. Each metric was 
scaled to the interval [0,1], then, to equalize the weight of each metric score, 
the harmonic mean across these metrics was calculated to obtain the final 
benchmarking scores. Gene detection, overall expression in cell-type signatures 
and classification probabilities were computed separately for B cells, HEK293T 
cells and monocytes, and then aggregated by the arithmetic mean across cell 
types. Notably, the choice of protocol to create the reference dataset (Chromium) 
for initial cell annotation had no impact on the outcome of the present study (see 
Supplementary Fig. 31).

Reporting summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
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method, but is four-fold more cost-e!icient due to almost 50-fold cheap-
er library costs. We also validate a direct RNA isolation step that further 
improves cost and time-e!iciency, show that intronic reads are derived 
from RNA, validate that prime-seq performs optimal with only 1,000 cells 
as input, and calculate that prime-seq is the most cost-e!icient bulk RNA-
seq method currently available. We discuss why many labs would profit 
from a cost-e!icient early barcoding RNA-seq protocol and argue that 
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Abstract

With the advent of Next Generation Sequencing, RNA-sequencing (RNA-seq) has become the

major method for quantitative gene expression analysis. Reducing library costs by early

barcoding has propelled single-cell RNA-seq, but has not yet caught on for bulk RNA-seq. Here,

we optimized and validated a bulk RNA-seq method we call prime-seq. We show that with

respect to library complexity, measurement accuracy, and statistical power it performs equivalent

to TruSeq, a standard bulk RNA-seq method, but is four-fold more cost-efficient due to almost

50-fold cheaper library costs. We also validate a direct RNA isolation step that further improves

cost and time-efficiency, show that intronic reads are derived from RNA, validate that prime-seq

performs optimal with only 1,000 cells as input, and calculate that prime-seq is the most

cost-efficient bulk RNA-seq method currently available. We discuss why many labs would profit

from a cost-efficient early barcoding RNA-seq protocol and argue that prime-seq is well suited

for setting up such a protocol as it is well validated, well documented, and requires no

specialized equipment.
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Background

RNA-sequencing (RNA-seq) has become a central method in biology and many technological

variants exist that are adapted to different biological questions [1]. Its most frequent application

is the quantification of gene expression levels to identify differentially expressed genes, infer

regulatory networks, or identify cellular states. This is done on populations of cells (bulk

RNA-seq) and increasingly with single-cell or single-nucleus resolution (scRNA-seq). Choosing

a suitable RNA-seq method for a particular biological question depends on many aspects, but

the number of samples that can be analyzed is almost always a crucial factor. Including more

biological replicates increases the power to detect differences and including more sample

conditions increases the generalizability of the study. As the limiting factor for the number of

samples is often the budget, the costs of an RNA-seq method are an essential parameter for the

biological insights that can be gained from a study. Of note, costs need to be viewed in the

context of statistical power, i.e. in light of the true and false positive rate of a method [2,3] and

these “normalized” costs can be seen as cost-efficiency. On top of reagent costs per sample,

aspects like robustness, hands-on time, and setup investments of a method can also be seen as

cost factors. Other important factors less directly related to cost efficiency are the number and

types of genes that can be detected (complexity), the amount of input material that is needed to

detect them (sensitivity), and how well the measured signal reflects the actual transcript

concentration (accuracy).

In recent years, technological developments have focused on scRNA-seq due to its exciting

possibilities and due to the urgent need to improve its cost efficiency and sensitivity [4–6]. A

decisive development for cost efficiency was “early-barcoding”, i.e. the integration of
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sample-specific DNA tags in the primers used during complementary DNA (cDNA) generation

[7,8]. This allows one to pool cDNA for all further library preparation steps, saving time and

reagents. However, the cDNA and the barcode need to be sequenced from the same molecule

and hence cDNA-tags and not full-length cDNA sequences are generated. An improvement in

measurement noise is achieved by integrating a random DNA tag along with the sample

barcode, a Unique Molecular Identifier (UMI), that allows identifying PCR duplicates and is

especially relevant for the small starting amounts in scRNA-seq [2,7,9]. Optimizing reagents and

reaction conditions (e.g. [10,11] and the efficient generation of small reaction chambers such as

microdroplets [12–14], further improved cost efficiency and sensitivity and resulted in the current

standard of scRNA-seq, commercialized by 10X Genomics [5].

Despite these exciting developments, bulk RNA-seq is still widely used and – more importantly –

still widely useful as it allows for more flexibility in the experimental design that can be

advantageous and complementary to scRNA-seq approaches. For example, investigated cell

populations might be homogenous enough to justify averaging, single-cell or single-nuclei

suspensions might be difficult or impossible to generate, or single-cell or single-nucleus

suspension might be biased towards certain cell types. Most trivial, but maybe most crucial, the

number of replicates and conditions is limited due to the high costs of scRNA-seq per sample.

Furthemore, as more knowledge on cellular and spatial heterogeneity is acquired by scRNA-seq

and spatial approaches, bulk RNA-seq profiles can be better interpreted, e.g. by computational

deconvolution of the bulk profile [15]. Hence, bulk RNA-seq will remain a central method in

biology, despite or even because of the impressive developments from scRNA-seq and spatial

transcriptomics. However, bulk RNA-seq libraries are still largely made by isolating and

fragmenting mRNA to generate random primed cDNA sequencing libraries. Commercial variants

of such protocols, such as TruSeq and NEBNext, can be considered the current standard for
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bulk RNA-seq methods. This is partly because improvements of sensitivity and cost efficiency

were less urgent for bulk RNA-seq as input amounts were often high, overall expenses were

dominated by sequencing costs, and n=3 experimental designs have a long tradition in

experimental biology [16]. However, input amounts can be a limiting factor, sequencing costs

have decreased and will further decrease, and low sample size is a central problem of

reproducibility [17,18]. To address these needs, several protocols have been developed,

including targeted approaches [19–21] and genome-wide approaches that leverage the

scRNA-seq developments described above [16,22]. However, given the importance and costs of

bulk RNA-seq, even seemingly small changes, e.g. in the sequencing design of libraries [16],

the number of PCR cycles [9], or enzymatic reactions [22], can have relevant impacts on cost

efficiency, complexity, accuracy, and sensitivity. Furthermore, protocols need to be available to

many labs to be useful and insufficient documentation, limited validation, and/or setup costs can

prevent their implementation. Accordingly, further developments of bulk RNA-seq protocols are

still useful.

Here, we have optimized and validated a bulk RNA-seq method that combines several

methodological developments from scRNA-seq to generate a very sensitive and cost-efficient

bulk RNA-seq method we call prime-seq (Figure 1, Figure S1). In particular, we have integrated

and benchmarked a direct lysis and RNA purification step, validated that intronic reads are

informative as they are not derived from genomic DNA, and show that prime-seq libraries are

similar in complexity and statistical power to TruSeq libraries, but at least four-fold more

cost-efficient due to almost 50-fold cheaper library costs. Prime-seq is also robust, as we have

used variants of it in 22 publications [9,23–43], 132 experiments, and in 17 different organisms

(Table S1, Figure S2). Additionally it has low setup costs as it does not require specialized

equipment and is well validated and documented. Hence, it will be a very useful protocol for
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many labs or core facilities that quantify gene expression levels on a regular basis and have no

cost-efficient protocol available yet.

Results

Development of the prime-seq protocol

The prime-seq protocol is based on the scRNA-seq method SCRB-seq [44] and our optimized

derivative mcSCRB-seq [11]. It uses the principles of poly(A) priming, template switching, early

barcoding, and UMIs to generate 3’ tagged RNA-seq libraries (Figure 1 and Figure S1).

Compared to previous versions as described e.g. in [32], we have optimized the workflow,

switched from a Nextera library preparation protocol to an adjusted version of NEBNext Ultra II

FS, and made the sequencing layout analogous to 10X Chromium v3 gene expression libraries

to facilitate pooling of libraries on Illumina flow cells, which is of great practical importance [16].

A detailed step-by-step protocol of prime-seq, including all materials and expected results, is

available on protocols.io (https://dx.doi.org/10.17504/protocols.io.s9veh66). We have so far used

this and previous versions of the protocol in 22 publications [9,23–43] and have generated just

within the last year over 24 billion reads from >4,800 RNA-seq libraries in 97 projects from

vertebrates (mainly mouse and human), plants, and fungi (Table S1 and Figure 2A). From these

experiences, we find that the protocol works robustly and detects per sample on average

>20,000 genes with 6.7 million reads of which 90.0% map to the genome and 71.6% map to

exons and introns (Table S1). Notably, a large fraction (21%) of all UMIs map to introns with

considerable variation among samples (Figure 2A).

6

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted September 28, 2021. ; https://doi.org/10.1101/2021.09.27.459575doi: bioRxiv preprint 



Prime-seq, e!icient and powerful bulk RNA-sequencing

57

Figure 1. Graphical overview of prime-seq, highlighting its robustness, sensitivity,

affordability, and the validation experiments performed. Cells are first lysed, mRNA is

then isolated using magnetic beads, and in turn reverse transcribed into cDNA. Following

cDNA synthesis, all samples are pooled, libraries are made, and the samples are sequenced.

The protocol has been validated on 17 organisms, including human, mouse, zebrafish, and

arabidopsis. Additionally, prime-seq is sensitive and works with low inputs, and the

affordability of the method allows one to increase sample size to gain more biological insight.

To verify prime-seq’s performance, we first compared prime-seq to TruSeq using the publicly

available MAQC-III Study data. We then showed robust detection of marker genes in NPC

differentiation and high throughput analysis of AML-PDX patient samples without

compromising the archived samples.

About 8,000 genes are detected only by exonic reads, ~ 8,000 by exonic and intronic reads, and

~ 4,000 by intronic reads only (Figure 2B, Table S1). Intronic reads correlate well with exonic

reads of the same gene in scRNA-seq [45] and bulk RNA-seq data sets [46] and intronic reads
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are also used to infer expression dynamics in scRNA-seq data [47]. Hence, intronic reads can in

principle be informative for quantifying gene expression. However, it is an uncommon practice to

use them. This might be due to concerns that intronic reads could at least partially be derived

from genomic DNA as MMLV-type reverse transcriptases could prime DNA that escaped a

DNase I digest. Therefore, we investigated the origin of the intronic reads in prime-seq.

Intronic reads are derived from RNA

First, we measured the amount of DNA yield generated from genomic DNA (gDNA). We lysed

varying numbers of cultured human embryonic kidney 293T (HEK293T) cells and treated the

samples with DNase I, RNase A, or neither prior to cDNA generation using the prime-seq

protocol (up to and including the pre-amplification step). Per 1,000 HEK cells, this resulted in ~5

ng of “cDNA” generated from gDNA in addition to the 12-32 ng of cDNA generated from RNA.

(Figure S3A). To test the efficiency of DNase I digestion and quantify the actual number of reads

generated from gDNA, we mixed mouse DNA and human RNA in different ratios (Figure 2B).

Prime-seq libraries were generated and sequenced from untreated and DNAse I treated

samples and reads were mapped to the mouse and human genome (Figure 2B). In the sample

that did not contain any mouse DNA, ~0.5% of all exonic and intronic UMIs mapped to the

mouse genome, which represents the background level due to mismapping. Of the human

mapped reads in this sample, ~70% mapped to exons or introns and 10% to intergenic regions.

(Figure S3B). Importantly, the DNAse I treated sample had the same distribution of mapped

UMIs (0.7% mapped to mouse), strongly suggesting that the DNAse I digest is nearly complete

and that essentially all reads in the DNAse I treated sample are derived from RNA.
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Figure 2. Intronic reads account for a variable but substantial fraction of UMIsand

stem from RNA. (A) Fraction of exonic and intronic UMIs from 97 primate and mouse

experiments using various tissues (neural, cardiopulmonary, digestive, urinary, immune,

cancer, induced pluripotent stem cells). Sequencing depth is indicated by shading of the

individual bars. We observe an average of 21% intronic UMIs, with some level of

tissue-specific deviations as e.g. immune cells generally have higher fractions of intronic

reads. (B) To determine if intronic reads stem from genomic DNA or mRNA, we extracted

DNA from mouse embryonic stem cells (mESCs) and RNA from human induced pluripotent

stem cells (hiPSCs) and then pooled the two in various ratios (75, 50, 25, and 0% gDNA) and

counted the percentage of genomic (=mouse-mapped) UMIs. This indicates that DNAse I

treatment in prime-seq is complete and that observed intronic reads are derived from RNA.

As expected, with increasing amounts of mouse DNA the proportion of mouse mapped UMIs

increased (Figure 2B), but even with 75% of the sample being mouse DNA, only 4.5% of the

UMIs map to the mouse genome, suggesting that also for gDNA containing samples the impact

of genomic reads on expression levels is likely small. Notably, with increasing amounts of gDNA,

the fraction of unmapped reads also increased (Figure S3B), suggesting that the presence of
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gDNA does decrease the quality of RNA-seq libraries and does influence which molecules are

generated during cDNA generation. In summary, these results indicate that essentially all reads

in prime-seq libraries are derived from RNA when samples are DNAse I treated and hence that

intronic reads can be used to quantify expression levels.

prime-seq performs as well as TruSeq

Next, we quantitatively compared the performance of prime-seq to a standard bulk RNA-seq

method with respect to library complexity, accuracy, and statistical power. A gold standard

RNA-seq data set was generated in the third phase of the Microarray Quality Control (MAQC-III)

study [48], consisting of deeply sequenced TruSeq RNA-seq libraries generated from five

replicates of Universal Human Reference RNA (UHRR) and External RNA Controls Consortium

(ERCC) spike-ins. As Illumina's TruSeq protocol can be considered a standard bulk RNA-seq

method and as the reference RNAs (UHRR and ERCCs) are commercially available, this is an

ideal data set to benchmark our method. As in the MAQC-III design, we mixed UHRR and

ERCCs (Figure S4A) in the same ratio but at a 1,000-fold lower input and generated eight

prime-seq libraries, which were sequenced to a depth of at least 30 million reads. We processed

and downsampled both data using the zUMIs pipeline [45] and compared the two methods with

respect to their library complexity (number and expression levels of detected genes), accuracy

(correlation of estimated expression level and actual number of spiked-in ERCCs), and

statistical power (true positive and false positive rates in data simulated based on the

mean-variance distribution of technical replicates of each method).
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Figure 3. prime-seq has similar sensitivity and power compared to TruSeq (MAQC-III

data). (A) Mapped reads, UMIs (dashed line, only prime-seq), and (B) detected genes at

varying sequencing depths between TruSeq data from the MAQC-III Study and matched

prime-seq data, shows prime-seq and TruSeq are similarly sensitive (filtering parameters:
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detected UMI ≥ 1, detected gene present in at least 25% of samples and is protein coding).

(C) Accuracy, measured by spike-in molecules, is similarly high in both methods (R2=0.94).

(D) The distribution of genes across mean expression is similar for both methods, as well as

the (E) dispersion, which follows a poisson distribution (dark grey dashed line) for lower

expressed genes and then increases as technical variation increases for highly expressed

genes. The local polynomial regression fit between mean and dispersion estimates per

method is shown in solid lines with 95% variability band per gene shown in dashed lines. (F)

Power analysis at a sequencing depth of 10 million reads shows almost identical power

between prime-seq and TruSeq, and a similar increase at varying sample size for (G) mean

expression and (H) absolute log2 fold change. Data filtering parameters: detected UMI ≥ 1,

detected gene present in at least 25% of samples.

We found that prime-seq has a slightly lower fraction of exonic and intronic reads that can be

used to quantify gene expression (78% vs. 85%; Figure 3A, Figure S5A). But despite the slightly

lower number of reads that can be used, prime-seq does detect at least as many genes as

TruSeq (Figure 3B). Both methods also show a similar distribution of gene expression levels

(Figure 3D), indicating that the complexity of generated libraries is generally very similar.

The accuracy of a method, i.e. how well estimated expression levels reflect actual

concentrations of mRNAs, is relevant when expression levels are compared among genes.

Here, TruSeq and prime-seq show the same correlation (Pearson’s R2 = 0.94) between

observed expression levels and the known concentration of ERCC spike-ins, indicating that their

accuracy is very similar (Figure 3C).

However, for most RNA-seq experiments, a comparison among samples - e.g. to detect

differentially expressed genes - is more relevant. Therefore, it matters how well genes are

measured by a particular method, i.e. how much technical variation a method generates across

genes. As we have 8 and 5 technical replicates of the same RNA for prime-seq and TruSeq,

respectively, we can estimate for each method the mean and variance per gene. Note that UMIs
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are only available for prime-seq and hence only prime-seq can profit from removing technical

variance by removing PCR duplicates (Figure 3A). The empirical distribution shows the

characteristic dependency of RNA-seq data on sampling (Poisson expectation) at low

expression levels and an increasing influence of the additional technical variation at higher

expression levels (Figure 3E). Prime-seq shows a slightly lower variance for medium expression

levels where most genes are expressed and a higher one for a handful of genes with very high

expression levels (Figure 3E). To quantify to what extent these differences in the mean-variance

distribution actually matter, we used power simulations as implemented in powsimR [49]. We

simulated that 10% of genes sampled from the estimated mean-variance relation of each

method are differentially expressed between two groups of samples. The fold changes of these

genes were drawn from a distribution similar to those we observed in actual data between two

cell types (iPSCs and NPCs) or two types of acute myeloid leukemia (AML) (see below and

Figure S5B). The comparison between this ground truth and the identified differentially

expressed genes in a simulation allows us to estimate the true positive rate (TPR) and the false

discovery rate (FDR) for a particular parameter setting. We stratified TPR and FDR across the

number of replicates (Figure 3F), the expression levels (Figure 3G), and the fold changes

(Figure 3H) to illustrate the strong dependence of power on these parameters. At a given FDR

level, a more powerful method reaches a TPR of 80% with fewer replicates, at a lower

expression level, and/or for a lower fold change. We find that the power of the two methods is

almost identical as FDR and TPR are very similar across conditions for both methods. The false

discovery rates (FDR) are - as expected - generally below 5% for 12, 24, or 48 replicates per

condition (Figure S5C) and the (marginal) TPR across all expression levels and fold changes is

80% for both methods at ~12 replicates per condition (Figure 3F). The power increases for both

methods in a similar manner with increasing expression levels (Figure 3G) and increasing fold
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changes (Figure 3H). This is also the case when using only exonic reads for the power analysis

(Figure S5C and S5F-G). In summary, prime-seq and TruSeq perform very similarly in

estimating gene expression levels with respect to library complexity, accuracy, and statistical

power.

Bead-based RNA extraction increases cost efficiency and throughput

As library costs and sequencing costs drop, standard RNA isolation becomes a considerable

factor for the cost efficiency of RNA-seq methods. RNA isolation using magnetic beads is an

attractive alternative [50] and we have used it successfully in combination with our protocol

before [11]. To investigate the effects of RNA extraction more systematically, we compared

prime-seq libraries generated from RNA extracted via silica columns and via magnetic beads.

Libraries from cultured HEK293T cells, human peripheral blood mononuclear cells (PBMC), and

mouse brain tissue showed a similar distribution of mapped reads, albeit with a slightly higher

fraction of intronic reads in magnetic bead libraries (Figure 4A and S6) and considerable

differences in expression levels (Figure 4B and S7).

To further explore these differences, we tested the influence of the Proteinase K digestion and

its associated heat incubation (50°C for 15 minutes and 75°C for 10 minutes), which is part of

the bead based RNA isolation protocol. We prepared prime-seq libraries using HEK293T RNA

extracted via silica-columns (“Column”), magnetic beads with Proteinase K digestion (“Magnetic

Beads”), magnetic beads without Proteinase K digestion (“No Incubation”), and magnetic beads

with the same incubations but without the addition of the enzyme (“Incubation”). Interestingly, the

shift to higher intronic fractions and the expression profile similarity is mainly due to the heat

incubation, rather than the enzymatic digestion by Proteinase K (Figure S6A and B).
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Figure 4. RNA extraction with beads, rather than columns, provides similar

sequencing data while increasing throughput capabilities. (A) Feature distributions of

RNA isolated with a column-based kit and magnetic beads show that both RNA extraction

protocols produce similar amounts of useable reads from cultured human embryonic kidney

293T (HEK293T) cells, peripheral blood mononuclear cells (PBMC), and harvested mouse

brain tissue. (B) Gene expression between both bead and column extraction are also similar

in all three tested inputs (R2 = 0.86 HEK, 0.84 PBMCs, and 0.74 tissue). (C) Detected UMIs

and detected genes for column and magnetic beads in HEK293T, PBMCs, and tissue are

almost identical, with slightly more detected genes in the bead condition (filtering parameters:

detected UMI ≥ 1, detected gene present in at least 25% of samples and is protein coding).

Comparison of costs (D) and time (E) required for different RNA extractions.

Hence, bead-based extraction does create a different expression profile than column based

extraction, especially due to the often necessary Proteinase K incubation step. This confirms the

general influence of RNA extraction protocols on gene expression profiles [51]. Importantly, the

complexity of the two types of libraries is similar, with a slightly higher number of genes detected
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in the bead-based isolation (Figure 4C, Figure S6C and S6D), potentially due to a preference for

longer transcripts with lower GC contents (Figure S7C).

So while bead-based RNA isolation and column-based RNA isolation create different but

similarly complex expression profiles, bead-based RNA isolation has the advantage of being

much more cost-efficient. At least four times more RNA samples can be processed for the same

budget (Figure 4D, Table S2). In addition, RNA isolation using magnetic beads is twice as fast

and without robotics more amenable to high throughput experiments (Table S3). Thus, we show

that bead-based RNA isolation can make prime-seq considerably more cost-efficient without

compromising library quality.

prime-seq is sensitive and works well with 1,000 cells

As prime-seq was developed from a scRNA-seq method [44], it is very sensitive, i.e. it generates

complex libraries from one or very few cells. This makes it useful when input material is limited,

e.g. when working with rare cell types isolated by FACS or when working with patient material.

To validate a range of input amounts, we generated RNA-seq libraries from 1,000 (low input,

~10-20 ng total RNA) and 10,000 (high input, ~100-200 ng) HEK293T cells. The complexity of

the two types of libraries was very similar, with only a 2% decrease in the fraction of exonic and

intronic reads and a 7.7% and 1.9% reduction in the number of UMIs and detected genes at the

same sequencing depth (Figure S8A). The expression profiles were almost as similar between

the two input conditions as within the input conditions (median r within = 0.94, median r between

= 0.93; Figure S8B), indicating that expression profiles from 1,000 and 10,000 cells are almost

identical in prime-seq. Using a lower number of input cells is certainly possible and

unproblematic as long as the number of cells is unbiased with respect to the variable of interest.

Using higher amounts than 10,000 cells is certainly also possible, but it is noteworthy that we
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have observed a large fraction of intergenic reads in highly concentrated samples, potentially

due to incomplete DNase I digestion (data not shown). In summary, we validate that an input

amount of at least 1,000 cells does not compromise the complexity of prime-seq libraries and

hence that prime-seq is a very sensitive RNA-seq protocol.

Two exemplary applications of prime-seq

To exemplify the advantages with respect to sensitivity and throughput in an actual setting, we

used prime-seq to profile cryopreserved human acute myeloid leukemia (AML) cells from

patient-derived xenograft (PDX) models [23,52]. These consisted of different donors and AML

subtypes and were stored in freezing medium at -80°C for up to 3.5 years (Figure 5A). Due to

the sensitivity of prime-seq, we could use a minimal fraction of the sample without thawing it by

taking a 1 mm biopsy punch from the vial of cryopreserved cells and putting it directly into the

lysis buffer. This allowed sampling of precious samples without compromising their amount or

quality and resulted in 94 high quality expression profiles that clustered mainly by AML subtype

(Figure 5B) as expected [53].

To further exemplify the performance of prime-seq, we investigated its ability to detect known

differences in a well established differentiation system [54]. We differentiated five human

induced pluripotent stem cell (iPSCs) lines [36] to neural progenitor cells (NPCs) and generated

expression profiles using prime-seq (Figure 5C). In a hierarchical clustering of well known

marker genes [55], the iPSCs and NPCs formed two distinct groups and the expression patterns

were in agreement with their cellular identity. For example the iPSC markers POU5F1, NANOG

and KLF4 showed an increased expression in the iPSCs and NES, SOX1, and FOXG1 in NPCs

(Figure 5D).
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Figure 5. Two exemplary applications of prime-seq. (A) Experimental design for an acute

myeloid leukemia (AML) study, where a biopsy punch was used to collect a small fraction of

a frozen Patient-derived xenograft (PDX)-AML sample. (B) Prime-seq libraries were

generated from 94 PDX samples, derived from 11 different AML-PDX lines (colour-coded)

from 5 different AML subtypes (symbol-coded) and cluster primarily by AML subtype. (C)

Experimental design for studying the differentiation from five human induced pluripotent stem

cell lines (iPSCs) to neural progenitor cells (NPC). (D) Expression levels from 20 a priori

known marker genes cluster iPSCs and NPCs as expected.

prime-seq is cost-efficient

We have shown above that the power, accuracy and library complexity is similar between

prime-seq and TruSeq. The performance and robustness of the prime-seq protocol has been

demonstrated by the two examples above as well as its many applications using this or previous

versions of the protocol [9,23–35,42,43,56,57]. In summary, one could argue that prime-seq

performs as well as TruSeq for quantifying gene expression levels. Other methods that generate

tagged cDNA libraries using early barcoding have also been developed [16,22,58–61]. This
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includes BRB-seq that uses poly(A) priming and DNA-Pol I for second strand synthesis and also

performs similarly to TruSeq [22]. Decode-seq also uses poly(A) priming and template switching

like prime-seq, but adds sample-specific barcodes and UMIs at the 5’ end [16]. In a direct

comparison, Decode-seq performed slightly better than BRB-seq and due to a more flexible

sequencing layout [16]. While slight differences in power, accuracy, and/or library complexity

might exist among these protocols, cross-laboratory benchmarking on exactly the same samples

as recently done e.g. for scRNA-seq methods [5] or small RNA-seq methods [62] are probably

needed to quantify such differences reliably. For now, it is probably fair to say that RNA-seq

methods like BRB-seq, prime-seq, TruSeq, SmartSeq, or Decode-seq all perform fairly equal

with respect to quantifying gene expression levels. Hence, at a fixed budget the cost per sample

will determine to a large extent how many samples can be analyzed and hence how much

biological insight can be gained.

To this end, we calculated the required reagent costs to generate a library from isolated RNA in

a batch of 96 samples for the different commercial methods as well as for prime-seq,

Decode-seq, and BRB-seq (Table S4). With $2.53 per sample prime-seq is the most

cost-efficient method, followed by BRB-seq ($4.05) and Decode-seq ($6.58). Commercial

methods range from $60 (NEBNext) to $164 (SMARTer Stranded). This is illustrated by the

number of libraries that can be generated by a fixed budget of $500 (Figure 6A). Note that these

costs include for all methods $1.39 per sample for two Bioanalyzer (Agilent) Chips (Table S4)

and do not consider the additional cost reduction that is associated with the direct bead-based

RNA extraction of prime-seq (see above). The drastic advantage of prime-seq, Decode-seq, and

BRB-seq also becomes apparent when power is plotted as a function of costs with and without

sequencing (10 million reads per sample) (Figure 6B, Figure S9A). For example, to reach an

80% TPR at a desired FDR of 5%, one needs to spend $715 including sequencing costs for
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prime-seq, $795 when using Decode-seq, $1,625 when using Illumina Stranded, and $3,485

when using TruSeq (Figure S9B).

Figure 6. Prime-seq

is very cost-efficient.

(A) With a set budget

of $500, prime-seq

allows one to process

198 samples, which is

1.6 times more

samples than the next

cost-efficient method.

(B) The compared

methods were grouped

into low, middle, and

high cost methods and

the TruSeq MAQCII data was used as a basis for power analysis for all methods but

prime-seq. The increase in sample size due to cost efficiency directly impacts the power to

detect differentially expressed genes, as evident by the increased performance of prime-seq

and other low cost methods (BRB-seq and Decode-seq), even when sequencing costs are

included in the comparison (sequencing depth of 10 mio. reads at a cost of $3.40 per 1 mio.

reads).

Cost-efficiency with respect to time can also matter and we calculated hands-on and hands-off

time for the different methods (Table S5). Hands-on times vary from 30-35 minutes for the

non-commercial, early barcoding methods to 52-191 minutes for commercial methods. However,

as all methods require essentially a full day of lab work, we consider the differences in required

times not as decisive, at least not in a research lab setting where RNA-seq is not done on a

daily or weekly basis. In summary, we find that prime-seq is the most cost-efficient bulk

RNA-seq method currently available.
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Discussion

In this paper we present and validate prime-seq, a bulk RNA-seq protocol, and show that it is as

powerful and accurate as TruSeq in quantifying gene expression levels, but more sensitive and

much more cost-efficient. We validate the DNAse I treatment and determine that intronic reads

are derived from RNA and can be used in downstream analysis. We also validate input ranges

and the direct lysis and bead-based RNA purification of tissue and cell culture samples. Finally,

we exemplify the use of prime-seq by profiling AML samples and NPC differentiation and show

that prime-seq is currently the most cost-efficient bulk RNA-seq method. In the following, we

focus our discussion on advantages and drawbacks of prime-seq in comparison to other

RNA-seq protocols. To this end, we distinguish protocols like TruSeq, Smart-seq, or NEBNext

that individually process RNA samples and generate full-length cDNA profiles (“full-length

protocols”) from protocols like prime-seq, Decode-seq, or BRB-seq that use early barcoding and

generate 5’ or 3’ tagged cDNA libraries (“tag protocols”).

Complexity, power and accuracy are similar among most bulk RNA-seq protocols

Initially, early barcoding 3’ tagged protocols generated slightly less complex libraries (i.e.

detected fewer genes for the same number of reads), especially due to a considerable fraction

of unmapped reads [22,63]. These reads are probably caused by PCR artifacts during cDNA

generation and amplification. Protocol optimizations as shown for BRB-seq [22], Decode-seq

[16] and here for prime-seq have reduced these artifacts and hence have improved library

complexity to the level of standard full-length protocols. For prime-seq we have shown

quantitatively that its complexity, accuracy, and power is very similar to that of TruSeq. More

comprehensive studies, ideally across laboratories [5,48], would be needed to quantitatively
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compare protocols, also with respect to their robustness across laboratories and conditions and

their biases for individual transcripts. For the context and methods discussed here, we would

argue that there are no decisive differences in power, accuracy, and complexity among tag

protocols and full-length protocols at least when performed under validated and optimized

conditions.

Cost-efficiency makes tag-protocols preferable when quantifying gene expression levels

As shown above (Figure 6) and as argued before [16,22,63], the main advantage of tag

protocols is their cost-efficiency. Their most obvious drawback is that they cannot quantify

expression levels of different isoforms. Smart-seq2 [64] and Smart-seq3 [10] are relatively

cost-efficient full length protocols that were developed for scRNA-seq. However, they have not

been validated and optimized for bulk RNA-seq and would still be considerably more expensive

than most tag protocols. Furthermore, as reconstructing transcripts from short read data is

difficult and requires deep sequencing, isoform detection and quantification is now probably

more efficiently done by using long-read technologies [1]. However, from our experience, most

RNA-seq projects quantify expression at the gene level not at the transcript level. This is

probably because most projects use RNA-seq to identify affected biological processes or

pathways by a factor of interest. As different genes are associated with different biological

processes, but different isoforms are only very rarely associated with different biological

processes, most projects do not profit much from quantifying isoforms. Hence, we would argue

that quantifying expression levels of genes is the better option, as long as isoform quantification

is not of explicit relevance for a project.

Another limitation is that all tag-protocols use poly(A) priming and hence do not capture mRNA

from bacteria, organelles, or other non-polyadenylated transcripts. For full-length protocols like
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TruSeq, cDNA generation by random priming after rRNA depletion can be done. Another

possibility is poly(A) tailing after rRNA depletion [65], but to our knowledge, this has not been

adopted to tag-based protocols yet. How to efficiently combine profiling of polyadenylated,

non-polyadenylated, and small RNA is certainly worth further investigating. However, it is also

true that for eukaryotic cells, quantification of mRNAs contains most of the information. Hence,

similar to the quantification of isoforms, we would argue that quantifying expression levels of

genes by polyadenylated transcript is often sufficient, as long as non-polyadenylated transcripts

are not explicitly relevant.

Finally, while early barcoding and pooling enable the cost-efficiency of tag protocols, this

necessitates calibrating input amounts. Input calibration is easy when starting with extracted

RNA or when it is possible to count cells prior to direct lysis. When counting cells is not possible,

we have also developed a protocol adaptation of prime-seq that allows for RNA quantification

and normalization after bead-based RNA isolation and prior to reverse transcription

(https://dx.doi.org/10.17504/protocols.io.s9veh66). Early barcoding and pooling also entails the

danger of barcode swapping, i.e. the formation of chimeric molecules during PCR, resulting in a

contamination of a cell’s expression profile with transcripts from another cell. This is especially

an issue for scRNA-seq [66] as the number of PCR cycles and on the polymerase likely play a

role [67]. To verify that this is not an issue in prime-seq, we pooled human and mouse samples

at each possible point in the protocol; we detected low rates of cross-contamination when

samples were pooled as RNA (0.59%), cDNA (0.76%), or libraries (0.83%).

In summary, when quantification of isoforms and/or non-polyadenylated RNA is not necessary, a

technically validated tag protocol has no drawbacks. Protocols that use poly(A) priming and

template switching also have the advantage that they are very sensitive and for prime-seq we
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have validated that it still works optimally also with 1,000 cells (~10-20ng total RNA) as input.

However, the decisive advantage of tag protocols is their drastically higher cost-efficiency

(Figure 6), as this leads to drastically higher power and much more flexibility in the experimental

design for a given budget. As repeated by biostatisticians over the decades, a good

experimental design and a sufficient number of replicates is the most decisive factor for

expression profiling. It is sobering how enduring the n=3 tradition is, as is nicely shown in [16],

although it is known that it is better to distribute the same number of reads across more

biological replicates [17]. Cost-efficient tag protocols will hopefully make such experimental

designs more common. While library costs are less notable for sequencing depths of 10M reads

or more (Figure 6B), they may enable RNA-seq experiments that can be done with shallow

sequencing, something which is less obvious and might be overlooked. Replacing qPCR has

been advocated as one example by the authors of BRB-seq[22]. But also other applications, like

characterizing cell type composition [36], quality control of libraries, or optimizing experimental

procedures can profit considerably from low library costs.

In summary, tag protocols allow flexible designs of RNA-seq experiments that should be helpful

for many biological questions and have a vast potential when readily accessible for many labs.

Validation, documentation, and cost-efficiency make prime-seq a good option for setting up a tag

protocol

We have argued above that adding a tag protocol to the standard method repertoire of a

molecular biology lab is advantageous due to its cost-efficiency. As the different tag protocols

discussed here perform fairly similar with respect to complexity, power, accuracy, sensitivity, and

cost-efficiency, essentially any of them would suffice. If one has a validated, robust protocol

running in a lab or core facility, it is probably not worth switching. That said, our results might still
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help to better validate existing protocols, integrate direct lysis, and make use of intronic reads. If

one does not have a tag protocol running, we would argue that our results provide helpful

information to decide on a protocol, and that prime-seq would be a good option for several

reasons as laid out in the following.

A main difference among tag protocols is whether they tag the 5’ end, like Decode-seq, or tag

the 3’ end like BRB-seq or prime-seq. 5’ tagging has some obvious advantages (see also [16]),

including the possibility to read both ends of the cDNA as one cannot read through the poly(A)

tail. Using the sequence information from the 5’ end is also important to distinguish alleles of

B-cell receptors and T-cell receptors [68]. In scRNA-seq, both 5’ and 3’ tag protocols have been

successfully used, but 3’ tagging is currently the standard. The reason for this is not obvious, but

it might be that the incorporation of the barcode and the UMI is more difficult to optimize [10].

Additionally, the higher level of alternative splicing at the 5’ end could make gene-level

quantification more difficult. More dedicated comparisons would be needed to further investigate

these factors. Currently, 3’ tag protocols are more established and when using a suitable

sequencing design, poly(A) priming does not compromise sequencing quality as validated by us

and the widespread use of Chromium 10x v3 chemistry scRNA-seq libraries that have the same

layout as prime-seq.

As shown above, prime-seq is among all protocols the most cost-efficient when starting from

purified RNA. It is also currently the only protocol for which a direct lysis is validated, which

further increases cost-efficiency of library production. This is especially advantageous when

processing many samples, shallow sequencing is sufficient, and/or as sequencing costs

continue to drop.
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Finally, we think that prime-seq is the easiest tag protocol to set up. While many such protocols

have been published and all have argued that their method would be useful, few have actually

become widely implemented. The reasons are in all likelihood complex, but we think that

prime-seq has the lowest barriers to be set up by an individual lab or a core facility for three

reasons: First, to our knowledge it is the most validated non-commercial bulk RNA-seq protocol,

based on the experiments presented here as well as our >5 years of experience in running

various versions of the protocol with over 6,000 samples across 17 species resulting in over 20

publications to date. It is the only protocol for which direct lysis and sensitivity are quantitatively

validated. Also, it is well validated in combination with zUMIs, the computational pipeline that

was developed and is maintained by our group [45]. Second, it is not only cost-efficient per

sample, but it also has low setup costs. It requires no specialized equipment and only the

barcoded primers as an initial investment of ~$2,000 for 96 primers, which will be sufficient for

processing more than 240 thousand samples. Finally, prime-seq is well documented not only by

this manuscript, but also by a step-by-step protocol, including all materials, expected results,

and alternative versions depending on the type and amounts of input material

(https://dx.doi.org/10.17504/protocols.io.s9veh66). Hence, we think that prime-seq is not only a

very useful protocol in principle, but also in practice.

Conclusion

The multi-dimensional phenotype of gene expression is highly informative for many biological

and medical questions. As sequencing costs dropped, RNA-seq became a standard tool in

investigating these questions. We argue that the decisive next step is to use the possibilities of

lowered library costs by tag protocols to leverage even more of this potential. We show that

prime-seq is currently the best option when establishing such a protocol as it performs as well
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as other established RNA-seq protocols with respect to its accuracy, power, and library

complexity. Additionally, it is very sensitive, is well documented, and is the most cost-efficient

bulk RNA-seq protocol currently available to set up and to run.
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Methods

A step-by-step protocol of prime-seq, including all materials and expected results, is available on

protocols.io (https://dx.doi.org/10.17504/protocols.io.s9veh66). Below, we briefly outline the

prime-seq protocol, as well as describe any experiment-specific methods and modifications that

were made to prime-seq during testing and optimization.

prime-seq

Cell lysates, generally containing around 1,000-10,000 cells, were treated with 20 µg of

Proteinase K (Thermo Fisher, #AM2546) and 1µL 25 mM EDTA (Thermo Fisher, EN0525) at

50°C for 15 minutes with a heat inactivation step at 75°C for 10 minutes. The samples were then

cleaned using cleanup beads, a custom made mixture containing SpeedBeads

(GE65152105050250, Sigma-Aldrich), at a 1:2 ratio of lysate to beads. DNA was digested

on-beads using 1 unit of DNase I (Thermo Fisher, EN0525) at 20°C for 10 minutes with a heat

inactivation step at 65°C for 5 minutes.

The samples were then cleaned and the RNA was eluted with the 10 µL reverse transcription

mix, consisting of 30 units Maxima H- enzyme (Thermo Fisher, EP0753), 1x  Maxima H- Buffer

(Thermo Fisher), 1 mM each dNTPs (Thermo Fisher), 1 µM template-switching oligo (IDT), 1 µM

barcoded oligo(dT) primers (IDT). The reaction was incubated at 42°C for 90 minutes.

Following cDNA synthesis, the samples were pooled, cleaned, and concentrated with cleanup

beads at a 1:1 ratio and eluted in 17 µL of ddH2O. Residual primers were digested using

Exonuclease I (Thermo Fisher, EN0581) at 37 ºC for 20 minutes followed by a heat inactivation
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step at 80 ºC for 10 minutes. The samples were cleaned once more using cleanup beads at a

1:1 ratio, and eluted in 20 µL of ddH2O.

Second strand synthesis and pre-amplification were performed in a 50 µL reaction, consisting of

1x KAPA HiFi Ready Mix (Roche, 7958935001) and 0.6 µM SingV6 primer (IDT), with the

following PCR setup: initial denaturation at 98 ºC for 3 minutes, denaturation at 98 ºC for 15

seconds, annealing at 65 ºC for 30 seconds, elongation at 68 ºC for 4 minutes, and a final

elongation at 72 ºC for 10 minutes. Denaturation, annealing, and elongation were repeated for

5-15 cycles depending on the initial input.

The DNA was cleaned using cleanup beads at a ratio of 1:0.8 of DNA to beads and eluted with

10 µL of ddH2O. The quantity was assessed using a Quant-iT PicoGreen dsDNA assay kit

(Thermo Fisher, P11496) and the quality was assessed using an Agilent 2100 Bioanalyzer with a

High Sensitivity DNA analysis kit (Agilent, 5067-4626).

Libraries were prepared with the NEBNext Ultra II FS Library Preparation Kit (NEB, E6177S)

according to manufacturer instructions in most steps, with the exception of adapter sequence

and reaction volumes. Fragmentation was performed on 2.5 µL of cDNA (generally 2 - 20 ng)

using Enzyme Mix and Reaction buffer in a 6 µL reaction. A custom prime-seq adapter (1.5 µM,

IDT) was ligated using the Ligation Master Mix and Ligation Enhancer in a reaction volume of

12.7 µL. The samples were then double-size selected using SPRI-select Beads (Beckman

Coulter, B23317), with a high cutoff of 0.5 and a low cutoff of 0.7. The samples were then

amplified using Q5 Master Mix (NEB, M0544L), 1 µL i7 Index primer (Sigma-Aldrich), and 1 µL

i5 Index primer (IDT) using the following setup: 98°C for 30 seconds; 10-12 cycles of 98°C for 10

seconds, 65°C for 1 minute 15 seconds, 65°C for 5 minutes; and 65°C for 4 minutes.
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Double-size selection was performed once more as before using SPRI-select Beads. The

quantity and quality of the libraries were assessed as before.

Nextera XT Library Prep

Prior to using the NEBNext Ultra II FS Library Kit, libraries were prepared using the Nextera XT

Kit (Illumina, FC-131-1096). This included the RNA extraction experiments (Figure 4) as well as

the AML experiment (Figure 5B). These libraries were prepared as previously described [11].

Briefly, three replicates of 0.8 ng of DNA were tagmented in 20 µL reactions. Following

tagmentation, the libraries were amplified using 0.1 µM P5NextPT5 primer (IDT) and 0.1 µM i7

index primer (IDT) in a reaction volume of 50 µL. The index PCR was incubated as follows: gap

fill at 72°C for 3 minutes, initial denaturation at 95 ºC for 30 seconds, denaturation at 95 ºC for

10 seconds, annealing at 62 ºC for 30 seconds, elongation at 72 ºC for 1 minute, and a final

elongation at 72 ºC for 5 minutes. Denaturation, annealing, and elongation were repeated for 13

cycles.

Size selection was performed using gel electrophoresis. Libraries were loaded onto a 2%

Agarose E-Gel EX (Invitrogen, G401002) and were excised between 300 bp - 900 bp and

cleaned using the Monarch DNA Gel Extraction Kit (NEB, T1020). The libraries were quantified

and qualified using an Agilent 2100 Bioanalyzer with a High Sensitivity DNA analysis kit (Agilent,

5067-4626).

Barcoded oligo(dT) primer design

In order to enable more robust demultiplexing and to ensure full compatibility of our sequencing

layout with the Chromium 10x v3 chemistry, oligo(dT) primers were designed to include a 12 nt

30

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted September 28, 2021. ; https://doi.org/10.1101/2021.09.27.459575doi: bioRxiv preprint 



Prime-seq, e!icient and powerful bulk RNA-sequencing

81

cell barcode and 16 nt UMI. Candidate cell barcodes were created in R using the DNABarcodes

package [69] to generate barcodes with a length of 12 nucleotides and a minimum Hamming

distance (HD) of 4, with filtering for self-complementarity, homo-triplets, and GC-balance

enabled. Candidate barcodes were filtered further, resulting in a barcode pool with a minimal HD

of 5 and a minimal Sequence-Levenshtein distance of 4 within the set. In order to balance

nucleotide compositions among cell barcodes at each position BARCOSEL [70] was used to

further reduce the candidate set down to the final 384 barcodes.

Sequencing

Sequencing was performed on an Illumina HiSeq 1500 instrument for all libraries except for the

IPSC/NPC experiment where a NextSeq 550 instrument was used. The following setup was

used: Read 1: 28 bp, Index 1: 8 bp; Read 2: 50-56 bp.

Pre-processing of RNA-seq Data

The raw data was quality checked using fastqc (version 0.11.8 [71]) and then trimmed of poly(A)

tails using Cutadapt (version 1.12, https://doi.org/10.14806/ej.17.1.200). Following trimming, the

zUMIs pipeline (version 2.9.4 ,[45]) was used to filter the data, with a Phred quality score

threshold of 20 for 2 BC bases and 3 UMI bases. The filtered data was mapped to the human

genome (GRCh38) with the Gencode annotation (v35) or the mouse genome (GRCm38) with

the Gencode annotation (vM25) using STAR (version 2.7.3a,[72]) and the reads counted using

RSubread (version 1.32.4,[73]).
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Sensitivity and Differential Gene Expression Analysis of RNA-seq Data

The count matrix generated by zUMIs was loaded into RStudio (version 1.3.1093 [74]) using R

(version 4.0.3 [75]). bioMart (version 2.46.0 [76]), dplyr (version 1.0.2 [77]), and tidyr (version

1.1.2 [78]) were used for data processing and calculating descriptive statistics (i.e. detected

genes, reads, and UMIs). DESeq2 (version 1.30.0 [79]) was used for differential gene

expression analysis. ggplot2 (version 3.3.3 [80]), cowplot (version 1.1.1 [81]), ggbeeswarm

(0.6.0 [82]), ggsignif (version 0.6.0 [83]), ggsci (version 2.9 [84]), ggrepel (version 0.9.0 [85]),

EnhancedVolcano (1.8.0 [86]), ggpointdensity (version 0.1.0 [87]) and pheatmap (version 1.0.12

[88]) were used for data visualization.

Power Analysis of RNA-seq Data

Power Simulations were performed following the workflow of the powsimR package (version

1.2.3 [49]). Briefly, RNAseq data per method was simulated based on parameters extracted from

the UHRR comparison experiment. For each method and sample size setup (6 vs. 6, 12 vs. 12,

24 vs. 24, and 48 vs. 48) 20 simulations were performed with the following settings:

normalization = ‘MR’, RNAseq = ‘bulk’, Protocol = ‘Read/UMI’, Distribution = ‘NB’, ngenes =

30000, nsims = 20, p.DE = 0.10. We verified with the data generated from the AML and NPC

differentiation data that the gamma distribution (shape = 1, scale = 0.5) would be an appropriate

log fold change distribution in this case (Figure S5B).

Cell Preparation

Human embryonic kidney 293T (HEK293T) cells were cultured in DMEM media (TH.Geyer,

L0102) supplemented with 10% FBS (Thermo Fisher, 10500-064) and 100 U/ml Penicillin and
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100 μg/ml Streptomycin (Thermo Fisher). Cells were grown to 80% confluency, and harvested

by trypsinization (Thermo Fisher, 25200072).

Peripheral blood mononuclear cells (PBMCs) were obtained from LGC Standards

(PCS-800-011). Before use, the cells were thawed in a water bath at 37°C and washed twice

with PBS (Sigma-Aldrich, D8537).

Prior to lysis, cells were stained with 1 ug/ml Trypan Blue (Thermo Fisher Scientific, 15-250-061)

and counted using a Neubauer counting chamber. Then, the desired number of cells (1,000 or

10,000) was pelleted for 5 min at 200 rcf, resuspended in 50 µL of lysis buffer (RLT Plus

(Qiagen, 1053393) and 1% ß-mercaptoethanol (Sigma-Aldrich,M3148) and transferred to a

96-well plate. Samples were then stored at -80 ºC until needed.

Tissue Preparation

Striatal tissue from C57BL/6 mice between the ages of 6 and 12 months was harvested by first

placing the mouse in a container with Isoflurane (Abbot, TU 061220) until the mouse was visibly

still and exhibited laboured breathing. The mice were then removed from the container, and a

cervical dislocation was performed. The mice were briefly washed with 80% EtOH, the head

decapitated, and the brain removed. The brain was transferred to a dish with ice-cold PBS and

placed in a 1 mm slicing matrix.

Using steel blades (Wilkinson Sword, 19/03/2016DA), 5 coronal incisions were made. Biopsy

punches (Kai Medical, BPP-20F) were then taken from the striatum and the tissue was

transferred to a 1.5 mL tube with 50 µL of lysis buffer, RLT Plus and 1% ß-mercaptoethanol. The

tubes were snap frozen and stored at -80 ºC until needed.
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RNA Extraction Experiments

To determine differences due to RNA extraction we isolated RNA using columns from the

Direct-zol RNA MicroPrep Kit (Zymo, R2062) (condition: “Column”) and magnetic beads from

the prime-seq protocol (conditions: “No Incubation”, “Incubation”, and “Magnetic Beads”) (see

above for details on prime-seq). For the “Column” condition, manufacturer instructions were

followed and both the Proteinase K and DNase digestion steps were performed as outlined in

the protocol. For the magnetic bead isolation, the prime-seq protocol was used as outlined in the

“Magnetic Beads” condition. For “No Incubation” condition the Proteinase K digestion was

skipped entirely. For the “Incubation” condition, the Proteinase K digestion was performed but

with no enzyme; that is the heat cycling of 50°C for 15 minutes and 75°C for 10 minutes was

carried out but no enzyme was added to the lysate.

gDNA Priming Experiment

For a graphical overview of the gDNA Priming experiment, see Figure 2B. Frozen vials of mouse

embryonic stem cells (mESC), that have been cultured as previously described (citation Bagnoli)

(clone J1, frozen in Bambanker (NIPPON Genetics, BB01) on 04.2017), and HEK293T cells

(frozen in Bambanker on 30.11.18, passage 25) were thawed. DNA was extracted from 1 million

mESCs using DNeasy Blood & Tissue Kit (Qiagen, 69506) and RNA was extracted from

450,000 HEK293T cells using the Direct-zol RNA MicroPrep Kit (Zymo, R2062), according to

manufacturer instructions in both cases. The optional DNase treatment step during the RNA

extraction was performed in order to remove any residual DNA.

After isolating DNA and RNA, the two were mixed to obtain the following conditions: 10 ng RNA/

7 ng DNA, 7.5 ng RNA/ 1.75 ng DNA, and 10 ng RNA/ 0 ng DNA. The 10 ng RNA/ 7 ng DNA
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condition, which represents the highest contamination of DNA, was performed twice, once

without DNase treatment and once with DNase treatment. Libraries were prepared from three

replicates for each condition using prime-seq and were then sequenced (see above for detailed

information).

MAQC-III Comparison Experiment

For a graphical overview of the experimental design see Figure S7A. As only Mix A from the

original MAQC-III Study was compared, 122.2 µL of ddH2O, 2.8 µL of UHRR (100 ng/µL)

(Thermo Fisher, QS0639), and 2.5 µL of ERCC Mix 1 (1:1000) (Thermo Fisher, 4456740) were

combined to generate a 1:500 dilution of Mix A. Eight RNA-seq libraries were constructed using

prime-seq (see above methods) with 5 µL of the 1:500 Mix A.

The samples were sequenced and the data processed and analyzed as outlined above. Of the

comparison data from the original MAQC-III Study, Experiment SRX302130 to SRX302209 from

Submission SRA090948 were used as this was the sequence data from one site (BGI) and was

sequenced using an Illumina HiSeq 2000 [48]. The TruSeq data was first trimmed to be 50 bp

long and then processed with zUMIs as outlined above, with the exception of using both cDNA

reads and not providing UMIs as there were none. Paired-end data was used to not penalize

TruSeq, as this is a feature of the method.

NPC Differentiation Experiment

To differentiate hiPSCs to NPCs, cells were dissociated and 9x103 cells were plated into each

well of a low attachment U-bottom 96-well-plate in 8GMK medium consisting of GMEM (Thermo

Fisher), 8% KSR (Thermo Fisher), 5.5 ml 100x NEAA (Thermo Fisher), 100mM Sodium

Pyruvate (Thermo Fisher), 50mM 2-Mercaptoethanol (Thermo Fisher) supplemented with
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500nM A-83-01 (Sigma Aldrich), 100nM LDN 193189 (Sigma Aldrich) and 30µM Y27632

(biozol). A half-medium change was performed on day 2 and 4. On day 6 Neurospheres from 3

columns were pooled, dissociated using Accumax (Sigma Aldrich) and seeded on Geltrex

(Thermo Fisher) coated wells. After 2 days, cells were dissociated, counted and 2x104 were

lysed in 100 µL of lysis buffer (RLT Plus (Qiagen, 1053393) and 1% ß-mercaptoethanol

(Sigma-Aldrich,M3148)

AML-PDX Sample Collection

Acute myeloid leukemia (AML) cells were engrafted in NSG mice (The Jackson Laboratory, Bar

Harbour, ME, USA) to establish patient derived xenograft (PDX) cells [52]. AML-PDX cells were

cryopreserved as 10 Mio cells in 1mL of freezing medium (90% FBS, 10% DMSO) and stored at

-80°C for biobanking purposes. To avoid thawing these samples and thus harming or even

destroying them, the frozen cell stocks were first transferred to dry ice under a cell culture hood.

Next a sterile 1 mm biopsy punch was used to punch the frozen cells in the vial and transfer the

extracted cells to one well of a 96 well plate containing 100 µL RLTplus lysis buffer with 1% beta

mercaptoethanol. To ensure complete lysis the lysate was mixed and snap frozen on dry ice.

One biopsy punch is estimated to contain 10 µL of cryopreserved cells corresponding to roughly

1x10^5 cells given an even distribution of cells within the original vial. All 96 samples were

collected in this manner, biopsy punches were washed using RNAse Away (Thermo Fisher

Scientific) and 80 % Ethanol for reuse. These lysates were subjected to prime-seq, including

RNA isolation using SPRI beads. In total, PDX samples from 11 different AML patients were

analyzed in 6 to 16 biological replicates (engrafted mice) per sample.
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Cost Comparisons

Costs were determined by searching for general list prices from various vendors. When step by

step protocols were available, each component was included in the cost calculation, such as for

the SMARTer Stranded Total RNA Kit (Takara, 634862), SMART-Seq RNA Kit (v4) (Takara,

634891), TruSeq Library Prep (Illumina, RS-122-2001/2), TruSeq Stranded Library Prep

(Illumina, 20020595), and Illumina Stranded mRNA Prep (Illumina, 20040534). In the case of

BRB-seq no publicly available step-by-step protocol was found, so the methods section was

used to calculate costs [22]. Decode-seq has a publicly available protocol, however, the level of

detail was insufficient to calculate exact costs; therefore, when specific vendors were not listed,

we used the most affordable option that we have previously validated. In all cases the prices

included sales tax and were listed in euros and were therefore converted to USD using a

conversion rate of 1.23 USD to EUR. The costs for all methods can be found in Table S4.
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INVESTIGATING LOSS-OF-FUNCTION AND HUMAN EVO-
LUTION OF FOXP2 USING GLOBAL TRANSCRIPTOMIC 
ANALYSIS 

Abstract 

FOXP2 was the first gene implicated in human language and still remains 
one of the few speech-associated genes. Although this has led to over 
two decades of investigation, the exact mechanisms are still unknown. 
FOXP2 research has primarily focused on the lungs, due to its role in lung 
development, and the brain as it is involved in cortico-basal ganglia cir-
cuitry. However, a comprehensive multi-organ transcriptomic analysis is 
still lacking. To this end, we utilize a cost-e!icient bulk RNA-sequencing 
method to process 421 samples consisting of 18 tissues. In this study we 
aim to elucidate the functional role of FOXP2 and the evolutionary aspect 
of the human-specific mutations possibly contributing to the evolution of 
human speech. Therefore, we compare wild-type mice to heterozygous 
mice with one non-functional Foxp2 allele (knockout) and homozygous 
mice with variant Foxp2 alleles containing two human-specific mutations 
(humanized). We perform power analysis to determine the effect size of 
Foxp2 and observe that it is too small to readily interpret differences be-
tween the genotypes in most tissues. Even with such a small effect size, 
we detect the strongest difference in the lungs of knockout mice, which 
supports previous findings. Additionally, within the humanized-wild-type 
comparison for the brain we observe differences related to neuron pro-
jection localization and regulation. 

Declaration of Contribution 

AJ and WE conceived the study. AJ, ML, IO, and SP prepared the tissue 
samples. AJ and ML processed the tissue samples. AJ, LEW, and JG con-
ducted the RNA-seq experiments. AJ performed differential gene expres-
sion analysis, functional annotation analysis, network analysis, and motif 
identification. LEW performed power analysis. ZK provided assistance at 
all steps of analysis. BV and IH provided computational and statistical 
support. WE, IH, and DA provided laboratory equipment.  AJ, IO, and WE 
wrote the manuscript. All authors read and approved the manuscript. 

Availability 

Unpublished manuscript. Currently only available within this work.  

97





Investigating loss-of-function and human evolution of FOXP2 using global transcriptomic 
analysis

Investigating loss-of-function and human evolution of 
FOXP2 using global transcriptomic analysis 

Aleksandar Janjic1,2, Lucas E. Wange1, Johanna Geuder1, Zane Kliesmete1, 
Michael Lacy3,4, Sara Pagella2,5, Isabella Ogusuku1, Beate Vieth1, Dorothee  At-
zler3,4, Ines Hellmann1, Wolfgang Enard1+ 

1 Anthropology & Human Genomics, Department of Biology II, Ludwig-Maximil-
ians University, Martinsried, Germany 

2 Graduate School of Systemic Neurosciences, Department of Biology II, Lud-
wig-Maximilians University, Martinsried, Germany 

3 Institute for Cardiovascular Prevention, Ludwig-Maximilians University, Munich, 
Germany 

4 German Center for Cardiovascular Research (DZHK), Partner Site Munich Heart 
Alliance, Munich, Germany. 

5 Division of Neurobiology, Department of Biology II, Ludwig-Maximilians Univer-
sity, Martinsried, Germany 

+ Corresponding author, Lead contact:  

Wolfgang Enard 

Anthropology and Human Genomics, Department of Biology II 

Ludwig-Maximilians University 

Großhaderner Str. 2, 82152 Martinsried, Germany 

Phone: +49 (0)89 / 2180 - 74 339 

E-Mail: enard@bio.lmu.de 

99



Results

Abstract 

FOXP2 was the first gene implicated in human language and still remains 
one of the few speech-associated genes. Although this has led to over 
two decades of investigation, the exact mechanisms are still unknown. 
FOXP2 research has primarily focused on the lungs, due to its role in lung 
development, and the brain as it is involved in cortico-basal ganglia cir-
cuitry. However, a comprehensive multi-organ transcriptomic analysis is 
still lacking. To this end, we utilize a cost-e#icient bulk RNA-sequencing 
method to process 421 samples consisting of 18 tissues. In this study we 
aim to elucidate the functional role of FOXP2 and the evolutionary aspect 
of the human-specific mutations possibly contributing to the evolution of 
human speech. Therefore, we compare wild-type mice to heterozygous 
mice with one non-functional Foxp2 allele (knockout) and homozygous 
mice with variant Foxp2 alleles containing two human-specific mutations 
(humanized). We perform power analysis to determine the effect size of 
Foxp2 and observe that it is too small to readily interpret differences be-
tween the genotypes in most tissues. Even with such a small effect size, 
we detect the strongest difference in the lungs of knockout mice, which 
supports previous findings. Additionally, within the humanized-wild-type 
comparison for the brain we observe differences related to neuron pro-
jection localization and regulation. 
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Introduction  

Human language is one, if not the most, defining characteristics of our 
species. Finding a genetic explanation behind this unique evolutionary 
ability has been a long-term goal not only of the scientific community but 
a question that has been posited by people over the ages. Forkhead box 
protein P2 (FOXP2) is 715 amino acid transcription factor encoded by the 
FOXP2 gene and expressed in various tissues, including brain, lung, thy-
roid, bladder, and muscle (Campbell et al. 2009; Ferland et al. 2003; Lai 
et al. 2003; Takahashi et al. 2003; Lai et al. 2001; Shu et al. 2005, 2007). 
FOXP2 is a member of the FOX superfamily of transcription factors, and 
more specifically the FOXP subfamily, which is characterized by various 
functions but is especially important in immune function, differentiation, 
and development (Kim et al. 2019; Lam et al. 2013).  

Although a functional role of FOXP2 has been implicated in lung (Shu et 
al. 2007) and brain development (Spiteri et al. 2007; Ferland et al. 2003), 
the gene is most interestingly associated with human speech. Specifical-
ly, missense mutations (R553H and R328X) in one allele of FOXP2 results 
in developmental verbal dyspraxia (Lai et al. 2001; MacDermot et al. 
2005; Vargha-Khadem et al. 2005), whereas two non-functional copies 
are fatal (French et al. 2007; Fujita et al. 2008; Groszer et al. 2008; Shu et 
al. 2005). FOXP2 is hypothesized to affect speech by modulating cortico-
basal ganglia circuits (Enard et al. 2009). Thus it potentially affects learn-
ing by accelerating transitions from declarative to procedural behavior, 
and thereby allowing humans to develop proper speech (Schreiweis et al. 
2014).  

As with other genetic mutations, an evolutionary approach can provide 
invaluable insight into the mechanistic explanation responsible for the 
phenotypic state observed. Therefore, FOXP2 has naturally been exten-
sively studied in model organisms, such as mice, as well as non-human 
primates. The chimpanzee, gorilla, and rhesus FOXP2 proteins were found 
to be identical to one another, and, in addition to the mouse Foxp2 pro-
tein, differ from humans by two amino acids (exon 7, position 303 and 
325) (Fig. 1A - C) (Enard et al. 2002). Even though FOXP2 is a highly con-
served protein (Enard et al. 2002; Teramitsu et al. 2004; Webb and Zhang 
2005), the two amino acid differences in the human lineage, which oc-
curred after separation of human and chimpanzee, are of special interest 
as they have been linked to speech and learning (Enard et al. 2009; 
Zhang, Webb, and Podlaha 2002). Rigorously studying these amino acid 
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substitutions by genetic manipulation in a controlled experiment, howev-
er, would be impossible in humans and be prohibitively di#icult in chim-
panzees or other primates. Fortunately, since mouse Foxp2 can be treated 
as the ancestral version of the human gene, genetic manipulation of 
FOXP2 can be studied using a mouse model (Enard et al. 2009).  

To further elucidate the role of FOXP2, both the effect of the entire gene 
as in the case of patients with developmental language impairment as 
well as the human-specific amino acid substitutions potentially responsi-
ble for human speech, we used previously generated Foxp2wt/ko (knockout) 
and Foxp2hum/hum (humanized) mouse lines and compared them against 
wild-type mice, from the same C57BL/6J background (Enard et al. 2009). 
The knockout mice were bred heterozygously as a complete knockout is 
lethal. These mice were extensively studied as outlined in Enard et al. 
(2009); although they were healthy and displayed no large physical dif-
ferences, the humanized mice exhibited differences to the wild-type mice 
in behavior (e.g. ultrasonic vocalizations and decreased exploratory be-
havior) and brain phenotype (e.g. decreased dopamine concentrations 
and increased dendrite length in medium spiny neurons), and the knock-
out mice showed the opposite effects.  

Despite the Foxp2 knockout and humanized mice being subjected to ex-
tensive physical and behavioral studies, comprehensive gene expression 
analysis across many tissues has yet to be performed, and could be of no-
table insight. RNA-sequencing (RNA-seq) is the current standard for quan-
tifying the entire transcriptome, however, such wide-scale global analysis 
is only recently a practical possibility due to the advent of exceptionally 
low-cost bulk RNA-seq protocols (Y. Li et al. 2020; Alpern et al. 2019; Jan-
jic et al. 2021); thus allowing us to go beyond just cortico-basal ganglia 
circuitry, as was the focus of previous FOXP2 studies (Enard et al. 2009; 
Reimers-Kipping et al. 2011; Murugan et al. 2013).  

Therefore, here we sampled eighteen tissues from three different Foxp2 
genotypes (wild-type, knockout, and humanized), for a total of 421 sam-
ples (Fig. 1D and E). We performed RNA-seq on all samples simultaneously 
and conducted quality checks, including power analysis to determine the 
effect size of Foxp2 in our knockout and humanized mice, differential 
gene expression analysis, functional annotation enrichment, gene regula-
tory network inference, and transcription factor binding motif identifica-
tion (Fig. 1F). We detected the strongest signal between wild-type and 
knockout in the brain, bladder, liver, and lung while between wild-type 
and humanized it was in the brain, bladder, liver, and kidney. Additionally, 
a Foxp2 binding motif was detected among the differentially expressed 
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genes in the lungs of knockout compared to wild-type mice. Although the 
scale of this study is already larger than any Foxp2 transcriptomic analysis 
to date, we determine that the signal of Foxp2 is, as previously hypothe-
sized (Enard et al. 2009; Schreiweis et al. 2014), very small. Ultimately, 
this study serves as a blueprint for other genes of interest, allowing the 
scientific community to adapt the study to gain greater insight into rele-
vant, yet poorly understood genes.  

Results 

Experimental design and sample quality analysis  

With the advent of highly cost-e#icient bulk RNA-seq protocols, we were 
able to look beyond the tissues primarily studied in a FOXP2 context (i.e. 
lung and brain) and perform a comprehensive transcriptional analysis of 
Foxp2 wild-type, knockout, and humanized mice (Fig. 1C). Therefore, we 
harvested tissue from 24 mice (n = 8 per genotype), including males and 
females all of a similar age (3-4 months) (Supp. Table 1). We included the 
pons, medulla, motor cortex, ventral striatum, dorsal striatum, amygdala, 
thalamus, midbrain, and cerebellum, as well as the heart, lung, spleen, 
small intestines, colon, liver, kidney, bladder, and testis in our analysis 
(Fig. 1E).  

Of the 421 samples, 410 samples (97%) passed our filters for sequencing 
quality and depth (Supp. Fig. 1A) with a median of 2,684,329 UMIs and a 
median of 20,020 detected genes per sample (Supp. Fig. 1B). We ob-
served that samples cluster by tissue, supporting that harvesting and 
processing of different tissues was performed accurately (Supp. Fig. 2A 
and 2B). To test the accuracy of our harvesting and determine if there was 
contamination of neighboring regions within the brain, we performed 
bulk deconvolution based on single cell RNA-seq data (Tabula Muris Con-
sortium et al. 2018), and found that all samples within each region were 
homogenous (chi-square test of homogeneity = 1) (Supp. Fig. 3). 

Power analysis was performed as a final quality check across all tissue 
types for each genotype. At a sample size of 8, as was present in our de-
sign, we reach 80% conditional power for most tissues with a mean ex-
pression percentile of 50% (i.e. the top half most highly expressed genes) 
(Supp. Fig. 4A), and with an approximate fold change > 1.8 between the 
genotypes (Fig. 2A). However, what we observe in our data is that most 
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genes have a fold change between 1 and 1.2 (Fig. 2A and Supp. Fig. 4B), 
which means we are underpowered for genes with low fold changes. In 
the lung and brain, tissues which have been previously implicated with 
FOXP2, we observe more genes with larger fold changes than the average 
across all tissues (Fig. 2A). Additionally, with the exception of spleen, the 
tissues show fairly uniform marginal power at a sample size of 8, with 
most reaching 65-75% power (Fig. 2B). Doubling the sample size from 8 to 
16, however, would increase marginal power above 80% for all tissues ex-
cept spleen (Supp. Fig. 4C).  

Foxp2 deletion most strongly impacts gene expression in lungs, potentially 
targeting genes regulating Notch signaling 

We first investigated the effect of FOXP2 by using our Foxp2wt/ko (knock-
out) mice. In this case, we are able to study the effect of one non-func-
tional copy of Foxp2 on the transcriptome of 18 mouse tissues. We per-
formed pairwise comparisons of the different genotypes for each individ-
ual tissue, as well as larger groupings of tissue based on hierarchical clus-
tering, taking into account genotype, sex, batch, or tissue type based on 
our reduced model testing (Supp. Fig. 2B, Supp. Table 2). In many tissues 
or tissue groupings we saw no or few (≤2) differentially expressed genes 
(DEG) (Fig. 3A and Supp. Table 2). However, we found significant differen-
tial expression (false discovery rate (FDR) adj. p-value < 0.05) between 
knockout and wild-type mice in the lungs (DEG = 303), liver (DEG = 12), 
bladder (DEG = 8), and brain (DEG = 12) (Fig. 3A, Supp. Table 2 - 6).  

Not only did we observe the strongest difference in the lungs, but it was 
also the only tissue where Foxp2 was detected as a differentially ex-
pressed gene (log2 fold change of -0.50 wild-type compared to knockout, 
FDR adj. p-value = 0.03). Additionally, we observe Foxp2 expression in the 
lung samples of knockout mice to be higher than that of wild-type mice 
(p-value = 0.004, Wilcoxon test), a pattern that is not found in any of the 
other tissues (Supp. Fig. 5).  

Within the brain, another region that is heavily implicated with Foxp2 
function, we find that individual brain regions exhibit very few (≤2) or no 
significant DEGs. However, when we group the samples into similar tissue 
types based on hierarchical clustering of the samples (e.g. entire brain, 
amygdala-motor cortex, ventral-dorsal striatum, pons-medulla, thalamus-
midbrain, colon-small intestines) we detect more DEGs (Fig. 3A). Across 
the entire brain (n = 72 samples per genotype), we detect 12 DEGs (FDR 
adj. p-value < 0.05) when comparing knockout and wild-type mice, factor-
ing tissue into our model (Supp. Table 2 and 4).  
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To determine if there were any multi-tissue effects caused by Foxp2 dele-
tion we looked at which DEGs were detected multiple times across all tis-
sues. We only found three DEGs: Rpl18a and Rpl13, both involved in trans-
lation, as well as Tmem98, a gene involved in oligodendrocyte myelina-
tion and differentiation (Huang et al. 2018). 

To better understand the differences we detect between the Foxp2 
knockout and wild-type mice, we performed functional annotation en-
richment, including gene ontology (GO) and reactome analysis. Terms re-
lating to translation and cardiac development are enriched for the DEG in 
the bladder, metabolic processes in the liver, and cell migration, me-
tabolism, and learning in the lungs (Supp. Fig. 6 and Fig. 3B). Across the 
entire brain, we find GO terms relating to protein regulation, regulation of 
cell projections, and regulation of myelination/oligodendrocytes when 
comparing wild type and knockout samples (Supp. Fig. 2A). Reactome 
analysis, however, only detected pathways corresponding to ribosomal 
proteins, translation, or cell stress, likely due to the limited number of 
pathways and genes annotated compared to GO.  

Differential gene expression analysis, and subsequent functional annota-
tion enrichment, considers all genes independently, assumes they are 
regulated independently, and often requires a large signal when in-group 
sample numbers are low. We therefore performed weighted correlation 
network analysis (WGCNA) on the grouped brain tissues, as in this case 
we would have enough samples to potentially identify clusters or highly 
correlated genes, which can be used to identify relevant networks. These 
clusters (or modules) can also be related to an external trait using eigen-
gene network methodology, such as in our case the Foxp2 genotype. Al-
though network analysis did identify 21 modules, none of these modules 
were significantly correlated to the Foxp2 genotype (Supp. Fig. 8).  

Finally, as Foxp2 is a transcription factor, we wanted to identify if the 
binding motif is over-represented in any of our tissues where differential 
expression was detected. We identified Foxp2 in the lung DEG list, which 
consisted of 303 genes. Of these DEGs, 18 were enriched for the Foxp2 
binding motif (scertf__badis.HCM1) (Fig. 4) (Badis et al. 2008), including 
Zeb1, Mecom, Maml3, Atx1, and Foxp2 itself. Zeb1 is involved in neuronal 
differentiation and acts with Ctbp1 (Siles et al. 2013), a protein known to 
interact with Foxp2 (S. Li, Weidenfeld, and Morrisey 2004). Mecom is a 
transcription factor present in developing mouse lungs (Hawkins et al. 
2017). Additionally, Maml3 and Atxn1 are known to regulate Notch signal-
ing (Tong et al. 2011; Oyama et al. 2011), which has been shown to be es-
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sential for proper lung development (Guseh et al. 2009; Tsao et al. 2009; 
Rock et al. 2011). 

Human-specific amino acid substitutions in Foxp2 effect genes primarily in-
volved in neuron outgrowth, signaling, and maturation 

Unlike our knockout mice, the Foxp2hum/hum mice have two functional 
copies of Foxp2 but differ from wild-type mice in that they possess hu-
man-specific amino acid substitutions. Here, we wanted to study the ef-
fect of these amino acid substitutions, which could have been important 
during human evolution. As with the knockout mice, we investigated the 
difference between humanized and wild-type mice in each tissue individ-
ually, as well as the grouped tissues (Supp. Fig. 3B, Supp. Table 2 for 
model information). We also saw no or few (≤2) DEGs in most tissues as 
well as most groupings, except for bladder (DEG = 31), liver (DEG = 18), 
kidney (DEG = 7), and brain (DEG = 25) (FDR adj. p-value < 0.05) (Fig. 3A 
and Supp. Table 2, 7-10). Within the brain DEGs, Tmem106b (Stagi et al. 
2014), Hspb1 (Ackerley et al. 2006), Xlr3b (Cubelos et al. 2010) have been 
shown to regulate neurites and Manf has been shown to selectively pro-
mote the survival of dopaminergic neurons of the ventral midbrain and 
modulate GABAergic transmission to the dopaminergic neurons of the 
substantia nigra (Petrova et al. 2003). Across all tissues, only Hspa1a and 
Hspa8 were significantly differentially expressed, both of which are impli-
cated in a variety of functions, including protein folding, stress response, 
and interaction with Stub1, which is involved with Foxp3 degradation 
(Mayer 2013; Stricher et al. 2013; Ono 2020).  

We then performed gene ontology and reactome analysis between hu-
manized and wild-type mice to draw functional conclusions among the 
differentially expressed genes we detect. Specifically, we found terms 
corresponding to protein regulation and transportation in the bladder, 
glycosylation and RNA regulation in the liver, and cell communication and 
signaling, as well as neuron maturation and axon guidance in the kidney 
(Supp. Fig. 6). Within the combined brain sample analysis, we find GO 
terms relating to protein regulation and localization and regulation of 
neuron projections (Fig. 2C).  

Reactome analysis, network analysis, and transcription factor binding mo-
tif identification between humanized and wild-type mice was inconclu-
sive. As with the knockout mice, reactome analysis detected pathways 
corresponding to ribosomal proteins, translation, or cell stress, with the 
exception of bladder which showed enrichment in a kainate receptor 
pathway. WGCNA showed no significant modules explained by the geno-
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type effect (Supp. Fig. 7). And motif identification found no enriched mo-
tif for DEGs detected in humanized-wild-type comparisons.  

Discussion 

In this study we aimed to identify both the transcriptional effect of FOXP2 
by using the Foxp2wt/ko (knockout) mouse model, as well as the evolution-
ary effect of two human-specific Foxp2 amino acid substitutions by using 
the Foxp2hum/hum (humanized) model. We harvested 18 tissues from 24 
mice, which resulted in 421 samples, making it the largest FOXP2 tran-
scriptional study to date. We then used prime-seq to prepare RNA-seq li-
braries and various computational packages to carry out down-stream 
analysis (see methods).  

Differential gene expression analysis confirms previous findings, while pro-
viding novel insights 

As with most bulk RNA-sequencing studies, a main objective was to de-
termine differential expression globally (i.e. across many major organ sys-
tems) in our knockout and humanized mice when compared to wild-type 
mice. These atlas-style studies are currently a major component of single-
cell genomics. However, with the advent of affordable, high-throughput 
bulk RNA-seq protocols, we are able to map expression across not only 
the entire mouse, but across numerous mice, something that would be 
prohibitively expensive with a single-cell resolution. This has the added 
benefit that we can investigate tissues previously not extensively studied 
without substantially increasing overall costs. 

The most apparent difference we observed was in the lung samples be-
tween knockout and wild-type mice, which supports previous findings as 
FOXP2 is extensively implicated in lung development. We only differential-
ly detected Foxp2 in the lungs of knockout mice compared to wild-type 
mice. More interestingly, however, the expression pattern of Foxp2 in the 
lungs is counter-intuitive to what one would expect as we detected high-
er Foxp2 expression in the knockout mice than in the humanized and 
wild-type mice. This could potentially be explained because our knockout 
mouse model is heterozygous and has one functional allele present, 
which may act as a self-regulator and thereby result in increased Foxp2 
expression. However, as we only observe this pattern in the lungs, there 
must also be a lung-specific regulation resulting in this observation. To 
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better understand this observation, one would have to investigate ex-
pression and resulting changes either at earlier time points (i.e. prior to 
death caused by homozygous deletion of Foxp2) or by using an inducible 
knockout.  

The exact mechanisms of FOXP2 in lung development have yet to be de-
termined, but what is known is that decreased Foxp2   in mouse studies 
results in increased Pax2, Pax8, Pax9, Hoxa9-13, and Pdpn expression and 
decreased Nkx2-1, Sox2, Sox9, and Scgb1a1 expression (S. Li et al. 2016; 
Shu et al. 2007; Yang et al. 2010). None of these genes were found to be 
differentially expressed in our study, possibly as the aforementioned re-
search was performed using embryonic or early postnatal mice (E10.5 to 
P14) and our work used developed adult mice. However, at less conserva-
tive p-values Sox5 (FDR adj. p-value = 0.06), an interactor of Sox6/9 
(Lefebvre, Li, and de Crombrugghe 1998), and Sox7 (FDR adj. p-value = 
0.07), a regulator of Pax genes and Wnt signaling (Takash et al. 2001), 
were detected. Additionally, a number of genes related to Notch signaling 
were identified, including Notch2, Maml3, Atxn1, and Psenen (FDR adj. p-
value = 0.03, 0.02, 0.04, and 0.05 respectively). This is particularly strik-
ing as Notch signaling has been shown to be necessary for proper lung 
development (Tsao et al. 2016; Kong et al. 2004). The effect of FOXP2 on 
Notch signaling has been confirmed in a neuronal (Sin, Li, and Crawford 
2015), bone/cartilage (Xu et al. 2018), and cell culture (SH-SY5Y and 
HEK293T) (Vernes et al. 2007) context. However, in Foxp1/4 mutants, 
Notch signaling in the lungs was unaffected (S. Li et al. 2012); thus it may 
be that the regulation of Notch signaling during lung development is 
specific to Foxp2, rather than Foxp1/4.  

While we observed the strongest effect in the lungs, we also found con-
siderable differences in the brain when comparing the knockout and hu-
manized mice to wild-type mice. The individual brain regions exhibited 
few to no DEGs; however, when all brain regions were taken together and 
the tissue effect included in the analysis design model (Supp. Table 2), 
considerably more DEGs were detected in both the knockout-wild-type 
and humanized-wild-type comparison.  

Knockout models can have wide-spread effects on the transcriptome with 
many genes being dysregulated; nevertheless, we only observe 12 signifi-
cant DEGs among our knockout-wild-type brain sample comparison. Our 
knockout model (Foxp2wt/ko) is heterozygous, which could possibly ex-
plain the low number of detected DEGs. Additionally, Foxp2 homo- and 
hetero-dimerization is required for proper function, and as Foxp1/3/4 are 
not effected su#icient functional protein could likely be present for prop-
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er brain function and development. Despite the low number of DEGs, we 
detected genes relating to myelination (Tmem98) as well as cell projec-
tions (Hspb1) (Supp. Fig. 5A), which supports previous studies (Oswald et 
al. 2017).  

When comparing brain samples between the humanized and wild-type 
mice, we observe more than twice as many DEGs as in the knockout 
comparison, possibly due to both alleles being altered resulting in a 
stronger effect (Foxp2hum/hum). Previous studies have speculated that Fox-
p2, and more specifically the human-specific amino acid substitutions, is 
involved in dopaminergic signaling of medium spiny neurons in the stria-
tum, and thereby affects learning and speech (Enard et al. 2009). One po-
tential mechanism is by neurite and projection regulation (Vernes et al. 
2011), which is supported by the DEGs we detect (Tmem106b, Hspb1, Xl-
r3b, Hspa5, Adamts1). Additionally, Manf was among the detected DEGs 
and promotes the survival of dopaminergic neurons and modulates their 
transmission to the substantia nigra, which receives the afferent connec-
tions from medium spiny neurons in the striatum (Petrova et al. 2003). In-
terestingly, genes related to neuron maturation, axonal guidance, and cell 
communication (Ntn4, Lrrk2, Lgr4, Rhog, Nfib, Cxcl12, and Ank3) are also 
detected in the kidney samples in the humanized-wild-type comparison, 
although at a lower p-value cutoff (FDR adj. p < 0.1) (Supp. Fig. 6B). No 
studies have specifically investigated the role of Foxp2 in the kidneys and 
Foxp2 is not highly expressed in the tissue (Uhlén et al. 2015). However, a 
possible explanation for these specific genes is that they have diverse 
functions including neuron maturation as well as kidney development and 
growth, and some have even been shown to be regulated by Foxp2 
(Moralli et al. 2015; Oswald et al. 2017; Hickey, Berto, and Konopka 2019).  

Power analysis should be utilized to understand the signal effect size, and 
shape follow up studies 

Genomic studies have for a long time been characterized by a low sample 
number, even when the studied genotypic effect exacts a weak pheno-
typic effect. This has been the case for Foxp2, which has primarily been 
studied by qPCR and microarray based transcriptomics investigating a 
handful of genes using few biological and technical replicates. A primary 
issue with such analysis is that the power to detect differences is then 
significantly reduced. With our own study, although the main objective 
may have been to define the DEGs of various tissues, likely the result that 
will be the most relevant and beneficial to future studies and scientists is 
the power analysis performed on our dataset, which provides substantial 
insight into the Foxp2 effect in various tissues.  
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Although a biological sample size of 8 is already rather high compared to 
many genomic studies, we find that it is insu#icient to elucidate the effect 
of Foxp2 in most tissues. Specifically, we further highlight this to be the 
case when investigating the brain. Initially, analysis was performed on all 
individual brain regions separately (n = 8), and provided almost no DEGs. 
However, when brain regions are combined (n = 72) and the various tis-
sues are modeled into the analysis, we detect DEGs for both knockout-
wild-type and humanized-wild-type comparisons. This is likely attributed 
to the increased sample number and therefore higher power to detect 
differential expression. Thus a main finding of our study is that we ob-
serve the previously hypothesized small effect of Foxp2, especially in the 
brain. Additionally, as both male and female mice were used, this could 
potentially affect the power. Both sexes were used as there was no reason 
to suspect Foxp2 effects to be sex specific. However, this added variabili-
ty, even though integrated into the model, may still further reduce the 
power to detect differential expression. 

The experimental design serves as a blueprint for investigating additional 
genes of interests 

Our particular study was motivated by our interests in understanding the 
function and the evolutionary effect of Foxp2. Although rather specific 
the study itself serves as an ideal blueprint for many other investigators, 
as the aim can be altered but the experiments can be carried out as they 
are. This enables other genes to be investigated in a similar manner and 
may provide invaluable insight into the mechanisms governing the effect, 
as well as their location. Thus, although not a methodological study in 
principle, we wanted to discuss both the limitations and advantages of 
such an experimental design so that they may be more easily utilized in 
future studies.  

A clear limitation, as discussed above, is the power required to detect dif-
ferential expression, which ultimately is the main question to be ad-
dressed. In our context, we primarily discuss this in terms of sample size, 
as this is one of the variables where the experimenter has the most con-
trol (i.e. more samples results in more power). However, the other aspect 
of power is the effect size itself, which for some gene-tissue combinations 
may be very strong, while for others the signal may be very weak. The 
signal can also be manipulated based on when the tissue is sampled. In 
the context of Foxp2, for example, this would mean sampling at different 
time points of development, sampling during a specific activity such as 
behavioural learning (Schreiweis et al. 2014) or cocaine administration 
(Medvedeva 2015), or using an inducible construct to activate the knock-
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out or humanized Foxp2 effect at a specific point in time. These changes 
to experimental design, however, are very gene specific and thus a study 
such as the one carried out within this work can be especially beneficial 
in providing an initial foundation.  

In addition to studying the global genotypic effect across the entire or-
ganism, the study design benefits from other advantages. Firstly, by using 
the entire mouse we can study the total genotypic effect along its entire 
lifespan, something that would be impossible with in vitro experiments or 
di#icult with model organisms with longer gestation periods. Thus even if 
the signal is active at a specific point in time, if it is strong enough it will 
have altered the tissue in a way that this can be detected even when 
sampling a fully developed mouse, as is the case in our knockout-wild-
type comparison of lung tissue. Secondly, a very detailed step-by-step 
protocol for carrying out such an experiment has been published, and the 
code to carry out the necessary analysis is all publicly available. This al-
lows researchers with various levels of experience, either in molecular or 
computational biology, to carry out such a study. And finally, the study 
itself is affordable as it utilizes prime-seq, a protocol specifically devel-
oped with affordability in mind. For example, it costs approximately 
$9,500 to process, make libraries, and sequence (10 million reads per 
sample) all 421 samples. A dataset with similar resolution using qPCR, for 
example, would cost roughly 491 times as much as our study ($0.56 per 
reaction) assuming that there would even be enough RNA to perform the 
number of required reactions. Thus, realistically it is impossible to carry 
out a global, transcriptomic study without using an affordable RNA-seq 
protocol.  
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Methods

Mouse maintenance and tissue harvesting

Male and female Foxp2wt/wt, Foxp2wt/ko, and Foxp2hum/hum mice were housed 
and bred according to institutional guidelines at the Biocenter Animal Fa-
cility (Ludwig-Maximilian University of Munich, Germany). The tissue 
samples were collected in accordance with institutional ethical standards 
and the German Animal Welfare Act Paragraph 4 (organ removal for sci-
entific reasons). For harvesting, the animals were divided into batches 
balanced for sex and genotype. The tissues were collected from each 
group separately. Mice were individually anesthetized by administration 
of isoflurane in an enclosed chamber. After confirming the anesthesia by 
checking for a negative pinch response, animals were weighed and de-
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capitated. The brain was immediately removed and placed in a cooled 
and oxygenated artificial cerebrospinal fluid (partially frozen slush). Tissue 
was collected from the motor cortex, midbrain, cerebellum, dorsal stria-
tum, ventral striatum, amygdala, thalamus, pons, and medulla. Simulta-
neously, the body was moved to an individual dissection tray, where sam-
ples were collected from the lung, heart, liver, bladder, small intestines, 
colon, spleen, kidney, and testicles (for male individuals). Tail ends were 
also collected from all animals and the genotypes were verified by PCR 
(Enard et al. 2009). Each tissue was placed in individual 2 mL tubes and 
stored at -80°C until use. 

Sample preparation

Once all samples were harvested, 500 µL of lysis buffer (Qiagen RLT+, 1% 
ß-mercaptoethanol) was added to the 2 mL tube and the samples were 
homogenized using a TissueLyser LT (Qiagen) (brain tissue: 30 Hz 2 x 1 
min, body tissue: 50 Hz 2 x 1 min). Samples were visually inspected to 
verify homogenization and then stored at -80°C. Using the weight and an 
approximate RNA content of various tissues (Walker et al. 2016; “RNA 
Yields from Tissues and Cells” n.d.), the samples were diluted to 25 ng 
RNA /µL. The exact RNA content was verified by qPCR. SYBRGreen Nucle-
ic Acid Gel Stain (1:5000 dilution, Thermo Fisher) was added to the pre-
amplification step as outlined below and quantified using a QuantStuido5 
Real-Time PCR Instrument (Applied Biosystems). Approximate weight of 
tissue in 100 µL of lysis buffer for proper normalization of samples was as 
follows: 3 mg for all brain tissues, 2 mg for heart and lung, 1 mg for 
spleen, small intestines, colong, liver, kidney, bladder, and testes. Howev-
er, cycle verification with qPCR is ideal and should be performed in cases 
when sample input is as variable as a multi-organ study. 

RNA-sequencing 

A step-by-step protocol of the RNA-sequencing is available on protocol-
s.io (Janjic et al. 2018). Additionally, the method was carried out as out-
lined in Janjic, Wange, et al. (2021). The prime-seq protocol is briefly out-
lined below, including any changes specific to this work. 

The lysate (50 µL) was treated with proteinase K (Thermo Fisher) and 25 
mM EDTA (Thermo Fisher) and the nucleic acids were then concentrated 
using a custom made bead mixture (SpeedBeads, Sigma-Aldrich). Re-
maining DNA was digested using DNaseI (Thermo Fisher) and the samples 
were once again cleaned and concentrated using the custom bead mix-
ture. The RNA was reverse transcribed using Maxima H- enzyme (Thermo 
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Fisher), with a custom template-switching oligo (IDT) and custom barcod-
ed oligo(dT) primers (IDT). Following cDNA synthesis, the samples were 
pooled, cleaned, and concentrated with the custom beads and residual 
primers were digested using Exonuclease I (Thermo Fisher). The samples 
were cleaned with the custom beads and eluted in ddH2O. Second strand 
synthesis and pre-amplification were performed in a 50 µL reaction, con-
sisting of 1x KAPA HiFi Ready Mix (Roche) and SingV7 primer (IDT). The fi-
nal DNA product was cleaned using cleanup beads and eluted with 
ddH2O. The quantity and quality was assessed using a Quant-iT Pico-
Green dsDNA assay kit (Thermo Fisher) and a 2100 Bioanalyzer (Agilent), 
respectively. The cDNA was stored at -20 °C until needed for library con-
struction. 

Libraries were then constructed using the NEBNext Ultra II FS Library 
Preparation Kit (NEB) with the prime-seq specific protocol rather than the 
manufacturer instructions. Fragmentation was performed on 2.5 µL of 
cDNA (generally 2 - 20 ng). Ligation was performed with a custom prime-
seq adapter (IDT). The samples were then double-size selected using 
SPRI-select Beads (Beckman Coulter) (0.5,0.7 cutoffs). The samples were 
then amplified using Q5 Master Mix (NEB), i7 Index primer (Sigma-
Aldrich), and i5 Index primer (IDT). Double-size selection was performed 
once more as before and the quantity and quality of the libraries were as-
sessed as with the cDNA. Paired-end (150 bp) sequencing was performed 
on an Illumina NovaSeq (NovoGene).

Data Processing 

The fastq files were trimmed to remove any bases from the poly(A) tail us-
ing Cutadapt (v1.12, Martin 2011). The quality was then assessed using 
fastqc (v0.11.8, Andrews n.d.) and then the zUMIs pipeline (v2.9.4d, Parekh 
et al. 2018) was used to process the data and generate a count matrix. 
Reads with a Phred quality score threshold of 20 for 3 BC bases and 4 
UMI bases were filtered, mapped to the mouse genome (GRCm38) with 
the Gencode annotation (vM25) using STAR (v2.7.3a, Dobin et al. 2013), 
and then counted using RSubread (v1.32.4, Liao, Smyth, and Shi 2019). 
The count matrix was loaded into RStudio (v1.4.1717, Team 2020) using R 
(v4.1.0, R Core Team 2016) for further analysis. 

Sample Quality Analysis 

Data processing, visualization, and descriptive statistics were done using 
bioMart (v2.48.2, Steffen Durinck, Wolfgang Huber 2017), dplyr (v1.0.7, 
Wickham et al. 2021), and tidyr (v1.1.3, Wickham and Henry 2020), ggplot2 
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(v3.3.5, Wickham 2010), cowplot (v1.1.1, Wilke 2019), ggrepel (version 0.9.1, 
Slowikowski 2018), and pheatmap (v1.0.12, Kolde 2012). Sample character-
ization was performed using SingleR (v1.6.1, Aran et al. 2019). Deconvolu-
tion of bulk samples was performed using SCDC (v0.0.0.9000, Dong et al. 
2020) with the Tabula Muris dataset (Tabula Muris Consortium et al. 2018) 
as a reference. The data was filtered based on the samples as well as the 
genes. Sample based filtering consisted of removing samples which did 
not cluster with samples of the same tissue type, resulting in 11 out of 421 
samples being excluded. Gene based filtering consisted of removing low-
ly expressed genes; specifically, genes which were present in only fewer 
than 25% of the samples from the same tissue type (less than 6 out of 24 
samples) were excluded from further analysis. 

Power Analysis 

Power analysis was performed using powsimR (v1.2.3, Vieth et al. 2017). 
RNA-seq data per method was simulated based on the mean variance re-
lationship per tissue and genotype. For each method and sample size 
setup (6 vs. 6, 12 vs. 12, 24 vs. 24, and 48 vs. 48) 20 simulations were per-
formed with the following settings: normalization = ‘MR’, RNAseq = ‘bulk’, 
Protocol = ‘Read/UMI’, Distribution = ‘NB’, ngenes = 20000, nsims = 20, 
p.DE = 0.1. Log2 fold changes were sampled from a gamma distribution 
(shape = 1, scale = 0.5) that was used for power analysis of similar data in 
the past (Janjic et al. 2021).

Differential Gene Expression Analysis 

Differential gene expression analysis was performed using DESeq2 
(v.30.0, Love, Huber, and Anders 2014) and limma (v3.48.1, Ritchie et al. 
2015). Batch and sex information for the samples was included in the 
model. In cases where multiple tissue types were analyzed simultaneous-
ly (i.e. entire brain), then tissue type was also integrated into the model. In 
comparisons where the sample number was low (i.e. n=8, individual tis-
sue) DESeq2 was used, as it performs more robustly with a low sample 
number. In comparisons where the sample number was high (i.e. com-
bined tissues) limma:voom was used, as one is able to account for re-
peated measures (e.g. sampling the ventral and dorsal striatum from one 
mouse). Functional annotation analysis was performed using topGO 
(v2.44.0, Alexa and Rahnenfuhrer 2021) with the following parameters: al-
gorithm = "elim", statistic = "Fisher", and reactome (v1.36.0, Yu and He 
2016). 

Regulatory Network Analysis and Transcription Factor Motif Identification
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Weighted correlation network analysis (WGCNA, v1.70-3, Langfelder and 
Horvath 2008) was used for finding clusters (modules) of highly correlat-
ed genes. Modules were then related to the Foxp2 genotype using eigen-
gene network methodology. RcisTarget (v1.12.0, Aibar et al. 2017) was 
used for identifying Foxp2 motifs from gene lists (i.e. DEGs from individual 
tissue comparisons).  
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Figures 
 

Figure 1. FOXP2 overview and experimental design. (A) FOXP2 is located on 
chromosome 7q31. The exons are represented with boxes (black are protein cod-
ing) and the introns with a line (adapted from Fisher 2019).   (B) FOXP2 has two 
human specific amino acid substitutions at position 303 and 325. (C) Foxp2 hu-
manized (Foxp2hum/hum) and knockout (Foxp2wt/ko) mouse models, along with wild-
type mice were used in (D) the experiment to generate a total of 421 samples. (E) 
Eighteen tissues were harvested, including nine from the brain, along with heart, 
lung, liver, small intestines, spleen, kidney, bladder, colon, and testes from male 
mice. (F) Following tissue harvesting, RNA sequencing was performed on all sam-
ples simultaneously and then the data was processed and analyzed, including dif-
ferential gene expression analysis, functional annotation, and motif identification. 
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Figure 2. Power to detect differentially expressed genes is overall relatively 
similar, but higher in certain tissues. (A) Across all tissues, an average of 80% 
power is reached at an absolute log fold change of 1.8. When investigating differ-
ences between the genotypes with all samples, we observe low fold changes 
among a majority of the genes. However, within certain tissues the fold changes 
are higher. In the humanized-wild-type comparison in the brain and the knockout-
wild-type comparison in the lung, for example, we have higher fold changes and 
thus more power to detect differentially expressed genes. (B) With our experimen-
tal design (i.e. n = 8 per genotype, per tissue) we generally do not reach a marginal 
power of 80% in any tissue; however, with the exception of the spleen, we observe 
similar power in most tissues. 
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Figure 3. Differentially expressed genes in knockout- and humanized-wild-
type comparisons. (A) In knockout-wild-type comparisons we detected 303 dif-
ferentially expressed genes in the lung. Among all brain samples, we detected only 
4 differentially expressed genes (thalamus = 2, motor cortex = 1, and medulla = 1). 
However when analyzing all brain samples together and factoring the tissue into 
the model, we detected 12 differentially expressed genes. (B) Gene ontology of 
the lung tissue identified terms relating to cell migration, metabolism, and learn-
ing. (C) In humanized-wild-type comparisons we detected 31 differentially ex-
pressed genes in the bladder and 25 when using all brain tissue samples (a total of 
4 in individual tissue comparisons of the brain, thalamus = 2, motor cortex = 1, and 
ventral striatum = 1). (D) Terms relating to regulation of proteins and neuron pro-
jections were detected in the brain samples. 
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Figure 4. Motif identification for FOXP2 finds target genes in lung samples. 
(A) The sequence of the enriched motif identified among the differentially ex-
pressed genes in the knockout-wild-type comparison, which matches the FOXP2 
motif. (B) Gene ranking of all genes within the identified motif determines 18 
genes with high scores. (C) Volcano plot of all genes in the knockout-wild-type 
lung comparison, with blue genes representing differentially expressed genes (adj. 
P value > 0.05) and orange genes representing differentially expressed genes en-
riched in motif identification. 
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Supplementary Figures  

Supplementary Figure 1. Sequencing quality and sensitivity of libraries. (A) 
Sequencing quality was very high with more than 95% of reads passing quality fil-
tering and similar between tissues (Phred quality score threshold of 20 for 3 BC 
bases and 4 UMI bases were filtered). Additionally, feature distribution between 
tissues was fairly similar with the exception of spleen samples which had a higher 
fraction of unmapped reads. (B) An approximate average of 2.5 million UMIs and 
20,000 genes were detected among all samples.  

128

MLA
PON
CER
MID
THA
MCO
DOS
VES
AMY
LUN
HEA
LIV
KID
SPL
BLA
SMI
COL
TES

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Fraction of Reads Passing QC

QCPass QCFail

MLA
PON
CER
MID
THA
MCO
DOS
VES
AMY
LUN
HEA
LIV
KID
SPL
BLA
SMI
COL
TES

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Fraction of Assigned Reads

Exonic Intronic Intergenic Ambiguous Unmapped

0

2500000

5000000

7500000

10000000

N
um

be
r o

f U
M

Is

0

10000

20000

30000

N
um

be
r o

f G
en

es

Tissue
AMY BLA CER COL DOS HEA KID LIV LUN
MCO MID MLA PON SMI SPL TES THA VES

A

B



Investigating loss-of-function and human evolution of FOXP2 using global transcriptomic 
analysis

 

Supplementary Figure 2. Clustering of samples. (A) Principal component analy-
sis, showing PC1-PC2, PC2-PC3, and PC3-PC4. The largest variance is explained by 
tissues, with PC1 showing the separation of testes from all other samples and PC2 
the brain samples from the rest of the body. (B) Hierarchical clustering of samples 
divides the samples by brain and all other samples.  
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Supplementary Figure 3. Deconvolution of brain samples. Cell proportions 
were determined using deconvolution of the bulk RNA-seq libraries for each brain 
tissue with a single-cell RNA-seq reference from the Tabula Muris. Although some 
samples vary from one another, the samples are homogenous (chi-square test of 
homogeneity = 1). 
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Supplementary Figure 4. Sufficient power is reached with stronger expression 
or more samples. (A) Marginal power of each tissue at different expression levels 
shows insufficient power to detect differential expression among lowly expressed 
genes. (B) Density plot of observed log2 fold change in the knockout (blue line) 
and humanized (orange line) comparisons to wild-type mice, compared to log2 
fold changes observed in previously published experiments utilizing prime-seq 
(gray line). (C) Observed power in each tissue for each genotype at various num-
bers of samples shows most tissues pass 80% power at 16 samples.  

131

KI
KO

W
T

4 8 12 16 20 24 28 32

25.0%
50.0%
75.0%
100.0%

25.0%
50.0%
75.0%
100.0%

25.0%
50.0%
75.0%
100.0%

Samples per Group

po
w

er

MLA
PON

CER
MID

THA
MCO

DOS
VES

AMY
LUN

HEA
LIV

KID
SPL

BLA
SMI

COL
TES

0

2

4

6

−2 −1 0 1 2
log2FoldChange

de
ns

ity

KI_vs_WT
KO_vs_WT

0%
25%
50%
75%
100%

0.1 0.3 0.5 0.7 0.9
Percentile(Log2 Mean Expression)

st
at

is
tic

al
 p

ow
er

A B

KI
KO

W
T

4 8 12 16 20 24 28 32

25.0%
50.0%
75.0%
100.0%

25.0%
50.0%
75.0%
100.0%

25.0%
50.0%
75.0%
100.0%

Samples per Group

po
w

er

MLA
PON

CER
MID

THA
MCO

DOS
VES

AMY
LUN

HEA
LIV

KID
SPL

BLA
SMI

COL
TES

0

2

4

6

−2 −1 0 1 2
log2FoldChange

de
ns

ity

KI_vs_WT
KO_vs_WT

0%
25%
50%
75%
100%

0.1 0.3 0.5 0.7 0.9
Percentile(Log2 Mean Expression)

st
at

is
tic

al
 p

ow
er

C

KI
KO

W
T

4 8 12 16 20 24 28 32

25.0%
50.0%
75.0%
100.0%

25.0%
50.0%
75.0%
100.0%

25.0%
50.0%
75.0%
100.0%

Samples per Group

po
w

er

MLA
PON

CER
MID

THA
MCO

DOS
VES

AMY
LUN

HEA
LIV

KID
SPL

BLA
SMI

COL
TES

0

2

4

6

−2 −1 0 1 2
log2FoldChange

de
ns

ity

KI_vs_WT
KO_vs_WT

0%
25%
50%
75%
100%

0.1 0.3 0.5 0.7 0.9
Percentile(Log2 Mean Expression)

st
at

is
tic

al
 p

ow
er



Results

 

Supplementary Figure 5. Rlog transformed UMI-counts for Foxp2 in various tis-
sues, contrasting the knockout, humanized, and wild-type samples.  
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Supplementary Figure 6. Gene ontology in knockout compared to wildtype tis-
sues for (A) brain, (B) bladder, and (C) liver.  
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Supplementary Figure 7. Gene ontology in humanized compared to wildtype tis-
sues for (A) bladder and (B) kidney.  

134

establishment of protein localization to...
apoptotic mitochondrial changes

positive regulation of cell−substrate ad...
cardiac ventricle development

regulation of wound healing
protein transmembrane transport

vasoconstriction
cellular response to unfolded protein

negative regulation of transforming grow...
regulation of cilium assembly

cellular response to glucose starvation
chaperone cofactor−dependent protein ref...

positive regulation of ATPase activity
positive regulation of potassium ion tra...

protein refolding

0.1 0.2 0.3
Significant/Annotated

Te
rm 2

3
4
5
6
7
8

Significant

Annotated
50

100

150

200

Bladder − KI vs WT

negative regulation of cellular metaboli...
negative regulation of nitrogen compound...

negative regulation of signaling
negative regulation of cell communicatio...

regulation of protein localization
reproductive process

negative regulation of catalytic activit...
regulation of membrane potential

morphogenesis of a branching structure
monovalent inorganic cation homeostasis

sodium ion transmembrane transport
axon guidance

potassium ion import across plasma membr...
regulation of macrophage activation

neuron maturation

0.05 0.10 0.15 0.20
Significant/Annotated

Te
rm

10

20

30
Significant

Annotated
200

400

600

Kidney − KI vs WT

A

B



Investigating loss-of-function and human evolution of FOXP2 using global transcriptomic 
analysis

 

Supplementary Figure 8. WGCNA Analysis. (A) Identified and (B) merged mod-
ules in network analysis from all brain samples. (C) All identified modules were not 
explained by the genotypic difference (knockout-wild-type and humanized-wild-
type comparison) or sex of mouse. 
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Tissue KI KO Grouping Model
Lung 0 303 Indi idual Re.genotype Sex
Brain 25 12 roup Re.genotype i ue Sex Batch
Bladder 31 8 Indi idual Re.genotype Sex Batch
i er 18 12 Indi idual Re.genotype Sex Batch
idney 7 0 Indi idual Re.genotype Sex Batch
halamu 2 2 Indi idual Re.genotype Sex Batch

Amygdala- otor Cortex 0 0 roup Re.genotype i ue Sex Batch
otor Cortex 1 1 Indi idual Re.genotype Sex
entral-Dor al Striatum 0 0 roup Re.genotype i ue Sex Batch
edulla 0 1 Indi idual Re.genotype Sex Batch
entral Striatum 1 0 Indi idual Re.genotype Sex Batch

Colon 0 1 Indi idual Re.genotype Sex Batch
Colon-Small Inte tine 0 1 roup Re.genotype i ue Sex Batch
Pon 0 0 Indi idual Re.genotype Sex
Cere ellum 0 0 Indi idual Re.genotype Sex
id rain 0 0 Indi idual Re.genotype Sex

Dor al Striatum 0 0 Indi idual Re.genotype Sex
Amygdala 0 0 Indi idual Re.genotype Sex Batch
Heart 0 0 Indi idual Re.genotype Sex Batch
Spleen 0 0 Indi idual Re.genotype Sex
Small Inte tine 0 0 Indi idual Re.genotype Sex Batch
e te 0 0 Indi idual Re.genotype

Pon - edulla 0 0 roup Re.genotype i ue Sex Batch
halamu - id rain 0 0 roup Re.genotype i ue Sex Batch
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Ank3 NS S 00000069601 -0.6624 716.9361 0.0000 0.0172 -4.1461
Atp6 0e NS S 00000015575 0.4064 383.4040 0.0001 0.0172 4.0485
C1 c NS S 00000036896 0.5498 70.6770 0.0000 0.0172 4.0739
Ccdc162 NS S 00000075225 -0.7975 77.5854 0.0000 0.0172 -4.1785
Cla p2 NS S 00000033392 -0.5010 102.3633 0.0000 0.0172 -4.1785
Cracr2a NS S 00000061414 -0.6278 57.2060 0.0000 0.0172 -4.5468
Daam1 NS S 00000034574 -0.6075 330.0859 0.0000 0.0172 -4.2177
Dapk1 NS S 00000021559 -0.4916 292.4238 0.0000 0.0172 -4.1318
h p1 NS S 00000042302 -0.6011 92.7849 0.0001 0.0172 -4.0247
a 5 NS S 00000053332 0.3596 338.5875 0.0000 0.0172 4.1364

Il18r1 NS S 00000026070 -0.7236 170.1691 0.0000 0.0172 -4.5123
ar 2 NS S 00000035202 -1.4329 1199.7091 0.0001 0.0172 -4.0447
o 3 NS S 00000073910 -0.5350 179.2044 0.0001 0.0172 -4.0230

NA NS S 00000076258 -1.2241 1082.5271 0.0001 0.0172 -4.0340
Naaladl2 NS S 00000102758 -0.7167 52.0632 0.0000 0.0172 -4.1268
Rpl3 NS S 00000060036 0.4280 967.7488 0.0000 0.0172 4.4530
Sfta3-p NS S 00000112343 -0.4037 468.5588 0.0000 0.0172 -4.0751
cf20 NS S 00000041852 -0.6634 165.6625 0.0000 0.0172 -4.1471
nik NS S 00000027692 -0.5513 88.6232 0.0001 0.0172 -4.0157
om1l2 NS S 00000000538 -0.6079 127.3803 0.0000 0.0172 -4.0832

Wfdc1 NS S 00000023336 0.6847 83.3406 0.0000 0.0172 4.2156
pel3 NS S 00000042675 0.4691 318.0896 0.0000 0.0172 4.2921

Apoe NS S 00000002985 0.5071 1540.3955 0.0001 0.0174 3.9445
Atp8a1 NS S 00000037685 -0.3968 718.5875 0.0001 0.0174 -3.9437
Camk1d NS S 00000039145 -1.5975 2353.2863 0.0001 0.0174 -3.9870
m15564 NS S 00000086324 -1.5417 80.2453 0.0001 0.0174 -3.9382

Igf p6 NS S 00000023046 0.4410 1537.1557 0.0001 0.0174 3.9575
ap4k4 NS S 00000026074 -0.3948 169.0006 0.0001 0.0174 -3.9567

Na 2 NS S 00000052512 -0.4637 370.0114 0.0001 0.0174 -3.9638
Ptpr NS S 00000025314 -0.5737 196.1521 0.0001 0.0174 -3.9690
dhhc1 NS S 00000039199 -0.7513 184.5520 0.0001 0.0175 -3.9296

Ap2m1 NS S 00000022841 0.5455 224.1995 0.0001 0.0183 3.9104
Cn p NS S 00000030057 0.3967 356.5766 0.0001 0.0184 3.8686
if3k NS S 00000053565 0.3436 322.5013 0.0001 0.0184 3.8678

Fth1 NS S 00000024661 0.4636 6602.6905 0.0001 0.0184 3.8968
i2 NS S 00000069769 -0.3635 344.3072 0.0001 0.0184 -3.8871

Rp 4x-p NS S 00000104699 0.4226 333.9342 0.0001 0.0184 3.8793
nc50 NS S 00000026111 0.5852 101.7412 0.0001 0.0184 3.8781

P m 2 NS S 00000028837 0.3494 227.7201 0.0001 0.0190 3.8541
Bag1 NS S 00000028416 0.3662 411.5751 0.0001 0.0198 3.8314
ir6240 NS S 00000098343 -1.4666 439.6207 0.0001 0.0198 -3.8336
y 2 NS S 00000069516 0.4581 9698.7999 0.0001 0.0205 3.7998
Nfia NS S 00000028565 -0.2945 511.8846 0.0001 0.0205 -3.8013
Rp 4x NS S 00000031320 0.6138 3213.7050 0.0001 0.0205 3.8052
Selenok NS S 00000042682 0.4491 458.8064 0.0001 0.0205 3.8056
Arpc1 NS S 00000029622 0.4348 415.3112 0.0002 0.0222 3.7376
yo1e NS S 00000032220 -0.4158 212.0609 0.0002 0.0222 -3.7386
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NA NS S 00000106106 -1.2456 142300.4380 0.0002 0.0222 -3.7360
Rngtt NS S 00000028274 -0.5435 59.6186 0.0002 0.0222 -3.7650
Rp 5 NS S 00000012848 0.4442 3372.2264 0.0002 0.0222 3.7377
Sap18 NS S 00000061104 0.3845 315.5333 0.0002 0.0222 3.7531
Sh3 grl3 NS S 00000028843 0.4974 456.4192 0.0002 0.0222 3.7521
mem98 NS S 00000035413 0.5734 61.4240 0.0002 0.0222 3.7435
ri 1 NS S 00000032501 -0.8136 107.2716 0.0002 0.0222 -3.7349
m11808 NS S 00000068240 0.3447 808.5280 0.0002 0.0226 3.6995
y e1 NS S 00000030787 0.5110 341.0209 0.0002 0.0226 3.6988
4a4d NS S 00000024678 0.5772 63.5036 0.0002 0.0226 3.7197

Ncoa1 NS S 00000020647 -0.4773 191.6886 0.0002 0.0226 -3.7117
R m25 NS S 00000010608 -0.3628 399.0284 0.0002 0.0226 -3.7033
anc2 NS S 00000053580 -0.4876 206.6690 0.0002 0.0226 -3.7017
fpm2 NS S 00000022306 -0.6112 82.6036 0.0002 0.0226 -3.7224
nah NS S 00000022995 -0.5010 108.1903 0.0002 0.0227 -3.6938

Acad9 NS S 00000027710 -1.5228 72.7332 0.0002 0.0230 -3.6824
Ppi NS S 00000032383 0.3438 488.1362 0.0002 0.0230 3.6849
Dguok NS S 00000014554 0.4882 71.4985 0.0002 0.0232 3.6764
Acot13 NS S 00000006717 -1.2856 2229.2878 0.0003 0.0253 -3.6396
Atp13a3 NS S 00000022533 -0.3286 216.1337 0.0003 0.0253 -3.6316
Cdk2ap2 NS S 00000024856 0.4959 263.8988 0.0003 0.0253 3.6377
H2-Aa NS S 00000036594 0.3899 1095.2057 0.0003 0.0253 3.6490
Pkig NS S 00000035268 0.3097 180.3868 0.0003 0.0253 3.6320
Samd4 NS S 00000021838 -0.4201 249.2895 0.0003 0.0253 -3.6379
Anxa1 NS S 00000024659 0.3926 400.9595 0.0003 0.0268 3.6090
Bcap31 NS S 00000002015 0.3947 342.5886 0.0003 0.0268 3.6113
Slc25a5 NS S 00000016319 0.5127 462.2646 0.0003 0.0272 3.6023
Noc2l NS S 00000095567 -1.3082 4665.2477 0.0003 0.0275 -3.5954
Ccl6 NS S 00000018927 0.7004 290.4406 0.0003 0.0278 3.5867
ecom NS S 00000027684 -0.4664 491.4670 0.0003 0.0278 -3.5857
e2e2 NS S 00000058317 -0.4909 146.9681 0.0003 0.0278 -3.5822

Cfap61 NS S 00000037143 -0.6232 57.6847 0.0004 0.0280 -3.5729
H2- 23 NS S 00000067212 0.5988 317.5095 0.0004 0.0280 3.5703
y6c1 NS S 00000079018 0.5482 549.9834 0.0004 0.0280 3.5722
rtcap2 NS S 00000042747 0.3524 423.4658 0.0004 0.0282 3.5590

Pcx NS S 00000024892 -0.4875 66.9321 0.0004 0.0282 -3.5600
xndc9 NS S 00000058407 0.4364 102.5719 0.0004 0.0282 3.5608

Cnpy2 NS S 00000025381 0.3846 176.6228 0.0004 0.0283 3.5532
if1 NS S 00000035530 0.3393 1348.9105 0.0004 0.0283 3.5495
aptm4a NS S 00000020585 0.3995 894.4383 0.0004 0.0283 3.5488
Calm2 NS S 00000036438 0.3526 956.9940 0.0004 0.0284 3.5388
H2-A 1 NS S 00000073421 0.4534 1519.5689 0.0004 0.0284 3.5443
Rp 6ka3 NS S 00000031309 -0.4320 160.5855 0.0004 0.0284 -3.5364
Sec13 NS S 00000030298 0.4507 128.2125 0.0004 0.0284 3.5390
Nduf 11 NS S 00000031059 0.3204 399.3083 0.0004 0.0290 3.5247
Stox2 NS S 00000038143 -0.5333 148.9467 0.0004 0.0290 -3.5272
aml3 NS S 00000061143 -0.4880 269.8201 0.0004 0.0295 -3.5149



Results

 

140

ung - O W
ene Name ene ID og2 Fold Change A erage xpre ion P alue Ad u ted P alue tat

Ngdn NS S 00000022204 0.4770 90.6976 0.0004 0.0295 3.5148
Atp5h NS S 00000034566 0.3724 909.3391 0.0005 0.0299 3.5028
Hydin NS S 00000059854 -0.5583 84.5975 0.0005 0.0299 -3.5049
med3 NS S 00000032353 0.3317 245.0071 0.0005 0.0299 3.5034

Ct NS S 00000038642 0.3956 235.8164 0.0005 0.0301 3.4939
m2d2 NS S 00000031556 0.4595 188.1214 0.0005 0.0301 3.4938
pan4 NS S 00000025511 0.6667 78.9732 0.0005 0.0301 3.4933
tp-p NS S 00000103653 0.4421 705.0631 0.0005 0.0306 3.4860

H2 c4 NS S 00000018102 0.3800 414.8133 0.0005 0.0310 3.4733
mt-Rnr1 NS S 00000064337 -0.4871 22459.7887 0.0005 0.0310 -3.4719
Ppp6r2 NS S 00000036561 -0.4725 63.5954 0.0005 0.0310 -3.4738
Prkn NS S 00000023826 -0.5614 97.8103 0.0005 0.0310 -3.4698
R x1 NS S 00000022400 0.3502 484.9683 0.0005 0.0310 3.4777
Id4 NS S 00000021379 -0.5114 66.8711 0.0005 0.0313 -3.4647
ctd8 NS S 00000037653 -0.7181 79.9562 0.0005 0.0314 -3.4616
rpel1 NS S 00000029198 0.5302 99.0460 0.0005 0.0315 3.4577

Rpl18a NS S 00000045128 0.2897 1532.8566 0.0006 0.0318 3.4534
m28438 NS S 00000101939 -0.5005 1061.0990 0.0006 0.0325 -3.4450

Sod3 NS S 00000072941 0.4996 572.5166 0.0006 0.0332 3.4341
cr NS S 00000021520 0.2875 446.9968 0.0006 0.0332 3.4344

Ccl21a NS S 00000094686 0.5276 295.1750 0.0007 0.0355 3.3981
Cuedc2 NS S 00000036748 0.3866 178.7083 0.0007 0.0355 3.3914
Fn p4 NS S 00000008200 -0.4360 67.1089 0.0007 0.0355 -3.3961
di1 NS S 00000015291 0.4354 92.8743 0.0007 0.0355 3.3985
tx2 NS S 00000027099 0.5418 62.0956 0.0007 0.0355 3.4035

Notch2 NS S 00000027878 -0.4534 90.9144 0.0007 0.0355 -3.4069
Pie o2 NS S 00000041482 -0.3993 156.8368 0.0007 0.0355 -3.4065
P ma1 NS S 00000030751 0.4651 147.9523 0.0007 0.0355 3.3927
Rpl13 NS S 00000000740 0.2543 2375.0391 0.0007 0.0355 3.3913
Rp 6-p 4 NS S 00000081406 0.3279 515.6587 0.0007 0.0355 3.4010
Snrp NS S 00000027404 0.3167 464.1474 0.0007 0.0355 3.4089
NA NS S 00000048191 -1.2629 56.6004 0.0007 0.0360 -3.3853
mt-Nd2 NS S 00000064345 -0.3903 6962.8638 0.0007 0.0362 -3.3751
Ninl NS S 00000068115 -1.1648 91.2728 0.0007 0.0362 -3.3767
Selenof NS S 00000037072 0.3143 473.7159 0.0007 0.0362 3.3797
e 1 NS S 00000024238 -0.3251 259.9838 0.0007 0.0362 -3.3767

Nmt2 NS S 00000026643 -0.3630 92.2687 0.0008 0.0367 -3.3692
9030622O22Rik NS S 00000086141 -0.6649 81.4883 0.0008 0.0370 -3.3598
Bcl6 NS S 00000022508 -0.4518 68.9973 0.0008 0.0370 -3.3634
phn NS S 00000047454 -1.0852 1528.1559 0.0008 0.0370 -3.3584

Ift57 NS S 00000032965 0.4359 51.1620 0.0008 0.0370 3.3603
A cc2 NS S 00000020412 -0.4366 102.8956 0.0008 0.0373 -3.3406
Dda1 NS S 00000074247 0.4154 94.0647 0.0008 0.0373 3.3405
m47720 NS S 00000112468 -0.4981 50.9504 0.0008 0.0373 -3.3515
ngt2 NS S 00000038811 0.4123 154.6201 0.0008 0.0373 3.3427

Id3 NS S 00000007872 0.4177 478.6391 0.0008 0.0373 3.3400
Ier3ip1 NS S 00000090000 0.3309 200.4830 0.0008 0.0373 3.3492
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Met ENSMUSG00000009376 -0.4107 113.7850 0.0008 0.0373 -3.3463
Napsa ENSMUSG00000002204 0.3583 689.1693 0.0008 0.0373 3.3460
Dock10 ENSMUSG00000038608 -0.4012 169.7263 0.0008 0.0373 -3.3380
Ckap4 ENSMUSG00000046841 -0.4005 97.7862 0.0009 0.0375 -3.3214
Eps8 ENSMUSG00000015766 -0.3941 97.5515 0.0009 0.0375 -3.3176
Fcf1 ENSMUSG00000021243 0.3543 101.5301 0.0009 0.0375 3.3232
H3f3b ENSMUSG00000016559 0.3508 854.4374 0.0009 0.0375 3.3287
Mustn1 ENSMUSG00000042485 0.3789 97.4748 0.0009 0.0375 3.3207
Ndufb9 ENSMUSG00000022354 0.3330 267.8412 0.0009 0.0375 3.3256
Pbx3 ENSMUSG00000038718 -0.3839 119.2549 0.0009 0.0375 -3.3297
Ppp1r14c ENSMUSG00000040653 -0.3425 206.1488 0.0009 0.0375 -3.3174
Snx4 ENSMUSG00000022808 -0.3125 151.4581 0.0009 0.0375 -3.3162
Sra1 ENSMUSG00000006050 0.4888 152.1371 0.0009 0.0375 3.3271
Ubb ENSMUSG00000019505 0.4505 3332.2574 0.0009 0.0375 3.3289
Foxp2 ENSMUSG00000029563 -0.5040 81.3699 0.0009 0.0383 -3.3084
Fkbp1a ENSMUSG00000032966 0.4016 710.1044 0.0010 0.0389 3.3025
Dnpep ENSMUSG00000026209 0.4254 79.0524 0.0010 0.0395 3.2965
Tjp2 ENSMUSG00000024812 -0.3117 250.1215 0.0010 0.0397 -3.2933
Gm6136 ENSMUSG00000084106 0.2450 316.6764 0.0010 0.0401 3.2865
Nutf2-ps1 ENSMUSG00000071497 0.5453 81.5365 0.0010 0.0401 3.2869
Celf1 ENSMUSG00000005506 -0.3365 198.0165 0.0010 0.0409 -3.2794
Celf2 ENSMUSG00000002107 -0.3242 424.1604 0.0011 0.0410 -3.2739
Chka ENSMUSG00000024843 -0.4148 146.7547 0.0011 0.0410 -3.2698
Crip2 ENSMUSG00000006356 0.3949 1796.4586 0.0011 0.0410 3.2668
Gbf1 ENSMUSG00000025224 -0.3714 145.6088 0.0011 0.0410 -3.2762
Hsd17b11 ENSMUSG00000029311 0.4788 1532.7880 0.0011 0.0410 3.2729
Osbpl6 ENSMUSG00000042359 -0.3637 261.9234 0.0011 0.0410 -3.2664
Pde6d ENSMUSG00000026239 0.4143 63.1096 0.0011 0.0410 3.2653
Prdx6 ENSMUSG00000026701 0.3941 2208.1859 0.0011 0.0410 3.2706
Arap2 ENSMUSG00000037999 -0.3583 158.8623 0.0012 0.0414 -3.2375
Atxn1 ENSMUSG00000046876 -0.3565 241.3713 0.0011 0.0414 -3.2532
Cyba ENSMUSG00000006519 0.3530 324.2341 0.0011 0.0414 3.2571
Dnmt3b ENSMUSG00000027478 -1.3329 215.9276 0.0012 0.0414 -3.2354
Fam172a ENSMUSG00000064138 -0.4463 166.8010 0.0012 0.0414 -3.2477
Fbxo6 ENSMUSG00000055401 0.4340 94.2086 0.0011 0.0414 3.2558
H2-D1 ENSMUSG00000073411 0.4650 2218.1044 0.0012 0.0414 3.2423
Klf12 ENSMUSG00000072294 -0.5601 67.1372 0.0012 0.0414 -3.2380
Lamc1 ENSMUSG00000026478 -0.3219 154.2713 0.0012 0.0414 -3.2499
Myl12b ENSMUSG00000034868 0.4156 574.3002 0.0012 0.0414 3.2426
Pbx1 ENSMUSG00000052534 -0.3625 631.9271 0.0012 0.0414 -3.2467
Psmd8 ENSMUSG00000030591 0.3416 187.6158 0.0012 0.0414 3.2377
Runx1 ENSMUSG00000022952 -0.4013 199.0616 0.0012 0.0414 -3.2494
Sf3b4 ENSMUSG00000068856 0.4929 83.5663 0.0011 0.0414 3.2603
Snapin ENSMUSG00000001018 0.3485 104.9860 0.0012 0.0414 3.2363
Taldo1 ENSMUSG00000025503 0.3644 325.6788 0.0011 0.0414 3.2532
Tns3 ENSMUSG00000020422 -0.2388 362.3492 0.0012 0.0414 -3.2403
Acsl4 ENSMUSG00000031278 -0.3464 270.6728 0.0013 0.0415 -3.2098
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Ak7 ENSMUSG00000041323 -0.5754 67.9270 0.0014 0.0415 -3.2005
Arpp19 ENSMUSG00000007656 0.3152 410.6029 0.0013 0.0415 3.2130
Cd9 ENSMUSG00000030342 0.3272 904.0043 0.0014 0.0415 3.2043
Clic1 ENSMUSG00000007041 0.3546 406.6101 0.0013 0.0415 3.2065
Cnn3 ENSMUSG00000053931 0.3717 171.8837 0.0013 0.0415 3.2195
Cope ENSMUSG00000055681 0.3857 281.6502 0.0013 0.0415 3.2223
Creld2 ENSMUSG00000023272 0.5643 141.2916 0.0014 0.0415 3.1999
Cystm1 ENSMUSG00000046727 0.3912 549.2247 0.0012 0.0415 3.2282
Grap ENSMUSG00000004837 0.4995 136.1207 0.0013 0.0415 3.2132
Ifitm3 ENSMUSG00000025492 0.4794 1405.5454 0.0014 0.0415 3.2023
Il31ra ENSMUSG00000050377 -1.6045 116.5980 0.0013 0.0415 -3.2136
Mlf2 ENSMUSG00000030120 0.3395 380.6566 0.0014 0.0415 3.2034
Ndufa9 ENSMUSG00000000399 0.3651 95.1971 0.0014 0.0415 3.2005
Plin2 ENSMUSG00000028494 0.5172 151.1860 0.0013 0.0415 3.2180
Plscr3 ENSMUSG00000019461 0.3316 132.9067 0.0014 0.0415 3.2039
Rarres2 ENSMUSG00000009281 0.3266 398.8039 0.0014 0.0415 3.1998
Rpl17-ps3 ENSMUSG00000113948 0.5523 970.9388 0.0013 0.0415 3.2180
Shisa5 ENSMUSG00000025647 0.4115 336.6412 0.0013 0.0415 3.2263
Slc24a3 ENSMUSG00000063873 -0.4838 73.0318 0.0014 0.0415 -3.2001
Smdt1 ENSMUSG00000022452 0.2656 611.0300 0.0013 0.0415 3.2141
Snx3 ENSMUSG00000019804 0.3948 373.2844 0.0014 0.0415 3.2031
Tmbim4 ENSMUSG00000020225 0.3342 177.2000 0.0014 0.0415 3.2010
Traf5 ENSMUSG00000026637 0.2929 249.8770 0.0014 0.0415 3.2036
Kcn 1ot1 ENSMUSG00000101609 -0.4752 198.3792 0.0014 0.0417 -3.1965
Tbc1d5 ENSMUSG00000023923 -0.3974 106.8723 0.0014 0.0417 -3.1959
Smad3 ENSMUSG00000032402 -0.4530 75.7129 0.0014 0.0425 -3.1892
Dnah9 ENSMUSG00000056752 -0.6114 68.5705 0.0014 0.0425 -3.1874
Aldoa ENSMUSG00000030695 0.3563 912.7928 0.0015 0.0426 3.1845
Emc2 ENSMUSG00000022337 0.3499 83.3376 0.0014 0.0426 3.1846
Dnah5 ENSMUSG00000022262 -0.5086 90.4668 0.0015 0.0426 -3.1814
Snx24 ENSMUSG00000024535 -0.3566 81.0251 0.0015 0.0426 -3.1815
Ccser1 ENSMUSG00000039578 -0.5262 96.2589 0.0015 0.0426 -3.1800
Slc25a4 ENSMUSG00000031633 0.3655 468.7883 0.0015 0.0431 3.1757
Ctsd ENSMUSG00000007891 0.3679 538.4892 0.0015 0.0440 3.1661
Myo5c ENSMUSG00000033590 -0.3861 167.3213 0.0015 0.0440 -3.1659
Rbfa ENSMUSG00000024570 0.4673 55.3300 0.0015 0.0440 3.1676
Vkorc1 ENSMUSG00000096145 0.3723 105.2682 0.0016 0.0441 3.1637
Irak1 ENSMUSG00000031392 -0.3893 80.4784 0.0016 0.0443 -3.1611
Gm11966 ENSMUSG00000080904 0.4064 202.6342 0.0016 0.0443 3.1576
Kmt2d ENSMUSG00000048154 -0.4462 72.1458 0.0016 0.0443 -3.1539
Mrpl42 ENSMUSG00000062981 0.4385 140.6506 0.0016 0.0443 3.1549
Ninj1 ENSMUSG00000037966 0.4629 70.3945 0.0016 0.0443 3.1535
Slc35b1 ENSMUSG00000020873 0.3465 107.4993 0.0016 0.0443 3.1538
Tmem9b ENSMUSG00000031021 0.4755 142.1908 0.0016 0.0443 3.1552
Hipk2 ENSMUSG00000061436 -0.3724 171.8743 0.0016 0.0443 -3.1522
Pi4k2b ENSMUSG00000029186 -0.3078 156.2578 0.0016 0.0443 -3.1508
Dram1 ENSMUSG00000020057 -0.2321 376.1375 0.0017 0.0447 -3.1458
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Fkbp2 ENSMUSG00000056629 0.3779 560.7082 0.0016 0.0447 3.1470
Mtcl1 ENSMUSG00000052105 -0.2824 117.6835 0.0017 0.0447 -3.1446
Fam193b ENSMUSG00000021495 -0.4408 67.5404 0.0017 0.0448 -3.1427
Mib1 ENSMUSG00000024294 -0.3486 119.9445 0.0017 0.0448 -3.1417
Clta ENSMUSG00000028478 0.2902 293.1037 0.0017 0.0454 3.1352
Rbms3 ENSMUSG00000039607 -0.3293 461.4998 0.0017 0.0454 -3.1352
Rps6-ps3 ENSMUSG00000082465 0.3231 1038.3828 0.0017 0.0459 3.1310
Atp6v1f ENSMUSG00000004285 0.3382 370.8551 0.0018 0.0462 3.1277
Ctnnd2 ENSMUSG00000022240 -0.5253 72.4038 0.0018 0.0463 -3.1257
Hsbp1 ENSMUSG00000031839 0.3300 430.9725 0.0018 0.0467 3.1221
Braf ENSMUSG00000002413 -0.3199 160.9480 0.0019 0.0472 -3.1081
Eef1d ENSMUSG00000055762 0.2579 227.4234 0.0019 0.0472 3.1092
Ifitm2 ENSMUSG00000060591 0.5183 828.1919 0.0018 0.0472 3.1149
Map1lc3b ENSMUSG00000031812 0.3657 323.4928 0.0019 0.0472 3.1093
Ppp1r11 ENSMUSG00000036398 0.3409 198.7234 0.0019 0.0472 3.1113
Rpl22l1 ENSMUSG00000039221 0.5288 255.8185 0.0019 0.0472 3.1133
Rplp0 ENSMUSG00000067274 0.2611 1084.1652 0.0019 0.0472 3.1099
Tbc1d22a ENSMUSG00000051864 -0.9391 404.5362 0.0019 0.0472 -3.1094
Tcta ENSMUSG00000039461 0.4247 60.0653 0.0019 0.0472 3.1115
Txn2 ENSMUSG00000005354 0.3123 157.3918 0.0019 0.0472 3.1071
Grip1 ENSMUSG00000034813 -0.5221 83.6498 0.0019 0.0472 -3.1059
Hint1 ENSMUSG00000020267 0.2800 458.6511 0.0019 0.0472 3.1046
Cpeb1 ENSMUSG00000025586 0.3698 97.7914 0.0019 0.0474 3.1013
Pdgfd ENSMUSG00000032006 -0.4098 94.4343 0.0019 0.0474 -3.0999
Ppm1h ENSMUSG00000034613 -0.4172 91.8815 0.0019 0.0474 -3.1001
Cd74 ENSMUSG00000024610 0.4562 4425.9254 0.0020 0.0475 3.0960
Gnptg ENSMUSG00000035521 0.4107 90.3715 0.0019 0.0475 3.0980
St3gal4 ENSMUSG00000032038 -0.4307 279.4560 0.0020 0.0475 -3.0968
Kit ENSMUSG00000005672 0.4177 111.8898 0.0020 0.0476 3.0942
Apip ENSMUSG00000010911 0.4765 70.0419 0.0020 0.0477 3.0923
Cd63 ENSMUSG00000025351 0.3370 634.3366 0.0020 0.0477 3.0902
Psma2 ENSMUSG00000015671 0.3278 277.1633 0.0020 0.0477 3.0891
Vamp8 ENSMUSG00000050732 0.3070 1151.2613 0.0020 0.0477 3.0902
A330023F24Rik ENSMUSG00000096929 -0.5189 62.8227 0.0021 0.0484 -3.0819
Ubr3 ENSMUSG00000044308 -0.3604 125.3579 0.0021 0.0484 -3.0814
Yif1a ENSMUSG00000024875 0.3907 85.0364 0.0020 0.0484 3.0832
NA ENSMUSG00000076281 -0.7577 122.2396 0.0021 0.0487 -3.0789
Ndufa6 ENSMUSG00000022450 0.2792 491.7786 0.0021 0.0489 3.0751
Sftpc ENSMUSG00000022097 0.3921 120531.4152 0.0021 0.0489 3.0757
Txn1 ENSMUSG00000028367 0.3827 3195.3860 0.0021 0.0489 3.0745
Lrriq1 ENSMUSG00000019892 -0.4953 58.6445 0.0021 0.0493 -3.0694
Spcs1 ENSMUSG00000021917 0.3601 293.2779 0.0021 0.0493 3.0702
Lrg1 ENSMUSG00000037095 0.6140 242.7823 0.0022 0.0497 3.0664
Atraid ENSMUSG00000013622 0.4147 166.5313 0.0023 0.0497 3.0543
Aurkaip1 ENSMUSG00000065990 0.3709 173.8403 0.0022 0.0497 3.0593
Cst3 ENSMUSG00000027447 0.3420 2197.7048 0.0022 0.0497 3.0560
Dennd4a ENSMUSG00000053641 -0.4875 104.4937 0.0022 0.0497 -3.0585
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Lung - KO vs WT
Gene Name Gene ID Log2 Fold Change Average Expression P value Adjusted P Value stat
Gm10123 ENSMUSG00000062933 0.3773 313.2929 0.0022 0.0497 3.0628
Gm49207 ENSMUSG00000115497 0.4769 147.2938 0.0022 0.0497 3.0612
Rrp7a ENSMUSG00000018040 0.4701 58.4621 0.0022 0.0497 3.0586
Syf2 ENSMUSG00000028821 0.3638 228.6364 0.0022 0.0497 3.0602
Tbrg1 ENSMUSG00000011114 0.2992 181.9947 0.0022 0.0497 3.0628
Tecr ENSMUSG00000031708 0.3465 393.0362 0.0023 0.0497 3.0548
Tm2d3 ENSMUSG00000078681 0.5317 57.4060 0.0022 0.0497 3.0570
Acaca ENSMUSG00000020532 -0.4142 133.3009 0.0023 0.0498 -3.0438
Cdk14 ENSMUSG00000028926 -0.3814 445.5196 0.0023 0.0498 -3.0453
Chd2 ENSMUSG00000078671 -0.3276 184.1310 0.0023 0.0498 -3.0463
Eif2b4 ENSMUSG00000029145 0.4394 59.6950 0.0023 0.0498 3.0497
Naca ENSMUSG00000061315 0.2642 361.9947 0.0023 0.0498 3.0450
Nbea ENSMUSG00000027799 -0.4388 143.0261 0.0023 0.0498 -3.0485
Pdia3 ENSMUSG00000027248 0.2864 512.9539 0.0024 0.0498 3.0416
Phf14 ENSMUSG00000029629 -0.2686 136.5957 0.0024 0.0498 -3.0418
Plet1 ENSMUSG00000032068 0.3630 86.7600 0.0023 0.0498 3.0472
Pttg1 ENSMUSG00000020415 0.3485 266.7501 0.0023 0.0498 3.0442
Thrb ENSMUSG00000021779 -0.4384 75.1761 0.0023 0.0498 -3.0430
Uvrag ENSMUSG00000035354 -0.3698 147.7398 0.0023 0.0498 -3.0493
Arih1 ENSMUSG00000025234 -0.4183 164.4054 0.0024 0.0498 -3.0395
Itm2b ENSMUSG00000022108 0.3752 2330.3192 0.0024 0.0498 3.0404
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rain - KO vs WT
Gene Name Gene ID Log2 Fold Change Average Expression P value Adjusted P Value t
Ide ENSMUSG00000056999 -0.492 4.985 0.000 0.000 -7.340 14.856

taf1 ENSMUSG00000040565 -0.436 5.178 0.000 0.000 -6.297 9.960
Gm47283 ENSMUSG00000096768 -0.566 6.971 0.000 0.000 -6.193 10.159
Gm15417 ENSMUSG00000074466 0.407 4.196 0.000 0.001 5.386 5.977
Klf15 ENSMUSG00000030087 -0.306 4.361 0.000 0.020 -4.740 3.532
Hspb1 ENSMUSG00000004951 -0.288 3.832 0.000 0.020 -4.724 3.461
A230059L01Rik ENSMUSG00000087627 -0.607 0.798 0.000 0.030 -4.595 0.065
Fgfbp3 ENSMUSG00000047632 -0.374 3.446 0.000 0.032 -4.548 2.330
D130009I18Rik ENSMUSG00000115432 -0.365 7.352 0.000 0.044 -4.448 2.845
Tmtc2 ENSMUSG00000036019 -0.265 8.153 0.000 0.045 -4.378 2.613
Ly6a ENSMUSG00000075602 -0.208 4.935 0.000 0.045 -4.379 2.394
Tmem98 ENSMUSG00000035413 -0.290 4.177 0.000 0.045 -4.371 2.249

Liver - KO vs WT
Gene Name Gene ID Log2 Fold Change Average Expression P value Adjusted P Value stat
Rpl19 ENSMUSG00000017404 0.318 325.068 0.000 0.038 3.759
Ctsl ENSMUSG00000021477 0.489 1203.651 0.000 0.038 3.781
Ambp ENSMUSG00000028356 0.368 5050.710 0.000 0.038 4.150
Rpl18a ENSMUSG00000045128 0.330 1034.308 0.000 0.038 3.771
Rps27 ENSMUSG00000090733 0.338 1172.496 0.000 0.038 3.997
Rps13 ENSMUSG00000090862 0.407 483.340 0.000 0.038 3.757
Rpl13 ENSMUSG00000000740 0.295 1686.991 0.000 0.040 3.566
Rps3a1 ENSMUSG00000028081 0.355 270.583 0.000 0.040 3.588
Igfbp2 ENSMUSG00000039323 0.762 886.639 0.000 0.040 3.635
Rps27a-ps3 ENSMUSG00000055093 0.416 622.039 0.000 0.040 3.605
Gm4149 ENSMUSG00000074800 0.350 285.554 0.000 0.040 3.610
Rps18-ps5 ENSMUSG00000113061 0.304 956.930 0.000 0.040 3.687
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Bladder - KO vs WT
Gene Name Gene ID Log2 Fold Change Average Expression P value Adjusted P Value stat
Rpl12 ENSMUSG00000038900 -0.423 825.022 0.000 0.005 -4.574
Rps21 ENSMUSG00000039001 -0.871 1169.658 0.000 0.009 -4.320
Rplp1 ENSMUSG00000007892 -0.370 5515.563 0.000 0.010 -4.124
Rps12 ENSMUSG00000061983 -0.556 815.127 0.000 0.010 -4.134
Rps20 ENSMUSG00000028234 -0.338 1554.513 0.000 0.018 -3.941
Tnnt2 ENSMUSG00000026414 0.518 792.399 0.000 0.025 3.810
Rplp2 ENSMUSG00000025508 -0.340 1868.914 0.000 0.033 -3.694
Tpt1 ENSMUSG00000060126 -0.233 717.672 0.000 0.033 -3.675

Bladder - KI vs WT
Gene Name Gene ID Log2 Fold Change Average Expression P value Adjusted P Value stat
Hspa8 ENSMUSG00000015656 0.505 1147.880 0.000 0.000 5.679
Gadd45g ENSMUSG00000021453 1.587 155.739 0.000 0.000 5.480
Pkig ENSMUSG00000035268 0.737 191.544 0.000 0.000 5.453
Gm15542 ENSMUSG00000083396 1.047 72.339 0.000 0.000 5.311
Txnip ENSMUSG00000038393 -0.462 540.657 0.000 0.001 -4.883
Tnnt2 ENSMUSG00000026414 0.634 792.399 0.000 0.003 4.694
Cr ab ENSMUSG00000032060 0.980 196.590 0.000 0.005 4.521
Cpe ENSMUSG00000037852 0.528 282.700 0.000 0.005 4.520
Tnfrsf12a ENSMUSG00000023905 1.457 81.855 0.000 0.005 4.431
Rasl11a ENSMUSG00000029641 1.086 41.929 0.000 0.005 4.423
Bdh1 ENSMUSG00000046598 0.755 243.706 0.000 0.005 4.436
Dnm2 ENSMUSG00000033335 -0.316 196.799 0.000 0.006 -4.398
Hspb7 ENSMUSG00000006221 0.887 100.355 0.000 0.008 4.311
Tmem63b ENSMUSG00000036026 -0.414 98.853 0.000 0.009 -4.266
Abhd2 ENSMUSG00000039202 -0.488 89.940 0.000 0.013 -4.171
Nkd1 ENSMUSG00000031661 0.549 127.575 0.000 0.013 4.143
Gm8355 ENSMUSG00000093798 0.595 291.845 0.000 0.019 4.031
Tmem181b-ps ENSMUSG00000096780 -0.568 43.242 0.000 0.019 -4.045
Ral ENSMUSG00000027593 0.442 105.669 0.000 0.025 3.959
Wfdc1 ENSMUSG00000023336 0.742 144.931 0.000 0.031 3.882
Selenos ENSMUSG00000075701 0.572 87.053 0.000 0.031 3.887
Cnn1 ENSMUSG00000001349 0.763 4886.336 0.000 0.031 3.866
2900026A02Rik ENSMUSG00000051339 -0.448 85.610 0.000 0.031 -3.859
Ccn1 ENSMUSG00000028195 2.111 144.330 0.000 0.032 3.838
Slc25a4 ENSMUSG00000031633 0.532 932.281 0.000 0.032 3.819
Higd1a ENSMUSG00000038412 0.618 93.547 0.000 0.032 3.825
Grik5 ENSMUSG00000003378 -0.549 56.828 0.000 0.035 -3.790
Hspa1a ENSMUSG00000091971 0.862 102.142 0.000 0.041 3.737
Gm10108 ENSMUSG00000062038 0.786 117.837 0.000 0.041 3.728
Gm10053 ENSMUSG00000058927 0.821 64.645 0.000 0.046 3.694
Gtf2e2 ENSMUSG00000031585 0.537 54.966 0.000 0.049 3.670
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Brain - KI vs WT
Gene Name Gene ID Log2 Fold Change Average Expression P value Adjusted P Value t B
Tmem106b ENSMUSG00000029571 0.223 5.553 0.000 0.000 6.503 12.250
Hspb1 ENSMUSG00000004951 -0.374 3.832 0.000 0.000 -6.116 10.215
Hspa1a ENSMUSG00000091971 -0.469 4.409 0.000 0.000 -6.001 9.676
mt-Ti ENSMUSG00000064342 -0.271 5.778 0.000 0.000 -5.662 8.114
Ica1 ENSMUSG00000062995 -0.191 5.869 0.000 0.000 -5.603 7.840
P4ha1 ENSMUSG00000019916 -0.240 5.210 0.000 0.001 -5.453 7.132

lr3b ENSMUSG00000073125 0.922 0.512 0.000 0.001 5.370 4.743
Ahsa2 ENSMUSG00000020288 -0.239 4.507 0.000 0.002 -5.165 5.835
Dnajb1 ENSMUSG00000005483 -0.271 5.799 0.000 0.002 -5.123 5.669
Manf ENSMUSG00000032575 -0.305 6.556 0.000 0.006 -4.850 4.483
Hspa1b ENSMUSG00000090877 -0.658 1.534 0.000 0.006 -4.858 3.551
Gm11769 ENSMUSG00000085636 -0.356 4.332 0.000 0.007 -4.778 4.209
Banp ENSMUSG00000025316 -0.309 4.502 0.000 0.007 -4.776 4.183
Hspa5 ENSMUSG00000026864 -0.208 7.809 0.000 0.008 -4.740 3.986
Srsf5 ENSMUSG00000021134 0.173 6.670 0.000 0.010 4.667 3.726
Tmem125 ENSMUSG00000050854 0.261 3.355 0.000 0.011 4.644 3.649
Creld2 ENSMUSG00000023272 -0.327 5.057 0.000 0.011 -4.628 3.602

lr4a ENSMUSG00000079845 0.775 0.656 0.000 0.012 4.583 2.323
Sdf2l1 ENSMUSG00000022769 -0.358 4.834 0.000 0.014 -4.535 3.233
Adamts1 ENSMUSG00000022893 0.319 2.866 0.000 0.014 4.532 3.125
Gm15417 ENSMUSG00000074466 -0.342 4.196 0.000 0.024 -4.392 2.683
Aph1b ENSMUSG00000032375 -0.223 3.760 0.000 0.029 -4.332 2.423
Cdkn1a ENSMUSG00000023067 -0.307 4.581 0.000 0.030 -4.313 2.378
Insig1 ENSMUSG00000045294 0.177 5.202 0.000 0.034 4.270 2.196
Slc35d3 ENSMUSG00000050473 -0.273 5.166 0.000 0.041 -4.215 2.004

Liver - KI vs WT
Gene Name Gene ID Log2 Fold Change Average Expression P value Adjusted P Value stat
Hsp90aa1 ENSMUSG00000021270 0.721 344.123 0.000 0.004 4.624
Serpina1a ENSMUSG00000066366 0.285 19325.660 0.000 0.004 4.645
Hspa8 ENSMUSG00000015656 0.795 1673.285 0.000 0.024 4.077
Rpl19 ENSMUSG00000017404 0.312 325.068 0.000 0.024 4.088
Serpina1c ENSMUSG00000079015 0.365 16048.036 0.000 0.024 4.025
Msrb1 ENSMUSG00000075705 0.314 1089.305 0.000 0.028 3.926
Gm6136 ENSMUSG00000084106 0.408 264.433 0.000 0.028 3.905
A gp1 ENSMUSG00000037053 0.238 2446.620 0.000 0.029 3.849
Rpl19-ps11 ENSMUSG00000081094 0.302 382.692 0.000 0.029 3.838
Rpl6 ENSMUSG00000029614 0.381 605.157 0.000 0.038 3.716
Rpl19-ps7 ENSMUSG00000117405 0.296 408.624 0.000 0.038 3.736
Vtn ENSMUSG00000017344 0.458 5502.928 0.000 0.049 3.589
Slc35b1 ENSMUSG00000020873 0.437 163.370 0.000 0.049 3.526
C8b ENSMUSG00000029656 0.533 441.326 0.000 0.049 3.550
Cd302 ENSMUSG00000060703 0.378 1173.736 0.000 0.049 3.531
Serpina10 ENSMUSG00000061947 0.485 330.265 0.000 0.049 3.604
Kdelr2 ENSMUSG00000079111 0.329 212.946 0.000 0.049 3.525
Rps27 ENSMUSG00000090733 0.271 1172.496 0.000 0.049 3.527
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Kidne  - KI vs WT
Gene Name Gene ID Log2 Fold Change Average Expression P value Adjusted P Value stat
Hspa1a ENSMUSG00000091971 1.271 80.658 0.000 0.001 5.154
Nudt19 ENSMUSG00000034875 0.487 1501.572 0.000 0.012 4.499
Reep6 ENSMUSG00000035504 0.768 203.998 0.000 0.012 4.556
Alas1 ENSMUSG00000032786 0.848 299.841 0.000 0.020 4.329
Car4 ENSMUSG00000000805 0.423 702.905 0.000 0.036 4.146
Igf1r ENSMUSG00000005533 -0.584 303.737 0.000 0.046 -4.036
Rora ENSMUSG00000032238 -0.559 112.523 0.000 0.046 -4.009
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SINGLE CELL TRANSCRIPTOMICS AND THE RACE TO THE 
TOP 

S ingle cell RNA-seq has undoubtedly altered the field of genomics and 
will continue to do so. Unlike other technologies, it has had optimiza-

tion and development built into its core by a community dedicated to 
mapping every cell within the human body. However, unlike other tech-
nologies, such as NGS for example, the utilities of scRNA-seq remain far 
more varied, and as such, future optimizations and developments will 
likely occur and will likely be necessary. Or at the very least, once a few 
exceptional methods have established themselves, they will find a stand-
out place within the spectrum of protocols.     

There are numerous points of division across the single cell transcrip-
tomics field. One could divide protocols based on how the cells are pro-
cessed (i.e. plate-based, microfluidics, or droplet), the structure of the li-
braries (i.e. full length versus counting approaches), the cost of the pro-
tocol (i.e. low-cost, in-house protocols versus high-cost, commercial kits), 
and other various differences. Each of these distinctions has its own set 
of advantages and disadvantages. Additionally, the perspective of the re-
searcher must also be carefully considered, since an advantage to one 
may be a disadvantage to another.  

With mcSCRB-seq specifically, I aimed to and achieved in developing a 
highly sensitive, powerful, and cost-e!icient plate-based scRNA-seq 
method. The choices for such a method stemmed primarily from our own 
motivation, which necessitated a protocol that could integrate fluores-
cence-activated cell sorting (FACS) and was above all else very cost-e!i-
cient. Additionally, the protocol has been cited extensively, likely because 
the optimizations to sensitivity, which stem from the addition of PEG, and 
the decreases in amplification biases, due to the use of Terra polymerase, 
can be easily adapted to other protocols. Therefore, if a research group 
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already has an established method in place, then simply adapting the im-
provements to increase sensitivity could su!ice. For some researchers, 
however, mcSCRB-seq might not be an appropriate choice, as plate-
based methods tend to be less high-throughput in nature compared to 
droplet based methods. Additionally, the questions of the experimental 
study might be more appropriately answered with other methods. 

It is precisely this varied use of scRNA-seq that make determining a supe-
rior protocol an ongoing challenge. There is no one-size fits all protocol, 
even though numerous studies have attempted to determine the best 
candidate. However, as each of these studies has focused on different 
goals or parameters, they often draw different conclusions. Ziegenhain et 
al., for example, investigated several hundred cells at sequencing depths 
in the range of 250,000 to 1 million reads, a design that would be appro-
priate when investigating specific cells in greater detail. Mereu et al., on 
the other hand, investigated thousands of cells at ten- to fifty-fold lower 
sequencing depths. Such a study design is far more appropriate for ex-
ample, when developing an atlas of various cell types with strong expres-
sion differences. And as these goals effectively oppose one another, it is a 
possible explanation for why mcSCRB-seq, or more specifically its prede-
cessor SCRB-seq, performed strongly in the initial comparative study 
(Ziegenhain et al., 2017) and poorly in a more recent study (Mereu et al., 
2020). Comparison studies can also draw opposing conclusions, not only 
based on their goals, but also based on their design. Although Meru et al. 
reflects the real-world situation of a consortium, this creates a potential 
for more technical variables, for example, where and how the sequencing 
is performed. For some methods the sequencing was carried out by the 
project organizers, whereas for other methods the sequencing was per-
formed by the library preparers. And in such a case, this means that a va-
riety of equipment and quality filtering were introduced into the study.  

Thus, whether further optimizations to mcSCRB-seq should be made to 
improve its ability in cell atlas creation remains unclear. In some way, this 
would move the protocol more in line with the current trend of the single 
cell community. Such protocols (e.g. 10X Genomics Chromium) already 
exist, perform very well, and fill this role, as shown in Mereu et al. But 
once such highly detailed atlases are publicly available, protocols that are 
primarily designed to process many cells at low sequencing depth may 
fall out of fashion. The focus of the genomics community may move to-
wards characterizing few cells in greater detail, and using atlases to sup-
port such findings. The direction could also progress towards a dual-
model system, where high-throughput, low depth methods are used as an 
initial study, and then lower-throughput, high depth methods are used to 
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investigate a certain subset of cells in far greater detail. Lastly, now that 
numerous, high quality methods exist, a large focus of the community 
has transferred to developing spatial transcriptomic protocols as well as 
the necessary computational tools to carry out the analysis. Therefore, 
rather than additional optimizations to mcSCRB-seq, time may be better 
spent contributing to the field of spatial transcriptomics.  

What is clear, however, is that although a complete overhaul of mcSCRB-
seq would likely not benefit the greater scientific community, small opti-
mizations and changes, especially those utilized in the development of 
prime-seq, could be beneficial. For example, utilizing longer barcoded 
oligo(d)T primers would allow the protocol to be more easily multiplexed 
with 10X Genomics 3’ libraries, a current industry leader in gene expres-
sion analysis. Such multiplexing is especially important as it allows one to 
utilize the newest high-throughput Illumina sequencers (e.g. Novaseq) 
which decreases sequencing costs. Additionally, the recently developed 
Smart-seq3 underwent extensive testing for the lysis buffer (Hagemann-
Jensen et al., 2020), and such findings could be adapted to mcSCRB-seq.  

BULK RNA-SEQ IN A SINGLE CELL WORLD 

In just fifteen years we went from characterizing gene expression in just 
a couple samples to now studying the transcriptome of hundreds of 

thousands of cells from many samples. And while improved technologies 
to answer biological questions relating to gene expression have been de-
veloped and utilized, often the latest and greatest technologies can be 
excessive depending on the goal at hand. Therefore, it is important to 
understand the space these new methods occupy.  

Firstly, let us examine the medical community. Generally, direct research 
is not a primary focus, rather most physicians prioritize patient care, di-
agnostics, and treatment. That said, there are occasional instances of 
overlap between the medical and biomedical/biological communities, 
especially in terms of technological advances. Sequencing, both Sanger 
and NGS, have already proven themselves as essential tools for physi-
cians, capable of diagnosing genetic disorders not previously seen with 
lower-resolution patient karyotyping. Microarrays have also become a 
staple, capable of providing chromosomal analysis, oncological panels, 
as well as expression profiles for well known target genes. However, RNA-
seq has yet to integrate fully into the repertoire of diagnostic tools.  
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Secondly, within the context of biomedical or biological research, espe-
cially in academic settings, RNA-seq has become a staple, but single-cell, 
spatial, and long-read methods have yet to be utilized across the board. 
For example, the power, as well as the cost e!iciency, of RNA-seq com-
pared to qPCR has been shown many times over (Alpern et al., 2019); yet 
in the last five years, almost the same number of published studies are 
available on PubMed that use qPCR compared to RNA-seq (55.6 and 59.8 
thousand, respectively). This highlights that even after a decade and a 
half, an outdated and more expensive technology is still being substan-
tially utilized. The explanation for this is surely multi-faceted, however, a 
likely reason is that implementation of new technology takes time as well 
as resources. This is even more apparent in the context of research, 
where resources may be a limiting factor. Additionally, the way bulk RNA-
seq continues to be useful even when scRNA-seq has become more stan-
dardized, qPCR will still have a place among molecular biologists, espe-
cially for single-target applications or quality control. 

Lastly, there is genomic research, a small subset of the greater picture 
where innovation has been at the forefront, and the newest techniques 
are heralded and praised. This perspective is unusual in that method de-
velopment is itself a large component of the research conducted.   

Thus, even with the development of new genomic methods, the context 
of where and how they will be utilized must be taken into account. For 
example, a genomic researcher may claim that the future is single cell, 
and bulk no longer has a place. But a physician that is analyzing patient 
samples may be unable to perform diagnostic single cell studies, either 
due to limited resources or lack of appropriate samples. Bulk RNA-seq 
then could likely be su!icient and a substantial improvement on the mi-
croarray panels currently available. Such use is even supported by single-
cell biologists, who provide datasets, in part, to be used references and 
enable less comprehensive and less resource intensive future studies.   

With this in mind, it is easy to see that although prime-seq is a bulk proto-
col, it may very well be one of the most useful in the field of genomics. 
Bulk RNA-seq is generally more affordable due to the smaller scale of the 
experiment, more successful with di!icult samples or unverified tissues, 
and can provide detailed data capturing almost all expressed genes in the 
sample. These characteristics of affordability, robustness, and sensitivity 
were all prioritized in the development of prime-seq, in order to create a 
protocol that could benefit not only the genomics community, but also 
biomedical and biological researchers, and one day perhaps even med-
ical professionals.  
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CHARACTERIZING THE EFFECT OF FOXP2 ON DOPAMIN-
ERGIC STRIATAL NEURONS  

A ddressing a phenotype as complex as human language, specifically 
in relation to FOXP2, requires a multi-experiment approach from var-

ious perspectives. Previous studies have examined FOXP2 in numerous 
organisms including humans (Fisher et al., 1998), mice (Enard et al., 
2002), songbirds (Wohlgemuth et al., 2014; Fee and Scharff, 2010), and 
bats (Li et al., 2007). However, many of these studies have not been thor-
ough, such as those conducted in humans due to ethical reasons. The 
underlying mechanisms responsible for the observed effects of FOXP2 
knockouts or the effects of introducing a human variant into a model or-
ganism, have yet to be well understood. Within this work, I aimed to build 
a comprehensive dataset of various tissues assessing the effect on the 
transcriptome in both cases. And, although this FOXP2 dataset is one of 
the largest, as with any experiment more questions may be raised than 
answered.  

The human specific substitutions in FOXP2 have been implicated in learn-
ing by modulating CBG circuitry (Enard et al., 2009). Specifically, 
dopamine levels and synaptic plasticity are affected (Co et al., 2020; 
Schreiweis et al., 2014), which is supported by my own data as well. How-
ever, what appears to be clear is that to further elucidate the mechanism, 
specifically the targets and the affected genes in each mouse model, ad-
ditional experiments will be required. Future studies will have to investi-
gate the loss-of-function effect of FOXP2 (knockout) and the gain-of-func-
tion effect in human FOXP2 (humanized) by manipulating learning in 
these mouse models. As FOXP2 is involved in CBG circuitry, understand-
ing its role in the transition from goal-directed learning to habitual behav-
ior will be essential. Testing the hypothesis that the human variant is re-
sponsible for a faster transition to behavioral automatization, and there-
fore responsible for the evolution of human speech, will be the next step 
in answering the question: “Why are we able to speak and our closest rel-
atives are not?”. 
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