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Zusammenfassung

In der Photonenstrahlentherapie von Lungenkrebs führen atembedingte Bewegungen zu
systematischen und statistischen Unsicherheiten während Bestrahlungsplanung und Do-
sisapplikation. Durch die Integration der Magnetresonanztomographie (MRT) in den Be-
strahlungsplanungsprozess in der MR-geführten Strahlentherapie (MRgRT) können diese
Unsicherheiten im Vergleich zu modernen röntgenbasierten Ansätzen reduziert werden.
Weiterhin ermöglichen integrierte MR-Linearbeschleuniger (MR-Linacs) eine genauere und
präzisere Dosisapplikation durch tägliche Adaptionen des Bestrahlungsplans und Echtzeit-
MRT-basierte gegatete Bestrahlung. Das Potential MRgRT bewegter Zielvolumina wird
jedoch aufgrund des Mangels an zeitaufgelöster vierdimensionaler MRT (4D-MRI) in der
klinischen Anwendung derzeit noch nicht voll ausgeschöpft. Ziel dieser Arbeit war es, neue
Methoden zur Bewegungscharakterisierung und -abschätzung mittels 4D-MRI für MRgRT
von Lungenkrebs zu entwickeln und experimentell zu validieren. Konzepte für alle Phasen
des klinischen Arbeitsablaufs – Bestrahlungsplanung, Dosisapplikation und retrospektive
Analyse – wurden untersucht.

Zunächst wurde eine neue Methode zur Definition des internal target volume (ITV) wäh-
rend der Bestrahlungsplanung entwickelt, die auf der Aufenthaltswahrscheinlichkeit be-
wegter Tumoren basiert. Diese wurde aus 4D-MRI-Aufnahmen in Echtzeit abgeleitet. Die
Fähigkeit der ITVs, die im Laufe mehrerer Wochen auftretenden Veränderungen zu an-
tizipieren, wurde anhand retrospektiver geometrischer Analysen von Lungenkrebspatien-
tendaten bewertet. Im Vergleich zu konventionellen, 4D-Computertomographie (4D-CT)
basierten Zielvolumina, wurde eine höhere Robustheit der wahrscheinlichkeitsbasierten,
4D-MRI-abgeleiteten ITVs festgestellt. Die Studie zeigte, dass die durch 4D-MRI in Echtzeit
ermöglichte Bewegungscharakterisierung über längere Zeiträume systematische und statis-
tische Unsicherheiten im Vergleich zu heutigen Standardverfahren verringern kann.

Weiterhin wurde eine experimentelle Validierung einer veröffentlichten Methode zur
Bewegungsschätzung – der Propagationsmethode – unter realistischen, patientenähnlichen
Bedingungen mit einem Schweinelungenphantom durchgeführt. Geschätzte 4D-MRIs mit
einer zeitlichen Auflösung von 3,65 Hz wurden auf Grundlage orthogonaler 2D cine-MRT-
Aufnahmen erstellt, die mit der Scannereinheit eines MR-Linacs aufgenommen wurden.
Der Vergleich dieser Datensätze mit ground truth atemphasenkorrelierten 4D-MRIs in geo-
metrischen Analysen zeigte, dass die Propagationsmethode akkurate geschätzte 4D-MRIs
erzeugen kann. In Zukunft könnte diese Methode Lokalisierungsfehler der Zielvolumina
verringern und eine Bewegungsüberwachung in 3D während der Dosisapplikation am MR-
Linac ermöglichen.

Schließlich wurde die Propagationsmethode erweitert, um kontinuierliche zeitaufgelöste
geschätzte synthetische CTs (tresCTs) zu erzeugen. Die entwickelte Methode wurde experi-
mentell mit aufeinanderfolgenden Aufnahmen des Schweinelungenphantoms an einem CT-
Scanner und einem MR-Linac getestet. Geometrische und dosimetrische Analysen zeigten
hohe Übereinstimmungen der Bilder und der entsprechenden Dosisverteilungen zwischen
den tresCTs und gemessenen ground truth 4D-CTs. Die tresCTs könnten für die zeitaufgelöste
Rekonstruktion der applizierten Dosis nach der Bestrahlung verwendet werden, um künftig
darauf basierende Adaptionen des Bestrahlungsplans zu ermöglichen.

Diese Studien stellen wichtige Schritte in Richtung einer klinischen Anwendung zeitauf-
gelöster 4D-MRI-Methoden in der MRgRT von Lungentumoren in naher Zukunft dar.
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Abstract

In photon radiotherapy of lung cancer, respiratory-induced motion introduces systematic
and statistical uncertainties in treatment planning and dose delivery. By integrating mag-
netic resonance imaging (MRI) in the treatment planning process in MR-guided radiother-
apy (MRgRT), uncertainties in target volume definition can be reduced with respect to
state-of-the-art X-ray-based approaches. Furthermore, MR-guided linear accelerators (MR-
Linacs) offer dose delivery with enhanced accuracy and precision through daily treatment
plan adaptation and gated beam delivery based on real-time MRI. Today, the potential of
MRgRT of moving targets is, however, not fully exploited due to the lack of time-resolved
four-dimensional MRI (4D-MRI) in clinical practice. Therefore, the aim of this thesis was
to develop and experimentally validate new methods for motion characterization and es-
timation with 4D-MRI for MRgRT of lung cancer. Different concepts were investigated for
all phases of the clinical workflow – treatment planning, beam delivery, and post-treatment
analysis.

Firstly, a novel internal target volume (ITV) definition method based on the probability-
of-presence of moving tumors derived from real-time 4D-MRI was developed. The ability
of the ITVs to prospectively account for changes occurring over the course of several weeks
was assessed in retrospective geometric analyses of lung cancer patient data. Higher robust-
ness of the probabilistic 4D-MRI-based ITVs against interfractional changes was observed
compared to conventional target volumes defined with four-dimensional computed tomog-
raphy (4D-CT). The study demonstrated that motion characterization over extended times
enabled by real-time 4D-MRI can reduce systematic and statistical uncertainties associated
with today’s standard workflow.

Secondly, experimental validation of a published motion estimation method – the prop-
agation method – was conducted with a porcine lung phantom under realistic patient-like
conditions. Estimated 4D-MRIs with a temporal resolution of 3.65 Hz were created based
on orthogonal 2D cine MRI acquired at the scanner unit of an MR-Linac. A comparison
of these datasets with ground truth respiratory-correlated 4D-MRIs in geometric analyses
showed that the propagation method can generate geometrically accurate estimated 4D-
MRIs. These could decrease target localization errors and enable 3D motion monitoring
during beam delivery at the MR-Linac in the future.

Lastly, the propagation method was extended to create continuous time-resolved esti-
mated synthetic CTs (tresCTs). The proposed method was experimentally tested with the
porcine lung phantom, successively imaged at a CT scanner and an MR-Linac. A high
agreement of the images and corresponding dose distributions of the tresCTs and measured
ground truth 4D-CTs was found in geometric and dosimetric analyses. The tresCTs could
be used for post-treatment time-resolved reconstruction of the delivered dose to guide treat-
ment adaptations in the future.

These studies represent important steps towards a clinical application of time-resolved
4D-MRI methods for enhanced MRgRT of lung tumors in the near future.
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Chapter 1

Introduction

With an estimated 19.3 million new cases and 10.0 million deaths per year, cancer is one of
the leading causes of death worldwide [1]. Cancer is most commonly treated with surgery,
radiotherapy, chemotherapy, immunotherapy, or a combination thereof [2]. Approximately
half of all patients receive radiotherapy as part of their treatment [2, 3]. Radiotherapy aims
to deposit a sufficiently high radiation dose to the tumor to eliminate all proliferating can-
cer stem cells while minimizing the radiation-induced damages to the surrounding healthy
tissue [4]. Different radiation delivery techniques exist, including brachytherapy and exter-
nal beam radiotherapy with photons, electrons, protons, or heavy ions [5–9]. Most patients
are treated with external photon beam radiotherapy delivered in several fractions over the
course of a few days or weeks [10].

Lung cancer is the second most commonly diagnosed cancer type, with an estimated
number of 2.2 million annual new diagnoses worldwide (11.4% of all cases) [1]. Owing to
the relatively poor five-year overall survival rate (∼20% in Germany [11]), lung cancer is
by far the leading cause of cancer mortality (18% of all cancer deaths) [1, 3]. The majority
of cases (80–85% [12]) are histologically classified as non-small cell lung cancer (NSCLC).
Approximately 20% of NSCLC cases are diagnosed in an early stage before the tumor has
spread to regional lymph nodes [13]. The standard-of-care is surgery in these situations,
and five-year overall survival rates of 50–70% are reached [14]. However, some patients
refuse to undergo surgery, are medically inoperable, or have a high risk for complications
due to comorbidities. Stereotactic body radiotherapy (SBRT) has become the standard treat-
ment choice for these patients over the last years [3, 13, 15]. While the current standard
treatment for locally advanced NSCLC patients is concurrent chemoradiotherapy with a
conventional dose prescription, the feasibility and safety of a combination of chemotherapy
and hypofractionated SBRT for these patients are currently under investigation in phase I
clinical studies [16–18].

In SBRT, substantially higher doses (up to a factor of 17 for lung SBRT [19]) than in con-
ventional radiotherapy are delivered to the tumor in only a few treatment fractions [2, 13].
Consequently, radiation dose delivery with high accuracy and precision is crucial to avoid
underdosage of the tumor, which would result in a reduced local control probability [4]. At
the same time, the dose to surrounding healthy tissues has to be minimized to limit the risk
of acute and late toxicities [2, 20]. This is particularly challenging for lung SBRT, where the
target and organs at risk (OARs) can move by up to several centimeters due to respiratory
and cardiac motion [4, 21]. Critical organs such as the trachea, esophagus, heart, and spinal
cord can be located in the proximity of lung tumors [3]. Furthermore, anatomical changes,
such as tumor shrinkage, patient weight loss, pleural effusion, or atelectasis between treat-
ment fractions frequently occur [13, 21, 22], causing an offset between the initially planned
and actually delivered dose distribution [21].

There have been several important technological developments in radiotherapeutic treat-
ment planning, patient positioning, imaging, and beam delivery over the last decades. This
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includes the clinical introduction of inverse treatment planning, intensity-modulated radio-
therapy (IMRT), four-dimensional computed tomography (4D-CT) imaging, image-guided
radiotherapy (IGRT) based on daily acquired volumetric in-room imaging data, and motion
management techniques such as respiratory gating [4, 15]. These key technologies have al-
lowed a safe and precise deposition of highly conformal dose distributions in lung SBRT [2,
3, 20], where similar survival rates compared to those after surgery are now achieved [23–
25].

Another major technological advancement in radiation oncology in the last decade was
the clinical introduction of the MR-Linac – an imaging and treatment delivery system that
combines a magnetic resonance imaging (MRI) scanner with a medical linear accelerator
(linac) for MR-guided radiotherapy (MRgRT) with photons [20]. Today, two MR-Linac de-
vices are commercially available, and two further systems are under investigation and de-
velopment at academic research centers [26–29]. The outstanding features of MR-Linacs
compared to conventional linacs are the potential for higher target delineation accuracy en-
abled by the enhanced soft tissue contrast of MRI, the possibility to adapt the treatment plan
based on the observed anatomy of the day, and the capability of gated beam delivery based
on motion information obtained with real-time MRI during patient irradiation [4, 13, 30].
The combination of these features enables the safe delivery of highly conformal dose distri-
butions with unprecedented accuracy and precision. This allows the definition of smaller
safety margins around the target than used for treatments at conventional linacs, which in
turn enables target dose escalation or sparing of dose to OARs [20, 31]. The ability to contin-
uously monitor and account for target motion renders the MR-Linac especially well suited
for SBRT treatments of lung tumors [13, 15].

MR-guided lung SBRT patient treatments only started a few years ago [32], and data
are still being compiled to test the hypothesis that stereotactic MR–guided online adaptive
radiotherapy can achieve higher local control rates or lower toxicities compared to SBRT
with conventional linacs. Therefore, clinical evidence – ideally obtained from randomized
controlled clinical trials – that would justify the higher costs and workload associated with
MRgRT is still lacking to date [15]. Nevertheless, first clinical reports showed promising
results suggesting that high ablative doses can be delivered with low rates of high-grade
toxicity, even to challenging sites such as central or ultracentral lung tumors [33, 34] in
few [35] or even single fractions [19].

After over two decades of research and development by academic institutions and compa-
nies [36–38], important technological challenges and open medical physics research ques-
tions related to MRgRT in general, and MR-guided lung tumor treatments in particular,
remain [30, 31, 39]. One of the main challenges that hinders the exploitation of the full
theoretical potential of MR-Linacs in clinical practice is the lack of imaging sequences for
continuous real-time motion monitoring of the patient anatomy in 3D with high temporal
and spatial resolution [40, 41]. The topic of this thesis is temporally resolved volumetric
MRI (commonly referred to as 4D-MRI) for characterization and estimation of target motion
in MRgRT of lung tumors [31, 40, 41]. The aim of this dissertation was to contribute to the
active field of 4D-MRI for MRgRT research by conducting three experimental and compu-
tational studies, each focused on a different phase of the radiotherapeutic workflow: the
treatment planning phase before patient irradiation (Chapter 4), during (Chapter 5), and
after beam delivery at the MR-Linac (Chapter 6).

While the number of clinically operational MR-Linacs is rapidly increasing [42, 43], the
vast majority of patients is still treated at conventional linacs. At the same time, more
and more radiation oncology departments have access to MRI scanners [44]. The aim of
the study presented in Chapter 4 was to investigate whether a 4D-MRI-based internal tar-
get volume (ITV) definition can yield more representative and robust target volumes for
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treatments at conventional linacs than achievable with today’s standard 4D-CT-based ap-
proaches. A probabilistic ITV definition based on the probability-of-presence distribution of
moving lung tumors characterized with real-time 4D-MRI is proposed to prospectively ac-
count for inter- and intrafractional changes in the treatment planning phase. The suggested
approach is compared to conventional 4D-CT-based target volume definition concepts in
a retrospective geometrical analysis of data from three lung cancer patients scanned at a
diagnostic MRI scanner over the course of several weeks.

One of the two currently commercially available MR-Linac systems – the MRIdian by
ViewRay [26] – was installed at the Department of Radiation Oncology at the University
Hospital, LMU Munich, and patient treatments started in January 2020. Time-resolved MRI
during beam delivery at this system is currently limited to 2D planes [45]. Therefore, no in-
formation about potential through-plane motion of the target and OARs in the thorax can be
derived from these images. While real-time 4D-MRI could decrease the target localization
error and enable time-resolved motion monitoring in 3D, these sequences are currently not
offered by the vendor due to technical limitations [31]. This has motivated several research
groups to develop methods to create so-called estimated 4D-MRI based on time-resolved
2D MRI data [40]. One of these methods, the propagation method by Paganelli et al. [46],
achieved the highest target tracking accuracy among several compared techniques in an in
silico study [47]. However, this method has thus far only been tested with computational
phantoms and sample patient data. The aim of the research study presented in Chapter 5
was to adapt the propagation method for use at the ViewRay MRIdian MR-Linac and to per-
form validation measurements and a geometric accuracy assessment of the adapted method
with a porcine lung phantom [48]. This phantom allows the acquisition of reproducible
ground truth data, therefore, enabling the lacking experimental validation of the propaga-
tion method under realistic patient-like conditions.

To fully exploit the potential of MRgRT treatments at MR-Linacs, the treatment plan
needs to be adapted between consecutive treatment fractions or within the treatment frac-
tion itself based on the actually delivered dose [49]. For this dose reconstruction, linac log-
files and time-resolved volumetric synthetic CT data are needed [50]. These imaging data
are currently not available at the ViewRay MRIdian MR-Linac due to the 2D restriction of the
cine MRI data acquired during beam delivery [45]. The aim of the research study presented
in Chapter 6 was to create continuous time-resolved estimated synthetic CTs (tresCTs) for
this purpose by extending the propagation method by Paganelli et al. [46]. The follow-up
project to the study presented in Chapter 5 included an experimental validation with mea-
surements at a CT scanner and a MRIdian MR-Linac with the porcine lung phantom. The
tresCTs generated with the proposed methodology were compared to measured ground
truth 4D-CT datasets to assess the geometric and dosimetric accuracy.

The thesis is structured in the following way: Chapter 2 introduces the physical and techno-
logical background of photon radiotherapy, X-ray-based imaging modalities, and MRI. Fur-
thermore, image registration and motion management techniques for application in radio-
therapy are explained. MRgRT is reviewed in depth in Chapter 3, with a special focus on the
MR-Linac, 4D-MRI, and motion modeling techniques. The research studies conducted in the
scope of this thesis are presented in Chapters 4–6. The retrospective proof-of-concept study
on real-time 4D-MRI-based ITV definition is described in Chapter 4. Chapter 5 presents the
experimental validation study of the propagation method, conducted with the porcine lung
phantom at a low-field MR-Linac. The follow-up study on the creation and experimental
validation of tresCTs is described in Chapter 6. The thesis is concluded by Chapter 7, where
the main research findings are summarized, and future research perspectives are outlined.
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Chapter 2

Fundamentals of imaging modalities
and photon radiotherapy

This chapter summarizes the principal physical, technological and clinical aspects of to-
mographic imaging modalities, image registration, and radiotherapy with photons. Firstly,
section 2.1 introduces the interaction processes of X-ray photons with matter, followed by a
definition of the absorbed dose D. In section 2.2, the X-ray-based imaging modalities com-
puted tomography and cone-beam computed tomography are described. The fundamental
physical principles of nuclear magnetic resonance and the technical implementation of MRI
are explained in section 2.3. In radiotherapy, the images acquired with different modalities
or at different time points have to be registered to combine the complementary image in-
formation. For this purpose, image registration is used, which is introduced in section 2.4.
Section 2.5 gives an overview of the different workflow steps of photon radiotherapy treat-
ment planning. The chapter is concluded by section 2.6, where a description of motion
management and image guidance techniques used in modern radiotherapy is given.

2.1 Physical interaction of X-ray photons with matter

When X-ray photons [51] with energies used for imaging (20–150 keV; section 2.2) and pho-
ton radiotherapy (up to 6–15 MeV; section 2.5) pass through matter, such as patient tissue,
the main physical interactions that occur are Rayleigh scattering, photoelectric absorption,
Compton scattering, pair production, and photonuclear interactions [52].

Common to all of these processes is their stochastic nature, characterized by single in-
teractions in which the photons either scatter elastically (Rayleigh scattering) or transfer a
fraction or all of their energy to secondary particles. Secondary charged particles, such as
electrons, subsequently deposit their kinetic energy through many small Coulomb-force in-
teractions in the absorbing material, resulting in the ionization of atoms along the particles’
paths. Therefore, photons are classified as indirectly ionizing radiation [6].

The number of photons contained in a beam can be quantified by the fluence Φ [52]:

Φ =
dN
dA

[Φ] = m−2, (2.1)

where dN denotes the number of photons incident on a sphere of cross-sectional area dA.
For a parallel beam of monoenergetic photons traveling through a homogeneous medium,
the interaction probability between a photon and the medium is constant per unit length.
Through each of the five interaction processes listed above, photons are either scattered
away from their original path or are absorbed. The fluence of the primary beam after passing
through an absorber with thickness d is then described by an exponential decay, the Lambert-
Beer’s law [10]:

Φ(d) = Φ0 · exp(−µd) [µ] = m−1, (2.2)
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where Φ0 is the original fluence impinging on the absorber and µ is the linear attenuation
coefficient. Defining x = ρ · d as the mass thickness of a material with mass density ρ and
thickness d, Equation 2.2 can be rewritten as [53]:

Φ(x) = Φ0 · exp
(
−µ

ρ
x
) [

µ

ρ

]
= m2 kg−1 [x] = kg m−2 , (2.3)

where µ/ρ is the mass attenuation coefficient, which depends on the photon energy Eγ and
the absorbing material. The interaction probability for a specific process is proportional to
the cross section σ [10]:

σ =
Nint

Φ
[σ] = barn = 10−28 m2, (2.4)

with the number of interacting photons Nint per fluence Φ. The total mass attenuation coef-
ficient is proportional to the total cross section of all possible processes, σtot [54]:

µ

ρ
=

NA

A
σtot , (2.5)

where NA is the Avogadro number, and A is the atomic mass number of the absorber ma-
terial. Figure 2.1 depicts the interaction-specific mass attenuation coefficients in the energy
range relevant for X-ray imaging modalities and photon radiotherapy for the absorber ma-
terials water and cortical bone.

During Rayleigh scattering, the photon elastically scatters with an atom, and no energy
is transferred. Photonuclear interactions, where an atomic nucleus absorbs the photon, only
become physically possible above energies of a few MeV. For Rayleigh scattering and pho-
tonuclear interactions, the mass attenuation coefficients for X-ray photons for materials with
low atomic numbers – as found in patient tissue – are one to several orders of magnitude
smaller than for the remaining interaction processes [52, 53]. For a thorough description of
these interactions, the interested reader is referred to the textbook by Attix [52].

With the mass attenuation coefficients for photoelectric absorption (τ/ρ), Compton scat-
tering (σC/ρ), and pair production (κ/ρ) the total mass attenuation coefficient in Equa-
tion 2.5 can be approximated by [52]:

µ

ρ
≈ τ

ρ
+

σC

ρ
+

κ

ρ
. (2.6)

The mechanisms of these three dominating physical interactions are schematically depicted
in Figure 2.2 and described in the following sections.

2.1.1 Photoelectric absorption

In the photoelectric absorption, first described by Einstein in 1905 [55], a photon is absorbed
by a bound electron of an atom of the transversed material (Figure 2.2a). The atom is ion-
ized through this process, and the photoelectron leaves the atom with a kinetic energy Te−

equivalent to the photon energy Eγ, reduced by the binding energy Eb of the electron and
negligible kinetic energy that is transferred to the atom Ta [52]:

Te− = Eγ − Eb − Ta ≈ Eγ − Eb . (2.7)

Therefore, the photon energy must be larger than the binding energy for the process to
be possible to occur. In combination with the decreasing interaction probability for in-
creasing photon energies [52], this leads to characteristic edges of the photoelectric mass
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FIGURE 2.1: Mass attenuation coefficients for water and bone. The mass attenuation coefficients for
the different interaction processes of X-ray photons with water are plotted against the photon energy
(photonuclear interactions are not shown here). The total mass attenuation coefficient for cortical
bone is additionally drawn as a dashed line. The data was retrieved from the XCOM database by the

National Institute of Standards and Technology (NIST) [53].

attenuation coefficient, as observable for cortical bone in Figure 2.1. The photoelectric mass
attenuation coefficient (τ/ρ) rapidly decreases with the photon energy Eγ and strongly in-
creases with an increasing atomic number Z of the absorber material [6]. For photons with
Eγ < 20 keV, where the photoelectric effect is the dominating interaction process for water
(cf. Figure 2.1) [6, 53], the proportionalities can be approximated by [52]:

τ

ρ
∝

Z3

E3
γ

. (2.8)

For increasing photon energies, the photoelectrons are primarily emitted in the forward
direction, where they deposit their energy by further ionization of atoms [52]. The photo-
electric effect is followed by the emission of characteristic X-radiation and Auger electrons
when the photoelectron vacancies are filled with electrons from outer shells [6].

2.1.2 Compton scattering

The binding energy of electrons for low-Z material atoms is small compared to the energy
of X-ray photons in the keV–MeV range. Therefore, the electrons can be regarded as loosely
bound or quasi-free [52]. In Compton scattering (Figure 2.2b), a photon scatters with such
a quasi-free electron [57]. Depending on the scattering angle ϑ relative to the incident pho-
ton’s direction, the X-ray photon experiences a wavelength shift ∆λ of [10]:

∆λ =
h

mec
(1− cos ϑ) = λC(1− cos ϑ) , (2.9)

with the Compton wavelength λC. The lost energy is transferred to kinetic energy of the re-
coiling electron. Since the total energy and momentum of the photon-electron system have
to be conserved, the scattering angle of the photon, ϑ, and recoil electron, φ, are correlated,
with ϑ ∈ [0◦, 180◦] and φ ∈ [0◦, 90◦] [52]:
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(b) (c)(a)

Photoelectric absorption Compton scattering Pair production

FIGURE 2.2: Dominant photon-matter interactions. The most relevant interaction processes for
X-ray imaging and photon radiotherapy are schematically depicted. (a) Photoelectric absorption
with incoming photon γ and emitted electron e−. (b) Compton scattering with incoming photon γ,
outgoing electron e− and gamma γ′ with scatter angle ϑ. (c) Pair production with incoming photon
γ, outgoing electron e− and positron e+ and two annihilation photons γ′. Figure adapted from [56].

cot φ =

(
1 +

Eγ

m0c2

)
tan

(
ϑ

2

)
. (2.10)

The maximum energy transfer occurs for ϑ = 180◦, i.e., when the photon is scattered in
backward and the electron in forward direction with an energy of mec2/2 = 255.5 keV. The
energy-dependent differential cross section for photon scattering at an angle ϑ per unit solid
angle and per electron is described by the Klein-Nishina formula [58], derived from quantum
electrodynamics [52]:

dσe

dΩ
=

r2
0
2

(
E′γ
Eγ

)2(
Eγ

E′γ
+

E′γ
Eγ
− sin2 ϑ

)
, (2.11)

with the energy of the scattered photon [52]:

E′γ =
Eγ

1 + Eγ

m0c2 (1− cos ϑ)
, (2.12)

and the classical electron radius [52]:

r0 =
e2

m0c2 . (2.13)

The Klein-Nishina formula describes that the relative probability for small photon scattering
angles ϑ increases for increasing photon energies.

The Klein-Nishina cross section per atom, σa, scales with the number of electrons per
atom and thus, the atomic number Z:

σa = Z · σe . (2.14)

With Equation 2.5, the mass attenuation coefficient for Compton scattering is given by [52]:

σC

ρ
=

NAZ
A

σe , (2.15)

with the Avogadro constant NA, atomic number Z, and atomic mass number A. For atoms
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contained in the human body (with exception of hydrogen), Z/A ranges between 0.4 and
0.5, and thus the mass attenuation coefficient is approximately independent of Z [52].

Compton scattering is the dominant interaction of radiotherapeutic photons with ener-
gies between 20 keV–10 MeV (cf. Figure 2.1) [53]. In this energy range, the Compton scatter-
ing mass attenuation coefficient (σC/ρ) decreases with increasing photon energy [6].

After the scattering process, the scattered photon and electron can undergo further in-
teractions with the transversed material. As for the photoelectric absorption, the Compton
scattering process can be followed by the emission of characteristic X-radiation and Auger
electrons [6].

2.1.3 Pair production

The third important interaction process is pair production (Figure 2.2c), which was first
experimentally observed for cosmic rays by Blackett and Occhialini in 1933 [59]. In the
Coulomb force field near an atomic nucleus, the photon is converted to an electron-positron
pair with kinetic energies Tme− and Tme+

[52]:

Eγ = 2mec2 + Tme− + Tme+
= 1.022 MeV + Tme− + Tme+

. (2.16)

A negligible amount of the photon energy Eγ is transferred to kinetic energy of the nucleus.
For this process to occur, the photon needs a minimum energy of 2mec2 = 1.022 MeV, i.e.,
twice the rest mass of an electron me or positron, respectively. To conserve the momentum
of the incident photon, the angle φ between the original photon direction and the outgoing
directions of the electron or positron, respectively, is [52]:

φ ≈ 2mec2

Tme− + Tme+

=
2mec2

Eγ − 2mec2 [φ] = rad. (2.17)

For increasing photon energies Eγ, the angle φ decreases, and the electron and positron are
emitted increasingly in the forward direction.

In the photon energy range relevant for imaging and radiotherapy, the pair production
mass attenuation coefficient (κ/ρ) roughly increases logarithmically with the photon en-
ergy [52]. Furthermore, with the approximation Z/A ≈ const. introduced above, κ/ρ is
proportional to the atomic number of the material Z [6]:

κ

ρ
∝ Z log(Eγ). (2.18)

In radiotherapy, the mass attenuation coefficient of pair production in water and tissue is
only of relevance for therapeutic photons with high energies (Eγ > 10 MeV) [6]. Pair pro-
duction can also occur in the Coulomb force field of an electron (triplet production) [52].
Since the minimal required photon energy for this process is 4mec2 = 2.044 MeV and κ/ρ
for triplet production is about one order of magnitude smaller than for pair production (for
Eγ > 5 MeV in water [53]), this effect is of minor importance for radiotherapeutic pho-
tons [52].

After the pair production, the electron deposits its kinetic energy in the absorber. The
positron is slowed down in Coulomb scattering processes and can form a positronium sys-
tem with an electron. The positron then undergoes an annihilation process with an electron,
where typically two 511 keV photons are emitted in approximately opposite directions. The
angular emission distribution depends on the residual momentum of the positronium sys-
tem. The annihilation quanta can in turn undergo interactions with the absorber mate-
rial [10, 56].
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FIGURE 2.3: Depth-dose curves for photon beams in water. The percent depth dose curves relative
to their maximum are plotted as a function of depth in water for a Cobalt-60 beam and photon beams
produced with linacs at four different acceleration voltages (6, 10, and 18 MV). The data was obtained

with the analytical expression described in [60] and parameters derived from Table 6.4 in [6].

2.1.4 Definition of dose

Through the interaction processes described above, the energy of the primary photons is
transferred to secondary charged particles, which subsequently further deposit their energy
in a medium, such as patient tissue. To simulate a radiotherapeutic treatment plan and pre-
dict the outcome of such a treatment, a metric is needed that links a physically measurable
quantity related to the energy deposition to an observable clinical effect. The most important
metric in radiotherapy that is used for these purposes is the absorbed energy dose D [10]:

D =
dε̄

dm
=

1
ρ

dε̄

dV
[D] = J kg−1 = Gy, (2.19)

where ε̄ is the mean energy of ionizing radiation that is absorbed by a medium with mass
m, volume V and mass density ρ. The dose is measured in units of Gray (Gy) and is used
to prescribe and report radiotherapeutic treatments in a standardized way. It can be in-
directly determined through dosimetric measurements and can be accurately simulated in
the treatment planning process (section 2.5). Based on clinical studies, predictions of the
physiological response of a tissue that is exposed to a dose D can be made [10].

2.1.5 Depth-dose distributions for photons in matter

When a beam of high-energy monoenergetic photons impinges on a thick absorber such
as a water phantom, the fluence of the primary photons decreases exponentially along the
beam path in the absorber material (Equation 2.2). Due to the two-step process of the dose
deposition – the creation of mainly forward-directed secondary electrons in the interaction
processes followed by their energy deposition – the dose first increases along the beam path
until the charged particle equilibrium (CPE) is reached. Beyond the point of the CPE, a transient
CPE is present, and the deposited dose is described by an exponential decay [10].

The beams produced by medical linacs are polyenergetic (section 2.2.1), where the shape
of the energy spectrum depends on the design of the accelerator head (section 2.5.4) and the
maximum photon energy is determined by the acceleration voltage of the electrons. Fig-
ure 2.3 depicts the depth-dose curves of a Cobalt-60 beam and photon beams produced by
a linac (section 2.5.4) along their path in water. The depth of the dose maximum depends,
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among other factors, on the absorber material and the acceleration voltage of the linac, with
increasing depth for increasing mean photon energies. The existence of this so-called build-
up effect is exploited in radiotherapeutic treatments, where the severity of acute skin reac-
tions can be lowered through a reduction of superficially deposited dose when higher en-
ergy photon beams are used. The depth of the dose maximum is generally not deep enough
to coincide with the patient’s tumor tissue. To reach a considerably higher dose in the tar-
get than in the surrounding healthy tissue, the patient is irradiated from many different
directions to reach a high cumulative dose in the tumor. The photon beams used in radio-
therapy are polychromatic and a patient’s body consists of tissues with varying material
compositions and densities. Due to the Eγ- and Z-dependency of the mass attenuation co-
efficient (Figure 2.1), the dose deposition is more complex than in the simple case depicted
in Figure 2.3. For this reason, the fluence of the photon beams and the deposited dose in
the patient’s body have to be modeled accurately in a treatment planning process, which is
described in section 2.5 [6, 10, 61].

2.2 X-ray-based imaging modalities

This section describes the physical and technical aspects of computed tomography (CT) and
cone-beam computed tomography (CBCT). The images acquired with these modalities con-
tain morphological information about the patient’s anatomy needed for cancer diagnosis
and accurate patient positioning in IGRT (section 2.6). Furthermore, CT images provide the
3D spatial electron density distributions within the patient’s body needed for radiothera-
peutic dose calculation and treatment planning (section 2.5). Therefore, today’s standard-
of-care photon radiotherapy relies on images acquired with these modalities.

2.2.1 X-ray tube and spectrum

The X-ray photons used for CT and CBCT are produced in X-ray tubes, such as sketched
in Figure 2.4. Electrons are emitted from a heated cathode and are accelerated towards a
target anode to an energy depending on the applied tube voltage. When the electrons are
stopped in the anode material, a small fraction (∼ 1%) of their kinetic energy is emitted as
X-radiation, whose intensity is proportional to the atomic number Z of the anode material.
The remaining 99% of the kinetic energy is dissipated as thermal energy. The anode must be
designed to withstand high temperatures and to quickly distribute the heat away from the
focal point, where the electrons strike the anode. Tungsten (W), with its high atomic number
(Z = 74), density (ρ = 19.3 g/cm3), melting point (Tm = 3422◦C) and thermal conductivity
(λ = 170 W/(m K)) is most often used as anode material [56, 62].

When the electrons decelerate and deflect in the Coulomb force field of target nuclei, the
lost kinetic energy is emitted as electromagnetic bremsstrahlung. Additionally, the energy of
the electrons can be transferred to electrons bound to atoms, which can result in their ioniza-
tion. After the ionization of target atoms, electrons transition from outer to inner shells, and
the energy difference is emitted as target material-specific characteristic X-radiation [52].
Therefore, the emitted spectrum is a superposition of the continuous bremsstrahlung spec-
trum and the line spectrum of the characteristic X-radiation [56].

Figure 2.5 shows exemplary X-ray spectra emitted from an X-ray tube. Due to inher-
ent filtration in the anode and other X-ray tube components, a major proportion of photons
with energies below 10 keV are removed from the spectrum (Figure 2.5a; blue line). Thin
aluminum and copper sheets are added in the beam path to filter out the remaining low-
energy photons (Figure 2.5a; orange line). Due to the high photoelectric mass attenuation
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FIGURE 2.4: Sketch of an X-ray tube. The main components of a conventional (left) and high-
performance (right) tube are depicted. Electrons are liberated in a cathode and accelerated towards
a rotating anode. The emitted X-radiation is sketched in red. Cooling oil is needed to prevent the
melting of anode material at the focal spot. B: bending magnet. Figure adapted from [10] and [61].

coefficient for low energy X-radiation (cf. section 2.1), these photons would otherwise pri-
marily deposit dose in the patient without improving the image quality since they would
not penetrate through the patient [62]. The maximal photon energy in the spectrum is de-
termined by the electron acceleration voltage (Figure 2.5b). Adjusting the tube current leads
to a scaling of the whole fluence spectrum (Figure 2.5c) [56, 62]. The choice of these values
depends on the composition and spatial extent of the anatomy of interest and the desired
image quality and tolerable dose level. Typical values of the acceleration voltage lie between
40–150 kV for diagnostic imaging [62].

2.2.2 Computed tomography (CT)

Computed tomography (CT) is a volumetric quantitative imaging modality based on the
attenuation of X-radiation in the transversed material, yielding 3D maps proportional to
the attenuation coefficient distribution of the object of interest. Hounsfield described the
prototype of a CT scanner in 1973 [64]. Only through the steady increase of computational
power in the following decades, CT imaging was established in clinical routine in radiology
departments [61]. In radiotherapy, as one of the first steps of every treatment planning
process (section 2.5), a CT scan of the anatomy of interest, i.e., the tumor and surrounding
healthy tissue, is acquired.

The main technical components of a CT scanner are sketched in Figure 2.6. While the
X-ray tube of the CT scanner is rotating around the patient in the axial plane, transmission
profiles are acquired by the multi-channel multi-row X-ray detectors mounted on the oppo-
site side of the gantry. At the same time, the patient couch is moved through the bore of the
scanner at a constant speed, such that the trajectory of the X-ray tube relative to the patient’s
body describes a helical path [65]. To quantify this path, the pitch value p is used. It is a
scanning protocol-specific parameter that depends on the desired slice thickness and image
quality, with typical values between 0.2–1.5 [10], and is defined as [10]:

p =
d
C

, (2.20)

where d is the distance that the couch moves during one full rotation of the X-ray tube and
C is the collimation of the CT scanner detector array in craniocaudal direction. The pitch
value depends on the gantry rotation speed, the couch speed, and the detector design.
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FIGURE 2.5: Exemplary X-ray spectra. (a) The effect of filtering the original spectrum (unfiltered)
with a 1 mm aluminum and 0.2 mm copper sheet (filtered) is demonstrated (100 kV; 10 mAs). (b) Fil-
tered spectrum for two different acceleration voltages (80 and 120 kV) and a constant tube current of
10 mAs. (c) Filtered spectrum for two different tube currents (10 and 20 mAs) and a constant accel-
eration voltage (100 kV). All spectra were created with the Python package spekpy [63], simulating
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FIGURE 2.6: Sketch of a CT scanner. The patient is lying on a couch that is moved through the
gantry inside the CT housing at a constant speed. At the same time, an X-ray tube is rotating around
the patient, producing a fan beam, which is shaped by collimators and filters in the beam path. After
passing through the patient’s body, the X-radiation is detected by multi-row multi-channel detectors

mounted to the opposite side of the gantry.
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During CT scanning, the integral attenuation along straight lines between the focal spot
of the X-ray tube and the detector pixels are measured for different slice positions from
many different angles [61]. With the typical photon energies between 40–150 keV used for
diagnostic imaging [62], the main photon-matter interaction processes are the photoelec-
tric absorption and Compton scattering (cf. section 2.1). Assuming an ideal detector and
monoenergetic photons, the intensity I that is measured at a detector pixel is given by the
Lambert-Beer’s law (cf. Equation 2.2) [61]:

I = I0 · exp

− ∫
L

dL µ(x, y, z)

 , (2.21)

where I0 is the intensity of the beam before entering the patient’s body, µ(x, y, z) describes
the 3D spatial distribution of linear attenuation coefficients within the volume of interest,
and L is the line that connects the focal spot of the X-ray tube with the detector element.
Since a polychromatic X-ray spectrum is used for imaging, in reality, Equation 2.21 is an
approximation of the real measured intensity. Defining p(L) as the projection value along
the line L, formula 2.21 can be rewritten as [61]:

p(L) = − ln
(

I(L)
I0

)
=
∫
L

dL µ(x, y, z) . (2.22)

When projections from many different angles covering at least 180◦ are measured for a fixed
slice position, the CT image f (x, y, z), proportional to the attenuation coefficient distribution
map µ(x, y, z), can be derived through image reconstruction [61]. The mathematical foun-
dation of the reconstruction was described by Radon in 1917 [66], long before the invention
of the CT scanner. For a single-slice CT scan at slice position z, with the X-ray tube moving
on a circular instead of helical path, the image reconstruction can be performed by a filtered
backprojection [61]:

f (x, y, z) =
π∫

0

dϑ p(ϑ, ξ) ∗ k(ξ)
∣∣∣
ξ=x cos ϑ+y sin ϑ

. (2.23)

The angles ϑ and ξ parameterize the position and direction of the line L, where ϑ describes
the angle and ξ the distance to the center of rotation of the X-ray tube [10]. In the filtered
backprojection, the projection data p(ϑ, ξ) is convolved with a reconstruction kernel k(ξ),
followed by a backprojection into the image domain. The chosen reconstruction kernel de-
termines the sharpness and noise of the reconstructed image. For a spiral CT scan, the
projection data must be interpolated at the different longitudinal axial slice positions (z-
interpolation) [61]. For a thorough mathematical derivation and description, the interested
reader is referred to medical physics textbooks [10, 56, 61].

In clinical practice, instead of displaying the linear attenuation coefficient distribution
µ(x, y, z), these values are converted to CT numbers in Hounsfield Units (HU), defined as [56]:

CT =
µ− µwater

µwater
× 1000 HU , (2.24)

where µwater is the attenuation coefficient of water and µ is the attenuation coefficient of the
voxel of interest. The Hounsfield scale is linear and defined such that water has a CT number
of 0 HU and air of -1000 HU. The CT numbers depend on the effective atomic number of the
absorber material Z, the photon energy Eγ and the mass density ρ. Consequently, the CT
number increases with increasing Z and mass density ρ (cf. section 2.1). Due to the markedly
different effective Z and ρ of bone, soft, and lung tissue, the contrast of CT images is large
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FIGURE 2.7: Exemplary CT image and typical CT numbers of various tissues. (Left): An axial CT
slice of a lung cancer patient is depicted, where the level and window were chosen to enhance the
displayed contrast in the lung tissue (` = −300 HU, w = 1700 HU). (Right): Table with typical CT

numbers in HU of various tissues. Table adapted from [10].

between these different tissues. Different soft tissues have similar effective atomic numbers
and mass densities, leading to a low soft tissue contrast of CT images. Typical CT number
values of different tissue types are given in Figure 2.7 (right). Due to the large range of the
Hounsfield scale, in clinical practice, the image contrast for displaying is adjusted by setting
a window w and level ` value to enhance the contrast in the tissue of interest. Voxels with a
CT number higher than `+w/2 are displayed as white, and voxels with a CT number lower
than `−w/2 in black [61] and everything in between in different gray tones. Figure 2.7 (left)
shows an exemplary axial slice of a CT scan of a lung cancer patient, where ` and w were
chosen to enhance the contrast within the lung tissue.

The CT image quality can be affected by several imaging artifacts, including metal, scat-
tering, beam hardening, noise, truncation, motion, and aliasing artifacts [10]. Failing to
identify and correct these artifacts can lead to inaccurate CT numbers and, consequently,
dose calculations during radiotherapy treatment planning (section 2.5).

Compared to MRI (section 2.3), the advantages of CT include the geometric accuracy
of the obtained images, the short acquisition time of a few seconds, and the high spa-
tial resolution with typical in-plane pixel sizes of around 1× 1 mm2 and slice thicknesses
of 1–5 mm [56]. Most relevantly for radiotherapy, CT images are used to derive the vox-
elized quantitative 3D spatial distribution of the electron densities within the patient’s tis-
sue, which is needed for radiotherapeutic treatment planning (section 2.5).

The main drawback of CT is the radiation dose in the order of a few mSv per scan that
is deposited in the patient’s tissue [10]. This dose is small compared to the dose delivered
to normal tissue over the course of a radiotherapeutic treatment. Nevertheless, to minimize
the risk of radiation-induced secondary cancer over the course of the patient’s lifespan, ra-
diation exposure has to be minimized, and the acquisition of CT images has to be justified
and clinically indicated [61]. Furthermore, compared to MRI, the contrast between tumor
tissue and different soft tissues with similar elemental compositions and densities is low,
which can be challenging for accurate tumor and OAR delineation (section 2.5), especially
in the abdominal and pelvic region.

Current research and development by vendors and academic institutions is focused on
the development of new detector types, such as photon-counting detectors, dual-energy or
spectral CT scanners, phase-contrast CT, and CT imaging using protons or heavier ions [68–
70]. These new techniques could improve the accuracy of target and OAR segmentation and
dose calculation during treatment planning for photon and particle therapy (section 2.5).
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FIGURE 2.8: CBCT scanner mounted to a linac gantry. The main components of a CBCT scanner are
shown. The X-ray source and flat-panel detector are mounted at 90◦ relative to the linac head. The
cone-beam emitted by the X-ray source (sketched in yellow) is collimated and filtered before passing

through the patient (not shown) lying on the treatment couch. Figure adapted from [67].

2.2.3 Cone-beam computed tomography (CBCT)

CBCT in the context of radiotherapy is a kilovoltage X-ray-based imaging modality, where
the X-ray tube and detector are directly mounted to the medical linacs used for patient treat-
ments (Figure 2.8). The flat-panel imager technology that is used in today’s CBCT scanners
was introduced in the early 2000s [71]. Today, CBCT scanners are widely used in radiother-
apy of lung tumors to ensure accurate patient positioning before each treatment fraction
(section 2.6.4) and assess potential interfractional patient variations (section 2.6.2) [72].

In contrast to conventional CT imaging, the patient couch is not moved during imaging,
and a cone-beam instead of a fan-beam is used. This way, the volumetric dataset is acquired
in one single gantry rotation. To reconstruct the CBCT image, the 3D volumetric data is
directly reconstructed from 2D projection data. This is most often done using the Feldkamp,
Davis and Kress (FDK) algorithm [73], which is an extension of the filtered backprojection
algorithm used in conventional CT imaging [74].

The main advantages and drawbacks of CBCT imaging are similar to the ones of CT
imaging. The soft tissue contrast of CBCT images is limited, and the images can be affected
by similar artifacts such as beam hardening or ring artifacts due to miscalibrated or defect
detector elements [75]. Compared to CT imaging, the overall image quality of CBCT images
is lower, mainly caused by the increased contribution of scatter radiation at detector level,
which can partly be corrected by using dedicated methods [76, 77]. The measured CBCT
numbers cannot be readily used for dose calculations, preventing plan adaptations based on
the CBCT images in routine clinical practice. Due to the regulatory restriction of the gantry
rotation speed to 1 rotation/min, CBCT images are prone to motion artifacts, especially in
body sites with pronounced motion, such as the lung. While 4D-CBCT imaging, where
separate images for the different phases of a breathing cycle are reconstructed, can reduce
these artifacts, this technique is so far only being used by academic radiotherapy centers [74,
78]. The same concerns about radiation-induced normal tissue damages as for CT imaging
apply, since CBCT images are frequently acquired in IGRT (section 2.6.4). Especially for
radiosensitive OARs that already receive a radiation dose close to the tolerance doses during
the treatment, potential radiation-induced side effects have to be considered [75].
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2.3 Magnetic resonance imaging (MRI)

MRI is based on the physical phenomenon of nuclear magnetic resonance (NMR). The mea-
sured signal intensities are proportional to the nuclear spin densities of the tissue and their
specific relaxation times [79, 80]. In contrast to CT, MRI is typically not quantitative and
contains no information about the electron densities needed for radiotherapy treatment
planning. MR images have a high soft tissue contrast and are – besides diagnostic imag-
ing – clinically used to guide delineations of tumors in soft tissues such as the brain and
prostate [81]. Since no ionizing radiation dose is deposited, repeated time-resolved MRI
with frame rates of a few Hz is possible in 2D, which is particularly important for MRgRT
(Chapter 3) [40, 82]. Functional MRI can furthermore provide information on physiologi-
cal processes within the tissue of interest [81]. Drawbacks of MRI compared to CT include
the lower image resolution and longer acquisition times [15]. A further challenge for radi-
ation oncology applications are geometric distortions of images that need to be considered
and accounted for [83, 84]. The following sections summarize the physical principles and
technological aspects of NMR and MRI.

2.3.1 Nuclear magnetic resonance (NMR)

While MRI can theoretically be performed with all nuclei with a non-zero spin, only the
NMR of hydrogen nuclei is usually exploited in clinical routine. The spin quantum number
I of the hydrogen nucleus is 1/2 and its z-component Iz can take two different values [85]:

I =
1
2

, Iz = ±
1
2

. (2.25)

The magnetic moment µ of a nucleus is proportional to the gyromagnetic ratio γ, which is a
characteristic constant for each nucleus. For hydrogen nuclei [80, 86]:

µ = γI γ = 2.675× 108 1
T s

. (2.26)

The bold font indicates that µ and I are vectors. The high abundance of hydrogen atoms
in the human body and the relatively large gyromagnetic ratio provide a higher detectable
signal than when different nuclei are used (e.g., in magnetic resonance spectroscopy) [10].

Without an external magnetic field, all orientations of the magnetic moment µ have
the same potential energy. For a static homogeneous magnetic field, oriented along the
z-direction, B0 = (0, 0, B0)T, the hydrogen nuclei can be in one of two potential energy
states [85]:

E = −µzB0 , µz = ±
1
2

γh̄ , [µz] = J T−1 . (2.27)

Transitions between these two states can only be induced through a time-dependent electro-
magnetic field B1 perpendicular to B0 [85]. For the transition to occur, the energy needs to
be equal to the difference between the two energy states, i.e., ∆E = h̄ω0 with the Larmor fre-
quency ω0. Therefore, for transition to occur, the resonance condition has to be fulfilled [80]:

ω0 = γB0 [ω0] = Hz . (2.28)

For a typical diagnostic scanner with a magnetic field strength of 1.5 T, the resonance fre-
quency f = ω0/2π is 63.87 MHz and for a 0.35 T MRI scanner, such as used for the experi-
mental studies of this thesis (Chapters 5 and 6), it is 14.90 MHz.
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2.3.2 Macroscopic magnetization

In a probe containing hydrogen atoms, without the presence of an external magnetic field,
all nuclear spins point in arbitrary directions. In this case, the probe does not have a macro-
scopic magnetization. With the external magnetic field B0, the hydrogen nuclei spins precess
around the z-axis in one of the two possible energy states (Equation 2.27). Due to the small
energy difference, the lower energy state (with µz = −1/2 γh̄) is populated more. At room
temperature and a magnetic field strength of 1.5 T, the resulting population difference is in
the order of 10−6. This leads to an equilibrium macroscopic magnetization M0 along the
z-axis (nuclear paramagnetism), described by the Boltzmann statistics from classical mechan-
ics [10, 85]:

M0 =
N
V
〈µz〉 =

ργ2h̄2B0

4kT
[M0] = J T−1 m−3 , (2.29)

with the expectation value of the z-component of the magnetic moment 〈µz〉, the spin den-
sity ρ (the number of hydrogen atoms N in a given volume V), the probe temperature T
and the Boltzmann constant k. The macroscopic magnetization M in thermal equilibrium is
parallel to B0.

2.3.3 Equation of motion of magnetization

The temporal evolution of the magnetization M(t) in an arbitrary time-dependent magnetic
field B(t) is described by the equation of motion [10, 87]:

dM(t)
dt

= γM(t)× B(t) . (2.30)

In MRI, an external time-dependent electromagnetic radiofrequency (RF) pulse with fre-
quency ω1, perpendicular to B0, B1(t) = (cos(ω1t), sin(ω1t), 0)T, is applied to the object
of interest [10]. In a transformed coordinate system that rotates around the z-axis with fre-
quency ω1, Equation 2.30 can be written as [87]:

dM(t)
dt

= γM(t)× (B0 + B1(t)) (2.31)

= γM(t)×
(

B1êx +

(
B0 −

ω1

γ

)
êz

)
. (2.32)

If the resonant excitation condition ω1 = ω0 is fulfilled, the component in z-direction van-
ishes and M precesses around the transformed x-axis. For an RF pulse with amplitude B1
that is applied over a duration ∆t, the magnetization M, originally oriented along the z-axis,
is tilted by the flip angle α with respect to the z-axis [10]:

α = γB1∆t . (2.33)

The flip angle can be adjusted by the duration of the RF pulse and its amplitude. After the
application of such an RF pulse, the magnetization vector has a longitudinal magnetization
Mz = M cos α and a transverse magnetization Mxy = M sin α component. While the mag-
netization vector is stationary in the rotating coordinate system, it is precessing around the
z-axis with the Larmor frequency ω0 in the laboratory frame [80, 85].

2.3.4 Relaxation and Bloch equations

After the application of an RF pulse, relaxation processes occur that lead to a restoration of
the thermal equilibrium state with a pure longitudinal macroscopic magnetization. This
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TABLE 2.1: Relaxation times at 0.35 T for various tissues. The T1 and T2 relaxation times are given
in ms for various tissues at a magnetic field strength of B0 = 0.35 T. Table adapted from [89].

Tissue type T1 T2

Water 3500 3500
Adipose tissue 200 60
Liver 285 65
Muscle 500 45
Cerebrospinal fluid 3300 2200
White matter 500 110
Gray matter 800 125
Oxygenated blood 900 240

was first observed by Bloch in 1946 [79] and is described by the differential Bloch equations
(in the rotating coordinate system) [85]:

dMxy(t)
dt

= −Mxy(t)
T2

, (2.34)

dMz(t)
dt

=
M0 −Mz(t)

T1
, (2.35)

with the relaxation times T1 and T2. The solution to these equations in the rotating coordi-
nate system is [87]:

Mxy(t) = Mxy(0) · exp
(
− t

T2

)
, (2.36)

Mz(t) = M0 − (M0 −Mz(0)) · exp
(
− t

T1

)
. (2.37)

The recovery of the longitudinal component of the magnetization is called spin-lattice relax-
ation. It is caused by fluctuating local magnetic fields due to the translations and rotations of
molecules, electrons, or other nuclei (the lattice), which induce spin transitions. The released
energy is dissipated as heat until the magnetization has reached its thermal equilibrium
state [10]. The exponential decrease of the transversal magnetization is termed spin-spin re-
laxation. Random fluctuations of the local magnetic field lead to slightly different precession
frequencies of the nuclear spins, which cause a loss of the original phase coherence. No
energy transfer occurs in spin-spin relaxations [10, 80]. In real NMR experiments and MRI,
the dephasing of the transversal magnetization occurs at a rate 1/T∗2 that is faster than 1/T2.
This is caused by small inhomogeneities of the B0-field, described by the relaxation time
T′2 [80, 88]:

1
T∗2

=
1
T2

+
1
T′2

. (2.38)

In general, T1 strongly depends on the strength of the homogeneous magnetic field B0 and
is longer than T2. Different tissues have different relaxation times, even if their elemental
composition is similar. In MRI, the measured image intensity depends on the proton density
ρ and relaxation times (section 2.3.7), explaining the high soft tissue contrast of MRI [85, 89].
Table 2.1 lists relaxation times of exemplary tissues for a magnetic field strength of 0.35 T.
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FIGURE 2.9: Spin echo and gradient recalled echo. (a): Directly after the application of an excitation
RF pulse at t = 0, the FID signal can be measured as a damped oscillation with exponentially decay-
ing amplitude at a rate 1/T∗2 in the receiver coil. When a 180◦ pulse is applied at time point t = TE/2,
a SE signal is produced, which reaches a maximum signal amplitude proportional to exp(−t/T2) at
t = TE due to signal loss caused by irreversible dynamic spin-spin interactions. (b): After the appli-
cation of the RF pulse, a gradient field is superimposed, which leads to a dephasing at a faster rate
than observed in the FID. When the polarity of this gradient field is switched after a set time, the de-
phasing due to the position-dependent gradient field can be reversed, which leads to the formation

of a GRE. The sketch is based on Figure 11.10 in [85].

2.3.5 Free induction decay, spin echo, and gradient recalled echo

Equations 2.36 and 2.38 describe the temporal evolution of the transversal magnetization
component Mxy(t) after application of an RF pulse in the rotating frame. In the labora-
tory frame, Mxy precesses around the z-axis, which induces the measurable time-dependent
signal S(t) in a receiver coil (section 2.3.8). This signal has the shape of a damped oscilla-
tion, the free induction decay (FID), with Larmor frequency ω0 and exponentially decreasing
amplitude [85, 87]:

S(t) ∝ Mxy(t) = Mxy(0) · exp
(

iω0t− t
T∗2

)
. (2.39)

The spin-spin relaxation caused by random fluctuations of the magnetic field leads to an
irreversible loss of transversal magnetization. The dephasing due to inhomogeneities of the
external B0-field can be reversed, when at a time TE/2 after the excitation pulse a 180◦ RF
pulse is applied to the volume of interest. The 180◦ RF pulse flips the transversal magne-
tization vector in the x-y-plane. After waiting for an additional time TE/2, the different
components of Mxy rephase again. This leads to the formation of a measurable signal in
the receiver coil, the spin echo (SE) with echo time TE, illustrated in Figure 2.9a. Imaging
sequences exploiting this measurement scheme are called SE sequences [80, 85, 88].

In a different type of sequence, the so-called gradient recalled echo (GRE) is measured.
To produce this echo, after the application of the excitation pulse, an additional position-
dependent magnetic gradient field is superimposed with the static B0-field. The resulting
position-dependent Larmor frequency causes accelerated dephasing of the transversal mag-
netization components. This dephasing can be reversed by applying an inverted gradient
field with the same strength but opposite polarity after a set time. This leads to the for-
mation of a measurable GRE signal, illustrated in Figure 2.9b. The MRI sequences used in
clinical practice are derived from the basic SE and GRE pulse sequences [85, 87, 88].
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2.3.6 Spatial encoding and image reconstruction

For the reconstruction of an MR image, the spatial positions of the object’s voxels need to be
encoded in the detected signal. In a homogeneous B0-field, the Larmor frequency does not
depend on the position within the field-of-view (FOV). For the spatial encoding, the B0-field
is superimposed with magnetic gradient fields. These fields all point in z-direction (parallel
to B0) but vary in strength along the x-, y- or z-axis [80, 85]:

Bx = Gx · x , By = Gy · y , Bz = Gz · z ,
[
Gx/y/z

]
= T m−1 , (2.40)

where Gx, Gy and Gz indicate the slope of the gradient fields with typical values between
20–80 mT/m [10]. In an MRI sequence, these gradient fields are used in three different ways
to encode the signal in x-, y-, and z-direction: slice selection, phase encoding and frequency
encoding.

Slice selection
When Bz is switched on, the Larmor frequency ω depends on the z-position [85]:

ω(z) = γ (B0 + Gz · z) . (2.41)

If this gradient field is present during the application of the excitation RF pulse, the reso-
nance condition is fulfilled in a 2D slice with a fixed z-position. Only the spins within the
voxels of this slice are excited. In order to achieve a selective excitation in one plane, the RF
pulse has a sinc-function shape, containing a small spectrum of frequencies within a band-
width ∆ω. The position of the excited slice is adjusted by tuning the central frequency of the
RF pulse or the offset of Gz. The thickness of the excited slice ∆z depends on the bandwidth
of the excitation pulse and the slope Gz [10]:

∆z =
∆ω

γGz
. (2.42)

k-space
In MRI, the signal detected with the receiver coils is a superposition of the RF waves emitted
at different voxels within the excited slice. These waves have different amplitudes, depend-
ing on the local transversal magnetization magnitudes. Furthermore, the location within
this slice is encoded using the gradient fields in x- and y-direction, which results in dif-
ferences in frequencies and phases of the RF waves. During readout, the amplitudes of
the signal are collected as a function of their discretized frequency and phase. These data
points are saved in a matrix, referred to as k-space which is equivalent to the Fourier space
of spatial frequencies. As soon as the k-space has been fully sampled, the MR image can be
reconstructed using a 2D Fourier transformation [10].

Phase and frequency encoding
To encode the signal along the x-axis, the phase-encoding gradient field Bx is switched on
for a duration ∆tp after the slice-selective excitation. During this time, spins at different x-
positions precess with slightly different Larmor frequencies. After switching off the gradient
field, the magnetization vectors at different x-positions have accumulated different phase
shifts ϕp [10], proportional to the kp value:

ϕp(x) = γxGx∆tp = kpx . (2.43)
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As the last step of the spatial encoding, the frequency-encoding gradient field By is switched
on during the read-out of the signal for the duration ∆tr. Through the varying Larmor fre-
quencies, the y-position is encoded in the acquired signal in terms of different kr values [10]:

kr = γGy∆tr . (2.44)

Different kr values are sampled during one signal read-out, but several iterations with differ-
ent kp-values have to be performed. If the number of pixels in the phase-encoding direction
in the final image is Np, the acquisition time for one slice is Tacq, sl = Np · TR, where the
repetition time TR is the duration of each iteration [80]. Measuring the signal for different kr
and kp values this way is termed cartesian k-space sampling [88].

Image reconstruction
The acquired signal in the excited 2D slice as a function of the kp and kr values in k-space is
given by [10]:

S(kp, kr) =
∫∫
x,y

|Mxy(x, y)| · exp
[
−i(kpx + kry)

]
dx dy . (2.45)

An MR image displays the distribution of the transversal magnetization Mxy(x, y) and can
be reconstructed by a 2D Fourier transformation of the measured signal [10]:

Mxy(x, y) =
1

2π

∫∫
kp,kr

S(kp, kr) · exp
[
i(kpx + kry)

]
dkp dkr . (2.46)

To obtain a 3D image, the spatial encoding and the reconstruction steps are repeated for Nz
different slice positions. The total acquisition time for the 3D volume is then given by [80]:

Tacq, tot = Nz · Tacq, sl = Nz · Np · TR , (2.47)

which is typically in the order of several tens of seconds up to a few minutes. The spatial
resolution of the reconstructed image is given by the slice thickness ∆z (Equation 2.42) and
the in-plane-resolution ∆x and ∆y [10]:

∆x =
2π

γGx∆tp
, ∆y =

2π

γGy∆tr
. (2.48)

Typical values for the slice thickness used in clinical practice are in the order of a few mil-
limeters. The in-plane resolution depends on the sequence, can be as small as 1 mm for
diagnostic and in the order of a few millimeters for temporally resolved sequences [40, 41].

2.3.7 Imaging sequences

An MRI pulse sequence is a combination of different RF excitation pulses and the application
of gradient fields for spatial encoding and read-out (Figure 2.10). A multitude of different
imaging contrasts can be achieved for different clinical applications through the use of SE or
GRE, the variation of the repetition time TR, the echo time TE, the flip angle α, the bandwidth
of the excitation pulse ∆ω, the gradient strengths for spatial encoding, through the use of
additional preparation pulses to suppress the signal of certain tissues and through different
k-space sampling schemes (cartesian, spiral, radial) [80, 88].

For instance, in a SE sequence, the signal strength depends on the sequence-specific
parameters TR and TE and the tissue-specific proton density ρ and relaxation times T1 and
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FIGURE 2.10: Schematic of a gradient echo sequence. The RF pulses, GRE signal, and gradient fields
are schematically plotted as a function of time t. During the application of an excitation pulse, a slice
selection gradient GSS is switched on, which is followed by a free precession period during which one
kp-value is encoded by applying the phase-encoding gradient GPE. The transversal magnetization
is dephased and rephased by the read-out gradient GRO with opposite polarities, which leads to the
formation of a GRE after the echo time TE. The signal is dephased through the application of spoiler
gradients (shown in black) before the pulse sequence is repeated with a different GPE strength after

the repetition time TR. Figure adapted from [10].
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FIGURE 2.11: Illustration of different MR image contrasts. An axial slice of a patient’s head is
shown for different echo times TE and repetition times TR. Depending on the combination of TE and
TR, a T1-weighted (T1w), T2-weighted (T2w) or proton density weighted (PDw) contrast is obtained.

Figure adapted from [10].
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T2 [85]:

SSE = ρ

[
1− exp

(
−TR

T1

)]
· exp

(
−TE

T2

)
. (2.49)

Figure 2.11 shows the effect of varying the repetition and echo time on the contrast of the im-
age allowing for the acquisition of T1-weighted (T1w), T2-weighted (T2w) or proton density-
weighted (PDw) images.

In addition to the image contrast variation of a static region of interest, dedicated fast
MRI sequences can be used to observe the motion of tumors or organs (Chapter 3) [40]. Fur-
thermore, functional imaging sequences like diffusion-weighted imaging can provide valu-
able data on physiological processes for diagnosis and radiotherapy treatment planning [81,
90].

Similar to CT and CBCT images, MR images can suffer from a series of artifacts, which
include aliasing, metal, motion, chemical shift, susceptibility artifacts, and geometric distor-
tions [10]. Since the geometric fidelity of MR images is crucial in MRgRT (Chapter 3) [84,
91], geometric distortions are explained in more detail in section 2.3.9.

2.3.8 Main technical components of MRI scanners

The main technical components of an MRI scanner are sketched in Figure 2.12. The pa-
tient is placed on a couch that is moved inside the scanner’s bore to position the volume
of interest at the imaging isocenter. A superconducting coil, cooled with liquid helium at a
temperature of 4 K, provides the strong static homogeneous magnetic field B0 in the cranio-
caudal direction (z-axis) to create the macroscopic magnetization. Typical field strengths of
diagnostic scanners are 1.5 T and 3.0 T. The housing of the MRI contains RF transmit coils to
apply the electromagnetic excitation pulse B1, perpendicular to B0, and gradient coils, used
for the spatial encoding of the NMR signals. Receiver coils, specially designed for each body
site, are positioned close to the scanned volume to detect the weak signal of the precessing
transversal magnetization. A Faraday cage surrounds the room of the MRI scanner to min-
imize RF contamination that would spoil the detection of the NMR signal. The detected
signal is processed, and the image is reconstructed and displayed in a control room outside
of the Faraday cage [10, 80].

2.3.9 Geometric distortions

A challenge of MRI that is of particular interest in the context of MRgRT (Chapter 3) is that
the reconstructed images can be geometrically distorted. While this is of minor importance
in radiology, where the images are used for diagnostic purposes, these distortions need to
be accounted and corrected for when used in a radiotherapeutic treatment planning work-
flow [41, 84]. During treatments with an MR-Linac (section 3.1), 3D-MRI are used for daily
treatment adaptations (section 2.6.5), and temporally-resolved 2D-MRI are acquired to track
the motion of the target [26, 92]. Therefore, without accounting for geometric distortions,
this can result in inaccurate image registrations, delineations, and dose calculations which
can lead to an underdosage of tumor tissue [91].

The geometric fidelity of MR images is lower for a larger FOV and generally decreases
with the distance to the imaging isocenter. At the edges of the FOV, geometric errors can
be in the order of several millimeters [93–95]. The three main sources of geometric distor-
tions are system-related gradient nonlinearities and B0-inhomogeneities, as well as patient-
related susceptibility artifacts [83, 96]. Of these sources, the nonlinearities of the gradient
fields (Figure 2.13) used for the spatial encoding of the image have the largest contribu-
tion [84, 91].
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FIGURE 2.12: Sketch of an MRI scanner. The main technical components of an MRI scanner are
schematically depicted and described in the text. The sketch is based on Figure 9.3 in [10].
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FIGURE 2.13: Illustration of the effect of gradient nonlinearities. For the spatial encoding of the
NMR signals, Equation 2.40 assumes ideal linearity of the applied gradient fields (green line). In
reality, the gradient coils produce nonlinear magnetic fields, represented by the red curve. The
position-dependent Larmor frequency encodes the voxel location. While the voxel position close
to the isocenter (v1) is correctly encoded for both curves, the position of a voxel located further away
from the isocenter (v2) is not correctly encoded when gradient nonlinearities are present. This can
lead to a displacement of v2 by several mm in the reconstructed image. This figure is based on

Figure 3.2 in [97].
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Geometric distortions can be corrected through the design of the imaging sequences
(e.g., with a high read-out gradient) or retrospectively by applying manufacturers’ propri-
etary correction methods in 2D or 3D [91, 96]. In research articles, a frequently chosen ap-
proach to correct for gradient nonlinearities is to determine correction deformation vector
fields (DVF), where a 3D-MRI of an object (distortion phantom) containing well-defined grid
points is compared to a ground truth image which can be a geometrically accurate CT scan
or a computer-aided design (CAD) model [93–95]. The DVF can then be obtained through
an optimization process by determining the weights of spherical harmonics coefficients that
minimize the distances of the grid points in the ground truth and geometrically corrected
3D-MRI [91, 98]. This approach was chosen in section 5.2.6, where it is described in more
detail.

2.4 Image registration

Image registration is a crucial tool in modern radiotherapy. Applications include the use for
patient positioning in IGRT (section 2.6.4), the assessment of motion, synthetic CT genera-
tion (section 3.3.2) and the transfer of structures between datasets (section 3.1.6). Image reg-
istration aims to find a transformation that maps one image (called moving or target image)
to another image (called fixed or reference image) to find the relationship of spatial coordi-
nates of corresponding points in the two images [99, 100]. This is achieved by determining
the transformation that maximizes the similarity between the fixed and the moving image in
an iterative process [99]. The images can contain morphological or functional information,
can be acquired with different modalities (multimodal registration) or with the same modality
(monomodal registration) at different time points.

2.4.1 Image registration steps

Three image registration types exist (illustrated in Figure 2.14): rigid registration, affine
transformation, and deformable image registration (DIR) [101]. In rigid registration, the
moving image is globally translated and rotated to match the fixed image. In affine trans-
formations, the image can be additionally scaled and sheared. In DIR, the image is trans-
formed locally by moving the individual voxels of the moving image by means of a DVF.
In the studies presented in Chapters 4–6 of this thesis, automatic rigid registration and DIR
was used.

(a) original (b) rigid (c) affine (d) deformable

FIGURE 2.14: Image registration types. The effect of the transformation of the schematic original
image (a) with each of the three image registration types is illustrated. (b) Image after translation
and rotation in a rigid registration. (c) Image after shearing and scaling in an affine transformation.

(d) Image after transformation through DIR. Figure adapted from [101].
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FIGURE 2.15: Components of an image registration algorithm. The components and steps of the
iterative image registration optimization process are sketched. In this example, two cine MR images
in two different breathing states are deformably registered. The final DVF transforming the moving
to the fixed image is overlayed on the registered image (green arrows). The sketch was created based

on [100] with data from Chapter 6.

While rigid registration can be done manually or automatically, DIR is always performed
in an iterative automatic optimization. Independent of the registration type, automatic reg-
istration uses an algorithm consisting of a transformer, interpolator, similarity metric, and
optimizer (Figure 2.15). In each iteration of the optimization process, the (initial or trans-
formed) moving image is interpolated to match the coordinate system of the fixed image.
The similarity metric between the current interpolated transformed moving image and the
fixed image is calculated. The optimizer adjusts the parameters of the specific registration
type. The transformer then applies the transformation described by the updated param-
eters to the moving image. The process is terminated either if the similarity metric value
converges (i.e., when the difference of the cost function between two iterations is below a
predefined threshold), or when a predefined number of iterations is reached. In the final
step of the image registration process, the registered image and the transformation parame-
ters are output [100].

2.4.2 Rigid and affine registration

In a rigid registration, the moving image can be translated in all three spatial directions and
rotated around all three orientations to match the fixed image. This leads to a total of six
degrees-of-freedom for the optimizer [100]. In routine IGRT, the couch is translated and
rotated to accurately position the patient with respect to the delivery beam (section 2.6.4).
The couch translations and rotations are derived from the rigid registration of the daily
acquired CBCT image to the planning CT [99].

In an affine registration, the image can be additionally scaled and sheared along each
image axis, leading to a total of twelve degrees-of-freedom for the optimizer for a 3D image
registration [101].

2.4.3 Deformable image registration (DIR)

The limited number of degrees-of-freedom of rigid and affine registrations is insufficient to
model the complex local changes of moving organs, particularly in the abdomen and tho-
rax. Physiologically induced motion, like breathing or the heart beating, can cause organs
or tumors to change their position, orientation, volume, and shape [102]. DIR aims to model
these variations by determining a DVF that describes how the voxels from the moving image
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have to be transformed so that the correspondence with the fixed image is maximized [100].
Many different DIR algorithms exist, including Demons, optical flow, finite element model-
ing, free form definition, and B-spline registration [100].

DIR using B-splines as basis functions for the transformation model is often used in
clinical practice. This type of registration was also chosen in Chapters 4–6 of this thesis. A
grid of automatically selected uniformly spaced control points is overlaid on the moving
image for this algorithm [100, 102]. The transformation TDIR(x, y, z) that maps the voxels of
the moving image to that of the fixed image is parametrized as a tensor product of 1D cubic
B-splines [103]:

TDIR(x, y, z) =
3

∑
l=0

3

∑
m=0

3

∑
n=0

Bl(u)Bm(v)Bn(w)φi+l,j+m,k+n , (2.50)

where φi,j,k represents the mesh of equally spaced control points with a grid size of nx ×
ny × nz and a spacing of δx × δy × δz, and:

i =
⌊

x
nx

⌋
− 1 , j =

⌊
y
ny

⌋
− 1 , k =

⌊
y
ny

⌋
− 1 , (2.51)
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⌋
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y
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⌊
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⌋
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z
nz
−
⌊

z
nz

⌋
. (2.52)

The B-spline basis functions, with r ∈ [u, v, w], are given by [102, 103]:

B0(r) = (1− r)3/6 , (2.53)

B1(r) = (3r3 − 6r2 + 4)/6 , (2.54)

B2(r) = (−3r3 + 3r2 + 3r + 1)/6 , (2.55)

B3(r) = r3/6 . (2.56)

The displacements at the control points are optimized in the iterative process to maximize
the similarity between the fixed and transformed moving images. The final DVF is then
interpolated onto the image voxel grid to get the displacement vectors at each individual
voxel position. Any control point can be moved in any of the three spatial directions, leading
to a total of 3× nx × ny × nz free parameters to be optimized. Displacing one of the control
points only affects the surrounding control points, leading to a local change of the DVF.
The smaller the distance between the control points, the smaller the region affected by this
change [102].

The registration is performed in several steps for improved performance of the DIR in
terms of speed, accuracy, and robustness. The registration is initiated with a coarse image
resolution and control point grid. After convergence, or after the maximum number of iter-
ations is reached, the next step is started with a finer image resolution and smaller spacing
between the control points. The final transformation parameters of the previous step are
thereby used as the starting point for the next resolution step [99, 102]. This technique helps
to achieve faster convergence and to model relatively large deformations, and improves ro-
bustness by avoiding getting stuck in local minima during optimization [99]. Additionally, a
regularization term can be included in the cost function to obtain more realistic and smooth
transformation fields [100, 102]:

Ctot = Csim (A, T(B)) + λCsmooth , (2.57)

where Ctot is the total cost function, Csim is the term quantifying the similarity between the
fixed image A and the transformed moving image T(B), and Csmooth is the regularization
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term that ensures the smoothness of the DVF [103]:

Csmooth =
1
V

X∫
0

Y∫
0

Z∫
0

[(
∂2T
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)2
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(
∂2T
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)2
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)2
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]

dxdydz , (2.59)

with the volume of the image V. A typical value of the parameter balancing the two cost
function terms is λ = 0.05 [102].

2.4.4 Applications of DIR

DIR is applied in several workflow steps in adaptive radiotherapy (ART; section 2.6.5) and
MRgRT (section 3.1.6). The frequency of its use is expected to further grow in the future [99].
DIR is used to propagate the electron density maps from planning CT images to MR images
during treatment planning at the MR-Linac [100] (section 3.1). In the adaptive MRgRT work-
flow, the structures defined on the planning MRI are transferred to the setup MRI acquired
at the start of each fraction using the DVF output by a DIR [99] (section 3.1.6). During gated
treatments at the MR-Linac, the reference image is deformably registered to the continu-
ously acquired cine MRI frames to determine the current position of the target structure
with respect to the gating boundary (section 3.1.7). Furthermore, DIR is used in dose accu-
mulation studies to compare originally planned and the delivered dose distributions in the
same frame of reference [99]. In this thesis, DIR was used to register MR images acquired in
different breathing phases to propagate target structures and assess their range of motion.
This is described in more detail in Chapters 4–6.

2.4.5 Challenges of DIR

DIR is an ill-posed underconstrained problem, where multiple solutions exist [99]. It is
also not trivial to assess whether the obtained image registration accurately describes the
real translations and deformations of the tissue since no ground truth is available and the
validation of DIR algorithms is difficult [104]. This is especially the case for multimodal
registrations, which are inherently more challenging than monomodal registrations due to
the different contrast of the images [100]. While B-spline registrations can achieve accurate
results, the large number of degrees-of-freedom leads to long computation times, preventing
its use for real-time applications [102].

Pronounced anatomical or physiological changes can occur between the acquisition of
two images at different time points. Examples include the filling or depletion of digestive
organs and tumor shrinkage or growth. In these cases, it is difficult or impossible to obtain
a meaningful registration between the images since DIR cannot model the appearance or
disappearance of objects [99, 100]. Lastly, sliding motion can occur at tissue boundaries,
such as between the lung and the rib cage. Depending on the extent of motion and level of
regularization used in the registration, this sliding motion cannot be modeled by DIR [99].
A solution of how this sliding motion can appropriately be accounted for is presented in sec-
tion 5.2.7. Alternatively, more complex dedicated tissue and anatomy models are required.

2.4.6 Similarity metrics

The similarity metric quantifies how well the transformed moving image is matched to the
fixed image [105]. The choice of this metric depends on the type of the registration task.
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Three groups of similarity metrics exist, which are either point-based, feature-based, or
intensity-based [100]. In point-based registrations, the distances between anatomical land-
marks are minimized. The landmarks need to be automatically or manually predefined
on the fixed and moving images. In feature-based registrations, manually or automatically
selected features such as lines, curves, point clouds, or surfaces must be defined on both
images. These features are then matched during the registration process [99, 100]. In the
studies in this thesis, intensity-based metrics were exclusively used. In this case, the simi-
larity metric value is automatically calculated from the intensity values of the voxels in the
moving and fixed image. The registration process can be fully automated and is generally
more robust than when point-based or feature-based similarity metrics are used. This comes
at the cost of longer computation times [99, 105]. Examples of intensity-based similarity
metrics include mean squared error (MSE), correlation coefficient, mutual information (MI),
and gradient magnitude [100, 105]. The intensity-based similarity metrics most commonly
used in radiotherapy today include the MSE and MI [100].

Let A be a fixed image and B a moving image to which the transformation T is applied
and which is then interpolated to match the coordinate system of A. The MSE between the
intensity values of the voxels in the two images is then calculated on a voxel-by-voxel basis,
given by [105]:

MSE(A, B) =
1
N ∑

~x
[A(~x)− T (B(~x))]2 , (2.60)

where ~x denotes the spatial coordinates of the images and N the number of pixels in the
overlapping region in the two images. This metric is often chosen for registrations of images
acquired with the same modality (monomodal registration) at different time points. The two
images A and B must have intensity values in the same range, which is why MSE cannot be
used for multimodal registrations, e.g., between a CT and an MR image [105].

The similarity metric MI is derived from information theory to quantify how well one
image describes the other by using the concept of entropy of the images [100]. The Shannon-
Wiener entropy H of an image gives a measure of the average information provided by its
intensity values i [105]:

H = −∑
i

pi log pi , (2.61)

where pi is the probability of the image intensity i. When a indicates the intensity values
of the voxels in image A, and b the values in image B, the joint entropy H(A, B) of the two
images is given by [105]:

H(A, B) = −∑
a

∑
b

pAB(a, b) log pAB(a, b) , (2.62)

where pAB(a, b) is the joint probability of pairs of the image intensity values a and b occur-
ring together. The more similar the images are, the lower the joint entropy gets compared
with the sum of the individual entropies. The MI between images A and B, MI(A, B), is
given by [105]:

MI(A, B) = H(A) + H(B)− H(A, B) . (2.63)

Using the relations between the probability mass functions pA and pB, and the joint proba-
bility mass function of A and B, pAB [106]:

pA(a) = ∑
b

pAB(a, b) and pB(b) = ∑
a

pAB(a, b) . (2.64)
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Equation 2.63 can be rewritten as [105]:

MI(A, B) = ∑
a

∑
b

pAB(a, b) log
pAB(a, b)

pA(a)pB(b)
. (2.65)

The joint entropy is minimized, and the MI is maximized during image registration. MI is
the most frequently used metric for multimodal registrations, e.g., between the planning CT
and a planning or setup MRI in an adaptive MRgRT workflow (section 3.1.6) [100, 105].

2.5 Photon radiotherapy treatment planning

The main goal of radiotherapeutic treatments is delivering a high dose to malignant tumor
cells while at the same time minimizing radiation-induced damages to healthy tissue. On
the one hand, with increasing doses delivered to the tumor, the tumor control probability
(TCP) increases. On the other hand, a higher dose delivered to healthy tissue results in
a higher normal tissue complication probability (NTCP). The purpose of radiotherapeutic
treatment planning is to find the optimal trade-off between the TCP and NTCP.

There are several techniques to deposit radiation dose in a patient’s body. In brachyther-
apy [5], a radioactive nuclide is temporarily or permanently placed in the tumor tissue. In
charged particle therapy, the patient is irradiated with electrons [7], protons [8] or heavier
ions such as carbon ions [9]. The technique that is most often used in clinical practice –
and that this thesis is focused on – is radiotherapy with high-energy photons. This section
summarizes the physical, biological, and clinical aspects of the main steps of photon radio-
therapy treatment planning with a conventional medical linac. These steps include imaging
(section 2.5.1), structure segmentation (section 2.5.2), dose prescription (section 2.5.3), choice
of the delivery technique (section 2.5.4), treatment plan optimization (section 2.5.5), and
quality assurance (QA; section 2.5.6) measurements. Advanced treatment planning tech-
niques and workflow steps specific to MRgRT are described in section 2.6 and Chapter 3.

2.5.1 Image acquisition for treatment planning

The decision of whether a cancer patient is treated with radiotherapy is based on radiolog-
ical, histopathological, and clinical data. As the first step of the radiotherapy workflow, a
planning CT (section 2.2.2) centered around the tumor target is acquired. The extent of the
CT image in the craniocaudal direction has to be long enough to capture the whole anatomy
that is expected to receive a non-negligible dose during treatment. The energy range of
photons used for CT imaging is one to two orders of magnitude smaller than that of ra-
diotherapeutic photons. The photon attenuation coefficients correlated to the HUs of the
CT images can thus not be directly used as input for dose calculations, since these depend
on the photon energy (Figure 2.1). The CT number distributions are converted to electron
densities maps using calibration curves derived from measurements with phantoms con-
taining tissue-equivalent materials. The electron density distributions are needed for the
dose calculations during simulation of the treatment plan (section 2.5.5) [10]. For tumors
in the thoracic and abdominal region for which significant respiratory-induced motion is
expected, today’s standard-of-care is to additionally acquire a respiratory-correlated 4D-CT
scan (section 2.6.2) to assess the range of motion for one averaged breathing cycle [10, 61].

2.5.2 Definition of target and organs at risk (OARs)

After the image acquisition, different target and OAR structures need to be contoured on the
planning CT, following the guidelines defined by the International Commission on Radiation
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FIGURE 2.16: Target and normal tissue structures defined by the ICRU [107]. The different volumes
are defined in the text. GTV: gross tumor volume. CTV: clinical target volume. ITV: internal target

volume. PTV: planning target volume. OAR: organ at risk.

Units and Measurements (ICRU). In the radiotherapy planning and delivery process, several
uncertainties exist that can lead to statistical and systematic errors during treatment deliv-
ery which can potentially compromise the patient outcome. Report 83 of the ICRU [107]
defines several volumes and margins to account for these uncertainties and to ensure that a
sufficient dose is delivered to the tumor tissue with a high probability. The most important
volumes used in clinical practice are illustrated in Figure 2.16 and described in the follow-
ing.

The gross tumor volume (GTV) “is the gross demonstrable extent and location of the tu-
mor” [107]. This is the volume in the imaging data in which the tumor tissue is clearly visi-
ble and distinguishable from the surrounding anatomy. For some tumor entities, additional
MRI or positron emission tomography (PET) images can be acquired to obtain complemen-
tary morphological information through the superior soft tissue contrast of MR images or
functional data on physiological processes of the tumor tissue. These images are registered
(section 2.4) to the planning CT dataset and can be used for a more accurate GTV segmen-
tation [107]. Current clinical studies investigate whether a dose-escalation (termed boost or
dose painting by numbers [108, 109]) in sub-regions within the GTV, identified through func-
tional imaging data, can lead to a higher TCP and improved patient outcome.

The clinical target volume (CTV) “is a volume of tissue that contains a demonstrable GTV
and/or subclinical malignant disease with a certain probability of occurrence considered
relevant for therapy” [107]. The CTV includes the GTV, expanded by a margin to include
suspected microscopic tumor spread around the GTV or regional infiltration into lymph
nodes that cannot be identified on imaging data [107]. The GTV and CTV delineation is
one of the most crucial steps in the radiotherapeutic workflow. An erroneous segmentation
introduces systematic errors that directly impact all subsequent steps in the radiotherapy
workflow chain [110]. Since the GTV and CTV segmentation depend on the physician’s
clinical experience, multiple studies could demonstrate that a high inter- and intra-observer
variability of target structure delineations exists, which remains one of the major challenges
in clinical radiation oncology [111].

The internal target volume (ITV) is defined as the “CTV plus a margin taking into account
uncertainties in size, shape, and position of the CTV within the patient” [107]. The ITV is
only defined for moving targets and is described in detail in section 2.6.3.

The planning target volume (PTV) consists of the CTV or ITV, expanded by an addi-
tional margin to “specifically [account] for uncertainties in patient positioning and align-
ment of the therapeutic beams during the treatment planning, and through all treatment
sessions” [107]. While the GTV and CTV are purely anatomical volumes derived from
imaging data, the PTV additionally depends on the patient positioning accuracy, motion
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management strategy (section 2.6), image guidance (section 2.6.4), treatment plan adapta-
tion (section 2.6.5), radiation quality, delivery technique, and beam directions (in particle
therapy) used during treatment. In clinical practice, the PTV margin is often a generic
isotropic expansion of the CTV or ITV based on studies investigating the systematic and
statistical uncertainties [107]. A formula to derive the extent of this margin is presented in
section 2.6.3 [110]. Due to the volumetric effect, the PTV margin considerably enlarges the
high-dose volume. Technical advancements in radiation oncology aim to reduce the afore-
mentioned uncertainties to allow a safe reduction of the PTV margin to achieve a higher
normal tissue sparing while keeping the TCP constant.

The organs at risk (OARs) “are tissues that if irradiated could suffer significant morbid-
ity and thus might influence the treatment planning and/or the absorbed-dose prescrip-
tion” [107]. In the treatment plan optimization process (section 2.5.5), the dose to these
OARs is minimized to reduce the NTCP and the risk of acute or late side effects.

Today, the CT images are still segmented manually or with the aid of semi-automatic
algorithms by physicians, based on their clinical experience. The latest developments in ar-
tificial intelligence, such as convolutional neural networks (CNNs) for organ segmentation,
will likely lead to an increasing application of automatic algorithms in clinical routine [112].
In the future, this could enable a more consistent target and OAR delineation and would
significantly accelerate the definition of the critical structures on the imaging data.

2.5.3 Dose prescription and treatment fractionation

The goal of a radiotherapeutic treatment is to kill or inactivate all clonogenic malignant
tumor cells. This is achieved by the dose deposition in the tumor cells, through which the
DNA is damaged. If the DNA damage is complex and severe enough, the cell will undergo
apoptosis or lose its ability for cell division. However, small damages to the DNA, such as
single-strand breaks, can be repaired by the cell. Increasing the dose to the tumor tissue
increases the probability of lethal DNA damages, the TCP, and the chances of a cancer cure.
At the same time, the probability and severity of acute or late side effects are correlated to
the dose delivered to healthy tissue [10]. The physician prescribes a minimum dose value
to be delivered to the target to achieve an acceptable TCP based on guidelines and study
protocols. By following guidelines such as from the Quantitative Analysis of Normal Tissue
Effects in the Clinic (QUANTEC) review [113], the maximum tolerable doses to the individual
OARs are prescribed.

Except for stereotactic radiosurgery, the prescribed dose is not delivered in a single ra-
diotherapy session but is split up into partial dose deliveries over the course of several
weeks with typically five treatment sessions per week. This concept is called fractionation
and is motivated by the observation that most healthy tissue cells have a higher recovery
rate from radiation-induced damages than tumor cells. Through the multiple treatment
fractions, a higher total dose can be delivered to the tumor tissue than if the dose was only
delivered at once. Otherwise intolerable normal tissue damages would occur. Due to sev-
eral biological processes, the clinically observable effects of the radiation dose do not solely
depend on the total delivered dose accumulated over all fractions but also depend on the ir-
radiated tissue-type, the number of fractions n and the fractional dose d. In clinical practice,
the biologically effective dose (BED) is considered [10]:

BED = nd
(

1 +
d

α/β

)
[BED] = Gy , (2.66)

where α/β is a tissue-specific parameter of the linear quadratic model. The description of this
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model and the underlying biological principles is beyond the scope of this thesis. The in-
terested reader is referred to radiobiology textbooks [10, 114]. In conventional fractionation
schemes, n is in the order of 20–30 and d approximately 2 Gy [10]. With the steadily improv-
ing dose conformality of modern IGRT and the, in turn, reduced PTV margins, less dose is
delivered to OARs. This allows a hypofractionation where d is increased and n is reduced.
As examples of hypofractionation schemes, with the MR-Linac (section 3.1), it is feasible to
safely deliver 8× 7.5 Gy or 5× 11 Gy to central lung tumors [35].

2.5.4 Medical linear accelerator and treatment delivery techniques

Within the field of photon radiotherapy, different models of medical linacs from different
vendors exist, which offer different techniques for the delivery of the planned dose to the
patient. Over the last decades, important technical and computational advancements al-
lowed for the development of treatment delivery techniques with steadily increasing preci-
sion. The increased flexibility of these techniques allows the delivery of highly conformal
dose distributions to the target at the cost of higher complexity of the treatment machine
and treatment planning algorithms. An exemplary medical linac with its main compo-
nents is depicted in Figure 2.17. The rotating gantry of a linac enables irradiation from
all angles around the patient’s craniocaudal axis. The multileaf collimator (MLC) allows
the treatment field’s shaping and decomposition into small partial fields, called segments,
for a fixed gantry angle. In IMRT, modulation of the intensity of the treatment beam over
time adds further degrees of freedom for the optimization. Important treatment delivery
techniques used in clinical practice today are step-and-shoot IMRT, dynamic IMRT, and vol-
umetric intensity-modulated arc therapy (VMAT). In step-and-shoot IMRT – the only delivery
technique currently available at the ViewRay MRIdian MR-Linac (section 3.1.4) – multiple
segments with varying intensities are delivered for fixed beam angles while the gantry and
MLC leafs are stationary. A faster delivery time and even higher number of degrees of free-
dom can be achieved through dynamic IMRT, where the MLC moves at fixed gantry angles,
or VMAT, where the beam is continuously turned on during continuous gantry rotation and
MLC movement [6, 10, 61, 115].

Besides physical considerations based on the desired conformality and flexibility of the
beam delivery, the choice of the delivery technique depends on the availability and capabili-
ties of the systems at the radiation oncology facility and practical considerations (workload)
and economic aspects (patient throughput) [10].

2.5.5 Treatment plan optimization

Once the segmentation, the choice of the treatment delivery technique, and the dose pre-
scription have been finished, a clinical medical physicist performs a patient-specific and
delivery system-dependent treatment plan optimization. Today, the beam angles or start
and endpoint angles of the arcs in VMAT have still to be set manually to reduce the overall
complexity of the optimization problem. The prescribed target dose and maximum tol-
erable OAR doses serve as planning objectives. Each objective is assigned a weight that
determines the impact of the corresponding term in the total cost function. In the automatic
inverse iterative optimization process, the cost function value is calculated based on the ful-
fillment of the planning objectives. The optimal trade-off between the competing objectives
is determined by the variation of the MLC positions, the number of segments, and the cor-
responding fluences for each beam angle. Due to the high number of degrees of freedom in
IMRT, finding the optimal solution is not trivial and computationally demanding [10].

In each iteration of the optimization, the dose distribution in the patient’s tissue needs to
be computed based on the currently planned segments. Several dose calculation algorithms



2.5. Photon radiotherapy treatment planning 35

magnetron
waveguide

flight tube

bending magnets
tungsten target

primary
collimator

electron gun

ionization 
chamber

multileaf
collimator

control and 
monitoring system

FIGURE 2.17: Main technical components of an exemplary medical linac. In the depicted linac,
electrons are produced in an electron gun and accelerated in the waveguide by an RF field provided
by the magnetron. The electron beam is deflected by bending magnets onto a tungsten target where
the photon bremsstrahlung used for the treatment is produced. The photon beam is collimated,
shaped by a MLC, and monitored by ionization chambers in the linac head. Figure adapted from

[10].
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FIGURE 2.18: Dose distribution and dose-volume histograms. An exemplary dose distribution on
an axial CT slice (left) of a porcine lung phantom and the corresponding cumulative DVHs (right) are
depicted. A dose of 60 Gy was prescribed to the PTV, shown in yellow. The DVH curves represent
the fractional volumes of the target structures and OARs that receive at least the dose level indicated

on the x-axis. These figures were created based on data from Chapter 6.

exist for this purpose, including kernel-based superposition and convolution methods, such
as pencil beam and collapsed cone algorithms, and Monte Carlo simulations. These algo-
rithms use different degrees of simplifications to reduce the computational effort. The re-
duced complexity comes at the cost of a lower accuracy of the resulting dose distribution,
particularly in heterogeneous tissues like the lung. The most accurate but most computa-
tionally demanding methods are Monte Carlo simulations, where the different interaction
processes described in section 2.1 are explicitly stochastically modeled. Modern treatment
planning systems allow graphics processing unit (GPU)-accelerated Monte Carlo dose cal-
culations with high accuracy and acceptable calculation times in the order of a few min-
utes [6, 10].

When the clinical physicist has determined an acceptable solution for the given clinical
objectives, a radiation oncologist assesses the plan from a clinical standpoint. The quality of
the plan is judged based on the dose distribution maps overlayed on the delineated planning
CT image. Additionally, the dose distributions within the different target and OAR struc-
tures are typically assessed by cumulative dose-volume histograms (DVHs), defined as [107]:

DVHs(D) = 1− 1
V

Dmax∫
0

dV(D)

dD
dD , (2.67)

where one DVHs for each structure s is calculated by considering only the dose distribution
within the respective structure volume. Figure 2.18 depicts an exemplary dose distribution
and the corresponding DVHs. If the treatment plan is deemed unsatisfactory, another iter-
ation of treatment plan optimization is performed based on altered clinical objectives, e.g.,
to achieve a further reduction of dose to an OAR or a higher or more homogeneous dose
distribution within the PTV. If the plan quality is deemed sufficient, a patient-specific QA
check is performed [6, 10].

2.5.6 Quality assurance (QA)

As the last step of the conventional treatment preparation process, QA measurements or
independent dosimetric calculations (section 3.1.6) are performed to ensure the patient’s
safety. In regular machine-related QA measurements, clinical medical physicists and ra-
diotherapy technologists check whether all linac components are working properly within
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certain tolerance limits. To verify that the intended treatment machine can actually deliver
the planned dose distribution, patient-specific QA measurements with dedicated phantoms
and detectors are performed to measure the delivered dose distributions in 2D or 3D. If all
QA checks are passed, the patient is treated according to the treatment plan [6, 10, 61].

2.6 Motion management techniques and image guidance

In conventional radiotherapy, a treatment plan is generated on a 3D planning CT image,
acquired several days before the start of treatment (section 2.5.1). This plan is then delivered
to the patient over the course of several weeks. A patient’s anatomy can change on different
time scales, affecting the relative position between the treatment beam, the tumor target, and
the OARs. This section summarizes motion management and image-guidance techniques to
account for the different types of changes that can occur over the course of radiotherapeutic
treatment delivery.

Section 2.6.1 defines inter- and intrafractional changes, followed by an overview of meth-
ods to quantify these in section 2.6.2. In section 2.6.3, passive motion management tech-
niques are described that aim to prospectively account for these uncertainties in the treat-
ment planning phase. The principles behind IGRT and ART are explained in sections 2.6.4
and 2.6.5. The chapter is concluded by a description of active motion management tech-
niques that are applied during beam delivery in section 2.6.6.

2.6.1 Inter- and intrafractional changes

On each day of treatment, the goal is to position the patient, in particular the tumor tissue,
in the same way as during the planning CT acquisition to ensure that the dose is delivered
to the patient as planned. However, changes on different time scales can occur that lead to
variations in the position, orientation, or shape of the target with respect to the treatment
beam. These include anatomical alterations between different treatment fractions (interfrac-
tional changes) or physiologically-induced motion occurring on shorter time scales, within a
treatment session (intrafractional changes). Interfractional changes frequently observed dur-
ing lung cancer radiotherapy include tumor growth or shrinkage, weight loss of the patient,
or normal tissue changes such as pleural effusion and the onset or resolution of atelecta-
sis [13, 21, 22, 116]. For tumors located in the lung, intrafractional changes caused by res-
piration or rhythmic cardiac motion are the main causes of motion. Respiratory-induced
target motion can be larger than 2 cm, patient-specific, difficult to predict, irregular, and
can change from one day to another [13, 40, 116–121]. The assessment and management of
this motion are of major importance. These movements can lead to an underdosage of the
tumor target or OAR overdosage when unaccounted for, particularly in hypofractionated
treatments (section 2.5.3) [118, 122].

2.6.2 Assessment of respiratory-induced target motion for treatment planning

The most commonly used method to investigate the extent of respiratory-induced target
motion is 4D-CT. For helical 4D-CT, projections of the patient are continuously acquired
along with a surrogate signal that is correlated with the position of the tumor. Examples of
such a surrogate signal include spirometry devices, abdominal pressure belts, and optical
surface scanners [82]. After the raw data acquisition, the surrogate signal is used to assign
the projections to several breathing cycles according to its phase or amplitude. This is fol-
lowed by a reconstruction of 3D images of the different breathing states. Oversampling the
respiratory motion during the raw data acquisition is needed to not miss slices in the recon-
structed images. Multislice respiratory-correlated spiral 4D-CT was introduced in the early
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2000s. Over the years, it has become the standard modality to assess the range of motion of
tumors in the thoracic and abdominal region [123–128]. As described in section 2.6.3, this
information can be incorporated into the treatment planning process.

4D-CT imaging is associated with several limitations and drawbacks. This includes the
increased imaging dose compared to 3D-CT and a sub-optimal breathing phase assignment
when the surrogate signal is poorly correlated with the target motion [82]. An important
uncertainty associated with the motion assessment based on 4D-CT data is that only a single
averaged breathing cycle is reconstructed. It is questionable whether the motion sample that
is acquired over a typical time-span of 10 seconds is sufficiently long to representatively
characterize the target motion that is expected during radiotherapy treatment delivery. The
purpose of several studies in literature has been to answer this question [129–133], including
the study presented in Chapter 4 of this thesis [116].

A further X-ray-based motion assessment modality is 4D-CBCT (section 2.2.3), where
the patient is imaged in treatment position on the couch of the linac directly before beam
delivery. These scans can potentially increase the patient setup accuracy [134] but the mo-
tion information is so far not used clinically for online adaptations of the treatment plan
(section 2.6.5).

Respiratory-induced target motion can furthermore be assessed using time-resolved 2D
or 3D-MRI scans [40, 41] (section 3.2.2). A proposal of how real-time 4D-MRI scans could be
incorporated in the treatment workflow with a conventional linac is presented in Chapter 4.

2.6.3 Passive motion management techniques

Passive motion management techniques aim to prospectively account for intra- and inter-
fractional changes in the treatment planning phase. These techniques include the definition
of motion-encompassing margins, or abdominal compression to reduce the motion ampli-
tudes within the lung and abdomen.

The definition of motion-encompassing target volumes enables a time-efficient treat-
ment delivery and – except for the 4D-CT scan – no special equipment is needed. Differ-
ent approaches can be used to account for respiratory-induced target motion, including the
ITV [107], the mid-ventilation [135], and the mid-position techniques [136] which are de-
scribed in the following.

Internal target volume (ITV)
As defined in section 2.5.2, the ITV accounts for the CTV’s intrafractional motion-related un-
certainties [107]. For the delineation of the ITV, a 4D-CT scan is acquired to assess the typical
motion trajectory of the CTV. The ITV is then obtained by delineating the CTV on ideally all
(and at least in the inhale and exhale) breathing phases and calculating the union of all CTV
positions [120]. This concept assumes that the motion observable on the 4D-CT represents
all possible positions of the CTV that occur throughout the course of treatment [132]. The
validity of this assumption is investigated in Chapter 4. The ITV is expanded by a PTV mar-
gin, as described further below. The ITV concept yields large PTV volumes, particularly for
tumors in the lower lung, which can move by few centimeters. As a consequence, a large
volume of healthy tissue is inevitably irradiated with a high dose.

Mid-position and mid-ventilation target volume (midV)
Due to the large volumes of the ITV, the mid-ventilation and mid-position concepts were
developed as alternative passive motion management techniques. In the mid-ventilation
approach, the centroid position of the CTV centroids in all breathing phases of a 4D-CT im-
age (section 2.6.2) is calculated. The CTV with the minimal distance of its centroid to this
point is then defined as the mid-ventilation target volume (midV) [135]. The mid-position
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concept is a refinement of the mid-ventilation approach, where the target volume is the ge-
ometric time-weighted mean tumor position, reconstructed from the CTV positions in all
phases of the 4D-CT image, using DIR [136]. For both of these target volumes, the mo-
tion uncertainty is then explicitly included in the PTV definition, which typically results in
smaller PTVs than for the corresponding ITVs [119, 137] (Chapter 4).

Planning target volume (PTV)
During radiotherapeutic treatments over the course of typically a few weeks, systematic
and statistical uncertainties in the position and shape of the GTV or CTV occur. The PTV
is used during treatment planning to prospectively account for these uncertainties. Since,
by definition, the inter- and intrafractional changes that occur during treatment are a priori
unknown, generic PTV margins are derived from large patient cohorts. Van Herk et al. [110]
proposed an analytical margin recipe to calculate the PTV margin mPTV, based on the system-
atic (preparation variations) and statistical uncertainties (execution variations), Σ and σ, which
is widely used for PTV definitions in clinical practice today:

mPTV = αΣ + βσ − βσp , (2.68)

where σp describes the width of the treatment beam penumbra, and α and β are parameters
based on cumulative probability distributions, derived in the original publication [110]. As
an example, to ensure a minimum of 95% of the prescribed dose to the target for 90% of
the patients, these values are α = 2.5 and β = 1.64 [110] (see Table 4.1 for typical values
of Σ, σ, and σp). Depending on the nature of the uncertainties Σ and σ, the PTV margin
can be anisotropic, especially when including intrafractional target motion. The different
contributing systematic and statistical uncertainties in radiotherapy of lung tumors are de-
scribed in more detail in section 4.2, where PTV margins are calculated for different ITVs
and midVs.

2.6.4 Image-guided radiotherapy (IGRT)

IGRT describes the use of imaging modalities to visualize the patient’s anatomy directly be-
fore or during beam delivery. The main purpose of today’s IGRT techniques is to accurately
position the patient and the target volume on the treatment couch at the linac. These images
also serve to detect potential deviations with respect to the planning images that would
have to be addressed by creating a new adapted treatment plan (section 2.6.5) [10].

A multitude of imaging modalities has been developed for IGRT in the past [82]. A
survey of the American Society for Radiation Oncology members [72], conducted in 2014,
reported that for lung cancer treatments, 77% of the departments used kV or MV CBCT
(section 2.2.3), 51% used planar kV X-ray imaging, and 22% used MV portal imaging with
an electronic portal imaging device (EPID) as IGRT technique. In 78% of cases, the IGRT
techniques were used daily. Further modalities with a lower prevalence or that are used
for entities other than lung cancer include ultrasound imaging, surface scanners, in-room
CT scanners, and RF receivers to locate implanted electromagnetic fiducial markers [22, 72,
82, 118, 119]. The MR-Linac, described in detail in section 3.1, is an IGRT device relying on
in-room MRI that was introduced in clinical practice only a few years ago. While it is not
widespread at the moment, it is expected to gain importance and prevalence in the coming
years.

Some of the IGRT modalities yield only static 2D or 3D images before treatment, while
others can be used for real-time imaging during the treatment itself. The acquired mo-
tion information can be used for gating the delivery beam (section 2.6.6). IGRT is consid-
ered a standard in modern radiotherapy. The high patient positioning accuracy achievable
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with modern IGRT techniques allows smaller PTV margins than without using these meth-
ods [10, 72]. The full potential of the described imaging modalities can only be exploited by
ART, described in the next section.

2.6.5 Adaptive radiotherapy (ART)

The concept of ART was already discussed in 1997 [138], but only through the technological
developments in the last years, ART could transition from an academic concept to clinical
reality. In ART, the treatment plan is adapted based on the image information provided by
in-room IGRT modalities. This way, observed interfractional changes such as a variation
of the patient weight, tumor volume, or biological parameters can be accounted for and
an optimal treatment plan can be delivered in each fraction [122, 139]. Thus, ART intends
to safely deliver the planned dose to the patient through the systematic monitoring of and
timely reaction to anatomical variations [138].

The treatment plan can be adapted offline after completing a treatment fraction. This
can be necessary when interfractional changes are detected that are deemed severe enough
to compromise the accuracy of the dose delivery in the remaining treatment fractions. For
instance, such a replanning process could be triggered by the observation of significant tu-
mor shrinkage or patient weight loss detected on CBCT images that, if not accounted for,
could lead to a deteriorated dose deposition in the next treatment fractions [76]. Through
the clinical introduction of the MR-Linac (section 3.1), dedicated adaptation workflows, and
fast dose optimization techniques, the re-optimization of the treatment plan while the pa-
tient is lying on the treatment couch has become feasible [140]. This is called online-ART
and is described in more detail in section 3.1.6.

2.6.6 Active motion management techniques

In contrast to passive motion management techniques (section 2.6.3), active techniques aim
to account for intrafractional changes during beam delivery, instead of in the treatment plan-
ning phase. These methods include active breathing control and breath-hold techniques,
gated beam delivery based on a motion surrogate (section 3.1.7), or tracking [82].

In gating, a surrogate signal or 2D image is acquired during beam delivery with a tem-
poral resolution that is high enough to resolve the physiological process that is inducing the
target motion. Gating is primarily used for targets affected by respiratory motion, requiring
a temporal resolution of a few Hz. The intrafractional motion monitoring can be achieved
using different techniques, including MV portal imaging with an EPID, fluoroscopic planar
or stereotactic imaging of the target itself, or implanted fiducial markers in the vicinity of the
target, surface imaging, abdominal pressure belts, or cine MRI (section 3.1.7). The delivery
beam is only switched on when the target or surrogate signal is located within a predefined
tolerance region. The margins used for the residual motion within the gating window are
considerably smaller than ITV or mid-position target volumes. A better sparing of OARs, a
reduced integral dose to healthy tissue, a dose escalation to the target, and a hypofraction-
ation of the treatment can potentially be achieved by gated beam delivery. As a drawback,
through a reduced treatment beam usage efficiency, the overall treatment time is prolonged,
and the overall complexity of the workflow and required equipment is increased [10, 82,
118, 119, 122, 128]. The overall system latency, i.e., the time that passes after detecting an
out-of-tolerance deviation from the reference position until the delivery beam is switched
off, is recommended to be shorter than 500 ms [21]. The clinical implementation of gated
treatments at an MR-Linac is described in section 3.1.7.

In tracking, the treatment beam follows the motion of the tumor, thus enabling a 100%
duty cycle during beam delivery [21]. This is achieved by adaptation of the MLC leafs in
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real-time based on a high-frequency and low-latency surrogate signal correlated to the tu-
mor motion [82]. These systems need to be able to anticipate the target motion with predic-
tion algorithms for an accurate dose delivery [21]. Tracking has been implemented at con-
ventional linac systems at few academic centers [82], and is currently under development
for MR-Linacs (section 3.1) [141]. Compared to passive motion management techniques, ac-
tive methods can potentially reach a higher dose conformality and a decreased integral dose
delivered to healthy tissue. On the contrary, these techniques are generally more complex,
prolong the treatment time, and require specialized equipment and staff training [82, 118].

For these reasons, passive motion management techniques are widely used clinically today,
particularly in conventionally fractionated radiotherapy [22, 116, 128]. A major advance-
ment for active motion management techniques was the clinical introduction of MRgRT
and MR-Linacs, that allow gated beam delivery based on real-time imaging data. In combi-
nation with daily treatment plan adaptations based on MR images acquired at the beginning
of each treatment fraction, this enables beam delivery with higher conformality than achiev-
able with conventional IGRT and passive motion management techniques. This is the topic
of the next chapter.
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Chapter 3

Magnetic resonance imaging-guided
radiotherapy (MRgRT)

One of the latest major technological advancements in radiation oncology was the clinical
introduction of combined MRI and linac devices (MR-Linac). The technological and clinical
aspects of MRgRT with MR-Linacs are presented in section 3.1. A key technique for im-
proved motion assessment in MRgRT is 4D-MRI, which is summarized in section 3.2. The
chapter is concluded by section 3.3, where an overview of techniques under investigation in
research to model the time-resolved patient anatomy before, during, or after beam delivery
is given.

3.1 MRI-guided linear accelerator (MR-Linac)

The idea of combining an MRI scanner with a linac for advanced image guidance in ra-
diotherapy was proposed at the 19th Annual ESTRO Meeting in 2000 by Lagendijk and
Bakker [36]. The motivation behind this idea was the potential for improved treatment
position verification enabled by the high soft tissue contrast of MRI and the possibility to
acquire time-resolved 2D images during irradiation without additional dose to the patient.
Lagendijk and Bakker hypothesized that “the integration of an MRI system with a linear
accelerator [would] revolutionize radiotherapy” [36]. The main advantages of MRgRT com-
pared to CBCT-based IGRT are further discussed in section 3.1.1. At the same time, they rec-
ognized that the design of such an integrated system involves major engineering problems
due to the potential interactions between the MRI and the linac [36]. The main challenges
that had to be solved before the clinical integration of such systems and further drawbacks
of MRgRT are described in section 3.1.2.

The first prototype of an MR-Linac with a stationary horizontally oriented accelerator
was constructed at the University Medical Center Utrecht, the Netherlands. The first proof-
of-concept study of simultaneous MRI and irradiation was conducted with this prototype,
published in 2009 [37, 142]. Four vendors and research institutes developed different com-
bined systems in the following years. These systems are briefly presented in section 3.1.3.

The first clinical MRgRT system – the MRIdian by ViewRay Inc. (Oakwood Village, OH,
USA) with three Cobalt-60 sources instead of a linac – was installed at Washington Uni-
versity in St. Louis, MO, USA. The first patient was treated with this system in January
2014 [15, 140]. In May 2017, the first patient worldwide was treated with an MR-Linac
system, the Unity MR-Linac by Elekta AB (Stockholm, Sweden), at the University Medical
Center Utrecht [143]. The use of Cobalt-60 sources requires more elaborate radiation pro-
tection compared to a linac and the beams produced by these sources have broader penum-
bras [144]. For these reasons, ViewRay developed their own MR-Linac system, presented
in section 3.1.4, which started clinical operation in July 2017 at the Henry Ford Health Sys-
tem in Detroit, MI, USA [15]. This system uses a balanced Steady State Free Precession
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(bSSFP) sequence for imaging, which is described in section 3.1.5. As of 2021, more than
sixty MR-Linac systems are in clinical use, with a steadily increasing number of institutions
commencing patient treatments around the globe [42, 43].

MR-Linacs enable daily ART treatments with an altered clinical workflow compared to
conventional CBCT-based IGRT, and gated treatments, which is described in sections 3.1.6
and 3.1.7.

3.1.1 Motivation for combining MRI and Linac

The development of MR-Linac systems was motivated by several advantages of MRI com-
pared to CBCT imaging. In MRI, no additional dose is delivered to the patient. This en-
ables frequent and time-resolved image acquisitions for treatment planning and monitor-
ing without healthy tissue damages induced by ionizing radiation. This is particularly of
interest for pediatric patients, for whom the avoidance of late side effects has a high pri-
ority [30]. The high and variable soft tissue contrast of MRI (section 2.3) enables a more
accurate visualization and localization of tumor tissue compared to X-ray-based imaging
modalities, especially in the abdominal region [15, 30, 45]. Combining frequent and online
imaging with improved target localization allows daily treatment adaptations based on the
latest anatomy [15, 140], and gated treatments [30, 92, 145] (sections 2.6.5 and 2.6.6) through
real-time monitoring of the target motion with cine MRI during beam delivery. The higher
accuracy of MR-guided treatment delivery potentially enables a reduction of PTV margins,
hypofractionation, and target dose escalation without increasing side-effects [18, 20]. This
allows a safe treatment delivery, even in challenging entities such as ultracentral thorax
malignancies [34, 35]. High-dose adaptive MRgRT has the potential to increase the overall
patient survival without increasing the risk for acute toxicity, as indicated by the promising
results of the first clinical studies describing MR-guided treatments of inoperable pancreatic
cancer [146].

Further techniques enabled by MR-Linacs that are not routinely used today could play
an important role in the future. Synthetic CT methods (section 3.3.2) could make the plan-
ning CT acquisition obsolete, which is referred to as “MR-Only” radiotherapy [147]. The
functional MRI information acquired with the patient in treatment position could be inte-
grated in the plan adaptation process (biology-guided adaptive radiotherapy) [30, 90, 148]. The
frequent imaging with different contrasts and the retrospective analysis of the delivered
dose using machine log files and cine MRI during treatment could serve as input data for
advanced treatment adaptation methods and dose-response assessment studies [20, 30, 45,
50, 145]. The high precision achievable through real-time beam-on imaging can further-
more enable the treatment of non-oncological pathologies [149, 150]. A case study on the
radioablation of sustained ventricular tachycardia with an MR-Linac has recently been pub-
lished [151].

3.1.2 Challenges of MRgRT

Several technical challenges caused by the mutual electromagnetic interference of MRI and
linac components had to be solved by the vendors and research institutes during the devel-
opment of MR-Linacs [20].

The fringe magnetic fields of the MRI scanner disturb the path of the electrons in the
accelerator components due to the Lorentz force. The electromechanical controls of moving
elements such as the motors attached to the leafs of the MLC may not function properly in a
magnetic field. Therefore, the sensitive linac components have to be shielded from the main
magnetic field. This can be achieved by using shielding material or through active shaping
of the fringe fields [20].
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Ionization chambers are often employed for reference dosimetry. When used for the QA
of MR-Linacs, the trajectories of the electrons in the sensitive air volume of the chambers
are affected by the magnetic field. As a result, the detected charge and dose deviate from
measurements without the presence of a magnetic field. The detector response depends on
the magnetic field strength and the orientation of the ionization chamber with respect to
the magnetic field direction. Correction factors have to be applied to the detected signal to
account for these effects [152, 153].

Surface receiver coils are placed on the patient’s body around the volume of interest to
maximize the signal-to-noise ratio (SNR) of MR images. The coils used in MRgRT have to
be placed in the beam path and specially designed, using low-density material to minimize
the attenuation and avoid radiation-induced currents [20].

The Lorentz force affects the dose deposition within the patient’s body, with increasing
severity for higher magnetic field strengths [154]. This needs to be accounted for during
treatment planning. Depending on the orientation of the beam path relative to the static
magnetic field (perpendicular or parallel), this can lead to a skewing of the dose distribution
or beam focusing effects, respectively. Furthermore, the skin dose can be increased through
the so-called electron return effect [155]. These effects need to be modeled in Monte Carlo
simulation during treatment planning.

Not only can the MRI influence the linac components, but also vice versa. RF signals
produced by the linac components can introduce noise in the MR images. When ferromag-
netic materials, such as the MLC and bending magnets, are placed within the static B0 field,
the magnetic field changes, and its homogeneity decreases. This can lead to a degraded
quality or geometric distortions of the MR images. These effects can be minimized through
RF shielding of the linac components. A proof-of-concept study by Kontaxis et al. [156], per-
formed at the Elekta Unity MR-Linac, demonstrated that the MR image quality is negligibly
affected by the linac if such measures are taken, even during VMAT delivery with gantry
rotations and MLC movements during imaging.

Further challenges that have to be considered in MRgRT include geometric distortions
of the MR images (section 2.3.9). These can introduce systematic errors in the treatment
planning process [30, 84, 91]. The MR images lack electron density information needed for
treatment planning (section 2.5.1). These have to be either propagated from CT datasets to
create synthetic CTs (section 3.3.2) using multimodal DIR (section 2.4), or can be obtained
from bulk density assignments [157] or deep learning methods [158, 159]. Depending on the
design of the MR-Linac, the photon beam quality is deteriorated when it has to penetrate
through MRI components [27]. Furthermore, compared to conventional linacs, MR-Linac
patient couches have a limited range of motion and do not allow rotations [27, 45]. This
restriction, however, can be compensated for by treatment plan adaptations [157].

The installation and maintenance of MR-Linacs are considerably more expensive com-
pared to conventional linacs equipped with CBCT scanners. The number of patients that
can be treated per day is reduced through the prolonged fraction times. Patients that suffer
from claustrophobia or experience intolerable pain in the lying treatment position cannot be
treated at these machines [32]. The higher conformality and precision of the dose delivery
achievable with MR-Linacs in combination with the increased overall complexity leads to a
higher sensitivity to treatment delivery errors caused by technical or human failures. For in-
stance, if PTV margins are chosen too small, this will lead to an underdosage of tumor tissue
at the edges of the target volume [110]. Moreover, today’s clinical workflow (section 3.1.6)
relies on DIR (section 2.4) of CT to MR images [100] for the creation of pseudo-CTs generated
based on MRI data [40]. This can be challenging and a potential error source [30].

MRgRT still needs to demonstrate that these drawbacks are sufficiently traded off by im-
proved local control, reduced toxicities, or improved overall survival compared to today’s
standard-of-care IGRT treatments [30].
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TABLE 3.1: Specifications of MR-Linac systems. The technical specifications of the four MR-Linac
systems described in section 3.1.3 are summarized based on information provided in [20, 31, 38]. The
beam orientation relative to the main magnetic field – perpendicular (⊥) or parallel (‖) – is indicated.

System MRIdian Unity Aurora Australian

Company/institution ViewRay Elekta MagnetTx Ingham Institute
University of Alberta

Field strength 0.35 T 1.5 T 0.5 T 1.0 T

Linac 6 MV 7 MV 6 MV 4/6 MV
(formerly 60Co)

Beam orientation ⊥ ⊥ ‖ both

Commercial yes yes not yet no

First patient treated 02/14 (60Co) 05/17 - -
07/17 (linac)

References [26, 45] [27, 157] [29] [28]

(a) (b)

(c) (d)

FIGURE 3.1: Overview of MR-Linac systems. (a) Photograph of the ViewRay MRIdian MR-Linac
[42]. (b) Photograph of the Elekta Unity MR-Linac [43]. (c) CAD drawing of the MagnetTx Aurora

system [160]. (d) Photograph of the Australian MR-Linac [161].
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3.1.3 Overview of available MR-Linacs

At the time of writing, two MR-Linac systems are commercially available: the ViewRay
MRIdian [26, 45] and the Elekta Unity [27, 157]. Two further systems are under development
at university-based research institutions: the Australian MR-Linac [28] and the MagnetTx
Oncology Solutions Aurora system [29]. Table 3.1 summarizes the main technical features
of these four devices, depicted in Figure 3.1. The main differences between the systems are
their magnetic field strength, the magnet and MLC design, and the orientation between the
magnetic field and the beam direction.

The experimental studies in Chapters 5 and 6 of this thesis were conducted on MRIdian
systems. This MR-Linac is presented in more detail in the following section. A thorough
description of the other systems can be found in the respective references given in Table 3.1,
in a book chapter by Whelen et al. [20], and the review article by Liney et al. [38].

3.1.4 The ViewRay MRIdian MR-Linac

The ViewRay MRIdian MR-Linac imaging unit is a 0.35 T split superconducting magnet
with a 28 cm gap between the two magnet halves and a 70 cm wide bore. The RF transmit
coils and gradient coils with a strength of 18 mT/m are located inside the MRI housing. Two
surface receiver coil pairs are available: a coil pair with 2× 6 channels for the treatment of
malignancies in the thoracic, abdominal, or pelvic region and a coil pair with 2× 5 channels
for the treatment of head and neck tumors. The coils are embedded in low-density foam
for minimal beam attenuation. The vendor assures a geometric accuracy of the MR images
better than 1 mm on average within a 20 cm diameter of spherical volume (DSV) and better
than 2 mm on average within a 35 cm DSV for the available MRI sequences. The first clinical
version of the MRIdian only allowed imaging with a bSSFP sequence. This sequence was
used in the experimental studies in Chapters 5 and 6 and is described in more detail in
the next section. The latest clinical version of the MRIdian allows acquiring additional MR
images with Turbo Spin Echo sequences yielding a T1- or T2-weighted contrast, or diffusion-
weighted images [162, 163].

The patient is positioned on a treatment couch with the aid of in-room lasers and is then
moved inside the bore to position the tumor target at (or in proximity to) the coinciding MRI
and linac isocenter. The treatment couch can be moved in craniocaudal and, to a certain
degree, in right-left (RL) and anterior-posterior (AP) direction for accurate positioning. All
6 MV flattening-filter-free (FFF) linac components are assembled on a gantry at the position
of the gap between the two magnet halves. The components are surrounded by cylindrical
layered ferromagnetic shields for magnetic field shielding and “RF buckets” (Figure 3.2)
consisting of copper and carbon fiber for RF shielding (section 3.1.2). In the original version
of the MRIdian, three Cobalt-60 sources were used instead of a linac. The linac has a dose
rate of 6 Gy/min and a source-to-axis distance of 90 cm. The beam path is perpendicular
to the magnetic field. It is shaped by a double-stack, double-focused MLC, which allows
the collimation of fields with sizes between 0.2× 0.4 cm2 and 27.4× 24.1 cm2. The dedicated
treatment planning and delivery system supports step-and-shoot IMRT treatments, on-table
plan adaptations (section 3.1.6), and automatic beam gating based on cine MRI and structure
tracking (section 3.1.7) [26, 45].

3.1.5 The balanced Steady State Free Precession (bSSFP) sequence

The ViewRay MRIdian MR-Linac offers 3D-MRI and cine MRI with a bSSFP sequence (Fig-
ure 3.3) [45, 92]. A train of equally-spaced RF pulses is applied in this sequence. The RF
pulses are interleaved by periods of free precession with a duration of the repetition time
TR � T2 ≤ T1, where TR is in the order of a few ms, and an echo formation at TE ≈ TR/2. The
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FIGURE 3.2: MRIdian linac component shielding. The left photograph shows an empty cylindrical
compartment (RF bucket) used for RF shielding, consisting of an outer copper and an inner carbon
fiber surface. The linac components are additionally surrounded by cylindrical layered ferromag-
netic material to shield them from the magnetic field. All linac components indicated in the right

CAD drawing are mounted on the gantry around the MR scanner. Figure adapted from [164].

balanced Steady State Free-Precession 
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GSS
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FIGURE 3.3: bSSFP pulse sequence. The sketch shows the applied gradients and RF pulses of
the bSSFP sequence. The signal detected by the receiver coils is indicated in the same row as the
read-out gradient GRO. The sign of the RF pulse alternates with each repetition. The integral of all
applied gradients over each repetition time TR is zero. Figure adapted from [165]. SS: slice selection.
PE: phase-encoding. RO: read-out (frequency-encoding). TE: echo time. TR: repetition time. RF:

excitation pulse.
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applied gradient moments are fully balanced between two consecutive excitation pulses. In
the transient state directly after the start of imaging, the images are prone to artifacts, and
the image contrast is changing in a complex fashion. After a few seconds, a steady state
is reached, where the longitudinal and transversal magnetization vector amplitudes reach
a dynamic equilibrium, and the image contrast does not change anymore. The time until
this steady state is reached can be shortened by the application of preparation pulses. In the
steady state, the magnetization is a superposition of different transversal and longitudinal
states, leading to T2/T1-weighted contrast [166]:

S ∝
M0

2

√
T2

T1
, (3.1)

with the signal S and thermal equilibrium magnetization M0. The image contrast depends
on the tissue-specific properties (T1 and T2 relaxation times) and sequence-specific parame-
ters (TR, TE, and α) [166]. In bSSFP images, fats and fluids appear bright, and other tissues
appear darker [165]. Advantages of the bSSFP sequence include the high frame rates (typical
acquisition times of 180–500 ms per 2D frame [40]), low sensitivity to motion artifacts, and
a high SNR due to the steady magnetization and fully balanced gradients. A disadvantage
of this sequence is that it is prone to banding artifacts originating from slight off-resonances
and B0 inhomogeneities, visible as dark lines in the images [166].

3.1.6 Clinical workflow of online-adaptive MR-Linac treatments

This section describes the clinical workflow for online-adaptive treatments at the ViewRay
MRIdian MR-Linac, sketched in Figure 3.4. For a description of the (in many aspects similar)
workflow at the Elekta Unity MR-Linac, the interested reader is referred to references [143]
and [157].

For treatment planning, a 3D-MRI of the patient in treatment position is acquired at the
MR-Linac in addition to the planning CT (section 2.5). A bSSFP sequence (section 3.1.5) with
an in-plane resolution of 1.5× 1.5 mm2 and a slice thickness of 1.5 mm or 3 mm is used for
this purpose. For moving targets, this image is acquired in breath-hold to obtain a reference
image for gated treatments (section 3.1.7) and reduce motion artifacts.

The planning CT is rigidly or deformably registered (section 2.4) to the planning MRI to
transfer the electron density maps needed for treatment planning. The target and relevant
OARs are segmented on the planning MRI. A step-and-shoot IMRT plan is optimized with
a Monte Carlo dose algorithm on the planning synthetic CT. The static magnetic field is
explicitly taken into account during the dose calculation and optimization. The planning
phase is concluded by reviewing and approving the treatment plan by a physician and a
physicist before performing QA checks (section 2.5.6) [15, 45].

In each fraction during the course of treatment delivery, the patient is set up in treatment
position at the MR-Linac, and a setup 3D-MRI similar to the planning MRI is acquired. The
target and OAR contours as well as the electron density maps are transferred from the plan-
ning image to this setup MRI using DIR. The deformed structures are checked and, if nec-
essary, are recontoured by a physician [15, 45]. Once the contours have been approved, the
original treatment plan is recalculated on the daily segmented synthetic CT. The resulting
dose distribution and DVHs are compared to the initial treatment plan. The operator can de-
cide whether to treat the patient with the original plan or whether the observed differences
are unacceptable, in which case an adapted treatment plan is created. After optimization
and review of the adapted plan, QA checks have to be performed. This cannot be done by
measurements since the patient is lying on the treatment couch during the adaptation pro-
cess. Therefore, the adapted plan is checked with an independent secondary Monte Carlo
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FIGURE 3.4: Online-adaptive MR-Linac treatment workflow. The main planning, adaptation, and
beam delivery steps of an online-adaptive gated treatment at the ViewRay MRIdian are schematically
depicted. The workflow steps are described in more detail in section 3.1.6. Figure courtesy of Dr.

Christopher Kurz.

simulation and by comparing treatment plan parameters, such as the number of segments,
segment shapes and weights, and Monitor Units. An additional verification 3D-MRI scan
can be acquired after the QA calculation to check whether the patient has moved during the
replanning procedure [15, 45].

Depending on the entity and complexity of the clinical case, plan adaptation can be
time-consuming. In the first publication on clinically applied MR-guided ART by Acharya
et al. [140], the authors reported that a median time of 26 min was needed for recontouring,
reoptimization, and QA. Several studies have demonstrated that the prolonged treatment
time is traded off by improved dose distributions. For instance, Finazzi et al. [33] reported
that on-table plan adaptations in MRgRT of central lung tumors could improve the PTV
coverage while the number of OAR planning constraint violations was significantly (p <
0.05) reduced.

As the final step of the adaptive treatment planning process, the dose is delivered to
the target. In the case of non-negligible target motion, the beam delivery is gated based on
real-time cine MRI, which is described in the next section.

3.1.7 Gated treatments at the ViewRay MRIdian MR-Linac

Gating is an active motion management technique (section 2.6.6) in which the beam delivery
is interrupted and resumed based on a surrogate signal or 2D image. For this purpose,
the MR-Linac allows the acquisition of continuous fast cine MRI in 2D with a temporal
resolution of a few Hz [40]. Cine MRI is theoretically feasible in arbitrary orientations [31,
167]. In clinical practice at the ViewRay MRIdian MR-Linac, the images used for gated
treatments can only be acquired in sagittal orientation [45, 92]. The bSSFP sequence variant
most commonly applied in clinical practice [31, 168, 169] uses a cartesian read-out scheme,
has a frame rate of 4 Hz, an in-plane resolution of 3.5× 3.5 mm2, and a slice thickness of
5, 7, or 10 mm [45]. A new sequence variant using a radial read-out scheme at 8 Hz with a
spatial resolution of 2.7 mm has obtained FDA approval in 2019 and was recently clinically
introduced [162, 170].
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target out | beam off target in | beam on

FIGURE 3.5: Gating at the ViewRay MRIdian MR-Linac. The images show snapshots of the delivery
cine MRI videos of a lung cancer patient treated with gating. The target structure is shown in green
and the gating boundary in red. In the left image, the target out percentage is above the predefined
threshold, and the beam delivery is paused. In the right image, the target is located fully within the

gating boundary and the beam delivery is switched on.

The workflow of a gated beam delivery starts with the definition of a target structure and
a boundary. The boundary is an isotropic or anisotropic expansion of the target structure
defined on the setup MRI dataset (section 3.1.6). During treatment, the system automatically
deforms the target structure from the original image to each of the acquired real-time cine
MRI frames using an optical flow DIR algorithm (section 2.4). The relative overlap of the
deformed target structure with the boundary is calculated and compared with a pre-defined
threshold value (target out percentage), which is usually between 5–10%. The beam delivery
is only switched on if the target out percentage is below this threshold (classification as target
in). Otherwise (target out), the beam delivery is paused (Figure 3.5). AAPM Task Group 76
recommended that the overall gating latency, i.e., the time delay between the target leaving
the gating window until the beam is switched off, should be below 500 ms [21]. Kim et al.
measured the latency for the ViewRay MRIdian MR-Linac and reported a maximum time
delay of 302 ms [170].

Gating allows the use of smaller PTV margins (section 2.6.6) but leads to a prolongation
of the treatment. Some radiation oncology departments use in-house developed visual feed-
back systems through which the patient can see the cine MRI including target and boundary
structures on in-room screens while being treated. This technique can improve the repro-
ducibility of repeated breath-hold procedures and therefore can help to increase the duty
cycle [169, 171].

3.2 Four-dimensional volumetric MRI (4D-MRI)

As part of the conventional radiotherapy treatment planning for lung tumors, a 4D-CT scan
of the moving anatomy is typically acquired (section 2.6.2). In MRgRT, 4D-MRI could en-
able a dose-free motion characterization of the target and surrounding healthy tissue dur-
ing treatment planning, directly before or even during treatment. This information could
be used to determine mid-position or mid-ventilation images, for 4D robust planning ap-
proaches, to select the gating position and gating window size, for more representative ITV
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definitions (in cases where gating is not deemed beneficial), and improved target localiza-
tion during gating [41, 116, 145]. The latter could also enable tracking of the actually applied
dose in 3D or, in the future, even real-time adaptive treatments [49]. Two different variants
of 4D-MRI are described in the literature: respiratory-correlated 4D-MRI, described in sec-
tion 3.2.1, and real-time 4D-MRI, described in section 3.2.2. Neither respiratory-correlated
nor real-time 4D-MRI sequences with a high spatiotemporal resolution are offered by MR-
Linac vendors today [41]. Owing to their potential for MRgRT, the interest in the research
community in both approaches has steadily increased over the last few years [40, 41].

3.2.1 Respiratory-correlated 4D-MRI

In respiratory-correlated 4D-MRI, the fourth dimension represents the phase of one respi-
ratory cycle, similar to 4D-CT imaging. In most studies described in the literature, these
images are obtained by acquiring 2D cine MRI data at different slice positions. The cine
MRI frames are then retrospectively sorted using a surrogate signal. One frame per slice
position is assigned to each breathing phase to obtain the 4D-MRI dataset [41]. Oversam-
pling during the cine MRI acquisition can ensure that all necessary data are acquired for
all breathing phases and slice positions but prolongs the overall acquisition time. The main
motion direction of structures in the lung is in the craniocaudal and AP directions. There-
fore, the sagittal plane is most often chosen for the 2D cine MRI acquisition for respiratory-
correlated 4D-MRI of the lung [40]. This minimizes through-plane motion, which otherwise
could lead to artifacts in the final reconstructed images. The signal used for the sorting
process can be an external surrogate (e.g., pneumatic bellows or spirometry devices), an
additional navigator that is acquired in parallel or interleaved with the cine MRI acquisi-
tion (e.g., pencil-beam navigator where a single column of spins is excited in 1D), or can be
derived from the reconstructed 2D images themselves (e.g., the diaphragm-lung interface
position) [40, 172]. An alternative to the multi-slice 2D acquisition is the repeated acquisi-
tion of volumetric MRI using a 3D read-out scheme, where an additional phase-encoding
step replaces the slice selection [41]. The breathing phase binning is then performed already
in k-space prior to image reconstruction, since the acquisition of one 3D-MRI volume spans
over several breathing phases [145].

The underlying principle of the respiratory-correlated 4D-MRI acquisition is similar to
that of 4D-CT acquisition. Consequently, the 4D-MRI datasets can suffer from similar ar-
tifacts and limitations. Breathing pattern variations and suboptimal sorting can lead to
stitching artifacts (Figure 3.6). The final image represents one average breathing cycle, re-
constructed from several breathing cycles [40], which prevents the assessment of intercyclic
breathing variations. For treatments with the MR-Linac today, the planning 3D-MRI and
setup 3D-MRI acquired at the beginning of each treatment fraction are captured during
breath-hold to avoid motion artifacts (section 3.1.6). These images contain no information
about the magnitude and direction of the target and organ motion during respiration. In
the future, respiratory-correlated 4D-MRI could replace the breath-hold 3D-MRI, enabling
a motion characterization at the planning stage or directly before beam delivery [145]. The
acquisition of the cine MRI data is time-consuming, typically in the order of several min-
utes [31]. As a drawback, this would prolong the overall time a patient needs to lie on the
MR-Linac treatment couch.

A respiratory-correlated 4D-MRI was acquired and reconstructed as part of the exper-
imental study in Chapter 5 to obtain the ground truth motion pattern of a porcine lung
phantom. This is described in more detail in section 5.2.5.
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unsorted sorted

FIGURE 3.6: Stitching artifacts in respiratory-correlated 4D-MRI. Coronal views of a phase of an
unsorted (left) and sorted (right) 4D-MRI dataset. The 2D cine MRI data were acquired in sagittal
orientation, resulting in strong stitching artifacts at the diaphragm-lung transition in the RL direction
in the unsorted image. These artifacts are not observed in the sorted image, and the diaphragm

surface appears as a smooth curve. This figure was created with data from Chapter 5.

3.2.2 Real-time 4D-MRI

In real-time 4D-MRI, the fourth dimension represents the time, meaning that one full 3D-
MRI dataset is acquired at each time point. Due to the intrinsic trade-off between spatial and
temporal resolution, no real-time 4D-MRI sequences that can acquire a full 3D volume with
sufficient temporal (< 0.5 s) and spatial resolution (2–3 mm) for MRgRT exist today [40, 41].
The maximum acquisition speed of an MRI scanner depends on its specifications, such as
the static magnetic field strength, the gradient strengths and speed, and read-out hardware
and electronics [82].

Several image acceleration techniques have been developed that already led to shorter
3D-MRI acquisition times in clinical practice and that could allow for real-time 4D-MRI
at high spatiotemporal resolution in the future. The general idea behind most of these
techniques is to reduce the amount of k-space data acquired for each 3D-MRI. This can
be achieved by limiting the FOV or spatial image resolution or by undersampled k-space
acquisition [82]. Undersampling the k-space leads to image artifacts, which can be avoided
by the methods described in the following. Many of the techniques described below can be
combined to achieve a higher image acceleration factor [41].

In partial Fourier imaging, a portion of the k-space (up to 50% and typically 35%) is delib-
erately not collected. These missing data are retrospectively filled in, exploiting the property
of the Fourier transform that real functions have a conjugate symmetry in k-space [41].

Instead of cartesian k-space sampling, radial k-space sampling can be used. The k-space is
read out in spokes, each time passing through its center, which contains information about
bulk motion. The periphery of the k-space, containing information of spatially localized
motion, is sampled less frequently. The reconstructed images suffer less from undersam-
pling artifacts than undersampled images obtained with a cartesian read-out scheme, and
the reconstructed images are less sensitive to motion artifacts [40, 41].

Generalized Autocalibrating Partially Parallel Acquisition (GRAPPA) and SENSitivity
Encoding (SENSE) are parallel imaging techniques that allow an acceleration by a factor of
up to six. In these techniques, the image is reconstructed based on undersampled k-space
data using multiple independent receiver coils. The signal that is measured by each receiver
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coil depends on its position relative to the patient. This additional spatial information can be
used during image reconstruction to separate the aliased signal based on spatial sensitivity
maps of the read-out coils [41, 173]. Due to lacking receiver coil hardware, the parallel
imaging capabilities of MR-Linacs are still limited [45, 82]. Parallel imaging can be combined
with a simultaneous multi-slice acquisition, where more than one slice position is excited and
sampled simultaneously using a multiband RF pulse. The detected aliased signal is then
deconvolved using parallel imaging techniques during image reconstruction [145].

A further technique for accelerated image acquisition is to sparsely sample the k-space
and then use compressed sensing to retrospectively reconstruct the images from the under-
sampled data [174]. The technique relies on the fact that medical images can be sparsely
represented. The MR images are obtained through iterative image reconstruction with re-
construction times up to several hours. Therefore, compressed sensing cannot be used for
true real-time imaging but only for retrospectively reconstructed 4D-MRI [41, 145].

In the study presented in Chapter 4, a real-time 4D-MRI sequence using view-sharing,
also referred to as keyhole imaging, was used to assess the motion of moving lung tumors.
This sequence is explained in more detail in section 4.2.1. The idea of view-sharing is to
sample the center and periphery of the k-space at different rates, where the center is sam-
pled much more frequently. At each time point, the missing peripheral k-space data is then
copied in from different time points before image reconstruction. This technique allows a
severalfold image acquisition acceleration [175].

The approach that has the greatest potential to provide real-time 4D-MRI for MRgRT
in the near future is the use of deep learning methods. Hyun et al. [176] trained a CNN
with pairs of MR images reconstructed from subsampled and fully sampled k-space data.
The trained network then takes images reconstructed with undersampled k-space data with
image folding artifacts as an input and outputs high quality artifact-free MR images. An
alternative deep learning-based approach could rely on training a deep CNN to directly
perform the Fourier transform of the undersampled k-space data [177]. Undersampling the
k-space enables faster image acquisition, which could allow creating real-time 4D-MRI with
such CNNs in the future. While the training of deep learning models is time-consuming
and computationally expensive, the final model could potentially be applied in near real-
time [145].

In the future, real-time 4D-MRI sequences could be used during beam delivery (sec-
tion 3.1.7). This could enable an improved target and OAR localization in 3D, particularly
when prominent out-of-plane motion is present in 2D cine MRI [40, 178]. Furthermore, syn-
thetic 4D-CTs could be created based on these data, which would allow a reconstruction
of the actually delivered dose (section 3.3.2) or even real-time treatment adaptation in the
future [49].

3.3 Motion modeling for MRgRT

The assessment of inter- and intrafractional changes is of major importance in adaptive MR-
gRT. As long as no real-time 4D-MRI sequence (section 3.2.2) with sufficient spatiotempo-
ral resolution for MRgRT applications is available, alternative methods are needed to create
time-resolved 4D-MRI from lower-dimensional surrogate data. The concept of motion mod-
eling for this purpose is summarized in section 3.3.1. To fully exploit the potential of MRgRT,
the dose delivered to the target and OARs during treatment has to be reconstructed. A pre-
requisite for this dose reconstruction are synthetic 4D-CTs, created based on 4D-MRI data,
which is further described in section 3.3.2.
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3.3.1 Motion modeling approaches

Following the definition by McClelland et al. [179], “motion models are used when it is
not possible or practical to directly measure the actual motion of interest with sufficient
temporal resolution during the intended procedure. [...] A motion model refers to a process
that takes some surrogate data as input and produces a motion estimate as output”. In
MRgRT research, motion models can be used to derive time-resolved 4D-MRI datasets of
the thorax or abdomen based on surrogate signals or 2D cine MRI data [40]. In the future,
these 4D-MRI could be used for the motion assessment in the treatment planning stage or
serve as input for the creation of synthetic 4D-CT datasets (section 3.3.2) [180].

The typical approach of motion modeling is sketched in Figure 3.7. In the following,
the creation of a respiratory motion model based on 2D cine MRI data and respiratory-
correlated 4D-MRI reconstruction for motion assessment is described. Series of 2D cine
MRI data at different slice locations and one or more surrogate signals are acquired simul-
taneously to create the training data needed for motion modeling. These signals can be an
external surrogate signal or a navigator signal acquired in parallel or interleaved with the
imaging data. In the published literature, this surrogate signal was often directly derived
from the acquired cine MRI data. In this case, specific features such as the diaphragm or
chest position are extracted from the 2D images [181]. Alternatively, the surrogates can be
determined by applying a principal component analysis to the image intensities [180]. The
imaging data is used to reconstruct a respiratory-correlated 4D-MRI dataset. The different
phases of this 4D-MRI are deformably registered to characterize the observed motion. The
motion states, parametrized by the DVFs of the DIR, are fitted as a function of the surrogate
signal to create the motion model [40]. For the model application, the surrogate signal is
measured and used as input for the motion model to estimate the corresponding DVF and
motion states in 3D. If a patient was treated at an MR-Linac, the cine MRI for building the
motion model could be acquired during treatment planning or on each day of treatment at
the start of each fraction. The cine MRI acquired for gating could then be used to drive the
motion model during beam delivery [180].

Motion models have been proposed for a wide range of applications and imaging modal-
ities [40, 179]. In the context of MRgRT, several models have been developed using cine MRI
data to estimate time-resolved 3D data, including the ones by Fayad et al. [182], Harris et
al. [183], Stemkens et al. [184], and McClelland et al. [185]. None of these models have
been applied clinically yet. A thorough description of the models is given in the original
publications and the comparative in silico analysis conducted by Paganelli et al. [47].

Motion models can provide volumetric time-resolved 4D-MRI with high temporal and
spatial resolution without special hardware. The model application is fast and can enable
near real-time creation of volumetric datasets [145]. The reliance on the correlation of the
surrogate signal with the motion states is a drawback of these methods. This correlation
can deteriorate over time due to breathing pattern or anatomy changes [40]. Not all motion
models can correctly model intracyclic motion variability, such as the hysteresis trajecto-
ries of lung tumors [179, 186]. The reconstruction of respiratory-correlated 4D-MRI for the
motion characterization can introduce further systematic uncertainties. While the motion
models can be tested with virtual or physical motion phantoms, their validation with pa-
tient data is challenging since no ground truth information is available. Lastly, the data
acquisition and training phase to build the motion model is time-consuming. This may pre-
vent its use in an adaptive MRgRT workflow to limit the overall time the patient has to lie
in treatment position [40].

In this thesis, two approaches were chosen to address some of these limitations. Firstly,
a porcine lung phantom was used for the experimental validation measurements in Chap-
ters 5 and 6. This phantom can be regarded as a link between phantoms with reproducible
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FIGURE 3.7: Motion modeling workflow. The steps of the creation of a motion model are schemati-
cally depicted. (1) One or several surrogate signals are acquired simultaneously to the time-resolved
imaging of the region of interest. (2) The images are deformably registered to parametrize the differ-
ent motion states. (3) The measured motion state parameters are fitted as a function of the measured
surrogate signal(s) to build a motion model. This sketch was created based on Figure 1 in [180] with

data from Chapter 6.

motion patterns and realistic patient data. Secondly, an alternative method to create es-
timated time-resolved 4D-MRI based on cine MRI data, the propagation method [46], was
applied. This method does not rely on surrogate signals, can model intracyclic variations,
and does not require model training. The propagation method is described in detail in sec-
tion 5.2.7.

3.3.2 Synthetic 4D-CT

MR images contain no information about the electron density distribution of the imaged tis-
sue (section 3.1.2). Since there is no direct physical correlation between MR image intensities
and electron densities, synthetic CTs have to be generated based on the MR images alone
or with the aid of a static CT image of the same anatomy to enable dose calculations (sec-
tion 3.1.6). Different synthetic 3D-CT generation methods have been proposed and partly
clinically implemented at the ViewRay MRIdian and Elekta Unity MR-Linacs (section 3.1.3).
These methods include DIR, bulk density assignments, atlas-based segmentation, and deep
learning methods. A systematic review of these 3D approaches was conducted by Johnstone
et al. [187].

In the future, real-time, respiratory-correlated, or motion model-based 4D-MRI could be
used in MRgRT workflows for a dose-free motion assessment for planning and treatment
evaluation. When the morphological and motion information from these 4D-MRI is com-
bined with the electron density maps of a CT image, the resulting synthetic 4D-CTs could
be used for 4D treatment planning and – in combination with linac log files – retrospective
reconstruction of the delivered dose [40, 41]. The reconstructed dose distributions could
then be used to guide interfractional or even intrafractional treatment plan adaptations [49].
This is particularly of interest in the thorax, where large respiratory-induced motion and
inhomogeneous tissues are present [40]. A review of synthetic 4D-CT generation methods
proposed in the literature is given in Chapter 6 of this thesis. The purpose of the study pre-
sented in that chapter was to create continuous time-resolved estimated synthetic 4D-CT
datasets by using the estimated 4D-MRI output by the propagation method.
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Chapter 4

Real-time 4D-MRI-based internal
target volume definition

This chapter presents a research project that was conducted by the author in the scope of
this dissertation. The presented methodology and results have been published as an article
in Medical Physics in 2020 [116], including all figures, Table 4.2, and Table 4.4. The text was
adapted, and Table 4.1 and Table 4.3 were added to increase the readability and consistency
within this thesis.

The goal of the retrospective proof-of-concept study was to investigate whether the in-
tegration of real-time 4D-MRI data into treatment planning can improve the ITV definition
for radiotherapeutic treatments of lung cancer at conventional linacs. The motivation for
the real-time 4D-MRI-based target definition is given in section 4.1. The data acquisition
and processing workflow, the probability-of-presence-based target definition, and the eval-
uation steps are described in section 4.2. The results of the study are presented in section 4.3
and discussed in section 4.4. Finally, the drawn conclusions are summarized in section 4.5.

4.1 Motivation for MRI-based target definition

In radiotherapy of lung cancer, inter- and intrafractional changes (section 2.6.1), such as
anatomical variations and respiratory-induced target motion, have to be considered in the
treatment planning and delivery process through active and passive motion management
techniques (sections 2.6.3 and 2.6.6). Motion-encompassing target definitions are most com-
monly used for conventionally fractionated lung cancer treatment to prospectively account
for these uncertainties during treatment planning [78]. This includes the definition of ITV,
midV, and mid-position target volumes (section 2.6.3) [22, 128]. While the midV and mid-
position concepts generally result in smaller PTVs, their clinical use is still limited compared
to the ITV approach [78]. In any case, today’s standard is to define the targets based on 4D-
CT scans (section 2.6.2) [119].

4D-CT images can be affected by motion artifacts, and only a single averaged breath-
ing cycle is reconstructed from projection data acquired over just a few breathing cycles.
Respiratory-induced motion is patient-specific, irregular, and difficult to predict (section
2.6.1). Therefore, the target motion sampled during the short time period is subject to sta-
tistical uncertainties [188]. Interfractional changes frequently occur for lung cancer patients,
which can lead to breathing pattern and positional changes over the course of treatment [13,
21, 22]. The breathing motion is furthermore affected by psychological factors, such as pa-
tient anxiety or relaxation [186]. These factors introduce statistical and systematic uncertain-
ties in the target definition, leading to inferior target coverage or increased OAR doses [128,
131]. For these reasons, several authors have raised the question whether a single 4D-CT
scan is sufficient for a representative quantification of the respiratory-induced target mo-
tion [129, 130, 132, 133, 189].
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These uncertainties can be reduced by daily adaptive gated treatments at MR-Linacs
(section 3.1.7). However, the worldwide availability of these machines is limited so far.
The majority of patients are still treated with conventional linacs and CBCT imaging for
IGRT (section 2.6.4) [30]. At the same time, the availability of MRI scanners for treatment
planning in radiation oncology departments has increased over the last decade [44]. The MR
images can be integrated into the conventional radiotherapeutic workflow to complement
the planning CT images [190, 191].

Several research groups have investigated the motion of lung tumors with 2D cine MRI
[40, 169, 192–196]. This technique enables repeated continuous time-resolved dose-free
imaging over extended time periods with high soft tissue contrast [13, 40] (section 3.1.1). Cai
et al. [197] demonstrated that the lung tumor motion characterization with 2D cine MRI is
more representative than with 4D-CT imaging. This was mainly attributed to the improved
statistics through the long acquisition times of 5 min enabled by cine MRI [188].

The purpose of the first study in the scope of this thesis was to develop and evaluate
a method to integrate the motion information obtained by time-resolved MRI in the plan-
ning of treatments delivered at conventional linacs. Probabilistic ITVs were defined based
on the target motion extracted from real-time 4D-MRI (section 3.2.2) with the aid of DIR
(section 2.4.3). The use of volumetric MRI instead of 2D cine MRI allows a direct assess-
ment of the 3D target motion, including translations, rotations, and deformations. It was
investigated whether the proposed probabilistic ITV definition can reduce the statistical
and systematic uncertainties associated with today’s 4D-CT-based approaches (midV and
conventional ITV definition).

4.2 Material and Methods

4.2.1 Patient data and imaging protocols

Three lung cancer patients were retrospectively included in the study. All patients had
tumors located in the lower or middle lobe of the right lung. MRI in treatment position
was performed at a 1.5 T Avanto scanner (Siemens Healthineers, Forchheim, Germany). For
each patient, seven to nine imaging sessions were distributed over eleven to twelve weeks,
leading to a total of 24 imaging sessions for all patients accumulated. At the beginning of
each session, a 3D-MRI in breath-hold, denoted as 3DMRI, was acquired. A bSSFP sequence
(section 3.1.7) was used for this purpose (TrueFISP; axial slices; slice thickness: 4–5 mm; in-
plane resolution: 0.88 × 0.88 mm2; TR/TE: 380/1.16 ms; flip angle: 63◦; FOV: 45 × 45 ×
24 cm3; receiver bandwidth: 1030 Hz/px; acquisition time: 20–24 s) with parallel imaging
(GRAPPA; section 3.2.2) for image acceleration.

A real-time 4D-MRI (section 3.2.2) dataset, denoted as 4DMRI, was subsequently ac-
quired to capture the respiratory-induced tumor motion while the patient was breathing
freely (TWIST; coronal slices; slice thickness: 10 mm; in-plane resolution: 3.91× 3.91 mm2;
TR/TE: 1.47/0.61 ms; flip angle: 5◦; FOV: 50× 50× 36 cm3; receiver bandwidth: 1565 Hz/px;
parallel imaging: GRAPPA).

The TWIST sequence (time-resolved angiography with interleaved stochastic trajecto-
ries) [198] by Siemens uses view-sharing and undersampling of the k-space periphery, which
allows an acceleration of up to 20 times compared to full k-space acquisition. In this se-
quence, the k-space is divided into two regions: region A, which includes the low frequen-
cies responsible for the overall image contrast, and region B, which includes the outer k-
space, responsible for image details. To shorten the acquisition time, the sampling of re-
gions A and B is alternated. In each iteration, the full region A is sampled, but only a part
of region B is sampled in a random fashion. The different k-space points in regions A and B
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are thus sampled at different rates. The missing k-space information of region B is copied in
from several B intervals before reconstruction of the image at each time point [198].

During 4D-MRI, 157 volumetric MRIs were acquired in 80 s with a temporal resolution of
2 Hz. The distortion correction methods provided by the vendor were applied to 3DMRI and
4DMRI to minimize geometric distortions (section 2.3.9), which is crucial in a radiotherapy
workflow. The GTV (section 2.5.2) was contoured on 3DMRI and approved by a radiation
oncologist.

The first imaging session (n = 1) for each patient was defined as the reference imaging
session, serving as a surrogate for the imaging during treatment planning. The remaining
imaging sessions, n ∈ [2, ..., N], where N is the patient-specific total MRI session number,
were taken as surrogates for the treatment fractions in the geometric analyses described
below.

4.2.2 Overview of image processing and analysis workflow

The time-dependent GTV positions within the 4DMRI datasets were analyzed and used as
input for the target volume definitions. The image processing and analysis workflow is
sketched in Figure 4.1, with the following main workflow steps:

1. Breathing state determination and matching between 3DMRI and 4DMRI,

2. GTV contour propagation from 3DMRI to best matching image within 4DMRI at time
point t′, 4DMRI(t′),

3. GTV contour propagation from 4DMRI(t′) to the whole 4DMRI dataset,

4. ITV and midV target volume definition,

5. PTV definition,

6. time-averaged 4DMRI generation,

7. rigid registration between averaged 4DMRI of day 1 and n,

8. geometrical overlap analysis between the reference PTV (PTVr) and the ITVs from
day n (ITVn).

These steps are indicated in Figure 4.1 and explained in the following.

4.2.3 Step 1: Breathing state determination

As the first data analysis step, the breathing states of the 3DMRI and at all time points of the
4DMRI were parametrized with an image processing-derived surrogate signal. This step
aimed to find the 3D image within 4DMRI with the closest resemblance to 3DMRI in order
to minimize the DIR uncertainty in the next step.

At first, a region-of-interest containing parts of the diaphragm-lung transition in the con-
tralateral (left) lung was manually selected. This partial volume was converted to a binary
image based on its voxel intensity distribution using Otsu’s thresholding method [199]. A
value of zero was assigned to voxels with low intensities (air and lung tissue) and a value of
one to voxels with higher intensities (abdominal tissue). The binary images were summed
over the AP and RL image axes, resulting in a 1D surrogate signal in superior-inferior (SI)
direction. The position of the steepest gradient of this signal was defined as the diaphragm
position. The absolute differences between the surrogate signal value of 3DMRI and all 3D
images of 4DMRI were calculated. The time point t′ at which this difference was minimal
was determined. The 3D-MRI at this time point, 4DMRI(t′), was used for all subsequent
DIRs.
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FIGURE 4.1: Image processing and analysis workflow. The schematic depicts the main data pro-
cessing and analysis steps, indicated by the small numbers. These are described in the text. The
ellipses indicate that the same analysis steps as depicted for day 1 were performed for day n. PTVr
is the reference PTV and ITVn the ITV on day n. GTV: gross tumor volume; DIR: deformable image
registration; PMM: passive motion management; midV: mid-ventilation target volume; ITV: internal

target volume; PTV: planning target volume; RR: rigid registration. Figure reprinted from [116].
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4.2.4 Steps 2 and 3: GTV contour propagation

3DMRI and 4DMRI were resampled to an isotropic grid with a voxel size of 2× 2× 2 mm3

using trilinear interpolation. The resampled images were used for all remaining image reg-
istration and analysis steps. The open-source software Plastimatch [200] was used to de-
formably register 3DMRI to 4DMRI(t′) in a multi-level B-spline DIR (section 2.4.3) with MI
as similarity metric (section 2.4.6). The cost function included a regularization term (sec-
tion 2.4.3) to smooth the DVFs. The DIR was focused on the region surrounding the target
by using a binary mask derived from the GTV in 3DMRI, expanded by an isotropic margin
of 10–18 mm. The GTV was transformed from 3DMRI to 4DMRI(t′) by applying the DVF
obtained from the DIR.

The GTV was subsequently propagated from 4DMRI(t′) to all remaining 4DMRI(ti), with
i ∈ [1, ..., 157]. This was done by applying the DVFs output by multi-level B-spline DIRs of
4DMRI(t′) and 4DMRI(ti), focused on the GTV with MSE as similarity metric and including
regularization.

An alternative approach would have been to register 3DMRI to all 4DMRI(ti) directly.
However, 3DMRI and 4DMRI were acquired with different sequences, resulting in dissim-
ilar image contrast. This affects the accuracy of the DIR, particularly when the images rep-
resent different breathing states. The DIR between images with similar contrast, 4DMRI(t′)
and 4DMRI(ti), was expected to be more accurate. For this reason, the contour propagation
was split into the two steps described above.

The GTV motion amplitudes in each breathing cycle captured by 4DMRI were measured
by calculating the centroid positions of GTV(ti) at all time points ti, finding the inhale and
exhale positions, and calculating the difference between each inhale position relative to the
median exhale position.

4.2.5 Step 4: ITV and midV target volume definition

The target volumes ITV5% and ITV10% were defined based on the POP distribution of the
GTV for all reference and follow-up imaging sessions. Additionally, the target volumes
ITV80 s

r , ITV10 s
r and midV were defined to compare the POP-based ITVs with conventional

motion-encompassing structures. These target volumes were only created for the reference
imaging session on day 1.

ITV5% and ITV10% The binary images GTV(ti) were summed over all ti and normalized
by dividing the voxel values by the total number of time points N = 157. The resulting
3D image values indicate the percentages of time that a part of the GTV was present at
the voxels’ positions during the image acquisition. Under the assumption that the 4DMRI
acquisition time was long enough to sample the motion of the day representatively, this
image can be interpreted as a probability-of-presence (POP) map. POP-based ITVs were
defined based on this 3D distribution by using threshold values of 5% (ITV5%) and 10%
(ITV10%). All voxel values smaller than these thresholds were set to 0, while all other voxel
values were set to 1.

ITV80 s
r A POP threshold value of 0% was used to define this ITV. This target volume in-

cludes all GTV positions observed during the whole 4DMRI acquisition time.

ITV10 s
r The 4DMRI was split up into eight 10 s periods. An ITV was defined for each of

the eight segments by including all GTV positions that occurred during the respective time
periods. These target volumes served as surrogates for conventional 4D-CT-based ITVs,
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TABLE 4.1: Uncertainties for PTV definition. The systematic (Σ) and statistical uncertainties (σ)
used for the PTV margin calculation in Equation 4.2 are summarized. All values are given in mil-

limeters. p.s.: patient-specific.

Symbol Error type Description Value Reference

Σsetup systematic CBCT-based patient positioning setup error 0.8 [203]
ΣBL systematic baseline shifts over course of treatment 0.99 [204]
Σdel systematic delineation uncertainties 1.7 [201]

σsetup statistical CBCT-based patient positioning setup error 0.8 [203]
σBL statistical baseline shifts over course of treatment 1.08 [204]
σbr,d statistical standard deviation of motion in direction d p.s. [135]
σp statistical Gaussian beam penumbra width in lung 6.4 [137]

since the typical acquisition time of a 4D-CT scan is around 10 s (section 2.6.2). This method
was proposed and used by Thomas et al. [195].

midV Following the work by Ehrbar et al. [201] and Thomas et al. [202], a midV was
defined based on the full 4DMRI. The centroid of the centroids of all N = 157 GTV positions
within 4DMRI was calculated. The GTV within 4DMRI with the smallest euclidean distance
of its centroid to this point was then defined as the midV.

4.2.6 Step 5: PTV definition

The reference ITVs and midV were expanded by margins to create PTVr (section 2.6.3).
Isotropic margins of 5 mm were used for the ITVs based on current clinical practice [72]. The
van Herk margin recipe (Equation 2.68) [110] was used to calculate the anisotropic margins
md in directions d (with d ∈ [RL, SI, AP]) for the midV:

md = αΣ + βσ − βσp (4.1)

= α
√

Σ2
setup + Σ2

BL + Σ2
del + β

(√
σ2

setup + σ2
BL + σ2

br,d + σ2
p − σp

)
. (4.2)

For the individual contributions to the systematic Σ and statistical σ uncertainties, values
published in the literature were used. These are summarized in Table 4.1. The systematic
uncertainties were assumed to be isotropic, while the statistical uncertainties include the
direction-dependent uncertainty σbr,d. This uncertainty describes the standard deviation of
the respiratory-induced GTV motion in direction d. Its value was approximated by σbr,d =
Ad

cen/3, where Ad
cen is the median GTV centroid motion amplitude on day 1 in direction

d [201]. Following the margin recipe by van Herk et al. [110], α = 2.5 and β = 1.64 were
used for the calculations to ensure a minimum of 95% of the prescribed dose to the target for
90% of the patients. The margin values md were rounded up to integer millimeter values.
All ITV and midV margin expansions were conducted on a 1× 1× 1 mm3 grid and then
resampled back to the original 2× 2× 2 mm3 grid. For each patient, steps 1–5 in Figure 4.1
were performed for the reference imaging session on day 1 to create twelve PTVr: PTV5%

r ,
PTV10%

r , PTV80 s
r , eight PTV10 s

r , and PTVmidV
r .

4.2.7 Steps 6 and 7: Time-averaged 4DMRI generation and rigid registration

The 4DMRIs acquired on different days need to be in the same frame of reference for the
target volume overlap analysis described in the next section. The time-averaged 4DMRI
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(4DMRIavg) of day 1 and day n were calculated. These images were rigidly registered (sec-
tion 2.4.2) using Plastimatch with MI as similarity metric, focused on the target region. The
registration of the time-averaged 4DMRI was used to mimic patient positioning in an IGRT
workflow, where the 3D-CBCT images are inevitably blurred due to breathing motion [118].

4.2.8 Step 8: Geometrical overlap analysis

A geometrical overlap analysis between the different reference PTVs (PTVr) and the ITVs
from day n (ITVn) was performed. The purpose of this analysis was to assess whether the
PTVr, derived from the motion in the imaging session on day 1, can appropriately account
for the GTV motion that is observed in the imaging sessions on days n, with n ∈ [2, ..., N].

The PTVr were used as surrogate for the structures used in treatment planning before
the start of treatment. The ITV of day n with a POP threshold of 5% (ITV5%

n ) was used as a
surrogate for the true motion that would be observed during beam delivery on day n. This
POP threshold was chosen to ensure a minimum dose of 95% to the GTV [110]. PTVr and
ITV5%

n are rigidly registered binary images, defined on the same 2× 2× 2 mm3 image grid.
These images were compared on a voxel-by-voxel basis. The PTVr and ITV5%

n voxel values
can be interpreted in the following way: A PTVr voxel with a value of 1 is a prediction that
a part of the GTV will be located at the voxel’s position with a non-negligible probability
during beam delivery. A ITV5%

n voxel with a value of 1 indicates that a part of the GTV is
actually present at the voxel’s position during at least 5% of the time. To each of the voxels
in the image grid, one of four labels was assigned (illustrated in Figure 4.2):

true positive: voxels with a value of 1 in PTVr and ITV5%
n .

true negative: voxels with a value of 0 in PTVr and ITV5%
n .

false positive: voxels with a value of 1 in PTVr and 0 in ITV5%
n .

false negative: voxels with a value of 0 in PTVr and 1 in ITV5%
n .

TP, FP, and FN are defined as the total number of voxels with labels true positive, false pos-
itive, and false negative, respectively. The geometrical volume overlap of PTVr with ITV5%

n
can be quantified in terms of the sensitivity, the precision, and the Dice similarity coefficient,
defined as:

Sensitivity (SE; true positive rate):

SE =
TP

TP + FN
=

PTVr ∩ ITV5%
n

ITV5%
n

. (4.3)

Precision (PRE; positive predictive value):

PRE =
TP

TP + FP
=

PTVr ∩ ITV5%
n

PTVr
. (4.4)

The Dice similarity coefficient (DSC) can be expressed as a function of SE and PRE:

DSC =
2 · TP

2 · TP + FP + FN
=

2 · (PTVr ∩ ITV5%
n )

PTVr + ITV5%
n

= 2 · SE · PRE
SE + PRE

. (4.5)

The PTV is designed to ensure that a curative dose is delivered to the GTV while considering
the different uncertainties associated with the treatment planning and delivery process. In
terms of the metrics defined above, increasing the PTV margin increases TP (target hit) and
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FIGURE 4.2: Illustration of target volume overlaps. The left sketch shows the overlap of a reference
ITV (ITVr) with an ITV from day n (ITVn). The colors represent the labels defined in section 4.2.8: true
positive (dark green), false positive (yellow), and false negative (red). The right sketch demonstrates
the effect of adding a margin (indicated by the dashed line) to ITVr to create PTVr. The true positive
area increases (light green), which leads to a decrease of the false negative area (red) at the cost of an

increased false positive area (orange). Figure reprinted from [116].

decreases FN (target miss). This comes at the cost of an increased FP (normal tissue dam-
age). The scalar metrics SE and PRE quantify the target coverage and normal tissue sparing
relative to the target volume. The optimal values of SE and PRE are 100%. Increasing the
PTV margin increases SE while PRE decreases and vice versa. The goal of treatment plan-
ning is to define a PTV that represents an acceptable trade-off between SE (tumor coverage)
and PRE (normal tissue sparing). For each patient, the (N − 1) SE, PRE and DSC overlap
values were calculated for each PTVr and all ITV5%

n . Out of the eight PTV10 s
r , the PTV with

the highest (“best”) and lowest (“worst”) SE was determined.

4.3 Results

4.3.1 Motion amplitudes

During the 80 s acquisition time of the 4DMRI, 12–24 breathing cycles were recorded with
a median value of 15.5. The corresponding breathing rates were between 9 and 18 cycles
per minute with a median value of 12 cycles per minute. The breathing patterns varied
between the imaging sessions acquired on different days and between patients regarding
regularity, breathing amplitude, and frequency. The GTV centroid motion trajectories for
an exemplary patient are shown in Figure 4.3a. The motion amplitudes of all breathing
cycles within each imaging session relative to the median exhale position are presented for
all patients in Figures 4.3b–d.

No clear trend of the median breathing amplitudes over time was observed for Patients 1
and 2. Patient 3 developed pulmonary edema in the tumor-bearing (right) lung with increas-
ing severity over the course of the observation period. This led to a systematic baseline shift
of the GTV position and a variation of the GTV centroid motion in different MRI sessions.
A gradual decrease of the motion amplitude in SI direction was observed. The loss in am-
plitude was partially compensated by an increase of motion in RL direction while the 3D
amplitude decreased slightly (Figure 4.3d).

Table 4.2 summarizes the median motion amplitudes in 3D, and split up into the dif-
ferent motion directions for each patient. For all patients and MRI sessions combined, the
largest motion was observed in SI direction with a median motion amplitude of 8.8 mm.
Similar median motion amplitudes were measured in RL direction (2.7 mm) and AP direc-
tion (2.2 mm).
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FIGURE 4.3: GTV centroid motion amplitudes. (a) The GTV centroid trajectory for an exemplary
imaging session is shown, split up into RL (red), SI (blue), and AP (green) direction. The amplitudes
were measured relative to the median exhale position. The triangular markers indicate the detected
maxima (max) and minima (min) for each breathing cycle. (b–d) The motion amplitudes in RL, SI,
AP direction, and in 3D are summarized in box plots and are plotted as a function of the MRI session
for each patient separately. The whiskers of the box plots indicate the 5th and 95th percentiles. The

subplots do not share the same y-axis. Figure reprinted from [116].

TABLE 4.2: Patient-specific GTV motion characteristics. The table summarizes the median GTV
centroid motion amplitudes, averaged over all imaging sessions for each patient. The motion ampli-
tudes Ad

cen in direction d are given, with d ∈ [3D, RL, SI, AP]. The volume of the GTV and the median
ratio between the volumes of ITV80 s and the GTV are additionally given. Table reprinted from [116].

Patient GTV position A3D
cen ARL

cen ASI
cen AAP

cen GTV ITV80 s

GTV
mm mm mm mm ml

1 middle right lobe 6.0 3.3 4.4 2.1 273 1.29
2 lower right lobe 17.2 1.2 18.4 2.0 16 3.25
3 lower right lobe 12.1 3.4 11.5 3.0 190 1.58
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FIGURE 4.4: Three-dimensional POP distribution. The 4DMRI(t′) image of the reference imaging
session of Patient 2 is shown in axial, coronal, and sagittal orientation. The crosshairs indicate the
slice positions in the respective views. The POP is color-encoded and superimposed on this image.

Figure reprinted from [116].

4.3.2 Probability-of-presence ITV and midV

The 3D POP distribution maps were derived for all imaging sessions. Figure 4.4 illustrates
an exemplary map for Patient 2. Sharp gradients were measured in the directions of small
motion amplitudes (RL and AP) and shallow gradients in the main direction of motion (SI).
The ITV80 s includes all voxels with a non-zero POP. The median volume ratios of ITV80 s to
GTV, averaged over all imaging sessions, are listed in Table 4.2. This ratio depended on the
GTV size and the motion amplitude. Values between 1.29 (Patient 1) and 3.25 (Patient 2)
were measured. The mean distance between the centroid of all GTV centroid positions and
the midV centroid, averaged over the reference imaging sessions of the three patients, was
0.5 mm.

4.3.3 PTV definition

The direction-dependent uncertainty σbr,d for the midV PTV margin was derived from the
median motion amplitudes in RL, SI, and AP direction observed during the reference imag-
ing session (cf. Figure 4.3). These motion amplitudes and the respective anisotropic PTV
margins are summarized in Table 4.3. The margins in RL and AP direction were 6 mm for
all three patients and 6 mm, 8 mm, and 9 mm in SI direction for Patients 1, 2, and 3, respec-
tively.



4.3. Results 67

TABLE 4.3: PTV margins around midV. The median motion amplitudes Ad
cen in RL, SI and AP

direction observed in the reference imaging session are given. The anisotropic PTV margins were
derived based on these amplitudes. All values are given in millimeters.

Patient Median Ad
cen PTV margins

RL SI AP RL SI AP

1 3.5 5.5 1.8 6 6 6
2 0.7 13.2 0.8 6 8 6
3 2.5 15.7 3.2 6 9 6

TABLE 4.4: Median geometrical overlap values. The median DSC, SE and PRE values of the geomet-
rical overlap analysis of the different PTVr with the ITV5%

n are given in percent. The volumes of the
PTVr relative to the PTV80 s

r volume (Vrel) were additionally calculated. Table reprinted from [116].

Patient 1 Patient 2 Patient 3

DSC SE PRE Vrel DSC SE PRE Vrel DSC SE PRE Vrel

PTV80 s
r 72 100 57 100 58 99 41 100 72 98 56 100

PTV10 s
r (best) 76 100 63 90 63 99 46 89 75 97 60 93

PTV10 s
r (worst) 75 100 61 94 60 80 49 67 74 95 60 92

PTVmidV
r 78 99 67 84 66 68 66 44 78 90 68 77

PTV5%
r 75 100 62 91 68 90 55 69 75 96 61 91

PTV10%
r 77 100 64 88 68 83 59 60 76 95 63 87

4.3.4 Geometrical volume overlap analysis

The DSC, SE, and PRE were calculated for each patient for all twelve PTVr from the reference
imaging session with the ITV5%

n from the remaining imaging sessions. Figure 4.5 shows the
results of this geometrical overlap analysis for the three patients separately and all patients
accumulated. The median overlap values are summarized in Table 4.4 along with the PTVr
volumes relative to the PTV80 s

r volumes.
The PTV80 s

r had the largest volumes, the highest SE, but lowest PRE values of all defined
PTVs, with median SE values between 98 and 100% and median PRE values in the range
41–57%.

The PTV10 s
r with the highest and lowest median SE (averaged over all imaging sessions)

were labeled “best” and “worst”, respectively. The differences of the SE and PRE values
of these two target volumes depended on the regularity of the breathing pattern observed
during the reference imaging session. These differences were small (≤ 2%) for Patients 1 and
3, whose breathing patterns on day 1 were very stable, as indicated by the small variance
of the motion amplitudes in Figure 4.3b&d. The breathing pattern variability of Patient 2
during the reference imaging session was high (Figure 4.3c), which led to a difference of
19% between the SE of the best and worst PTV10 s

r (99% vs. 80%). While the SE of the best
PTV10 s

r were comparable to those of the PTV80 s
r (differences < 1%), higher PRE values of

up to 6% were measured for all patients. This increase originated from the smaller PTV10 s
r

compared to the PTV80 s
r , with volumetric differences up to 11%. By definition, the SE of the

PTV10 s
r cannot be larger than that of the PTV80 s

r . While no or a small decrease of the SE of
the worst PTV10 s

r compared to the PTV80 s
r were observed for Patients 1 (0%) and 3 (3%), a

large difference was measured for Patient 2 (19%).
The midV concept was developed to achieve a target volume reduction compared to the

ITV approach by using motion-dependent anisotropic PTV margins [135]. Volume reduc-
tions between 16 and 56% compared to the PTV80 s

r were achieved for the PTVmidV
r for the
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FIGURE 4.5: Geometrical overlap analysis results. The DSC, SE, and PRE of the different PTVr
with the ITV5%

n are summarized in box plots. The results are plotted for each patient individually
(top three rows) and all patients accumulated (bottom row). PTV10 s

r (best/worst) are defined as the
PTV10 s

r with the highest/lowest median SE value. The whiskers of the box plots indicate the 5th and
95th percentiles. Figure reprinted from [116].
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three patients. Consequently, the smallest volumes and highest PRE values (≈ 67% for all
patients) among all PTVr were measured, at the cost of decreased SE values. The largest SE
difference of 31% was observed for Patient 2, with a median SE value of 68% for the PTVmidV

r
compared to 99% for the PTV80 s

r .
The PTVs could be reduced by 9–31% compared to the PTV80 s

r when a 5% POP threshold
was used to create the PTV5%

r . The median SE values of the PTV5%
r compared to the PTV80 s

r
were similar for Patients 1 and 3 (differences ≤ 2%), but 9% smaller for Patient 2 (90% vs.
99%). Compared to the PTVmidV

r , the SE of the PTV5%
r was higher by up to 22%, and the PRE

was smaller by up to 11% due to the increased PTV. When using a POP threshold of 10%
instead of 5% for the creation of the PTV10%

r , the PRE increased by up to 4%, while the SE
decreased by up to 7%.

In addition to the comparison of the median SE and PRE values averaged over all imag-
ing sessions, their development over time was investigated in patient-specific analyses. In-
terfractional changes such as tumor shrinkage or different breathing patterns on different
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days impact these values. Figure 4.3b&d show that the differences of the median ampli-
tudes on different days were small for Patient 1 (the standard deviation of the median 3D
centroid motion amplitude was 1.3 mm) and that the median 3D motion amplitudes of Pa-
tient 3 were decreasing over time. This led to only small changes of the SE over time for
these two patients, with a standard deviation of smaller than 4% for both patients and all
PTVr. The median GTV motion amplitudes measured in the first and last imaging session of
Patient 2 were 13 mm and substantially larger (16–20 mm) in the remaining imaging sessions
(Figure 4.3c). Figure 4.6 shows that this led to a higher variance of the SE of the different
PTVr over time. The tumor of this patient was shrinking over the course of the treatment,
which led to a gradual decrease of the PRE over time for all PTVr.

4.4 Discussion

ITVs and midV were defined based on the lung tumor motion assessed with real-time 4D-
MRI for three lung cancer patients. A new concept for the definition of the ITV based on the
sampled target POP was proposed. The ability to account for interfractional changes over
the course of several weeks was quantified in terms of the volume overlap metrics DSC, SE,
and PRE.

The GTVs were mainly moving in SI direction. The motion amplitudes measured for
GTVs located in the lower lobe (Patients 2 and 3) were considerably larger than in the middle
lobe (Patient 1). Hysteresis GTV centroid motion in SI and AP direction was observed in
some of the 4DMRIs, as commonly seen for lung tumors [21, 186]. These observations are
consistent with other studies published in the literature [21, 119, 122, 205].

The metrics SE and PRE were used to quantify the volume overlap of the PTVr with the
ITV5%

n . A high SE (target coverage) is generally more important than a high PRE (normal
tissue sparing) in radiotherapy. Due to these different priorities, the interpretation of the
overlap results based on the DSC alone was found to be insufficient since the DSC merely
sets a lower limit on the SE and PRE. As can be derived from Equation 4.5, the PRE and SE
can be very different for a given DSC, e.g., for a DSC of 80%, the SE can take any value in
the range [67%, 100%].

The most conservative target volume concept investigated in this study was the PTV80 s
r .

This volume was defined by calculating the union of all GTV positions captured during
4D-MRI, including improbable GTV positions that rarely occur. While this led to the high-
est SE values of all compared PTVr, the PTVs might be unacceptably large from a clinical
perspective.

The PTV10 s
r were used as surrogates for today’s standard PTVs derived from 4D-CT-

based ITVs. The statistical uncertainties due to the limited motion sampling time period of
10 s become systematic errors when the ITV definition is based on these data. These errors
can impact the whole radiotherapeutic treatment. This was observed for Patient 2, for whom
large differences between the SE of the best and worst PTV10 s

r were detected.
The smallest PTVs and highest PRE values were found for the PTVmidV

r . For Patients 1
and 3, the median SE values were 99% and 90% for these target volumes, respectively.
These patients could benefit from the midV-based instead of an ITV-based PTV definition.
The smallest median SE value of all investigated PTVr and patients was observed for the
PTVmidV

r for Patient 2 with a value of 68%. This indicated that the GTV motion captured
during the reference imaging session was not representative of the target’s motion in the
follow-up imaging sessions. Figure 4.3c shows that the variance of the GTV motion in SI
direction in the reference imaging session on day 1 was high. The direction-dependent PTV
margin around the midV was calculated using only the median motion amplitudes. In this
simplification step, the rich GTV motion information was lost, and the extent of motion was
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underestimated. This led to low SE values when the PTVmidV
r was compared with the ITV5%

n
of the follow-up imaging sessions.

Ehrbar et al. [201] and Thomas et al. [202] performed dosimetric studies, comparing
the midV and ITV concepts. They concluded that by using a midV instead of an ITV, the
dose delivered to healthy lung tissue could be reduced while keeping the tumor coverage
constant. In both studies, the dose was recalculated on the same 4D-CT images used for
the target volume definition, neglecting the impact of interfractional changes or breathing
pattern variations. The present study results suggest that these changes can strongly dete-
riorate the SE, which was used as a surrogate metric for the tumor coverage. The definition
of the ITV5%

r based on the GTV POP was found to be more robust than the midV concept in
these cases.

The motivation for using non-zero cutoffs for the PTV5%
r and PTV10%

r definition was to
avoid the potentially substantial increase of the ITV through rare extreme positions of the
GTV (e.g., when the patient coughs), which are not representative for the typical target
motion. The probabilistic approach used for the PTV5%

r definition could decrease statistical
uncertainties in the PTV definition. This led to high median SE values with low variance (cf.
Figure 4.5) and higher robustness against interfractional changes compared to the PTV10 s

r
and PTVmidV

r .
In Figure 4.4, a volume with a POP of 100% exists. This volume depends on the GTV

size and the magnitude of the GTV motion. It can take any value between zero and the
ITV80 s size. Voxels with a POP of 100% are the essential voxels that have to be targeted
in radiotherapy. A miss of voxels with a lower POP would be less critical. The use of non-
zero thresholds for the POP-based ITV definitions led to a considerable reduction of the PTV.
This resulted in increased PRE and DSC values compared to the PTV80 s

r . Increasing this POP
threshold value bears the risk of underdosing the GTV at its edges. The derivation of the
optimal threshold is not trivial, is expected to be patient-specific, and necessitates additional
dosimetric analyses. In this study, the use of a 10% instead of a 5% threshold resulted in only
small PRE increases while the SE was reduced. For these patients, the higher normal tissue
sparing (higher PRE) might not justify the decreased target coverage (decreased SE).

The volume with a POP of 100% in Figure 4.4 is surrounded by a distribution in which
the POP is transitioning to a value of 0%. The gradients of this distribution depend on the
extent of motion in the respective directions. In this study, the different ITVs were expanded
by isotropic 5 mm margins to create the PTVs. As a potential future extension of the pro-
posed method, non-isotropic PTV margins, similar to those surrounding the midV, could be
derived based on these gradients. An alternative approach could be to incorporate the POP
distributions in the treatment planning process directly. Following the work by Shusha-
rina et al. [206] on probabilistic treatment planning, this could be achieved by defining an
“internal target distribution” instead of a binary ITV using these POP maps.

In general, the results suggest that patients could benefit from the additional 4D-MRI
which allows a longer and more representative target motion assessment than achievable
with today’s 4D-CT-based method. The standard treatment planning and delivery work-
flow could be adapted in the following way:

• Real-time 4D-MRI acquisition – ideally in treatment position – instead of or in addition
to 4D-CT imaging for treatment planning,

• ITV definition based on the derived POP distributions with an appropriately chosen
threshold,

• PTV definition with isotropic or anisotropic margins to prospectively account for po-
tential interfractional changes,

• treatment delivery at a conventional linac with CBCT-based image guidance to moni-
tor interfractional anatomical changes,
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• repetition of real-time 4D-MRI and subsequent target volume overlap analyses for
target volume verification and patient-specific QA, ideally followed by a dosimetric
evaluation,

• replanning, if large interfractional changes are detected on the CBCT images or in the
target volume overlap analysis.

Thomas et al. [195] summarized studies on the lung tumor motion assessment with cine
MRI (cf. Table 1 in [195]). While the number of patients in the proof-of-concept study pre-
sented in this chapter was limited to three, the number of MR imaging sessions was higher
by a factor of 2–4 compared to these published studies. The real-time 4D-MRI acquisition
time was limited to 80 s due to technical reasons. In the future, the acquisition time could be
prolonged to improve statistics and to reach convergence of the probability density function
of the GTV positions on the day of imaging [188]. The proposed method relies on several
DIR steps, and the MR images were corrected for geometric distortions. These two fac-
tors introduce uncertainties that are difficult to quantify, but the higher robustness of the
POP-based ITVs is expected to outweigh these. The proposed workflow requires dedicated
imaging sessions and analyses, which are associated with additional costs and workload.
Future dosimetric evaluations will have to quantify whether this is appropriately traded off
by an improved target coverage or a reduced integral dose to healthy tissue. The spatiotem-
poral resolution of the real-time 4D-MRI sequences available today is limited. This includes
the TWIST sequence used in this study. A coarse image resolution affects the accuracy of
the DIR and the target delineation. A temporal resolution below 2 Hz can lead to apparent
enlargements of moving structures and underestimations of the inhale and exhale positions
[207]. This can result in an underdosage of the GTV edges. In the imaging sessions included
in this study, a median breathing rate of 12 cycles/min was measured. With the temporal
resolution of 2 Hz, a median of ten volumetric images were acquired per breathing cycle.
Therefore, for breathing rates of 12 cycles/min, the uncertainty due to the underestimated
motion is expected to be comparable to that of 4D-CT imaging, where typically ten images
are reconstructed (section 2.6.2). This effect is of higher importance and must be consid-
ered for breathing frequencies higher than 12 cycles/min. The interest in the development
of real-time 4D-MRI sequences has increased in the last few years. This was driven by the
potential application of these sequences for MRgRT treatments at the MR-Linac [41]. New
developments in this field (section 3.2.2) are expected to lead to the development of new se-
quences with higher spatial and temporal resolution compared to the sequence used in this
study. These improvements would directly translate to lower uncertainties of the proposed
method associated with the limited spatiotemporal resolution discussed above.

4.5 Conclusions

A novel concept for the ITV definition for lung cancer patients based on real-time 4D-MRI
data was proposed. The ITVs were derived from the POP of the GTV in 3D, assessed over a
time period of 80 s. This target volume was expanded by a PTV margin to account for inter-
fractional anatomical and breathing pattern changes prospectively. The resulting PTVs were
compared to a conservative target definition that included all observed positions (PTV80 s

r )
and PTVs mimicking target concepts used in current clinical practice (PTV10 s

r , PTVmidV
r ).

The different target volume concepts were evaluated in overlap analyses of the PTVs with
the ITV5%

n of follow-up imaging sessions. The results suggest that the proposed method has
the potential to reduce the statistical and systematic uncertainties associated with the target
definition of today’s standard-of-care 4D-CT-based workflow. This was attributed to the
longer motion sampling times enabled by the real-time 4D-MRI sequence, which resulted
in improved representativity and robustness of the target volumes. The higher complexity
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of the proposed clinical workflow need to be weighed against the potential increase in SE
and PRE and the observed higher robustness of the target volumes. These overlap values
were used as surrogates for target coverage and normal tissue sparing, which needs to be
verified by future dosimetric evaluations. This study focused on the motion of lung tumors.
The method can be straightforwardly adapted for other tumor sites strongly affected by
respiratory-induced motion, such as tumors in the liver and pancreas.

The real-time 4D-MRI sequence used in this study enabled a continuous motion assessment
in 3D through which intra- and intercyclic breathing pattern variations could be resolved.
Such imaging sequences are attractive for application during beam delivery at MR-Linacs
for 4D motion assessments (Chapter 5) and synthetic 4D-CT generation for dose reconstruc-
tion (Chapter 6). In this study, the patients were imaged at a diagnostic MRI scanner with
a field strength of 1.5 T. At the ViewRay MRIdian MR-Linac (section 3.1.4), due to the lim-
itations of the parallel imaging hardware (section 3.2.2) in combination with the low field
strength of 0.35 T, no real-time 4D-MRI sequences are clinically available today. Therefore,
different research groups have tried to fill this gap by building motion models driven by
surrogate signals that can provide continuous time-resolved 4D-MRI with a high spatial
and temporal resolution (section 3.3.1). An alternative method to create such estimated
4D-MRIs is the propagation method [46], which uses orthogonal cine MRI to estimate the
motion states. This method was adapted for the MRIdian MR-Linac and experimentally
validated in the scope of this thesis with a porcine lung phantom, which is described in the
next chapter.
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Chapter 5

Experimental validation of estimated
4D-MRI for low-field MR-Linacs

This chapter presents an experimental validation study conducted by the author in the scope
of this dissertation. The methods and results of this study have been published as an article
in Physics in Medicine & Biology in 2021 [178]. Figures 5.1, 5.2, 5.3, 5.7, 5.8, 5.9, and Tables 5.2
and 5.3 were included in this research article. Figures 5.4 and 5.5 have been published
as supplementary material to the article. Table 5.1, Figures 5.6 and 5.10 were added to
this chapter and the text was adapted to provide additional information and increase the
readability within this thesis.

The aim of this study was to assess the accuracy of time-resolved estimated 4D-MRI cre-
ated with the propagation method by Paganelli et al. [46] in experiments conducted with a
porcine lung phantom at a low-field MR-Linac. The motivation for estimated 4D-MRI for
MRgRT is presented in section 5.1. The data acquisition, processing, and analysis steps are
described in section 5.2. The accuracy of the estimated 4D-MRI was visually and quantita-
tively assessed, and the results of these analyses are summarized in section 5.3. The main
findings, the limitations, and the advantages of the propagation method are discussed in
section 5.4, and the conclusions are given in section 5.5.

5.1 Motivation for estimated 4D-MRI for MRgRT

Hypofractionated SBRT (Chapter 1 and section 2.5.3) of early-stage NSCLC has become an
alternative treatment to surgery [13, 208, 209]. This was enabled by technological advance-
ment in the last years, including the clinical introduction of the MR-Linac (section 3.1). These
machines can precisely deliver highly conformal doses to moving lung tumors through
daily plan adaptations and gated beam delivery (section 3.1.6) [18, 168, 210].

At the ViewRay MRIdian MR-Linac (section 3.1.4) [26, 45], the target movement is visu-
alized with real-time cine MRI during irradiation. The bSSFP sequence (section 3.1.5) used
in clinical practice is limited to the acquisition of a single sagittal slice with a frame rate of
4 Hz or 8 Hz (section 3.1.7) [92, 162, 168, 169, 211]. This slice is positioned to intersect the
moving target. In the case of strong out-of-plane motion, the limitation to two dimensions
can lead to target localization errors. Furthermore, no information about the 3D motion of
the target and the surrounding normal tissues can be inferred from this 2D slice [40].

Time-resolved 4D-MRI acquired at the MR-Linac would enable the motion monitoring
of the whole thorax during beam delivery. These images could improve the target localiza-
tion in 3D for gating, which could help avoid tumor underdosages and OAR toxicities [13,
122, 212]. In the future, these images could be used for performing tracking (section 2.6.6)
and serve as input data for creating synthetic 4D-CTs (section 3.3.2 and Chapter 6) for real-
time treatment adaptation or post-beam 4D reconstruction of the delivered dose [40, 41, 49].
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Real-time 4D-MRI would be the natural sequence of choice for this purpose, but the spa-
tiotemporal resolution of these sequences is still too poor for these applications (section 3.2.2
and Chapter 4) [40, 41, 116].

Several approaches have been proposed in the literature to infer the 4D anatomy from
data with lower dimensionality. These methods include acquiring multiple parallel slices
[26, 213], the interleaved [46, 194, 214, 215] or simultaneous [216, 217] acquisition of orthog-
onal slices and surrogate-driven motion models (section 3.3.1) [179, 185, 218].

In the study presented in this chapter, the propagation method, originally proposed by
Paganelli et al. in 2018 [46], was employed and experimentally validated. The propagation
method generates continuous estimated 4D-MRI, derived from the DIR of a 3D reference
image to orthogonal 2D cine MRI data. The accuracy of these 4D-MRI was assessed in the
original proof-of-concept study with digital phantom data simulating exemplary patient
images [46]. Furthermore, the propagation method was compared to four other methods
that estimate 4D-MRI based on 2D cine MRI data in an in silico study by Paganelli et al. [47].
The methods were tested with a digital MRI phantom that simulated the breathing patterns
of six NSCLC patients [47]. In this comparison, the propagation method achieved the lowest
tumor tracking error.

While the computational phantoms used in these two studies allow a comparison of the
estimated motion state to a ground truth image, these phantom images are idealized sim-
ulations without image artifacts. A validation of the method with patient data acquired
under realistic conditions would be desirable. However, the patient data cannot be used for
accurate validation since no ground truth images can be acquired due to the unavoidable
irregularity of human breathing. Thus, a porcine lung phantom [48] was used for the experi-
ments described in this chapter. This phantom simulates patient-like breathing motion with
ex vivo porcine lungs and has been used for experimental studies with CT, CBCT, and MRI
scanners in the past [219–222]. The unique characteristics of the phantom allow acquiring
realistic and reproducible imaging data that are needed for a thorough validation of motion
estimation methods before their potential clinical implementation.

The purpose of this study was an experimental validation of the propagation method
for MRgRT with this porcine lung phantom. The propagation method was adapted for the
use at the low-field MRIdian MR-Linac by ViewRay. The estimated 4D-MRI output by the
method were compared to respiratory-correlated 4D-MRI that served as ground truth to
assess their accuracy and identify factors influencing it.

5.2 Material and Methods

5.2.1 Porcine lung phantom

The MR-compatible porcine lung phantom artiCHEST (PROdesign GmbH, Heiligkreuz-
steinach, Germany) [48] used for the validation measurements in this study is depicted
in Figure 5.1. This phantom allows reproducible simulation of breathing motion with ex
vivo porcine lungs in a geometry that resembles a human thorax. The main components
of the phantom are two double-walled shells that surround the lungs, an artificial silicone
diaphragm located inferior to the lungs, tubes, and hoses connecting the phantom with vac-
uum and pressure pumps, and a control system. The shells were filled with a nickel(II)
sulfate (NiSO4) solution with a concentration of 1.25 g/l to simulate the MR signal in the
human chest wall [220].

Ex vivo porcine lungs were purchased from local slaughterhouses and checked for air-
tightness and tissue damages. Gelatin powder (TreeHouse Foods, Inc., Oak Brook, IL, USA)
was dissolved in water with a concentration of 0.3 g/ml by heating up to approximately
50 ◦C. The mixture was injected into the lung tissue at four to eight positions per lung. Upon
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FIGURE 5.1: Porcine lung phantom. The photos show the phantom with its main components in-
dicated by the arrows and labels. The left photo shows a view from the top onto the lower shell
on a porcine lung and the water-filled silicone diaphragm. In the right photo, the phantom was
closed with the upper shell and hermetically sealed. The lung is passively inflated by evacuating the

volume surrounding it with vacuum pumps (not depicted). Figure reprinted from [178].

contact with the cold tissue, this mixture solidified and formed structures with volumes of
1.3–13 cc. These nodules were used as surrogate target lesions and were comparable in size
to stage T1 NSCLC lesions [223]. The injected mixture amount was deliberately varied to
test the 4D-MRI estimation for a range of different nodule sizes. The lungs and the inner
surfaces of the two phantom shells were lubricated with ultrasound gel to reduce friction
between the tissue and plastic surfaces. This allowed the simulation of sliding motion as oc-
curring during human breathing. The lungs were mounted into the phantom by connecting
the trachea to a tube at ambient pressure and placing the lung onto the silicone diaphragm.
The phantom was hermetically sealed by mounting the upper shell. The lungs were pas-
sively inflated by applying an underpressure with two vacuum pumps connected via hoses
to the phantom.

The control system allows the simulation of arbitrary periodical diaphragm movements
for a range of different breathing frequencies and amplitudes. The breathing motion is
induced by applying air pressure to the water-filled silicone diaphragm with an external
pump connected via a pressurized hose to its base plate. The diaphragm expands and con-
tracts and thereby passively moves the lungs within the phantom.

5.2.2 MRI scanner

The measurements were conducted at the 0.35 T MRI scanner unit of a research version of
the commercial MRIdian MR-Linac by ViewRay (section 3.1.4), located in Oakwood Vil-
lage, OH, USA. The scanner has the same imaging capabilities as the clinical version. The
phantom was positioned on the treatment couch with the vendor’s torso coils designed for
the treatment of abdomino-thoracic lesions. The estimated centroid of the lungs in inferior-
superior (IS), AP, and RL direction was aligned to in-room lasers indicating a virtual isocen-
ter. The phantom was then moved into the scanner’s bore to position this reference point
at the imaging isocenter. When the MRI is operated in clinical mode, the parameters of the
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FIGURE 5.2: Data acquisition, analysis, and evaluation workflow. Ground truth (left) and estimated
(right) 4D-MRI datasets were reconstructed from 3D and 2D cine MRI data (steps 1–3). In steps 4 and
5, these datasets were compared in geometrical DVF and nodule position analyses to quantify the
accuracy of the propagation method. Data fields marked with an asterisk (*) represent acquired

images, and all other data fields represent post-processed data. Figure reprinted from [178].

imaging sequences cannot be modified. Therefore, all images were acquired in QA mode,
which allowed the use of custom sequence parameters. The image acquisition, data process-
ing, and analysis workflow is depicted in Figure 5.2 and described in the following sections.

5.2.3 Image acquisition

Initial 3D-MRI
After positioning, the breathing motion was paused at the inhale phase since this is the
most stable position determined by the phantom’s design. The clinical bSSFP sequence (sec-
tions 3.1.5 and 3.1.6) was used to acquire a 3D-MRI of the phantom (TrueFISP; sagittal slices;
5 mm slice thickness; 1.2 × 1.2 mm2 in-plane resolution; TR/TE: 3.4/1.4 ms; 554 Hz/pixel
bandwidth; 60◦ flip angle; 334× 260 acquisition matrix). The image was corrected for geo-
metric distortions in 3D by applying the vendor’s proprietary method.

Cine MRI for ground truth 4D-MRI
Retrospectively sorted respiratory-correlated 4D-MRIs (section 3.2.1) served as ground truth
image datasets for the geometrical evaluation of the propagation method. These datasets
were reconstructed from 2D cine MRI data acquired at different slice positions. After the ac-
quisition of the initial 3D-MRI, the periodic breathing motion of the phantom was initiated.
Fifty 2D cine MRI frames in sagittal orientation were acquired at each fixed slice position.
This number of frames was chosen to capture 1.2–3.0 breathing cycles (depending on the
set breathing frequency) at each slice position to avoid missing frames in the retrospective
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sorting process. The slice position was incrementally shifted by the slice thickness to cover
all positions of the phantom in RL direction. The clinical bSSFP sequence (section 3.1.7) with
a slice thickness of 5 mm and a frame rate of 4 Hz was chosen for this purpose [45, 92, 168,
169, 211] (TrueFISP; 3.5 × 3.5 mm2 in-plane resolution; TR/TE: 2.4/1.1 ms; 1002 Hz/pixel
bandwidth; 60◦ flip angle; 78 × 78 acquisition matrix; number of averages: 2). All cine
MRI frames were corrected for geometric distortions in 2D with the vendor’s proprietary
method. The 2D cine MRI data were reviewed to identify nodules at different RL, IS, and
AP positions that showed pronounced motion. Four of these nodules (two in each hemitho-
rax) were selected for the subsequent orthogonal cine MRI acquisition.

Orthogonal cine MRI
A series of orthogonal cine MRIs was acquired for each selected nodule (TrueFISP; 5 mm
slice thickness; 3.5× 3.5 mm2 in-plane resolution; TR/TE: 2.4/1.1 ms; 1000 Hz/pixel band-
width; 60◦ flip angle; 100× 100 acquisition matrix; number of averages: 1). The orthogonal
images were acquired in sagittal and coronal orientation in an alternating fashion and were
positioned to intersect the moving nodule. The phantom was breathing with the same mo-
tion patterns as during cine MRI for the ground truth 4D-MRI creation. For each nodule,
600 frames (300 in each orientation) were collected within 82 s, corresponding to a frame
rate of 7.3 Hz. All images were corrected for in-plane geometric distortions in 2D using the
vendor’s method. The number of recorded breathing cycles depended on the set breathing
frequency and ranged from 8 (6 cycles/min) to 20 (15 cycles/min).

Verification 3D-MRI
After orthogonal cine MRI, the breathing motion of the phantom was paused at the inhale
position. A verification 3D-MRI with the same sequence parameters as for the initial 3D-
MRI was subsequently acquired. This image served to quantify potential changes of the
lung tissue and the gelatin nodules over time. The similarity of the initial and verifica-
tion 3D-MRI was inspected in overlay views to check for potential changes due to nodule
baseline shifts or lung tissue deflation between the two image acquisitions. To quantify the
positional changes within the lung, the initial and verification 3D-MRI were deformably
registered in a multi-stage B-spline DIR with MSE as the similarity metric using Plasti-
match [200]. The median and 95th percentile values of the vector lengths in the output DVF
within the lungs were calculated.

5.2.4 Motion pattern variation

All imaging protocols described above were repeated with different lungs and motion pat-
terns to assess the accuracy and robustness of the propagation method under varying con-
ditions. For this, the breathing frequency and amplitude, as well as the rotation of the phan-
tom around its AP axis were varied. The goal of the phantom rotation was to change the
extent of motion in RL direction and thereby the through-plane motion with respect to the
sagittal slice. The measurements were performed with three porcine lungs to create eight
datasets in total. Table 5.1 summarizes the dataset-specific motion parameters. The baseline
pressure of the diaphragm that controls the lung’s maximum inflation state was additionally
changed between the acquisition of datasets 6, 7, and 8 (not indicated in Table 5.1).

5.2.5 Ground truth 4D-MRI reconstruction

The respiratory-correlated 4D-MRIs used as ground truth datasets were reconstructed from
the planar cine MRI data (step 1 in Figure 5.2). For each slice position, the median image in-
tensity was calculated and plotted as a function of time. Based on these plots, the first 10–15
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TABLE 5.1: Dataset-specific motion parameters. The table summarizes the motion parameters set
for the acquisition of the eight datasets. The motion amplitude is given relative to the diaphragm

motion amplitude of dataset 1. The phantom was rotated around its AP axis.

Dataset Lung Breathing frequency Relative amplitude Phantom rotation
(cycles/min) (%) (◦)

1 1 15 100 0
2 1 6 100 0
3 2 7 100 0
4 2 7 100 -5
5 2 7 100 +5
6 3 7 120 0
7 3 7 80 0
8 3 7 100 0

frames of each cine MRI series were discarded since, at these frames, the steady state had
not been reached yet (section 3.1.5). For the remaining frames, a surrogate signal was de-
rived from the image intensities by calculating the sum of all pixels in a binary thresholded
region of interest that included parts of the moving diaphragm. This signal was used to de-
termine the frame number of the first inhale position. Starting at this frame, the subsequent
images were assigned to 40 (6 cycles/min), 35 (7 cycles/min) or 16 (15 cycles/min) breathing
phase bins, respectively. This procedure was repeated at each slice position to reconstruct
the ground truth 4D-MRI with a spatial resolution of 3.5 × 3.5× 5 mm3, representing the
motion during one average breathing cycle with a frame rate of 4 Hz.

5.2.6 Geometric distortion correction

The geometric distortion of MR images, mainly caused by gradient nonlinearities, needs
to be considered and corrected for MR-Linac treatments [91] (section 2.3.9). Several au-
thors have investigated the geometric fidelity of 3D-MRI, and the in-plane distortion of 2D
cine MRI acquired with the MRIdian MR-Linac after application of the vendor’s correction
methods [93–95]. The residual geometric distortion of these images was reported to be neg-
ligible within a 10 cm DSV (section 3.1.4) around the isocenter. The 2D cine MRI used in
current clinical practice are, however, only corrected for in-plane distortions in 2D, but not
for through-plane distortions [91]. When these images are used for gating (section 3.1.7) this
is of minor importance since the target is mainly located at the center of the images where
through-plane distortions are smaller than at the edges of the FOV. In this study, the accu-
racy of the propagation method was assessed in the whole lung, necessitating a correction
of the through-plane distortions observed in the 4D-MRI since these can be in the order of
several millimeters [91].

Keesman et al. [91] reported on the correction of slice-based respiratory-correlated 4D-
MRI at the Unity MR-Linac (section 3.1.3). A similar approach was chosen in this study
to correct for through-plane distortions of the reconstructed ground truth 4D-MRI (step 2
in Figure 5.2). The distortion correction was conducted for each of the eight datasets sepa-
rately. For each dataset, the distortion-corrected initial 3D-MRI in inhale phase was defined
as the undistorted fixed reference image. The inhale phase of the ground truth 4D-MRI was
defined as the moving image to be deformed to match the fixed image. The aim of the cor-
rection method was to find the DVF that, when applied to the moving image, maximizes
the similarity between the deformed and fixed images. The weights of spherical harmonics
coefficients that parametrize this DVF were determined in an iterative optimization process
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[91, 98]. In each iteration, a 3D vector field was calculated based on the intermediate weights
of the coefficients up to the seventh order. The DVF was restricted to only correct for the
RL distortions of the sagittal slices of the ground truth 4D-MRI. The intermediate DVF was
applied to the moving image using Plastimatch [200]. The MI (section 2.4.6) between the de-
formed and fixed images was calculated and passed to the optimizer to update the weights
using the constrained optimization by linear approximation (cobyla) method implemented
in the Python package lmfit [224]. After convergence, the final DVF and deformed image
were visually assessed for plausibility with overlay plots. The median and 95th percentile
DVF vector lengths were calculated for all datasets accumulated to quantify the effect of the
distortion correction. The correction DVF was applied to each phase of the ground truth
4D-MRI to correct for the through-plane distortions. The orthogonal cine MR images used
in the propagation method were not retrospectively corrected for through-plane distortions.
The motivation for this was that this type of correction is currently not available for the cine
MRI acquired during patient treatments in clinical practice.

5.2.7 Estimated 4D-MRI generation

Estimated 4D-MRIs were generated with the propagation method by Paganelli et al. [46]
(step 3 in Figure 5.2). Briefly summarized, the estimated motion states were derived by
deformably registering 2D slices extracted from a 3D reference image to the orthogonal cine
MRI data. The DVFs output by these registrations were extrapolated to 3D and applied
to the reference image to obtain the estimated motion states. The individual steps of this
method are described in more detail in the following.

Reference image determination
3D images at different breathing phases (inhale, mid-exhale, exhale, and mid-inhale) were
extracted from the distortion-corrected ground truth 4D-MRI and used as reference images.
The intention behind this was to test the influence of the reference image breathing phase
on the performance of the propagation method.

Deformable image registration
Sagittal and coronal 2D images at the locations of the respective orthogonal slices were ex-
tracted from the 3D reference image. These reference slices were deformably registered to
each of the sagittal and coronal frames of the orthogonal cine MRI series. Each DIR was
performed in 2D in a multi-stage B-spline DIR using Plastimatch with gradient magnitude
as the similarity metric (Figure 5.3). The cost function included a regularization term (sec-
tion 2.4.3) to smooth the DVFs. The sliding motion between the lung and the inner phantom
shell surfaces cannot be appropriately modeled by DIR (section 2.4.5), especially if a regu-
larization term is included in the cost function [104]. This problem was circumvented by
splitting up the DIR into two regions, as suggested in the literature [185, 225–227]. For this,
the phantom cavity, including the lungs and the diaphragm, was segmented. The phantom
shells surrounding this structure were assumed to be stationary, while the lungs and the
diaphragm were assumed to be movable. The binary image of the phantom cavity structure
was resampled at the orthogonal slice positions. These resampled binary images were used
to mask the 2D DIR to ignore any stationary phantom parts in the registration process. All
DVFs outside of the segmented cavity were then set to zero after the DIR.

Weighted extrapolation of DVFs
The motion information from consecutively acquired orthogonal cine MR images in the two
orientations was combined to obtain 3D DVFs for the estimation of the motion states. The
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FIGURE 5.3: DIR of reference and orthogonal slices. Exemplary results of the 2D DIRs in sagittal
and coronal orientation that are part of the propagation method are shown. The deformed 2D refer-
ence image slices are shown in purple, and the orthogonal cine MRI frames in green. The DVFs are
depicted as green arrows. All DVF components outside of the phantom cavity were set to zero. The
location of the orthogonal slice intersection, positioned at a nodule in the left lung, is indicated by the
red arrows. The signal intensities at this position are reduced in the orthogonal images since the vox-
els located on this line are exited during imaging in both orientations. Figure reprinted from [178].

sagittal images of the orthogonal cine MRI series captured the motion in IS and AP direction,
and the coronal images in IS and RL direction. All DVF components in AP direction of
the sagittal DIR were replicated to all other sagittal slice positions within the 3D reference
image. Therefore, the AP components of the DVF at voxels with the same IS and AP, but
different RL positions were the same. Correspondingly, the DVF components in RL direction
of the coronal DIR were replicated to all other coronal slice positions.

The motion in IS direction was captured by both the sagittal and coronal orthogonal
images. The DVF component in IS direction within the 3D reference image volume was
determined by calculating a weighted average of the IS vector components of the DIRs in the
two orientations. In the proof-of-concept study by Paganelli et al. [46], constant weighting
factors of 0.5 were used for this step, independent of the voxel position within the image
volume. The theoretical considerations illustrated in Figure 5.4 showed that the constant
weighting factors can introduce a systematic bias of IS components at the orthogonal slice
positions or lead to DVF discontinuities in the vicinity of the orthogonal slices. Motivated
by these findings, a different weighting factor method was developed in this study.

The weighting factors at the voxel position (x, y) for the IS DVF component of the sagittal
DIR (Wsag

x,y ) and the coronal DIR (Wcor
x,y ) were calculated for all voxels within the reference

image volume. These weighting factors depend on the normal distances of the voxel to the
sagittal and coronal slices of the orthogonal images. The motion in IS direction in the left and
right lung at the same lateral distances to the mid-sagittal plane was assumed to be similar.
Hence, the distance of the voxel to the mirrored sagittal slice position with respect to the
mid-sagittal plane at the center of the phantom in RL direction was additionally considered
for the weighting factor calculation.

A coordinate system was defined in the following way: the x-axis was oriented along
the RL direction, the y-axis along the AP direction, and the z-axis along the IS direction. The
origin of the coordinate system was positioned at the center of the phantom, such that the
mid-sagittal plane was located at x = 0. The RL position of the sagittal orthogonal slice
is defined as x0 and the AP position of the coronal orthogonal slice as y0. The weighting
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FIGURE 5.4: Motivation for the change of the IS weighting method. Exemplary ground truth IS
vector field components are shown in the matrix in green for an axial slice (top image). The IS
components in the axial slice are extrapolated using three different weighting methods (cases 1–3),
and the resulting values are given in the matrices below the case descriptions. The ground truth (GT)
and estimated (EST) IS vector field components along the sagittal orthogonal slice (purple arrow in
AP direction) and along a coronal slice parallel to the coronal orthogonal slice (blue arrow in RL
direction) are plotted as profiles in the lower two rows. While a systematic bias at the orthogonal
slice positions and discontinuities along the coronal profile can be observed for case 1 (used in the
feasibility study by Paganelli et al. [46]) and case 2, no biased values or discontinuities are introduced
when the distance-dependent weighting factors (case 3; method proposed in this work) are used.

This figure was published as supplementary material to [178].
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factors at the voxel with position (x, y) were then defined as:

Wsag
x,y =

|y− y0|
min (|x− x0| , |x + x0|) + |y− y0|

, (5.1)

Wcor
x,y =

min (|x− x0| , |x + x0|)
min (|x− x0| , |x + x0|) + |y− y0|

. (5.2)

The weighting factors do not depend on the z-position. The normal distances between the
voxel located at (x, y) to the sagittal and coronal slices were defined as ∆RL = |x− x0|
and ∆AP = |y− y0|, respectively. The distance of the voxel to the sagittal slice mirrored at
the mid-sagittal plane was defined as ∆RLm = |x + x0|. The weighting factors can then be
rewritten as:

Wsag
x,y =

∆AP
min (∆RL, ∆RLm) + ∆AP

, (5.3)

Wcor
x,y =

min (∆RL, ∆RLm)

min (∆RL, ∆RLm) + ∆AP
= 1−Wsag

x,y . (5.4)

The weighting factors at ∆RL = ∆AP = 0 are not defined in these equations and were
both set to 0.5. These voxels lie on the intersection line of the coronal and sagittal slices.
The smaller the distance between the voxel and the sagittal or coronal slice, the larger the
weighting factor of the corresponding slice orientation.

Estimated 4D-MRI
For each pair of consecutively acquired orthogonal images, the 3D DVF was calculated
by superimposing the replicated RL and AP components and the IS components calcu-
lated with the weighting method described above. The 3D reference image was then de-
formed with these 3D DVFs to create the estimated 4D-MRI with a spatial resolution of
3.5× 3.5× 3.5 mm3. In each orthogonal cine MRI series, 600 frames were acquired, thereof
300 in sagittal and 300 in coronal orientation. Analogous to the planar cine MRI data, the
first 30 frames (15 in each orientation) were discarded since these images were acquired in
the transient phase of the bSSFP sequence. Therefore, each estimated 4D-MRI consisted of
285 3D-MRI with a duration of 78 s and a temporal resolution of 3.65 Hz. This frame rate
is half of the orthogonal slice acquisition frame rate (7.3 Hz) since the motion information
from two consecutive images was combined. The breathing phase was determined at each
time step of the estimated 4D-MRI. The same surrogate signal-based method as described
in section 5.2.5 was applied to the sagittal slice of the corresponding orthogonal slice pair
for this purpose. One estimated 4D-MRI was created for each orthogonal cine MRI series.
In total, this yielded 32 estimated 4D-MRI – one for each of the four nodules in each of the
eight datasets.

5.2.8 Estimated 4D-MRI evaluation

To evaluate the estimated 4D-MRI output by the propagation method, these images were ge-
ometrically compared to the ground truth 4D-MRI in a DVF analysis and a nodule centroid
position analysis.

Deformation vector field analysis
The accuracy of the propagation method was assessed in the whole lung by directly compar-
ing the ground truth and estimated DVFs (step 4 in Figure 5.2). The estimated DVFs were
created through the DIR and extrapolation steps described in the previous section. To obtain
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the ground truth DVFs, the reference image extracted from the ground truth 4D-MRI was
defined as the moving image. This moving image was registered to all remaining breath-
ing phases of the ground truth 4D-MRI by 3D multi-stage B-spline DIR with MSE as the
similarity metric (section 2.4.6), including a regularization term using Plastimatch. Similar
to the DIR in the propagation method, these DIRs were masked with the segmented binary
image of the phantom cavity to allow the modeling of sliding motion between the lungs and
the phantom’s shells. All DVFs outside of this structure were set to zero since these phan-
tom parts were assumed to be stationary. The resulting DVFs were used as the breathing
phase-dependent ground truth DVFs.

The ground truth and the estimated DVFs were subsampled to the same isotropic grid
with a resolution of 10.5 mm. This corresponds to three times the in-plane resolution of the
ground truth and orthogonal images. The subsampling was performed since the variance
of the DVFs of neighboring voxels was expected to be low due to the regularization of the
ground truth DIR and the 2D DIRs in the propagation method. The porcine lung was seg-
mented with image processing algorithms on the motion-averaged ground truth 4D-MRI.
The estimated and ground truth DVFs were exclusively compared within the segmented
lung volume to not bias the results by including stationary phantom parts. For each time
step of the estimated 4D-MRI, the 3D differences between the subsampled estimated and
ground truth DVFs in the corresponding breathing phase were calculated. The median and
95th percentile differences were calculated at different breathing phases (reference, inhale,
and exhale phase) and averaged over all phases. The influences of the motion amplitude
and the distance of the grid points to either of the orthogonal slices on the estimation error
were investigated.

Nodule centroid position analysis
The four selected nodules were contoured on the inhale image of the ground truth 4D-MRI,
resampled to an isotropic image grid with a spatial resolution of 1.2× 1.2× 1.2 mm3. The
structures were then converted to binary images. These images were propagated with the
ground truth DVFs to all remaining breathing phases. The centroid positions of the four
nodules in each breathing phase were determined by calculating the centroid of the trans-
formed binary masks. These positions served as the ground truth nodule centroid locations.
The estimated nodule centroid positions were determined analogously by transforming the
binary nodule masks defined on the reference image to all other time points of the estimated
4D-MRI with the respective estimated DVFs and calculating their centroid positions.

The four nodules in each of the four estimated 4D-MRI per dataset were assigned to one
of three categories. This classification was based on the normal distances of the individual
nodule centroids in the reference image to the sagittal (∆RL) and coronal slice locations
(∆AP) of the respective orthogonal slice series:

Category 1: Nodule was intersected by both orthogonal slices, with ∆RL ≤ 2 cm and
∆AP ≤ 2 cm.

Category 2: Nodule was intersected by one of the orthogonal slices, with (∆RL ≤ 2 cm and
∆AP > 2 cm) or (∆RL > 2 cm and ∆AP ≤ 2 cm), respectively.

Category 3: Nodule was not intersected by either of the orthogonal slices, with ∆RL > 2 cm
and ∆AP > 2 cm.

The 3D distances between the estimated and ground truth nodule centroid positions in the
corresponding breathing phases were determined. The median and 95th percentile values
were calculated for each category and dataset, and for all datasets accumulated (step 5 in
Figure 5.2).
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Partial volume effect analysis
The limited spatial resolution of the cine MRI, with an in-plane resolution of 3.5× 3.5 mm2

and a slice thickness of 5 mm, introduced uncertainties in the nodule centroid position de-
terminations due to the partial volume effect. The magnitude of this effect was estimated in
a dedicated simulation.

Binary images of spheres with varying volumes (0.3–13.6 cc) were created on a high-
resolution image grid (0.2× 0.2× 0.2 mm3) and resampled onto a coarse grid (3.5× 3.5×
5.0 mm3) with the same image resolution as the ground truth 4D-MRI using nearest neigh-
bor interpolation. The centroid position of each sphere in the high-resolution image grid
(cHR) was exactly known by definition. The centroid position of the resampled sphere on
the low-resolution grid (cLR) was derived from the resampled binary images, analogously
to the centroid determination described above. The centroid position determination error
due to the partial volume effect (δ) is given by the Euclidean distance between cLR and cHR:

δ = ‖cLR − cHR‖ . (5.5)

This error was calculated each time after applying 250 random shifts to the sphere centroid
in all directions in the high-resolution image before resampling. The random shifts were
discretized to multiples of the high-resolution grid size (0.2 mm) up to one low-resolution
voxel dimension in each direction (i.e., 3.5 mm in IS and AP, and 5.0 mm in RL direction)
with a uniformly sampled distribution. The analysis was repeated for different sphere vol-
umes in the range 0.3–13.6 cc. The median absolute position determination error due to the
partial volume effect (σPVE) was calculated for each sphere volume.

In this study, the centroid position estimated error (e) was calculated based on the Eu-
clidean distance between the ground truth and estimated nodule centroid positions, cGT and
cEST:

e = ‖cEST − cGT‖ . (5.6)

The partial volume effect uncertainty σPVE affects the precision of both the ground truth and
the estimated centroid position determination. The total error due to partial volume effect
σe can then be estimated as:

σe =
√

2 σPVE . (5.7)

This error was compared to the nodule centroid estimation error for the different nodule
volumes used in the study.

5.3 Results

5.3.1 Initial and verification 3D-MRI

No verification 3D-MRIs were acquired for datasets 1 and 2. The time differences between
the acquisition of the initial and the available verification 3D-MRI (datasets 3–8) ranged
between 26 and 69 min with a median value of 44 min. The images were analyzed in overlay
plots for potential changes that could have occurred in this time period. No systematic
changes were observed for any of these datasets. The overall median (95th percentile) vector
length of the DVFs, obtained from initial to verification 3D-MRI DIR, within the lungs was
0.8 mm (2.6 mm), corresponding to 0.7 (2.2) times the in-plane resolution of the 3D-MRI.
These results indicate that the lung tissue was stable over extended time periods, which
confirms the suitability of the phantom for the intended purpose of the study.
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5.3.2 Ground truth 4D-MRI

The regular and reproducible breathing motion of the phantom facilitated the retrospective
breathing phase binning of the cine MRI frames for the reconstruction of the ground truth
4D-MRI. Stitching artifacts caused by erroneous binning would be visible as discontinuities
at the diaphragm surface when viewed in a coronal or axial orientation. The reconstructed
images featured only minor stitching artifacts (cf. coronal views of the 4D-MRI in Figure 5.5)
caused by the residual uncertainties in the surrogate determination process and the finite
breathing phase bin sizes. These were deemed negligible when compared to the uncertain-
ties of the DIR to extract the ground truth DVFs.

The lack of through-plane distortion correction of the acquired sagittal 2D cine MRI led
to geometric distortions of up to 10 mm in RL direction in the ground truth 4D-MRI. The
3D-MRI and the inhale phase of the ground truth 4D-MRI before, and after applying the
through-plane distortion correction DVF determined in the optimization process are de-
picted in Figure 5.5. The distortions in the uncorrected image were increasing towards the
edges of the FOV. The lower right difference plot in Figure 5.5 demonstrates that these dis-
tortions could be substantially reduced by applying the correction method. The differences
between the corrected image and the initial 3D-MRI close to the imaging isocenter were neg-
ligible. Averaged over all eight datasets, the median (95th percentile) distortion correction
DVF vector lengths within the segmented lung masks were 1.5 mm (4.9 mm).
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FIGURE 5.5: Through-plane distortion correction. The left column shows coronal views of an exem-
plary 3D-MRI, acquired in inhale breath-hold. The center column depicts the corresponding views
of the inhale phase of the ground truth 4D-MRI before (uncorrected; top row) and after (corrected;
bottom row) application of the distortion correction DVF. The difference plots in the right column
illustrate that the geometric distortions in RL direction could be effectively reduced by the correction

method. This figure was published as a supplementary figure to [178].
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5.3.3 Estimated 4D-MRI

The orthogonal cine MRI series could successfully be acquired at 7.3 Hz on the low-field
MR-Linac. No averaging was used for the orthogonal cine MRI while two images are aver-
aged in the standard clinical 2D cine MRI sequence. In comparison, this led to a decreased
SNR of the orthogonal cine MRI. The orthogonal images contained a line of reduced signal
intensity at the slice intersection (cf. Figure 5.3) and banding artifacts (section 3.1.5) towards
the edges of the images. The reference 2D slices extracted from the ground truth 4D-MRI
were corrected for through-plane geometric distortions, while the orthogonal slices were
not. This led to some differences between the reference and orthogonal images, which were
most clearly visible at the phantom walls (cf. sagittal view in Figure 5.3).

In total, 32 estimated 4D-MRI at 3.65 Hz were created – one for each of the four nodules
tracked with the orthogonal cine MRI for each of the eight datasets. The 2D DIRs performed
as part of the propagation method were robust against the higher noise level, the intersec-
tion line, the banding artifacts, and the geometric distortions in the orthogonal images. No
differences in the robustness of the DIRs were observed for the varying sizes of the injected
nodules (1.3–13 cc). The same surrogate signal-based breathing phase binning as applied for
the ground truth images was used for the sagittal images of the orthogonal cine MRI series.
This is illustrated in Figure 5.6, where the high reproducibility of the diaphragm motion can
also be seen.
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FIGURE 5.6: Breathing phase determination for estimated 4D-MRI. The surrogate signal derived
with image processing from the sagittal slices of the orthogonal cine MRI is plotted as a function
of the whole acquisition time (top row) and zoomed in for one breathing cycle (bottom row) for
an exemplary imaging series. The surrogate signal was fitted with a sinusoidal function with four
free parameters (frequency, amplitude, phase, and offset). The inhale and exhale phase positions
were derived from the fitted model function. Larger deviations between the model and surrogate
data points were observed in the first few frames, where the bSSFP sequence was in its transient
state. The breathing phase assignment is illustrated in the lower row, where the bin boundaries are
plotted as vertical dashed lines. The small numbers indicate the assigned breathing phases next to

the surrogate signal data points.
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5.3.4 Visual comparison of estimated and ground truth 4D-MRI

Exemplary sagittal and coronal slices of the ground truth and estimated 4D-MRI, and the
differences of their image intensities are depicted in Figure 5.7. In this example, the mid-
exhale phase was chosen as the reference phase, and images in the inhale phase are shown,
where the largest deviations were observed. The depicted slices are located several centime-
ters away from the positions of the acquired orthogonal slices used as input for the propaga-
tion method. In the coronal view, some deviations can be observed at the diaphragm, which
are increasing with the distance to the sagittal slice position, indicated by the red arrow. In
the sagittal view, deviations at the anterior diaphragm boundary are visible, although this
structure was located in the vicinity of the coronal plane of the orthogonal slice set. The
estimated and ground truth DVFs were visually compared in this region. The comparison
showed that the diaphragm was strongly moving in AP direction in this area due to the
design of the phantom. This is also visible in Figure 5.3, where the DVF components in the
sagittal view are relatively large in AP direction at this position. The strong AP motion of
the diaphragm led to pronounced through-plane motion at the coronal slice of the orthogo-
nal image set in Figure 5.7. In the DIR in coronal orientation, this motion was not accurately
modeled due to its restriction to 2D. Therefore, the deviations observed in Figure 5.7 were
mainly attributed to out-of-plane motion that was not correctly modeled by the DIR and the
extrapolation of the vector fields in the propagation method. Nevertheless, overall, a high
agreement between the ground truth and estimated datasets was observed.
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FIGURE 5.7: Visual comparison of ground truth and estimated 4D-MRI. Exemplary sagittal (top
row) and coronal (bottom row) views of a ground truth (left column) and estimated 4D-MRI (center
column) image and their differences (right column) are depicted. The mid-exhale phase was used
as the reference phase and the inhale phase is shown. The depicted images were extracted from
dataset 3, where the orthogonal slices (not shown) were located at the positions indicated by the
red arrows. The green arrows indicate the positions of the respective depicted sagittal and coronal
views. The position of the nodule indicated by the orange arrow could be accurately estimated. The
normal distances of this nodule to the coronal and sagittal slices of the orthogonal slice set were

∆AP = 73.5 mm and ∆RL = 171.5 mm, respectively. Figure reprinted from [178].
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5.3.5 Deformation vector field analysis

The ground truth and estimated DVFs were compared at the subsampled grid point po-
sitions located within the segmented lung structures. On average, 3400 grid points were
included inside the lungs.

Reference phase dependency
The dependency of the DVF error on the breathing phase of the reference image was in-
vestigated for a subsample of the estimated motion states. For each estimated 4D-MRI, the
corresponding DVFs of the first 70 frames were compared to the ground truth DVFs in four
analyses. In each analysis, a different breathing phase of the ground truth 4D-MRI was
used as the 3D reference image. The median (95th percentile) DVF errors in 3D were 3.1 mm
(9.7 mm) for the inhale phase, 2.3 mm (5.7 mm) for the mid-exhale phase, 2.4 mm (7.9 mm)
for the exhale phase, and 2.3 mm (5.6 mm) for the mid-inhale phase as breathing phase of
the 3D reference image. Based on these results, the mid-exhale phase of the ground truth
4D-MRI was defined as the 3D reference image in all analyses described below.

Further DVF error dependencies
The dependencies of the DVF error on the estimated breathing phase, the motion amplitude,
and the normal distances of the positions of the estimated grid points to the locations of
the orthogonal cine MRI slices were investigated. The estimated DVFs at the grid points
within the segmented lungs at all 285 time points of each of the 32 estimated 4D-MRI were
compared to the ground truth DVFs in an aggregated analysis. The results are shown in
Figure 5.8.
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FIGURE 5.8: DVF error dependencies. The results of the aggregated DVF error dependency analysis
are depicted. The DVF error is plotted as a function of (a) the estimated breathing phase, (b) the 3D
motion amplitude relative to the reference phase (mid-exhale), (c) the normal distance of the grid
points to the sagittal slice of the orthogonal image set (∆RL), and (d) the normal distance of the
grid points to the coronal slice of the orthogonal image set (∆AP). The 5th, 25th, 50th, 75th and 95th

percentile values are shown. Figure reprinted from [178].
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TABLE 5.2: DVF error dependency on estimated breathing phases. The median (95th percentile)
values of the DVF error are given for different estimated breathing phases for each dataset individu-

ally and for all datasets accumulated. Table adapted from [178].

Dataset Ref. phase Inhale Exhale All phases
(mm) (mm) (mm) (mm)

1 2.2 (7.0) 2.8 (8.4) 2.8 (6.8) 2.6 (8.2)
2 1.7 (3.7) 2.5 (7.2) 1.8 (4.1) 2.1 (5.1)
3 1.3 (3.4) 3.0 (6.3) 2.4 (5.3) 2.2 (5.2)
4 1.4 (2.7) 2.8 (6.5) 2.6 (5.0) 2.1 (4.9)
5 1.2 (3.3) 2.6 (5.2) 2.4 (4.7) 2.0 (4.6)
6 1.8 (4.2) 3.5 (9.3) 4.1 (7.4) 3.0 (6.7)
7 1.5 (4.2) 2.6 (6.6) 2.6 (4.8) 2.2 (5.0)
8 1.5 (3.8) 3.2 (7.6) 2.8 (5.2) 2.4 (5.4)

All 1.6 (4.5) 2.8 (7.3) 2.6 (5.9) 2.3 (5.7)

The median and 95th percentile DVF errors were calculated when the reference (mid-
exhale), inhale, or exhale phase images were estimated. These values are summarized in
Table 5.2 for each dataset individually and for all datasets accumulated. The smallest overall
median (95th percentile) value of 1.6 mm (4.5 mm) was measured when the reference phase
was estimated. The values for the inhale and exhale phases were 2.8 mm (7.3 mm) and
2.6 mm (5.9 mm), respectively. These results confirm the intuitive assumption that the more
similar the estimated images are to the reference image (i.e., more similar breathing phase),
the smaller is the DVF error. This relationship can be seen in Figure 5.8a, where the median
DVF error depends on the estimated breathing phase. For all phases accumulated, values
of 2.3 mm (5.7 mm) were calculated, corresponding to 0.7 (1.6) times the cine MRI in-plane
imaging resolution of 3.5 mm.

The DVF dependency on the motion amplitude at the position of the estimated grid
points is depicted in Figure 5.8b. The motion amplitude was defined as the ground truth
DVF vector length in 3D, measured relative to the reference phase. The mid-exhale phase
was used as the reference image for the analyses. Therefore, the total motion amplitudes
at the grid points, measured from the inhale to exhale positions, were approximately twice
as large. For small to medium motion amplitudes (< 10 mm), a shallow increase of the
DVF error as a function of the 3D motion amplitude was observed. A steeper increase was
found for large motion amplitudes (> 10 mm). The median DVF error was smaller than one
voxel size (3.5 mm) for motion amplitudes < 7.5 mm and below two voxel sizes (7.0 mm)
for motion amplitudes up to 12.5 mm.

The DVFs output by the 2D DIRs in sagittal and coronal orientation were extrapolated
to 3D in the propagation method to create the estimated motion states. The DVF error is
therefore expected to depend on the normal distance of the point at which the motion is
estimated to either of the orthogonal slices (∆RL and ∆AP). The dependencies of the DVF
error on these parameters are plotted in Figures 5.8c&d. A shallow increase of the DVF
error as a function of ∆RL and ∆AP was observed, with median values below 5 mm even
for large distances (∆RL = 20 cm and ∆AP = 13 cm). This indicates that the motion could
be accurately estimated within the whole lung.

5.3.6 Nodule centroid position error

For each dataset, 16 nodule classifications were performed (four nodules in each of the four
estimated 4D-MRI per dataset). For each dataset, four nodules were assigned to category 1,
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FIGURE 5.9: Estimated and ground truth nodule positions. The figure shows the ground truth (GT;
green line) and estimated (EST; black markers) centroid positions for the four nodules (columns),
split up in the three different motion directions (rows) for an exemplary dataset. The centroid posi-
tions are plotted as a function of the breathing phase relative to the ground truth centroid position
in the reference phase (REF; mid-exhale). The orthogonal slices were positioned at nodule 4. The
distances of the nodule centroids in the reference phase to the orthogonal slices (∆RL and ∆AP) are
given in the figure titles in millimeters. Based on these values, nodule 4 was assigned to category 1,
nodule 2 to category 2, and nodules 1 and 3 to category 3. The median (95th percentile) estimation
errors in the respective directions are given in millimeters in the upper right corner of each subplot.

Figure reprinted from [178].

TABLE 5.3: Nodule position analysis results. The range of motion amplitudes of the four nodules in
each dataset were calculated relative to the reference phase (mid-exhale). The motion amplitudes are
given in IS, AP, and RL direction, as well as in 3D (AIS, AAP, ARL, A3D). The median (95th percentile)
estimation errors in 3D were calculated for the three nodule categories. Table reprinted from [178].

Motion amplitudes Estimation errors

Dataset AIS AAP ARL A3D Category 1 Category 2 Category 3
(mm) (mm) (mm) (mm) (mm) (mm) (mm)

1 2–5 1–1 0–2 2–5 1.5 (2.6) 2.4 (8.4) 1.9 (11.6)
2 3–4 1–2 0–2 3–4 1.1 (3.1) 2.0 (8.9) 2.6 (10.9)
3 4–10 1–3 1–2 4–10 1.6 (3.6) 1.8 (4.1) 1.7 (3.7)
4 4–11 2–3 1–4 4–12 1.5 (2.6) 2.5 (5.5) 2.6 (6.1)
5 4–9 1–3 1–3 4–10 1.4 (3.5) 1.6 (3.6) 1.6 (3.4)
6 4–9 3–6 2–4 5–10 2.0 (6.4) 2.6 (7.1) 2.7 (7.2)
7 2–5 1–3 0–2 3–6 1.5 (5.4) 1.8 (5.1) 1.8 (4.3)
8 4–7 1–5 0–2 4–8 1.7 (7.0) 2.1 (4.8) 2.0 (4.4)

All 2–11 1–6 0–4 2–12 1.5 (3.8) 2.0 (6.2) 2.1 (7.1)
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eight nodules to category 2, and four nodules to category 3.
The estimated and ground truth nodule centroid positions are depicted in Figure 5.9 for

an exemplary estimated 4D-MRI, where the orthogonal slices intersected nodule 4. All nod-
ule positions in this example could be accurately and precisely estimated, with an exception
for nodule 2, where deviations of up to 5 mm in inferior direction were observed.

The motion amplitudes, measured within the ground truth 4D-MRI, and the estimation
errors for each nodule category were calculated for each dataset and are summarized in Ta-
ble 5.3. The main nodule motion was in IS direction with amplitudes up to 11 mm, followed
by the AP (up to 6 mm) and RL direction (up to 4 mm). As described above, these ampli-
tudes were measured relative to the reference phase, and their full ranges of motion were
approximately twice as large. The median (95th percentile) estimation error for all datasets
combined for nodules of category 1 was 1.5 mm (3.8 mm), for nodules of category 2 was
2.0 mm (6.2 mm) and for nodules of category 3 was 2.1 mm (7.1 mm). Different motion pat-
terns in terms of breathing frequency, amplitude, and extent of through-plane motion were
tested for the different datasets (cf. Table 5.1). No clear correlations between the estimation
error and the breathing frequency (cf. datasets 1 and 2 in Table 5.3) or motion amplitudes
in RL direction (cf. datasets 3, 4, and 5) were identified. The nodule centroid estimation
error increased with increasing 3D nodule motion amplitudes (cf. datasets 6, 7, and 8 with
relative amplitudes of 120%, 80%, and 100%, respectively). This is in agreement with the
results of the DVF error dependency analysis, where an increasing DVF error was mea-
sured for increasing 3D motion amplitudes of the estimated grid points (cf. section 5.3.5 and
Figure 5.8b).

5.3.7 Partial volume effect uncertainty

The partial volume effect uncertainty was calculated from the resampling analysis of spheres
with varying volumes (0.3–13.6 cc). The partial volume error in the nodule centroid position
comparison was calculated based on these values. The results are plotted in Figure 5.10. For
all nodule sizes investigated in the study (1.3–12.6 cc; red vertical lines in Figure 5.10), the
partial volume error (σe) was smaller than 0.55 mm, with smaller errors for larger nodule
sizes.
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FIGURE 5.10: Results of partial volume effect analysis. The median and 95th percentile centroid
determination error δ is plotted as a function of the volume of the simulated spheres. The partial
volume error in the nodule centroid position comparison in this study (σe) was calculated based on
the median δ (σPVE). The red vertical lines indicate the nodule sizes used in the analyses in this study.

The lines connecting the data points serve to guide the eye.
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5.4 Discussion

The accuracy of the estimated 4D-MRI created with the propagation method by Paganelli et
al. [46] was investigated. The use of a dedicated porcine lung phantom with a highly repro-
ducible and stable breathing motion enabled experimental validation measurements under
realistic, patient-like conditions. The feasibility of orthogonal cine MRI and the applicability
of the propagation method for a low-field MR-Linac to create continuous estimated 4D-MRI
at 3.65 Hz was demonstrated. Overall, a median sub-voxel size DVF estimation error of
2.3 mm, averaged over the whole lung, was achieved. The median nodule centroid position
estimation errors for the three categories were between 1.5 and 2.1 mm. The propagation
method was robust against different lesion sizes, breathing frequencies, motion amplitudes,
and the use of different porcine lungs.

The aim of this study was to assess the overall DVF and nodule centroid position esti-
mation error in an experiment that closely resembles the clinical setting. This error includes
uncertainties stemming from different steps of the measurement and data processing work-
flow, such as the DIR, geometric distortions, out-of-plane motion, partial volume effects,
and the DVF extrapolation in the propagation method. With the chosen study design, it is
not possible to fully decouple the effects of these different contributions. However, the DIR
uncertainty can be estimated by analyzing the centroid position error of category 1 nodules
(i.e., nodules intersected by both orthogonal slices) where extrapolation effects play a minor
role. This median error was 1.5 mm (cf. Table 5.3), suggesting that the DIR uncertainties
were an important, and potentially the dominating, source of uncertainty in this study.

Out-of-plane motion, in particular the pronounced AP motion of the anterior diaphragm
that moved orthogonal to the coronal slices, led to increased DVF errors in this study. This
was attributed to the inability of the DIR to appropriately model the real motion due to its
restriction to 2D. A potential solution could be to register the whole 3D reference image to
the fixed 2D orthogonal slices in 3D. While this might improve the accuracy of the motion
estimation, the additional degrees of freedom would increase the variance and reduce the
precision of the motion estimation.

No through-plane distortion corrections were applied to the orthogonal cine MRI frames
since this type of correction is not available for 2D slices at the clinical MRIdian MR-Linac.
Deviations between the reference and orthogonal slices were observed (Figure 5.3) since the
ground truth images were corrected for this type of distortion. These deviations introduce
geometrical errors that can affect the DIR and limit the achievable accuracy of the propaga-
tion method. In this study, the treatment couch was not shifted to position the nodule of
interest as close as possible to the imaging isocenter. Since through-plane geometric distor-
tions increase with increasing distance to the imaging isocenter [91], this could have reduced
the geometric distortions close to the nodule of interest. While for a patient treatment it is
generally feasible to position the target at isocenter in IS direction through craniocaudal
couch shifts, positioning the target at isocenter in RL and AP direction is not always pos-
sible due to the limited size of the bore of the MR-Linac and the restricted couch shifts in
these directions [45]. Therefore, using imaging planes offset to the isocenter cannot always
be avoided. If the propagation method was used in a clinical scenario, uncertainties due to
through-plane geometric distortions would have to be considered.

The bSSFP cine MRI sequence used for the orthogonal slice acquisition had an in-plane
resolution of 3.5 × 3.5 mm2 with a slice thickness of 5 mm due to the low magnetic field
strength of 0.35 T and the limited hardware capabilities of the clinical MRIdian [13, 45, 82].
The coarse spatial resolution leads to partial volume effect errors in the nodule centroid
position determination. These errors were estimated to lie between 0.3 and 0.6 mm for the
investigated nodule sizes. Future hardware and software upgrades are expected to enable
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cine imaging with a higher spatial and temporal resolution [31, 162]. This could, in turn,
decrease the estimation error of the estimated 4D-MRI created with the propagation method.

The impact of the breathing phase of the reference image on the accuracy of the propa-
gation method was investigated. The lowest median estimation errors were obtained when
the mid-exhale or mid-inhale phases were used as the reference image. The subsequent
DVF analysis demonstrated that the estimation error is lowest for breathing phases that are
similar to the reference image phase. Consequently, if the propagation method was used in
a gated MR-Linac treatment, the reference image should be acquired in the breathing phase
in which the beam is switched on to maximize the accuracy of the 4D-MRI estimated during
beam delivery. The reference image selection and the positioning of the orthogonal slices
are the most important steps of the propagation method. The choice of these parameters di-
rectly impacts the achievable estimation accuracy. The tumor target has to be clearly visible
in the orthogonal slices and the respective slices in the reference image to minimize the DIR
uncertainties.

The propagation method was originally proposed by Paganelli et al. in 2018 [46] and
compared to other motion estimation methods in an in silico study in 2019 [47]. Some adap-
tations to the originally proposed method were made for this study. Instead of extracting the
orthogonal slices from the ground truth dataset, these were acquired in additional cine MRI
series to obtain clinically realistic images. In this study, the reference image was extracted
from the respiratory-correlated ground truth 4D-MRI instead of using the 3D-MRI acquired
in breath-hold. The intention behind this approach was to enable a comparison of different
breathing phases as reference images. Different DIR algorithms were used in the original
proof-of-concept study (Demons) [46], the in silico comparison study (optical flow) [47], and
this work (B-spline). Additionally, the weighting factors for the IS components of the DVFs
in sagittal and coronal orientation were changed. In the original propagation method, con-
stant weights of 0.5 were used, independent of the location within the FOV. In this study,
the weighting factors depended on the normal distances to the orthogonal slices. The moti-
vation for this change was to avoid the potential systematic biasing of IS components in the
vicinity of the acquired orthogonal slices (Figure 5.4).

In contrast to the motion models described in section 3.3.1, neither does the propagation
method rely on a pre-treatment 4D-MRI or model training, nor is it driven by surrogate
signals. Instead, the estimated 4D-MRI are solely created based on a 3D-MRI acquired in
breath-hold and the interleaved orthogonal cine MRI. Such a 3D-MRI is already acquired for
patient positioning and adaptive planning in MRgRT today (section 3.1.6). Furthermore, as
demonstrated in this study, the commercially available MR-Linacs are capable of orthogonal
cine MRI [228]. Therefore, the MR-Linacs in clinical operation already have the imaging
capabilities needed for the presented method. This could allow a smooth clinical integration
for improved 3D target localization for gating in the future.

B-spline DIRs (section 2.4.3) [100, 102, 103] can accurately model the motion within the
lung but are computationally demanding and slow. In the current implementation, 1.7 s
were needed for the estimation of each time step on a workstation with 72 central processing
units (CPUs; Intel Xeon Gold 6254 at 3.10 GHz), of which 1.4 s were attributed to the DIR. To
allow for a real-time application of the propagation method, a different DIR method could
be chosen, and the DIR could be performed on a GPU instead [229]. A further DIR speed-up
could be achieved by using a warm start optimization where the DVF of the previous time
point is taken as the starting point for the DIR at the next time step.

Several aspects differ when imaging the ex vivo porcine lungs mounted in the phantom
from imaging the thorax of a patient. These differences include the beating heart, the mov-
ing chest, and the perfused blood vessels in an in vivo lung. This will lead to different image
contrasts, SNRs, and motion patterns compared to this study. In turn, this might affect the
performance of the propagation method.
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A proof-of-concept application of the propagation method with patient data was per-
formed in the original publication by Paganelli et al. [46] for two patients scanned at a 1.5 T
MRI scanner. A feasibility study of using the propagation method for a large patient co-
hort with different tumor locations and target motion patterns scanned before and during
treatment with an MR-Linac would be desirable to assess the added value of 4D image guid-
ance during treatment. If the same imaging protocols as used in the study in this chapter
were chosen, the estimated 4D-MRI would have to be compared to a retrospectively sorted
respiratory-correlated 4D-MRI. This would introduce uncertainties in the accuracy assess-
ment since a patient’s breathing pattern is generally irregular and the respiratory-correlated
4D-MRI could therefore not be regarded as a ground truth dataset.

5.5 Conclusions

This chapter presented the results of the first application of the propagation method to
imaging data acquired at an MR-Linac. The results of the experimental validation with
the porcine lung phantom demonstrated that the propagation method based on orthogonal
cine MRI generates accurate estimated 4D-MRI at high temporal resolution. Compared to
today’s standard target motion monitoring based on single planar sagittal cine MRI at the
MRIdian, the propagation method has the potential to reduce the target localization error,
particularly when significant out-of-plane motion (i.e., RL motion) is present. In addition,
the time-resolved volumetric images could allow the motion monitoring of OARs located at
arbitrary positions within the whole thorax during gated treatments.

In today’s ART at the MRIdian, the treatment plan is only adapted based on anatomi-
cal changes observed on the static 3D-MRI acquired before each treatment fraction (sec-
tion 3.1.6). Kontaxis et al. [49] have proposed a methodology that envisions inter- and in-
trafractional plan adaptations based on the dose that was actually delivered to the target
and OARs in or even during each fraction to fully exploit the potential of MRgRT. To re-
construct the delivered dose, the system-related linac log-files and time-resolved synthetic
CTs that accurately represent the patient’s anatomy during the beam delivery are needed
(section 3.3.2) [20, 30, 45, 50, 145]. The next chapter presents a follow-up study to the work
in this chapter, where such time-resolved synthetic CTs were created based on estimated
4D-MRI output by the propagation method.



97

Chapter 6

Time-resolved estimated synthetic CTs
based on orthogonal cine MRI

In this chapter, a follow-up study to the validation experiments of the propagation method
described in the previous chapter is presented. A method to create continuous time-resolved
estimated synthetic CTs (tresCTs) based on a static 3D-CT and orthogonal cine MRI is pro-
posed and tested with the porcine lung phantom (section 5.2.1). The study was conducted
by the author in the scope of this dissertation and a manuscript on the key results is cur-
rently under preparation.

Section 6.1 motivates the use of time-resolved synthetic CTs for MRgRT, including a
literature review. The methodology of the experiments, tresCT generation, geometric and
dosimetric analyses are described in section 6.2. The results of these analyses are presented
in section 6.3 and discussed in section 6.4. Finally, the conclusions are summarized in sec-
tion 6.5.

6.1 Motivation for time-resolved synthetic CTs

In MR-guided ART (sections 2.6.5 and 3.1.6) at the MR-Linac (section 3.1), the treatment plan
is adapted once prior to treatment based on the daily patient anatomy to account for inter-
fractional changes (section 2.6.1). In addition, planar sagittal cine MR images are acquired
to monitor the target motion during irradiation at the ViewRay MRIdian MR-Linac (sec-
tion 3.1.4). Today, these 2D images are solely used to gate the beam delivery (sections 2.6.6
and 3.1.7). In the future, real-time volumetric cine MRI could serve as input data for the cre-
ation of time-resolved synthetic CTs (section 3.3.2) for improved MRgRT (section 3.1.1) [187].
These synthetic 4D-CTs, in combination with linac log-files, would enable the reconstruction
of the dose that was actually delivered to the patient, explicitly accounting for the intrafrac-
tional changes and potential interplay effects with the treatment delivery [50]. After each
fraction, the treatment plan could be updated for the remaining fractions while considering
the dose that was already delivered to the target and OARs. Ultimately, with fast synthetic
4D-CT generation methods, dose calculation and optimization algorithms, the partially de-
livered dose could be reconstructed and accumulated in real-time during the treatment
fraction itself, and the treatment plan could be continuously adapted based on this infor-
mation [13, 49]. Further applications of such synthetic 4D-CTs include gating window op-
timization [230], 4D and robust treatment plan optimization [231], and the investigation of
interplay effects [232]. Furthermore, the dose reconstructed over the whole treatment course
could serve as input for clinical dose-response modeling in the post-treatment phase [30].

Several research groups have developed synthetic 4D-CT methods for the thoracic or
abdominal region based on 3D-CT and 4D-MRI data. Boye et al. [233] created synthetic 4D-
CTs for proton therapy of liver tumors by mapping the motion with the DVFs obtained from
DIR (section 2.4.3) of a retrospectively sorted 4D-MRI (section 2.4.3) to a static 3D-CT image.
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They tested their method with patient and volunteer data. Marx et al. [234] took a similar
approach but used the real-time 4D-MRI (section 3.2.2) sequence TWIST (section 4.2.1) and
tested their method with lung cancer patient data instead. This work was extended by Yang
et al. [235], who mapped the motion using a hybrid DIR and biomechanical lung model. In-
stead of using a respiratory-correlated or real-time 4D-MRI sequence (section 3.2), Müller et
al. [181] developed a motion model (section 3.3.1), based on orthogonal cine MRI for the use
in MRgRT. The model was built and driven by different surrogate signals, such as the di-
aphragm and chest position, extracted from the orthogonal cine MRI slices. In this publica-
tion, digital phantom data simulating the motion of the lung was used for testing. Freedman
et al. [236] also created synthetic 4D-CTs for MRgRT based on a respiratory-correlated 4D-
MRI and Dixon MRI. Instead of mapping the motion with a DIR, they applied a three-step
method to derive the synthetic 4D-CTs with bulk density assignment, atlas-based segmen-
tation, and lung density correction algorithms. Similar to Boye et al., Meschini et al. [227]
mapped the motion extracted from a respiratory-correlated 4D-MRI with DIR to a static 3D-
CT to obtain synthetic 4D-CTs (called “virtual 4D-CTs” in their publication) for the treatment
of pancreatic and liver tumors with carbon ion radiotherapy.

Neither of these methods can be directly applied during beam delivery at the ViewRay
MRIdian MR-Linac. For an accurate dose reconstruction, intrafractional changes must be
taken into account by extracting the motion information from continuous time-resolved
4D-MRI instead of respiratory-correlated 4D-MRI (Boye et al. [233], Freedman et al. [236],
Meschini et al. [227]). This can be achieved by using real-time 4D-MRI sequences instead
(Marx et al. [234], Yang et al. [235]). However, these imaging sequences are not available
at the low-field MR-Linac by ViewRay (section 5.1). Alternatively, motion models could be
used (Müller et al. [181]) to output continuous time-resolved synthetic CTs at the MR-Linac.
These motion models, however, typically rely on additional imaging before treatment for
training (section 3.3.1). This would prolong the time that the patient has to lie in the treat-
ment position and decrease the number of patients treated at the MR-Linac per day.

The geometric analyses in Chapter 5 demonstrated that the propagation method (sec-
tion 5.2.7) could generate accurate continuous estimated 4D-MRI based on orthogonal cine
MRI acquired at the MRIdian MR-Linac [178]. This method does not require model train-
ing in the pre-treatment phase and can potentially be implemented in the clinic with only
a few changes compared to today’s workflow (section 5.4). The purpose of this study was
to develop and test a method to create continuous tresCTs for use during beam delivery at
the MRIdian MR-Linac. These images were created by transforming a static synthetic 3D-
CT scan with the DVF from the estimated 4D-MRI output by the propagation method. The
geometric and dosimetric accuracy of these synthetic CTs was tested with the porcine lung
phantom used for the experimental validation measurements in Chapter 5.

6.2 Material and Methods

6.2.1 Experimental setup

The same porcine lung phantom as described in section 5.2.1 was used for the experiments
in this study. Compared to the validation measurements described in Chapter 5, additional
3D-CT and 4D-CT data had to be acquired, thus requiring new experiments at a CT scanner
and MR-Linac in close proximity to each other. The measurements described below were
repeated three times with different motion patterns for two lungs to create three datasets in
total (one dataset for lung 1 and two datasets for lung 2). The ex vivo porcine lungs were
prepared and mounted in the phantom in the same way as described in Chapter 5. Four
(lung 1; dataset 1) or three (lung 2; datasets 2 and 3) artificial gelatin nodules with a con-
centration of 0.3 g/ml with sizes of 10–17 cc were injected into the lung tissue at various
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FIGURE 6.1: Phantom setup at CT scanner and MR-Linac. Photographs of the porcine lung phan-
tom setup at the CT scanner (left) and the MR-Linac (right) are depicted. The photograph at the
MR-Linac was taken before positioning the upper torso receiver coil (not shown) and moving the

phantom to the imaging isocenter.

locations following the procedure described in section 5.2.1. These nodules served as surro-
gate target lesions. Periodic motion patterns with a breathing frequency of 12 cycles/min,
varying motion amplitudes, and different baseline pressures were set at the control system
for the three datasets.

The porcine lung phantom was first scanned at a CT scanner, then transported to, and
scanned at an MR-Linac (datasets 1 and 2). For dataset 3, the phantom was first scanned at
the MR-Linac before CT imaging to minimize transport. The breathing motion was manu-
ally paused at the inhale position before transport between the two scanners, and the lung
position was marked on the upper phantom shell. The experimental setup was connected
to an uninterruptible power supply during transport to constantly evacuate the phantom
cavity with the vacuum pumps to ensure a stable lung inflation state. The lung position was
checked with the marker positions after transport to identify potential deviations between
the lung inflation states at the two scanners.

6.2.2 CT data acquisition

The phantom was positioned on the patient couch of a Toshiba Aquilion LB (Canon Med-
ical Systems, Japan) CT scanner (Figure 6.1), used in clinical routine for the acquisition
of planning CT images (section 2.5.1) for radiotherapy treatment planning. The phantom
motion was paused at the mid-exhale position, and a 3D-CT was acquired (in-plane res-
olution: 1.074 × 1.074 mm2; slice thickness: 3 mm; pixels: 512 × 512; X-ray tube voltage:
120 kV). Next, the phantom breathing motion was initiated, and projection data for 4D-CT
reconstruction (section 2.6.2) were acquired during couch translation with constant speed
in craniocaudal direction. Simultaneous to the image acquisition, a surrogate signal corre-
lated to the breathing phase was recorded with a load cell. The load cell is a component
of an abdominal pressure belt respiratory gating system (Anzai Medical Co., Ltd., Tokyo,
Japan) and was connected to the pressure hose ventilating the diaphragm with a dedicated
adapter. The projections were retrospectively assigned to ten breathing phase bins using
the vendor’s phase-based sorting algorithm to reconstruct a respiratory-correlated 4D-CT
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FIGURE 6.2: Workflow of tresCT creation and comparison. In step 1, the 3D-CT and 3D-MRI in the
mid-exhale position are rigidly and deformably registered to create a synthetic 3D-CT in the mid-
exhale phase. In step 2, the 3D-MRI and orthogonal cine MRI serve as input data to the propagation
method, and the resulting estimated DVFs are applied to the synthetic CT to create a tresCT. In step 3,
this tresCT is compared to the measured ground truth 4D-CT in geometric and dosimetric analyses.

Measured data is shown in green, reconstructed data in blue fields.

dataset (in-plane resolution: 1.074× 1.074 mm2; slice thickness: 3 mm; pixels: 512× 512; X-
ray tube voltage: 120 kV) with ten breathing phases (0%–90% with a 10% step size). This 4D-
CT served as the ground truth dataset in the geometric and dosimetric analyses described
below.

6.2.3 MR-Linac data acquisition

The MRI data were acquired at a ViewRay MRIdian MR-Linac (section 3.1.4) in clinical op-
eration for MRgRT patient treatments at the Department of Radiation Oncology of the Uni-
versity Hospital of LMU Munich. The scanner was operated in QA mode to allow for or-
thogonal cine MRI acquisition and modification of the sequence parameters. The phantom
was positioned on the patient couch (Figure 6.1) with the torso receiver coils and moved to
the imaging isocenter in the same way as described in section 5.2.2.

Similar to section 5.2.3, the MRI data needed as input for the propagation method were
collected: First, a 3D-MRI in mid-exhale breath-hold was acquired with a bSSFP sequence
(TrueFISP; sagittal slices; 3 mm slice thickness; 1.5× 1.5 mm2 in-plane resolution; TR/TE:
3.0/1.27 ms; 604 Hz/pixel bandwidth; 60◦ flip angle; 360 × 310 acquisition matrix; sec-
tion 3.1.5). This scan was followed by one orthogonal cine MRI series per injected nodule,
where the intersection line was positioned at the approximate nodule position. During these
scans, the phantom was breathing with the same motion pattern as during 4D-CT acquisi-
tion. The same sequence parameters as listed in section 5.2.3 were used. Equivalent to the
study described in Chapter 5, 600 frames were acquired (300 in sagittal and 300 in coronal
orientation) over a time period of 82 s with a frame rate of 7.3 Hz for each nodule.

6.2.4 Creation of continuous time-resolved estimated synthetic CTs

For each of the ten gelatin nodules of the three datasets, a tresCT was created with the
workflow sketched in Figure 6.2. The 3D-CT was rigidly registered to the 3D-MRI with
the commercial treatment planning system RayStation (RaySearch Laboratories, Stockholm,
Sweden; research version 8.99) with MI as similarity metric (section 2.4.6). The final registra-
tion results were visually inspected in overlay plots by assessing the alignment of the inner
and outer phantom walls and ten multimodality markers (MR PinPoint, Par Scientific A/S,
Odense, Denmark) attached to the outer surface of the upper phantom shell. The optimal
translation and rotation parameters output by the registration were applied to the 3D-CT
and all 4D-CT datasets to enable a direct comparison of the CT and MRI data in the same
frame of reference. All gelatin nodules within the lung tissue were delineated on the 3D-CT
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image and transferred to all phases of the 4D-CT by regularized B-spline DIRs with MI as
similarity metric using Plastimatch [200]. The ground truth nodule centroid positions in all
phases of the 4D-CT were extracted with the algorithm described in section 5.2.8.

The mid-exhale 3D-CT was deformably registered to the mid-exhale 3D-MRI with a B-
spline DIR with MI as similarity metric using Plastimatch (step 1 in Figure 6.2) to create a
synthetic 3D-CT in the mid-exhale phase. The nodule contours were transferred from the
3D-CT to the synthetic 3D-CT by applying the DVFs of this DIR to the individual structures.
The mid-exhale 3D-MRI was defined as the reference image and was input to the propaga-
tion method together with the orthogonal cine MRI (step 2 in Figure 6.2). The same DIR,
extrapolation, IS weighting, and estimated DVF transformation algorithms as described in
section 5.2.7 were applied to create an estimated 4D-MRI with 285 frames at 3.65 Hz. The
DVFs output by the propagation method were subsequently applied to the synthetic 3D-CT
to create the continuous tresCT and to the respective nodules structures (on the synthetic
3D-CT) to obtain the estimated nodule positions at each time point. The surrogate signal-
based breathing phase binning method described in section 5.2.5 was applied to the tresCT
and ground truth 4D-CT to assign each estimated synthetic 3D-CT and ground truth 3D-CT
to one of ten breathing phases. The images in corresponding breathing phases of the tresCT
and ground truth 4D-CT were compared in the geometric and dosimetric analyses described
in the next sections.

6.2.5 Geometrical analysis

The motion amplitudes of the nodule centroids in the ground truth 4D-CT dataset were
measured from the inhale to the exhale phase. The ground truth and estimated nodule po-
sitions in the tresCTs in each breathing phase were compared analogously to the nodule
centroid position analysis described in section 5.2.8. Each of the tracked and estimated nod-
ules was assigned to one of three categories based on the normal distance of its centroid to
the orthogonal slice set. Nodules intersected by both, one or neither of the orthogonal slices
were assigned to category 1, 2 or 3, respectively (see section 5.2.8 for category definition).

6.2.6 Dosimetric evaluation

The treatment planning system RayStation was chosen for the dosimetric evaluation in-
stead of the system provided by ViewRay since the RayStation allowed the scripting of
several treatment planning and evaluation steps. One treatment plan was created for each
of the ten surrogate target lesions in the three datasets. For each plan generation, the
mid-exhale phase of the ground truth 4D-CT was used as the planning image, and the
nodule structure intersected by the respective orthogonal slices was defined as the GTV.
The PTV was created by expanding the GTV with an isotropic margin of 5 mm, similar
to clinical practice for stereotactic MR-guided adaptive radiotherapy of lung tumors with
the ViewRay MRIdian MR-Linac reported in the literature [211] and at our institution. A
step-and-shoot IMRT (section 2.5.4) plan with a dose of 8× 7.5 Gy, prescribed to the PTV
(section 2.5.3), was optimized to mimic gated stereotactic treatment plans at the MRIdian
MR-Linac (section 3.1.4) [211]. A TrueBeam (Varian Medical Systems, Palo Alto, CA, USA)
FFF beam model (RSL_TrueBeam_FFF) with 6 MV photon beams was used. Ten beams
with an angular spacing of 24◦ were set up, where angles for which the beam would en-
ter from the non-tumor-bearing lung side were omitted to spare dose to healthy lung tis-
sue. The plans were optimized to achieve a 95% prescription dose coverage of the PTV
(V100% ≥ 95% Dprescribed) [211], without setting OAR constraints. The dose calculation was
performed on an isotropic grid with a voxel size of 3× 3× 3 mm3 with a collapsed cone al-
gorithm (section 2.5.5). Exemplary dose distributions and DVHs are depicted in Figure 6.3.
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FIGURE 6.3: Exemplary step-and-shoot IMRT plan. The figure shows axial (top left), sagittal (bot-
tom left), and coronal (bottom right) views of the dose distributions of an exemplary treatment plan
overlayed on the planning CT image. The DVHs of the GTV (dataset 2, nodule 1; T1), PTV, and
two further nodules (T2 and T3) are plotted in the upper right graph. A total dose of 60 Gy was

prescribed to the PTV, shown as a red contour in the images.

The optimized plan was recalculated on all ground truth 4D-CT phases and ten syn-
thetic CTs, where one image per breathing phase was randomly sampled from the tresCT.
One plan for each of the ten nodules was created and was recalculated for all ten breath-
ing phases, yielding 100 dose distributions on the ground truth and the synthetic CTs. The
corresponding dose distributions on the ground truth and synthetic CTs were compared in
dose difference and DVH (section 2.5.5) analyses. In the global dose difference analysis, the
dose distributions on the two images were compared for all voxels with a dose above 10%
of the prescribed dose. The pass rates at acceptance levels of 2% and 1% were calculated,
defined as the fraction of voxels with an absolute dose difference relative to the prescribed
dose below the respective acceptance levels. For the DVH analysis, the PTV and GTV struc-
tures defined on the planning CT image were copied to all other ground truth 4D-CT and
tresCT datasets. The relative deviations (RD) of the D98%, D50%, and D2% parameters for
the tresCTs were computed relative to the corresponding ground truth (GT) parameters for
these PTVs and GTVs:

RD =
DtresCT

x − DGT
x

DGT
x

, with x ∈ [98%, 50%, 2%]. (6.1)

6.3 Results

6.3.1 Geometrical analysis

With the breathing frequency of 12 cycles/min, and the acquisition time of 82 s, approx-
imately 16 breathing cycles were recorded during orthogonal cine MRI acquisition. The
motion amplitudes of the nodules, measured from the inhale to exhale phase in the ground
truth 4D-CT, were in the range 3–16 mm, with a median value of 7.5 mm. The largest me-
dian motion amplitudes were observed for the nodules in dataset 2 (13.0 mm), followed by
dataset 1 (7.5 mm), and dataset 3 (7.0 mm).
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FIGURE 6.4: Comparison of ground truth 4D-CT and tresCT. The figure shows exemplary coronal
views of the images (top row) and dose distributions (bottom row) of the ground truth dataset in the
left column, the tresCT in the center column, and their differences in the right column. The images
are shown in the mid-exhale phase, corresponding to the phase of the planning image and reference
image for the propagation method. Doses below 10% of the prescribed dose and dose differences
below an absolute value of 0.5% were masked for the sake of clearer visualization. The PTV is shown

as a red contour.
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FIGURE 6.5: Dose difference analysis results. The pass rates of the dose difference analysis with
acceptance levels (AL) of 2% (left) and 1% (right) are plotted as a function of the estimated breathing

phase. The minimal (min), maximal (max), and median values of all ten datasets are shown.
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Averaged over all time points and all ten datasets, the median (95th percentile) nodule
estimation error for nodules of categories 1, 2, and 3 were 1.9 mm (4.6 mm), 2.3 mm (5.1 mm),
and 2.7 mm (5.7 mm), respectively. The median (95th percentile) nodule estimation errors
for the nodules intersected by both orthogonal slices (category 1) were 1.7 mm (3.3 mm) for
dataset 1, 3.4 mm (5.3 mm) for dataset 2, and 1.6 mm (2.6 mm) for dataset 3, respectively.

6.3.2 Dose difference analysis

Exemplary coronal views of the images and dose distributions on the ground truth 4D-CT
and the tresCT in mid-exhale phase are depicted in Figure 6.4. Overall, a high agreement
between the two CT images and two dose distributions was observed. In the lower right
dose difference plot in Figure 6.4, a slight dose underestimation of a few percent in the
vicinity of the PTV boundary can be seen.

Figure 6.5 summarizes the results of the dose difference analysis. The highest median
pass rates were obtained for the mid-exhale phase, which was the reference phase in the
propagation method, followed by the mid-inhale, inhale, and exhale phase. The median
pass rates with acceptance levels of 2% and 1%, averaged over all 100 dose distribution
comparisons (ten datasets with ten breathing phases each), were 97.4% and 92.4%, respec-
tively. The highest median pass rate at a 1% acceptance level was measured for dataset 1
(94.7%), followed by dataset 3 (92.1%) and dataset 2 (89.8%).

6.3.3 DVH analysis

Exemplary DVHs for the PTV and GTV are depicted in Figure 6.6 for the inhale, mid-exhale,
and exhale phases. While the dose was slightly overestimated in the inhale phase, a small
underestimation in exhale phase was observed. The relative deviations of the D98%, D50%,
and D2% parameters for the 100 DVH parameter comparisons for the PTV and GTV are
summarized in Figure 6.7. Overall a high agreement of these parameters was found, with
median relative deviations of –2.0% and –1.4% for the D98% and below ±1% for the D50%,
and D2%, both for the PTV and GTV, respectively.
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FIGURE 6.6: Exemplary DVH curves for different breathing phases. The DVH curves of the GTV
and PTV are plotted for an exemplary ground truth (GT) and tresCT dataset (dataset 1 with nodule 4
as GTV) for the inhale (left), mid-exhale (center), and exhale (right) phase. The dose to the GTV and
PTV in the tresCT was slightly overestimated in the inhale phase and slightly underestimated in the

mid-exhale and exhale phases.
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PTV and GTV.

6.4 Discussion

The geometric and dosimetric accuracy of tresCTs generated with the propagation method
was assessed in porcine lung phantom measurements at a clinical low-field MR-Linac. The
median nodule centroid estimation errors for the three categories were smaller than the
voxel dimensions of the orthogonal cine MRI images (3.5 × 3.5 × 5 mm3). A high agree-
ment of the dose distributions calculated on the ground truth 4D-CT and randomly sam-
pled tresCT images was found, with a median dose difference pass rate of 97.4% at a 2%
acceptance level. Furthermore, the respective median DVH parameters for the PTV and
GTV deviated by only up to ±2%. These results suggest that the tresCT generation method
could be a valuable tool for retrospective dose reconstruction or real-time dose adaptation
based on imaging data acquired during beam delivery.

From an experimental perspective, the validation measurements of the tresCTs were
more challenging than the propagation method validation measurements described in Chap-
ter 5. In Chapter 5, the ground truth images and the input data for the propagation method
were acquired at the same scanner. For the accuracy assessment in this chapter, the phan-
tom had to be transported from the CT scanner to the MR-Linac (or vice versa) between the
acquisition of the ground truth 4D-CT and the input data for the tresCT generation. The
uninterruptible power supply and markers were used to stabilize the lung inflation state
during transport and to check for potential positional deviations afterwards. Due to the
additional transport, a direct comparison between the nodule centroid estimation errors de-
termined in the study in Chapter 5 and in this chapter is not straightforward, also since the
estimation error depends – among other factors – on the nodule motion amplitudes (sec-
tion 5.3.6). Nevertheless, overall larger errors were measured for all three nodule categories
(section 5.3.6 and section 6.3.1) in the study in this chapter, although the median 3D nodule
motion amplitudes were smaller (7.5 mm vs. 8.9 mm). This observation appears plausible
considering the additional uncertainties introduced by the phantom transport. The geomet-
ric errors caused by potential slightly different motion patterns at the two scanners could
directly impact and bias the dosimetric analyses. However, the median nodule centroid
estimation errors of all categories (1.9–2.7 mm) were smaller than the dose calculation grid
(3 mm isotropic).

The dose differences depended on the breathing phase, with the highest pass rates for
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phases close to the reference image phase of the propagation method. This is in agreement
with the results reported in section 5.3.5 and Figure 5.8a, where the DVF error was corre-
lated to the estimated breathing phase. The lowest dose difference pass rates were mea-
sured for dataset 2. For this dataset, the largest motion amplitudes and category 1 nodule
centroid estimation errors were observed. These nodules are less affected by extrapolation
errors introduced by the propagation method (section 5.4), but subject to DIR uncertainties
and actual deviations between the motion trajectories at the two scanners. With the cho-
sen experimental study design, it is not feasible to determine the impact of these individual
uncertainties on the resulting dose differences.

In the DVH analyses, slight breathing phase-dependent over- or underestimations of the
dose to the GTV and PTV were identified (Figure 6.6). In Figure 6.4, the dose deviations were
found to be largest in the vicinity of the PTV boundary. Upon closer inspection of the CT im-
ages, it was concluded that these deviations originated from lung density variations during
the breathing cycle. These caused a variation of the CT numbers in the ground truth 4D-CT,
but not in the tresCT since this was not accounted for in the DIRs in the tresCT generation
method. The differences in CT numbers affected the electron densities assumed during dose
calculation, thus impacting the resulting dose distributions and causing the observed devia-
tions of a few percent. This effect likely also affected the dose difference analysis (Figure 6.5)
and partly contributed to the breathing phase-dependent pass rates discussed above. These
deviations could potentially be minimized by adopting the CT number correction method
proposed by Yang et al. [237]. The authors of this technical note applied voxel-wise cor-
rection factors proportional to the Jacobian determinant of the DVF output by a DIR to the
CT images of thoracic cancer patients. The Jacobian determinant measures the local vol-
ume changes (compression or expansion) of the voxels in a DIR. Therefore, it can be used to
correct the CT numbers for the varying lung tissue densities during the breathing cycle.

The study presented in this chapter was subject to similar limitations as discussed in
section 5.4 since the same porcine lung phantom and methodology for the estimated 4D-
MRI generation with the propagation method were chosen. This includes through-plane
distortions of the orthogonal slices, the coarse image resolution of the cine MRI sequence,
and the lack of a beating heart and moving chest in the lung phantom. The proposed method
requires a synthetic 3D-CT image created with a DIR of a measured 3D-CT to a 3D-MRI.
This workflow step introduces additional DIR uncertainties. To minimize these, the 3D-
CT and 3D-MRI need to be acquired in a similar breathing phase. This is already done in
clinical practice at the ViewRay MRIdian MR-Linac today as part of the routine synthetic
3D-CT generation (section 3.1.6). The tresCT generation could be smoothly integrated into
today’s clinical treatment workflow by using this synthetic 3D-CT as input data for the
proposed method. This could be achieved by replacing the planar cine MRI acquired during
beam delivery with orthogonal cine MRI, as discussed in section 5.4. For a potential real-
time application of the tresCT generation method, the propagation method would have
to be sped up, e.g., by implementing the suggestions discussed in section 5.4 (warm start
optimization and GPU implementation of the DIRs).

It would be desirable to verify the computational results of this study with dosimetric
validation measurements. Mann et al. [221] demonstrated that the 3D dose distribution
within such a porcine lung phantom could be dosimetrically measured with polymer gel.
However, this is experimentally challenging, and the accuracy of the polymeric gel mea-
surements is currently limited to 2% [238]. Alternatively, computational [47] or simpler
motion phantoms [170] could be used for validation measurements, but these phantoms
suffer from the limitations described in section 5.1, representing idealized simulations or
oversimplifications of the human anatomy. The method should ideally be additionally val-
idated with patient data. However, the validity of such measurements would be limited
due to the lack of a ground truth caused by the poor breathing pattern reproducibility of
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a patient (section 5.4). Furthermore, this approach would be impractical since the required
additional 4D-CT scan would lead to a considerable additional dose deposition to healthy
tissue (section 2.6.2).

The porcine lung phantom offers an intermediate step between simple phantom experi-
ments and real patient data acquisition by enabling ground truth measurements under con-
ditions similar to the clinical environment. By stabilizing the lung position with an uninter-
ruptible power supply during transport, reproducible lung tumor motion at the CT scanner
and MR-Linac could be achieved.

6.5 Conclusions

In this chapter, a method to create tresCTs at a low-field MR-Linac was proposed and tested
in porcine lung phantom experiments. Advantages of this approach include that the method
outputs continuous time-resolved volumetric CT data with high geometric accuracy with-
out the need for motion model training. The simplicity of the required imaging sequences
could potentially enable a low-threshold clinical implementation. The observed high dosi-
metric accuracy suggests that tresCTs could be used to reconstruct the delivered dose after
patient irradiation or to perform real-time plan adaptation based on real-time orthogonal
cine MRI and a pre-treatment synthetic 3D-CT at low-field MR-Linacs in the future.
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Chapter 7

Summary and Outlook

The introduction of MRI in the radiotherapeutic treatment workflow can improve the mo-
tion assessment and characterization of lung tumors with respect to today’s standard-of-
care CBCT-based IGRT. In particular, MR-Linacs offer imaging with enhanced soft tissue
contrast, daily treatment adaptation to account for interfractional changes, and gating of the
beam delivery based on the motion information gained with real-time cine MRI. These fea-
tures allow the accurate and precise delivery of highly conformal dose distributions in SBRT
treatments of lung tumors. Despite these advantages that allow for a substantial reduction
of the applied treatment margins, the full potential of MRgRT is not yet fully exploited in
clinical practice. Future techniques currently under investigation and development, such as
real-time 4D-MRI, could lead to even higher confidence in target localization. In turn, even
further reductions of the PTV margin, escalation of the dose to the tumor, or further dose
sparing to normal tissues and OARs could become feasible.

This thesis was focused on intrafractional motion characterization and estimation of
lung tumors with real-time and estimated 4D-MRI. A special focus lay on the ViewRay
MRIdian as one of the two clinically employed MR-Linac systems available today. Three
experimental and computational research studies were conducted in the scope of this the-
sis, investigating applications of time-resolved 4D-MRI in the stage of treatment planning,
during beam delivery, and after irradiation for post treatment analyses.

In the proof-of-concept study in Chapter 4, a probabilistic ITV definition method based
on real-time 4D-MRI was proposed to prospectively account for motion-related uncertain-
ties in the treatment planning phase. The geometric analysis of imaging data from three
lung cancer patients demonstrated that the ITVs derived from the GTV POP maps could
achieve higher sensitivity values (surrogate metric for target coverage) with higher robust-
ness against interfractional changes than conventional 4D-CT-based target volume defini-
tion concepts. This was attributed to the higher representativity of the captured motion as a
result of the extended 4D-MRI acquisition time.

The finding that 4D-MRI could be used for improved ITV definitions was confirmed in
an independent study with a similar methodology by Krieger et al. [239], published shortly
after the publication of the study described in this thesis [116]. Furthermore, Wikström et
al. [240] adopted the POP generation method proposed by the author of this thesis to eval-
uate the effects of irregular breathing on the ITV definition for lung cancer radiotherapy
using cine CT data. Wikström et al. concluded that irregular breathing during 4D-CT ac-
quisition could lead to suboptimal ITVs, which is in agreement with the results presented
in this thesis. Consequently, the real-time 4D-MRI-based ITV definition could be a valuable
technique for more accurate and precise ITV definitions for lung cancer patients treated at
conventional linacs. This is of particular interest for clinics without an MR-Linac (e.g., in
Germany, currently only three machines are in clinical use) but with access to a diagnostic
MRI scanner.
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The number of patients included in the proof-of-concept study in Chapter 4 was limited.
However, the number of follow-up imaging sessions was high compared to other cine MRI
motion assessment studies published in the literature [195]. A further limitation of the study
was the coarse spatiotemporal resolution of the employed TWIST sequence.

Recent developments in the field of real-time 4D-MRI suggest that sequences with higher
spatiotemporal resolution could become available in the near future [41]. A clinical intro-
duction of these sequences would facilitate data collection to validate the proposed method
with a larger patient cohort. As a further future research project, the method could be
adapted to other treatment sites strongly affected by motion, such as the liver or pancreas.

While the first study focused on the use of real-time 4D-MRI in treatment planning for ra-
diotherapy at conventional linacs, the topic of the second study was to create estimated
4D-MRI for motion monitoring at MR-Linacs. These estimated 4D-MRI could enable tar-
get and OAR tracking in 3D during beam delivery which could decrease localization errors
compared to the 2D tracking based on planar cine MRI employed in clinical practice today.
In this context, Chapter 5 presented the first experimental validation study of the propaga-
tion method by Paganelli et al. [46] at the scanner unit of a ViewRay MRIdian MR-Linac.
The geometric accuracy of the continuous time-resolved estimated 4D-MRI at a frame rate
of 3.65 Hz was assessed with the aid of a porcine lung phantom that allows the acquisition of
realistic ground truth data for validation purposes. The porcine lung phantom exhibited a
high breathing motion reproducibility and was found to be well suited for the intended val-
idation measurements. The median DVF estimation error averaged over all eight datasets
was 2.3 mm and the median centroid estimation errors for all 32 tracked nodules were be-
tween 1.5 mm and 2.1 mm for the three nodule categories. These errors are well below the
in-plane resolution of the orthogonal cine MRI slices (3.5× 3.5 mm2) used as input data for
the propagation method. The estimation error depended on the breathing phase, the motion
amplitudes, and the distance to the orthogonal slice set.

To the best of the author’s knowledge, the article published on this study [178] was the
first report on orthogonal cine MRI acquired at the MR scanner unit of the ViewRay MRId-
ian system. The study conducted in the scope of this thesis confirmed the computational
results of the proof-of-concept study and the in silico comparison by Paganelli et al. [46,
47] showing that the propagation method can achieve low estimation errors not only at the
tumor position but also at distant locations within the thorax.

Some limitations of the adapted propagation method were identified, including the
through-plane geometric distortion of the orthogonal slices, the sensitivity to large out-of-
plane motion, the limited spatial resolution of the employed cine MRI sequence, and the lack
of chest or heart movements of the phantom. Nevertheless, despite the uncertainties related
to the data acquisition and motion estimation, high geometric accuracy was achieved.

The simplicity of the propagation method and the similarity of the required MRI proto-
cols with today’s standard MRgRT sequences could allow a smooth clinical integration in
the future. As a first future step, the proposed method could be adapted to the newly avail-
able 8 Hz sequence with a higher in-plane resolution provided by the vendor [162]. Further-
more, the data processing pipeline could be revised for speed-up of the motion estimation,
e.g., by accelerating the DIRs of the propagation method. Motivated by the promising re-
sults of this phantom study, a clinical study for the evaluation of the geometric accuracy
of the propagation method with a cohort of lung cancer patients was recently started in the
scope of an ethics-approved clinical trial (TOSCA, project number 21-0019) at the University
Hospital, LMU Munich. For the accuracy assessment with patient data, a sagittal or coronal
slice is acquired in addition to the orthogonal slice set used as input data for the propagation
method in an interleaved fashion. This additional slice serves as the ground truth motion
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state to be compared with the estimated motion state.

The experimental validation study in Chapter 5 demonstrated that the propagation method
can generate geometrically accurate estimated 4D-MRIs which could enable improved tar-
get and OAR tracking in 3D during beam delivery. However, for a reconstruction of the
delivered dose based on imaging data acquired during irradiation, time-resolved synthetic
CTs are required. For this purpose, a follow-up project to the geometric accuracy assessment
study in Chapter 5 was presented in Chapter 6. Continuous tresCTs with native CT reso-
lution at 3.65 Hz were created using imaging data acquired at a CT scanner and a MRIdian
MR-Linac. Orthogonal cine MRI and reference 3D-CT and 3D-MRI images served as input
data to the extended propagation method, and the porcine lung phantom was again em-
ployed for experimental validation of the method. A high agreement of tresCTs and ground
truth 4D-CTs in terms of geometric and dosimetric accuracy was achieved, with a median
dose difference pass rate of 97.4% at a 2% acceptance level and median relative DVH pa-
rameter deviations below ±2% for the PTV and GTV. Thus, the proposed method could be
a valuable tool for dose reconstruction after or even during each treatment fraction to guide
inter- and intrafractional treatment plan adaptations and for documentation purposes at the
low-field MR-Linac by ViewRay in the future.

Compared to other synthetic 4D-CT generation methods published in the literature, the
proposed method has the advantage of providing continuous time-resolved volumetric CT
data instead of reconstructing only a single breathing cycle [227, 233, 236]. Furthermore, in-
stead of using real-time 4D-MRI sequences that are only available at 1.5 T MRI scanners [234,
235], readily available imaging sequences of the 0.35 T MRIdian MR-Linac were used for the
tresCT generation method. Lastly, in contrast to motion models such as the one proposed
by Müller et al. [181], no model training is needed before application of the method.

The chosen experimental study design required transport of the phantom between the
CT scanner and the MR-Linac. Despite the measures taken to stabilize the lung inflation
state, this transport introduced geometric uncertainties in the method evaluation process.
Furthermore, compared to the original propagation method, the tresCT generation method
requires an additional DIR of a 3D-CT to a 3D-MRI to create the synthetic 3D-CT that is
deformed by the DVFs output by the propagation method. This DIR introduces further
geometric uncertainties that need to be considered.

One of the next potential steps to further develop the proposed method is to combine
the tresCT image data with MR-Linac treatment log files to reconstruct the dose actually
delivered to the patient [50]. Further studies should also validate the computational results
determined in this study with dosimetric measurements, e.g., by using polymer gel [221,
241]. A necessity for potential future real-time application of the tresCT generation method
for real-time 4D dose reconstruction and intrafractional treatment plan adaptation [242] is
the speed-up of the propagation method discussed above.

MR-guided radiotherapy of moving lung tumors is an active field of research. Numerous
interesting and promising techniques are under investigation that could be implemented in
the clinic in the following years [13, 31, 39–41].

From a clinical perspective, a trend towards increasingly hypofractionated SBRT deliv-
eries at MR-Linacs down to a single fraction can be observed [19]. The delivery of a high
ablative dose in only a few fractions relies on carefully managing intrafractional changes.
The random uncertainties caused by respiratory motion do not average out over several
fractions like in conventionally fractionated radiotherapy [110]. Therefore, a future aim
should be to systematically reconstruct the dose delivered to the target and OARs in these
hypofractionated treatments. The reconstruction will rely on time-resolved synthetic CTs –
such as the tresCTs presented in Chapter 6 – generated from real-time imaging data acquired
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during beam delivery and linac log files [50]. The reconstructed dose could then serve as
input for improved dose-response assessments in clinical SBRT studies. First clinical stud-
ies suggest that high doses can be safely and accurately delivered with the MR-Linac [35],
which needs to be confirmed in future clinical studies with larger patient cohorts and longer
follow-up times. Furthermore, MR-Linacs already allow the treatment of central and ultra-
central lung tumors [33, 34, 212] and could allow dose-escalated SBRT treatments of stage
III NSCLC tumors in the future [18]. A goal of paramount importance should be to system-
atically build clinical evidence – ideally with randomized controlled clinical trials – that the
theoretical potential of MRgRT can translate into actual clinical benefits compared to CBCT-
based IGRT [15]. This will answer the question of whether the higher complexity and costs
associated with MRgRT are justified [30].

In the context of MR imaging, developing cine MRI sequences with higher frame rates
and spatial resolution or different image contrasts could improve the target localization ac-
curacy during gated MRgRT treatments in the short-term perspective [40]. An alternative
interesting approach for target tracking with higher accuracy is to determine the optimal
spatial orientation of the planar 2D cine MRI slices that minimizes the target localization
error in the treatment planning phase [167] or to acquire MRI in beam’s-eye-view [243,
244]. The acquisition of interleaved orthogonal slices allowed the creation of accurate es-
timated 4D-MRIs in this thesis. Several research groups are investigating the acquisition
of several parallel slices or the interleaved or simultaneous acquisition of orthogonal slices
for improved target tracking [31, 194, 214–217]. In the mid-term perspective, respiratory-
correlated 4D-MRI could become available at clinical MR-Linacs. This was already demon-
strated by Han et al. [245] on a 0.35 T MRgRT system who acquired self-gated 4D-MRI us-
ing rotating cartesian k-space acquisition. Such respiratory-correlated 4D-MRI could reduce
delineation uncertainties, allow gating window optimization [31, 40] and provide data for
global motion models that could be trained before and applied during treatment [185]. In
the long-term perspective, real-time 4D-MRI [41] could be clinically introduced at MR-Linac
systems. This could be enabled by improving the parallel imaging capabilities of the clin-
ical MR-Linac systems [31, 45] or by accelerated image acquisition and reconstruction of
subsampled k-space data with deep learning methods [41, 246]. These sequences could be
used for similar applications as for respiratory-correlated 4D-MRI, for target and OAR mon-
itoring in 3D during gated treatments, and as input data for the creation of time-resolved
synthetic CTs.

Deep learning methods have recently gained a high interest in medical physics research
[247] and are expected to play an increasingly important role in research and in the clinic
in the coming years [246]. In the context of motion monitoring at MR-Linacs, besides the
already discussed application for accelerated MRI acquisition and reconstruction [176, 177,
248], deep learning could be applied for automatic image segmentation of lung tumors dur-
ing gated treatments [249–251] and prediction of future target positions [252] to avoid target
miss related to the imaging and linac latency [170].

An alternative active motion management technique to gating that could directly benefit
from such developments is tracking which would have the advantage of reduced treatment
times enabled by a high duty cycle. Tracking has been demonstrated in proof-of-concept
studies with the Elekta Unity [141], the MagnetTx Aurora system [253], and the Australian
MR-Linac [254]. To the best of the author’s knowledge, no study on tracking at the ViewRay
MRIdian has been published thus far. Besides the clinical introduction of tracking tech-
niques for lung tumor treatments, VMAT treatments could soon become available at the
MR-Linac, as demonstrated in the proof-of-concept study by Kontaxis et al. [156] at the
Elekta Unity MR-Linac. Both tracking and VMAT could enable a faster treatment delivery
with potentially increased dose conformality [255].
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In the more distant future, MR-guided proton therapy systems could be clinically im-
plemented [256, 257]. These machines would combine the features provided by MR guid-
ance with the physical advantages of proton therapy, such as the higher dose conformality
and the lower integral dose to normal tissues. The potential of MR-guided proton therapy
was discussed early on [258], in parallel with the invention of MR-Linacs. The first exper-
imental proof-of-concept of proton beam delivery during MRI with a low-field open MRI
scanner and a static proton beam line was achieved by Schellhammer et al. [259]. A random-
ized phase II study of SBRT versus stereotactic body proton therapy (SBPT) for early-stage
NSCLC closed early due to the lack of volumetric imaging in the SBPT group [260]. MR-
guided proton therapy could provide these lacking image guidance capabilities needed for
the safe delivery of ablative doses with proton therapy. Many of the motion monitoring and
4D-MRI techniques that are currently developed for MR-Linac treatments of lung tumors
– including the methods proposed in this thesis – could directly be applied for MR-guided
proton therapy.

In conclusion, a novel ITV definition concept based on real-time 4D-MRI, an experimen-
tal validation of the propagation method at the scanner unit of an MR-Linac, and a new
technique to create tresCTs at the low-field MR-Linac were presented in the scope of this
thesis. These studies represent important steps towards a potential clinical application of
these methods, which could further increase the accuracy and precision of MRgRT of mov-
ing lung tumors in the future.
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