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a b s t r a c t

Direct Torque Control (DTC) presents an optimal solution to control the behaviors of the alternative
motors, compared to other controls, because of several advantages offered by this technique, the speed
overshoots, fluxes, and torque ripples remain the major factors which minimize the DTC robustness.
The regulation speed in DTC is carried out by the classic Proportional Integrator Derivative (PID), which
is known for its higher robustness in linear systems, except that in the case of non-linear systems,
the PID controller gives poor reactions to variations in the system’s parameters. The best solutions
adopted in this situation are often based on optimization algorithms that generate the controller’s
gains in each period where there is an internal or external perturbation, adapting the behaviors of
the PID against the system’s nonlinearity. For that reason, this work is focused on the theoretical
studies and experimental validation on dSPACE Board DS1104 of the new proposed approach based
on PID speed regulation, optimized by the Ant Colony Optimization algorithm (ACO) for DTC, applied
to both sides of the Doubly Fed Induction Motor (DFIM), to overcome the previous drawbacks cited at
the beginning. The new combined ACO-DTC strategy has been studied for optimizing the gains of the
PID controller by using a cost function such as Integral Square Error (ISE). The proposed approach is
implemented on Matlab/Simulink to validate the objectives adopted by this strategy. The simulation
and experimental results extracted from Matlab and ControlDesk have proved the efficiency of the
proposed ACO-DTC with the system’s nonlinearity, which attribute different enhancements in the
global system performance.

© 2021 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Variable speed drives have gained considerable importance in
ndustry and research in the last decade, and require multidis-
iplinary knowledge in the field of electrical engineering, such
s electrical machines, power electronics, computer science, pro-
rammable technologies, and control theory of dynamic systems.
ecent developments in these disciplines have made it possible
o develop very high-performance control systems. Thus, a vari-
ble speed drive consists of an electrical energy source, a power
lectronics converter, a machine, and a control system (Mahfoud
t al., 2021b).
AC machines are used much more in high power applications,

uch as rolling and railway electric traction (El Ouanjli et al.,
019a; Mahfoud et al., 2021a). Among these types of machines,
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the most used is the Doubly Fed Induction Motor (DFIM), which
has a wound rotor, that has been developed to effectively main-
tain the control of the machine and increase the flexibility of
the asynchronous machine (Kumar et al., 2019), up to a rotating
machine at a speed that can reach twice the asynchronous cage
machine (Overspeed) (Mahfoud et al., 2021c; El Ouanjli et al.,
2019b). This new development path helps researchers find new
controls guaranteeing very good robustness despite the variation
in parameters such as resistances and inductances of the stator
and rotor, and the impossibility of the immediate estimation of
the flux and the rotor currents (El Ouanjli et al., 2019b).

In the field of controls, different approaches are used, which
have advantages but are limited by some disadvantages, among
these popular controls which are applied on DFIM are the Field
Oriented Control (FOC) (Blaschke, 1972; Hasse, 1968), its operat-
ing principle is to bring back the behavior of the DFIM similar
to a DC machine, to ensure the decoupling between flux and
torque (El Ouanjli et al., 2019a; Drid et al., 2005), but this tech-
nique requires a sensor positioned in the air gap to directly
measure the flux in the case of Direct Field Oriented Control
icle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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DFOC) (Drid et al., 2005), the sensors are subject to physical and
echanical constraints (temperature, vibration) (Mahfoud et al.,
021a), the Indirect Field Oriented Control (IFOC) eliminates the
eed to use a sensor of the flux, the major disadvantage of this
ethod is the sensibility of the estimation in towards the varia-

ion of the machine parameters (Amezquita-Brooks et al., 2015),
specially the stator and rotor time constants so the regulation
n this control is carried out by six classical PID regulators which
ake the control very sensitive to the parametrical variations.

n Abderazak and Farid (2016) the authors have developed the
liding mode control which is known by the phenomenon of
hattering which causes very frequent oscillations affecting the
peration and performance of the system (Mazen Alhato et al.,
020).
On the other hand, Takahashi, Noguchi, and Depenbrock (Taka-

ashi and Ohmori, 1989) have evolved the Direct Torque Control
DTC), which makes the behavior of the machine similar to that
f the DC machine. The speed regulation of the DTC is controlled
y a single classical Proportional Integrator (PI) controller, which
akes the DTC control less sensitive to the parametric variation
f the machine. This gives the DTC control important robustness
ompared to the previous ones (Takahashi and Noguchi, 1997),
ut it introduces important flux and torque ripples (Mahfoud
t al., 2021a). For this reason, several approaches have been
roposed to limit torque and flux ripples.
In the control of non-linear systems or systems with variable

arameters, classical control laws such as PID controllers may
e insufficient due to their sensitivity to parameter variations,
nd they are not robust, especially in cases where precision and
ther dynamic performances are required (Depenbrock, 1987).
or this reason, robust control laws based on artificial intelligence
re used, which are insensitive to system parameter variations,
nternal and external disturbances, and nonlinearities (Jayachitra
nd Vinodha, 2014).
Detailed studies in the literature are available, which allow

ID controllers to be robust in the nonlinear case by optimizing
he gains at each period to adapt the system with instanta-
eous variation. The application of optimization algorithms has
ecome an optimal solution and essential to increase the ro-
ustness of a multidisciplinary system. The use of Ant Colony
ptimization (ACO) meets the non-linear needs of different sys-
ems. The literature proves that ACO represents an ideal solution
hen compared to other optimization algorithms. In Devasa-
ayam and Veluchamy (2017), the authors used ACO and Particle
warm optimization (PSO) in the identification and rectification
f defects in transport electric lines. The authors discovered that
he ACO algorithm is more efficient and faster for fault detec-
ion and intervention in the injection of reactive power into the
ransport electric lines. In Herlambang et al. (2019), Herlambang,
., Rahmalia, D., and Yulianto used ACO and PSO to optimize
he gains of the PID controller in autonomous underwater ve-
icles. Oshaba et al. (2017) Oshaba, AS, Ali, ES, and Abd Elazim
onducted a comparative study of ACO and Genetic Algorithm
AG) for the optimization of the gains of the speed controller
f an Induction Motor (IM) powered by a photovoltaic system
nd concluded that ACO was more efficient in terms of speed,
recision, and stability. In Ram et al. (2021), Ram, SS, Kumar, C.,
adhumitha, J., and Nandhini designed fuzzy rules and the ACO

o optimize the gains of the PID regulator in order to control
he fermenter system’s concentration. It turns out that ACO gives
etter results compared to the fuzzy logic controller. George et al.
2021) George, MA, Kamat, DV, & Kurian have found that the
CO-optimized Fractional Order Proportional Integrator Derivator
FOPID) controller provides optimal speed tracking performance
ompared to GA and PSO-based fuzzy FOPID controllers in electric

ehicles. Mughees and Mohsin (2020) Mughees, A., & Mohsin,

82
concluded that ACO increased the efficiency and stability of the
system compared to the Ziegler Nicholas (ZN), GA, PSO, and Evo-
lutionary Programming (EP) method for the control of a Magnetic
Levitation SystemIn Das et al. (2015), Madadi and Motlagh (2014)
and Kanojiya and Meshram (2012) designed a PID controller for
an adopted second-order DC motor system and used Grey wolf
optimization (GWO) and PSO algorithms to optimize the PID
controller. Hultmann and do Santos (Ayala and dos Santos Coelho,
2012), developed a multi-objective non-dominated sorting GA for
tuning a PID controller applied to a robotic manipulator. Krohling
and Rey (2001) present a GA-based PID controller for solving
the constrained optimization problem in a servo system. The
authors discovered in Nagaraj and Murugananth (2010) that ACO-
based optimization produces very interesting results in terms
of performance, such as response time and stability. In Zemmit
et al. (2018), the authors applied a new control strategy for
DFIM by optimizing the parameters of the PID speed controller
by the genetic algorithm of DTC control applied to the stator,
and the rotor was supplied with 12 V voltage and 5 Hz fre-
quency, so as not to have mediocre torque ripples. But under
these conditions, the DFIM behaves like an Asynchronous Motor,
which does not allow us to take advantage of the benefits offered
by DFIM (Overspeed) (BonnetFrancois et al., 2007). In Mahfoud
et al. (2021a), the authors applied the same technique used by
Zemmit et al. (2018), but this technique is applied to both sides
of the DFIM to benefit from all the advantages offered by this
machine. Currently, there are three works in the literature that
apply optimization algorithms to DTC control of a DFIM, such
as Mahfoud et al. (2021a,c) and Zemmit et al. (2018) that use
GA for PID controller optimization; in this study, and for the first
time in the literature, ACO is used in the DTC of a DFIM. ACO has
several advantages, including the ability to have a faster speed
response time and a zero static error.

After a brief history in the literature and to improve the
scientific and technical research, this article is devoted to the
improvement of DTC control performance by optimization algo-
rithm. In this control, the PI speed controller is replaced by a PID
controller, whose gains are optimized by the ACO algorithm. In
this situation, the new ACO-PID structure adapts to the paramet-
ric variation of the machine, generating each time according to
the situation of the system the new gains which are supposed
to be optimal. The structure of the proposed combined algorithm
and control ACO-DTC is presented in the following Fig. 1.

The organizational structure of this paper is adopted by the
following sections: Sections 2 and 3 focus on the establishment
of the DFIM and DTC models in the α, β-plane. Sections 4 and 5
n the description of the new ACO-DTC control strategy and sim-
lation of the ACO-DTC control on Matlab/Simulink, and Section 6
n the implementation of the proposed ACO-DTC strategy on the
SPACE DS1104 board. Finally, we finish our article by conclusion
ith a proposal for the planned research work to be done in the

uture.

. DFIM Model

By ignoring the core loss of DFIM, the slot effect, the satura-
ion, and so on. In a stationary reference frame, the mathematical
odel can be deduced from the three-phase model by passing

o the Concordia hypotheses, the DFIM model is expressed by
quations as follows (El Ouanjli et al., 2019a; Mahfoud et al.,
021a; Kumar et al., 2019):

• Stator Electric equations:{
vsα = Rs.isα +

dψsα
dt

vsβ = Rs.isβ +
dψsβ
dt

(1)



S. Mahfoud, A. Derouich, A. Iqbal et al. Energy Reports 8 (2022) 81–98

s
f
r

Fig. 1. Proposal structure of DTC based on ACO algorithm for DFIM.

• Rotor Electric equations:{
vrα = Rr .isα +

dψrα
dt + ωm.ψrβ

vrβ = Rr .irβ +
dψrβ
dt − ωm.ψrα

(2)

• Stator Magnetic equations:{
ψsα = Ls.isα + Lm.irα
ψsβ = Ls.isβ + Lm.irβ

(3)

• Rotor Magnetic equations:{
ψrα = Lr .irα + Lm.isα
ψrβ = Lr .irβ + Lm.isβ

(4)

• Mechanical equations{
Tem = p.(ψsα isβ − ψsβ isα)
j dΩdt + fΩ = Tem − Tr

(5)

3. DTC model

3.1. Operating principle

DTC is a motor control method distinct from FOC. I. Taka-
hashi proposed it in the mid-1980s (Mahfoud et al., 2021a). DTC
uses hysteresis controllers to estimate the stator flux and elec-
tromagnetic torque space vectors and evaluate their amplitude
independently and individually (Mahfoud et al., 2021a; Kumar
et al., 2019). The hysteresis controllers’ outputs are used to select
a voltage vector for the Voltage Source Inverter (VSI). It keeps the
torque and flux vectors in two hysteresis bands (Mahfoud et al.,
2021a). Current controllers are unnecessary in DTC. The DTC in
the stator reference framework does not implement coordinate
transformation. Direct control of torque and flux eliminates the
need for a Pulse Width Modulation (PWM) modulator (Merzoug,
2008; El Ouanjli et al., 2017). It is faster and has a higher dynamic
torque response than FOC (El Ouanjli et al., 2019a; Mahfoud et al.,
2021a; Kumar et al., 2019). Torque and Flux Estimation.
83
to simplify the mathematical study of equations which are
carried on three axes (Ia, Ib, Ic), the use of the Concordia transform
allows us to convert the equations on two axes (Iα, Iβ ) into
reference frames (α, β).

Iα = Ia (6)

Iβ =

√
3
3
(Ia + 2Ib) (7)

Additionally, the DC bus voltage (Vdc) is converted and mea-
ured to a two-phase reference frame; when combined with the
inal vector applied to the VSI (Sa, Sb, Sc), the two-phase (Vα, Vβ )
eference components are as follows:

Vα =
VDC

3
(2.Sa − Sb − Sc) (8)

Vβ =

√
3VDC

3
(Sb − Sc) (9)

To estimate the stator and rotor magnetic fluxes vectors (ψs
and ψr ), the following expression is applied using stator and rotor
resistances, voltage, and current (Rs, Rr , Vs, Vr , Is and Ir ) as:

ψs =

∫
(Vs − Rs.Is) dt (10)

ψr =

∫
(Vr − Rr .Ir) dt (11)

As a result of the flux components estimated in (12) and (13)
above, the full range of the stator and rotor fluxes vectors will be
as follows:

|ψs| =

√
ψ2

sα + ψ2
sβ (12)

|ψr | =

√
ψ2

rα + ψ2
rβ (13)

Additionally, the angle between the fluxes vectors can be
determined using the following expression:

θs = tan−1 ψsβ

ψsα
(14)

θr = tan−1 ψrβ

ψrα
(15)

By including the flux. The electromagnetic torque can be cal-
culated using the following expression:

Tem = p.(ψsα.isβ − ψsβ .isα) (16)

Torque error ξ (T ) and flux error ξ (ψ) are calculated by comparing
torque and fluxes estimates to their corresponding reference
values. Hysteresis comparators will use these error values as
input.

3.2. Hysteresis comparators

Fluxes are maintained in a circular crown, this function is
performed by two hysteresis comparators with two levels (Fig. 2,
a). In addition, a three-level hysteresis comparator controls the
electromagnetic torque of the motor in both directions of ro-
tation, producing either positive or negative torque. (Fig. 2, b)
shows a three-level hysteresis torque comparator (see Fig. 2).

3.3. Elaboration of the switching table

Depending on the sector and the evolution of the flux and
torque, the Vs and Vr voltage vectors can be used and selected,
to comply with the flux and torque references. The commutation
table for selecting the appropriate vectors is shown in Table 1,
which is centered on the error of the fluxes, ∆ψ and ∆ψ , the
s r
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Fig. 3. Active voltage vectors and sectors of the flux vector space.

Table 1
The inverter sequences.
Hψsor Hψr Htem Sector Si

S1 S2 S3 S4 S5 S6

1
1 v2(110) v3(010) v4(011) v5(001) v6(101) v1(100)
0 v7(111) v0(000) v7(111) v0(000) v7(111) v0(000)
−1 v6(101) v1(100) v2(110) v3(010) v4(011) v5(001)

0
1 v3(010) v4(011) v5(001) v6(101) v1(100) v2(110)
0 v0(000) v7(111) v0(000) v7(111) v0(000) v7(111)
−1 v5(001) v6(101) v1(100) v2(110) v3(010) v4(011)

error of the torque ∆Tem and the location of the flux vectors (i =

, 2, 3, 4, 5, 6), to control the flux and the electromagnetic torque
of the DFIM, the operating principle of active voltage vectors and
sectors of the fluxes vectors space is presented in Fig. 3 (Mahfoud
et al., 2021b).

3.4. Syntheses of PI regulation speed

The proportional–integral (PI) controller is used for speed reg-
lation in DTC. It is performed by comparing the speed reference
ignal to the actual measured speed value. Then the comparison
rror becomes the input of the PI controller.the transfer function
F dedicated from Eq.(5) of the speed as a function of torque
s 1/f

1+sj/f . The pole placement method is used to determine the

controller gains. Fig. 4 shows the speed PI controller diagram
block.
 η

84
from Fig. 5, the gain K is deduced by the projection of −45 on
he phase diagram and the gain diagram to calculate the gains of
he PI corrector by the expressions (17) and (18). Kp = 0.776 and
i = 28.74 are the gains used in classic DTC.

LTF (s) =
1/f

1 + sj/f
=

T
G0 ∗ τ

(
1 +

1
Tis

)
= KP + Ki

1
s

(17){
KP =

T
G0∗τ

KI =
KP

0.1∗J/f

(18)

here: T = J/f and G0 = 1/f and τ time constant.
Fig. 5 presents the Nyquist diagram of the response of the

losed-loop system after correction. To study the stability of the
ystem, the point (−1,0) is noticed that is to the left of the contour
raced by the curve. so the system is stable.

Fig. 6 shows the response to a step, corrected by the closed-
oop PI regulator of the speed transfer function without DTC. this
esponse shows an acceptable overshoot and a rapid response
ime without static error.

. Ant colony optimization algorithm:

.1. Operating principle

The ACO technique is a metaheuristic inspired by the behavior
f ants in their search for food. The ants begin to move randomly
n their own environment. Then, once they have found food
ND), they return to their colony (NS) while leaving a trail of
heromone (Chiha et al., 2012). If other ants cross this path, they
ay be able to halt their randommovements and join the marked
ath, reinforcing the optimum path on their return if it leads to
ood. At the same time, the shortest path will be more traveled,
aking it more fortified and appealing. The least fortified paths
ventually disappear, forcing all ants to take the shortest path.
ig. 7 depicts the experience of choosing the shortest branch.
Each ant is considered an agent capable of generating solu-

ions. The decision to take an ant to build a solution depends on
wo factors:

(a) Visibility factor: also called the gluttonous force noted ηij
here ij is the decision to be made. (b) Trace factor: τij where

j is the decision to be made, the larger this value, the more
nteresting it has been in the past to make this decision.
here the following relationship represents the probability that

n item where a decision ij is chosen.
Each ant is regarded as an agent capable of generating solu-

ions based on the decision to use an ant to construct a solution
hat is dependent on two factors:
a) Factor of visibility: Also known as the gluttonous force noted

ij, where ij is the decision to be made.
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Fig. 4. Speed PI controller diagram block.
Fig. 5. Nyquist response (a) and bode diagram of CLFT.
Fig. 6. Step response on the process after regulation.
(b) Trace factor: τij where ij is the decision to be made, the higher
this value, the more appealing, it has been to make this decision
in the past.
Where the following relationship represents the likelihood that
an element where a decision is made will be chosen.

Pk
ij

{
(τij(t))

α
(ηij(t))

α∑
ieNi(τij(t))

α
(ηij(t))

α

0
(19)

τ (t): At time t trace amount of pheromones at (i, j) the corners
ij

85
ηij(t): Visibility value between (i, j) corners. This value varies

according to the criteria taken into consideration in solving the

problem

α: Shows the relative importance of the pheromone trace in the

problem

β: Shows the importance that given to visibility value

N : Set of the node points that have not been chosen yet
i
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Fig. 7. Selection experiment of the shortest branches by a colony of ants.

.2. PID controller design with ACO

Until now, some researchers have worked on PID optimization
echniques with the ACO algorithm, employing a variety of ap-
roaches to improve the ACO’s efficiency. Varol and Bingul (2004)
sed ACO to adjust the PID controller parameters for a second-
rder process with various cost functions. They discovered a
ignificant improvement as compared to traditional adjusting
echniques. Fig. 8 depicts the optimization of the PID controller
sing the ACO block structure.
To solve the problem of the design of the PID controller with

he ACO algorithm, this may be described as a network problem,
s shown in Fig. 9. Three different vectors were used to place all
f the values for each parameter (KP , KI , KD). To build a graphical
epresentation of the situation, these vectors may be assumed to
e roads between nests. During the tour, each ant must travel
hree nests by selecting the way between the beginning node and
he end node. The ACO’s objective is to identify the appropriate
oad with the lowest cost function (as stated in Eq. (25) between
86
three nests. These ants lay down their pheromones at the be-
ginning of every road. And after that, pheromones were updated
towards updating pheromones in the reinforcement rule.

In this strategy, each ant updates the pheromones deposited
on the track after performing a certain tour as the local
pheromones update rules represented by the following expres-
sion follows Eq. (20).

τij (k) = τ (k − 1)ij +
0.01θ

J
(20)

where
τij (k) is pheromone value between nest (i) and (j) at the k.
iteration.
θ is the general pheromone updating coefficient.
J is the cost function for the tour traveled by the ant.

In the global pheromone updating rule, pheromones of the
paths belonging to the best tour Eq. (21) and worst tour Eq. (22)
of the ant colony are updated as given in the follows:

τij (k)best = τ (k)ij
best

+
θ

Jbset
(21)

τij (k)worst
= τ (k)ij

worst
−

0.3θ
Jworst

(22)

where τ bes and τworst are the pheromones of the paths followed
y the ant in the tour with the lowest cost value (Jbest) and
he highest cost value (Jworst ) in one iteration, respectively. The
pheromones of the paths belonging to the best tour of the colony
are increased considerably, whereas those of the paths belong-
ing to the worst tour of the iteration are decreased. After that,
pheromone evaporation Eq. (23) allows the ant algorithm to
forget its past history so that ACO can direct its search towards
new directions without being trapped in some local minima.

τij (k) = τ (k)ij
λ

ij +

(
τ (k)ij

best
ij + τ (k)ij

worst
ij

)
(23)

where λ is the evaporation constant (Varol and Bingul, 2004)

4.3. Fitness

The critical step in the execution of the ACO is to select the
cost functions used to determine the suitability of each node.
Some papers (Devasahayam and Veluchamy, 2017; Herlambang
et al., 2019) use performance indices as cost functions. For this
reason, in Herlambang et al. (2019), the authors compare sep-
arately and with a weighted combination three cost functions
such as Integral Time Absolute Error (ITAE), Integral Absolute

Error (IAE), and Integral Square Error (ISE). The latter has proven
Fig. 8. Optimization of the PID Controller of ACO.
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Fig. 9. Graphical representation of ACO for PID tuning process.
to be effective in terms of performance compared to other cost
functions. For this reason, in this work, a weighted combination
is used to increase the performance of the ACO, subsequently
increasing the overall system, The performance indices should be
described as follows (Kanojiya and Meshram, 2012):

ISE =

∫ t

0
e (t)2 dt (24)

The PID controller is used to minimize the error signal e(t)
which reduces the value of the specified performance indices,
hence minimizing the equivalent value expressed by knots. With
this minimization, knots will be formed. The node adequacy is
defined by:

Fitness Value =
1
ISE

(25)

4.4. ACO parameters

The steps of PID optimization with ACO are given in the algo-
rithm of ACO presented below and the flowchart of the ACO steps
is illustrated in Fig. 10. In this section, PID controller parameters
were coded by 5000 nodes. In other words, one node represents a
solution value of the parameters (KP , KI and KD) Thus, the bigger
the number of used nodes, the more accuracy trails are updated.
Optimal ACO parameters (θ = 0.06, λ = 0.95) were obtained at
the end of numerous experiments.

The choice of the parameters of the ACO algorithm is an
essential step to convergence towards the optimal values in a
reduced time. In this article, the approach is proposed to validate
two criteria (optimal values and reduced time).

The parameters of the Ant Colony Optimization algorithm (Var
Pmax, VarPmin, VarImax, VarImin, VarDmax, VarDmin, and n_iter) must
be initialized to very large values (VarPmax = VarImax = VarDmax =

100, VarPmin = VarImin = VarDmin = −100, n_iter = 100) to
increase the probability of getting the best values for KP, KI, and
KD, but in this case, the system only converges after a certain
time, after this step the algorithm parameters must be reduced
closest to the optimum gains found previously, which reduces the
iteration number minimizing the execution time, Table A.1 in the
Appendix shown the ACO parameters.
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Algorithm: Ant Colony Optimization Algorithm
Begin
Step 1. Initialize the algorithm parameters (n_iter, NA, α, β ,
Eva, n_para, n_node, LB, LU).
Create a pheromone matrix and use a uniform distribution to
generate random potential solutions for the parameters (KP ,
KI and KD).
Step 2. Run the DTC control and calculate the fitness of the
weighted cost functions.
Step 3. Choose the successive node with probability using
Eq. (19).
Step 4. Display the optimum values of the optimization
parameters (KP , KI and KD).
Iterate from step 2 until the maximum of ants is reached.
Step 5. Use pheromone evaporation given by this Eq. (21), to
reinforce the best tour and allow the forgetfulness of bad
choices using Eq. (22):
Step 6. Globally update the pheromone using Eq. (23),
according to the optimum solutions calculated at Step 5.
Iterate from step 2 until the maximum of iterations is reached.
Step 7. Choose the path with the maximum pheromone.
End

5. Simulation procedure and interpretation:

The proposed strategy of the DTC control using a PID controller
based on ACO of a DFIM using ISE is shown in Fig. 11.

The global system is realized on the Matlab/Simulink platform
to validate the theoretically proposed approach. The values of the
PID controller parameters optimized by the ACO are within the
variation bands shown in Table 2. The global system is configured
with the parameters in Table A.1 and subjected to speed and
torque references. The simulation results for the two strategies
(conventional DTC and ACO-DTC) were tested using a machine
along with the following steps:

1. A reference speed step of 78.5 rad/s is applied at no load
from t = 0.6 s to t = 1.05 s.

2. An instantaneous change in speed is increased at 157 rad/s
from t = 1.05 s to t = 2.05 s, and from t = 1.1 s to t = 1.6
s a load torque of 10 N m is applied to the machine.
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Fig. 10. ACO flowchart for Optimization of the PID Controller.

3. from t = 2.05 s to t = 2.3 s and from t = 2.6 s to t = 3 s
a progressive minimization of the speed in the form of an
affine function to test the tracking of the reference speed.

4. from t = 2.3 s to t = 2.6 s the machine is stopped to
reverse the direction of rotation.

5. from t = 3.05 s to t = 4.05 s the direction of the speed is
reversed by a value of −157 rad/s and the application of
torque of −10 N m to test the behavior of the control in
the opposite direction.
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able 2
he PID parameters band.
PID parameters KP KI KD

Maximum value 100 5 1
Minimum value 0 0 0

Table 3
Optimal gains generated by ACO.
Controller parameters ACO-DTC

KP 46.5947
KI 3.54094
KD 0.076549

6. from t = 4.05 s to t = 5 s an instantaneous reduction in
speed to −78.5 rad/s without load.

All the parameters of the system are initially configured by:

• The sampling frequency is: fs = 10 kHz.
• The widths of the hysteresis bands are: ∆Tem = ±0.01 N m,
∆Ψs = ±0.001 N m and ∆Ψr = ±0.001 N m.

The proposed intelligent ACO-DTC strategy is examined in
various operating situations using Matlab/Simulink. Tables A.1
and A.2 in the appendix show the critical parameters of the ACO
algorithm and DFIM, while Table A.3 presents the abbreviations of
the words used in this article. The optimal values considered for
the PID regulator parameters without optimization and optimized
by ACO with an ISE cost function are shown in Table 3.

The DFIM’s performance is shown in figures from 12 to 22.
When the motor operates at a speed of 78,5 rad/s, then increases
instantly to 157 rad/s, then decreases along a linear slop to
−157 rad/s, then increases instantly to −78 rad/s, the motor is
subjected to 10 N m and −10 N m applied at time t = 0.75 s and
ime t = 2.75 s.

• Fig. 12(a, b, c) shows the motor’s responses in speed, which
is controlled smoothly even with a small load variation.
When the motor runs at speeds of 78,5 rad/s and 157 rad/s
with an initial load of 0 N m until 0.6 s and is increased
to 10 N m after 0.6 s, the speed responses demonstrates
the speed characteristic motor’s improved by the intelli-
gent ACO-DTC technique, one will find the annulation of
the overshoot, as well as the reduction of response time,
rejection time, and undershoot with rates of 49.5%, 82.8%,
100%, and 19.92% respectively in comparison to the classical
DTC.

• Fig. 13 depicts the torque responses of the motor under
various control strategies. Based on this statistic, we can
see that the torque response of the ACO-DTC intelligent
approach has less ripples than the classic DTC, resulting
in an improvement rate of 21.88%. For ACO-DTC/DTC, the
torque is controlled smoothly, and there is less overshoot
during a sudden load from 1.1 s and 3.1 s for different
strategies.

• Figs. 14, 15, 16, and 17 depict the characteristics of stator
and rotor currents, as well as their THDs. Based on these
figures, we can see that the stator and rotor current are
sinusoidal and shapes deviate from their ideal forms, as
expressed by THDs of 12 % and 7.85 %, respectively, resulting
in medium THDs causing torque ripples of 2445 N m for the
conventional DTC.

• Figs. 18, 19, 20, and 21 depict the waveforms of stator and
rotor currents of the ACO-DTC, as well as their THDs. from
these figures, we can notice that the stator and rotor current
are sinusoidal and close to their forms, as expressed by THDs
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Fig. 11. Smart ACO-DTC control structure of the DFIM.
of 7.19% and 4.89%, respectively, arriving at enhancement
of 40.08% and 37.71% respectively, resulting in good THDs
causing torque ripples of 1.91 N m.

• Fig. 22 illustrates the stator and rotor fluxes characteris-
tics of traditional DTC and ACO-DTC, which improve fluxes
amplitudes by 26.66% and 19.45%, respectively.

In comparison of ACO-DTC to a traditional DTC, the DFIM
uickly achieves its value as a reference torque. Furthermore, the
orque is well controlled in fluctuating load situations. As shown
n Fig. 12, the proposed DTC based on ACO has a good response in
erms of speed, reaching the desired speed very quickly with little
esponse time and without overshoot. Furthermore, the speed
an be controlled smoothly in the event of a sudden change in
oads, the load moves from 0 N m to 10 N m in 1.05 s and from
89
0 to −10 N m in 3.1 s. Finally, based on the overall analysis,
the proposed strategy outperforms the conventional DTC. The
proposed strategy can be used to control the motor with minimal
torque ripples.

Based on the previous interpretations and the various per-
formances presented in Table 4, our ACO-DTC proposed in this
article has confirmed the target set in the introduction, demon-
strating the robustness of this technique in terms of speed, fluxes,
and torque ripples, and THDs of currents.

The enhancements made by ACO-DTC to the traditional DTC
control, enable the DFIM to be controlled more reliably under
a variety of operating situations. The reason for this is that the
ANN-DTC strategy adapts to the machine’s parametric variation,
making it the best choice for a speed drive.
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Fig. 12. Speed responses (a, b, c, d) of both strategies.
Fig. 13. Torque responses of the DTC and ACO-DTC.
Fig. 14. Stator currents of the DTC.
90
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Fig. 15. Stator current THD of the DTC.
Fig. 16. Rotor currents of the DTC.
Fig. 17. Rotor current THD of the DTC.
6. Discussion and comparison

In the technical literature, there are several approaches used
with the DFIM to control the motor at various speeds and torques.
One of these is the FOC control established by Abderazak and
Farid (2016), which is very sensitive to the parametric variation
of the motor due to its mathematical expressions rich in machine
parameters, making it less robust. This strategy has a response
time of 0.56 s and torque ripples of 2.5 N m. In Hasse (1968),
the authors used the sliding mode control, which is known as
91
the chattering phenomenon, which reduces the robustness of this
approach in terms of performance. This strategy has a response
time of 0.19 s and torque ripples of 2.5 N m. Because of the
disadvantages of the controls mentioned above, the DTC becomes
the most appropriate solution, and among the methods used
to increase its robustness are artificial intelligence techniques.
The authors of El Ouanjli et al. (2018) replaced the hysteresis
comparators and switching tables with fuzzy logic controllers,
that minimize torque ripples up to 1.14 N m and response time to
0.28 s, while the authors of Mahfoud et al. (2021a) optimized the
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Fig. 18. Stator currents of the ACO-DTC.
Fig. 19. Stator current THD of the ACO-DTC.
Fig. 20. Rotor currents of the ACO-DTC.
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Fig. 21. Rotor current THD of the ACO-DTC.
Fig. 22. Stator and rotor fluxes of both strategies.
able 4
erformance measures DTC classic and ACO-DTC.
Performances Characteristics DTC ACO-DTC Improvements (%)

Ω

Response time (ms) 86 16.5 80.81
Overshoot (rad/s) 8.02 0 100
Rejection time (ms) 183.45 14.73 92
Undershoot (rad/s) 13.91 10.26 26.24

T Ripples (N m) 2.445 1.91 21.88

ψs Ripples (wb) 0.06135 0.04311 29.73

ψr Ripples (wb) 0.0131 0.00971 25.88

isa THD (%) 12 7.19 40.08

ira THD (%) 7.85 4.89 37.71

gains of the DTC control algorithm to have a good DFIM behavior
in front of motor parameter variation. In the case of the GA-DTC
approach or optimization algorithms. The ACO-DTC strategy we
propose allows us to get the best performance possible, as seen
in the following table. The next table illustrates the performance
of several strategies applied to the DFIM.

The histograms in Figs. 23 and 24 describe the speed response
ime and the amplitudes of the torque ripples established by each
ontrol. From Fig. 23, we can say that the fastest control is the
ne with the smallest response time, which is presented by the
roposed control ACO-DTC, and according to the histogram in
ig. 24, the control that presents fewer ripples is the FL-DTC one.
his is normal because this control allows replacing the hysteresis
omparators with fuzzy controllers, it is well known that the
ain cause of important ripples in the torque is the frequent
witching of the hysteresis comparators.
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Table 5
Comparison between our proposal and some controls strategy published
recently.
Publication reference Approaches Response

time (s)
Torque ripples
(N m)

Robustness

Amezquita-Brooks
et al. (2015)

Field oriented
control

0.56 2.5 Not robust

Abderazak and Farid
(2016)

Sliding mode
control

0.19 2.4 Not robust

Classical DTC studied
in this work

Classical DTC 0.0507 2.445 Robust

El Ouanjli et al. (2018) FL-DTC 0.28 1.14 Robust

Mahfoud et al. (2021a) GA-DTC 0.018 2.05 Robust

Proposal technique ACO-DTC 0.0165 1.91 Robust

7. Experimental validation and interpretation

7.1. Presentation of the experimental banc

A practical solution is being implemented to validate the per-
formance of the ACO-DTC nonlinear control. The control system is
based on the DS1104 R&D Board Controller developed by dSPACE.
Communication between the Simulink model and the DS1104
Board is provided by the Real-Time Interface (RTI) library. This
structure is housed in an electronic device that facilitates the
transfer of information between the software and the physical
part of the system. The hardware component of the control board
is responsible for application administration as well as the gen-
eration of PWM control signals in 0/5 V TTL logic. The inverters
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Fig. 23. Different speeds response time of various techniques for DFIM.

equire TTL/CMOS 0/15 V matching driver boards to drive the
GBTs using the TMS320F240 slave DSP. The software section
onsists of a modeling tool (Matlab/Simulink) that allows users to
rogram the application in question in real-time using blocks that
ave been specifically stored in the Toolbox Real-Time Interface
RTI) library. In addition, the RTI has the ability to graphically
onfigure inputs and outputs.
In addition, the second piece of software called ‘‘ControlDesk’’

s responsible for loading the source code that is compiled and
ransformed into C on the DS1104 R&D board using the Real-
ime Workbench (RTW) tool. As shown in Fig. 26, the second
se of ControlDesk is the development of user interfaces for
eal-time control and the saving of programs in Matlab/Simulink-
ompatible files, as well as the monitoring of the evolution of the
94
Fig. 24. Different torque ripples of various techniques for DFIM.

Fig. 25. Configuration diagram of the dSPACE controller board with DFIM.
Fig. 26. Configuration diagram of the dSPACE controller board with DFIM.
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Fig. 27. Speed of the ACO-DTC.

measured and calculated data in real-time. The following are the
main steps in prototyping graphics user interfaces:
1. Using the Simulink modeling tool to build the control system.
2. Simulating the system to generate the various control results.
3. Using the Real-Time Workshop, a C-language application is
downloaded into the dSPACE environment (RTW).
4. Real-time execution of the global model using the R&D DS1104
Board. The R&D DS1104 controller is equipped with the main
processor (MPC8240) with a clock rate of 250 MHz. Figs. 25 and
26 show the experimental banc and the diagram of the connec-
tion between the dSPACE Board and the DFIM, respectively. The
dSPACE board and the Real-Time Workshop tool were used to
carry out experiments as part of the experimental validation of
the proposed ACO-DTC intelligent control.
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Fig. 28. Torque of the ACO-DTC.

7.2. Results interpretation

Following a variable speed setpoint in both directions is ap-
plied on the proposed ACO-DTC and DFIM control, either at no
load or at load with values of 10 N m and −10 N m, to test
the behavior of the system in these different working conditions,
validating the objectives previously planned through experimen-
tation on dSPACE DS1104.

From Figs. 27, 28, 29, 30, and 31, it can be seen that the results
are similar to the simulation results. During an abrupt change in
speed from 78.5 to 157 and from −157 to −78.5, the transition is
ade quickly without any overshoot in the forward and reverse
irections. The abrupt changes in reference values induce peaks
n the speed curves and the stator and rotor phase currents have
sinusoidal shape that varies according to the load, at the times
Fig. 29. Stator currents of the ACO-DTC, (b) and (c) zooms of currents from 1 s at 1.2 s and from 3.5 s at 3.7 s respectively.
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Fig. 30. Stator currents of the ACO-DTC, (a) and (b) zooms of currents from 1 s at 1.2 s and from 3.5 s at 3.7 s respectively.
Fig. 31. Stator (a) and rotor (b) fluxes of the ACO-DTC.
of torque applications with a high correspondence between the
simulation results and the field results (Figs. 29 and 30)

Fig. 27 shows steps of several speed levels [78.5 157 −78.5
57][rad/s]. The speed response is very fast (simulation and prac-
ice).it is also noticeable that the speed is established at the
96
set values with good dynamics and negligible overshoots and
without static errors, noting that there is a slight increase in
torque ripples in practice related to measurement noise and
parameterization of the control and the machine as shown in
Fig. 28.
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able A.1
arameters of the ACO Algorithm and DFIM.
Symbols Value

n_eter 300
n_ANT 30
α 0.8
β 0.2
Eva 0.9
n_par 3
n_node 5000
Pn 1.5 Kw
Vs 400 v
Vr 130 v
P 2
F 50 Hz
Rs 1.75 �
Rr 1.68 �
Ls 0.925 H
Lr 0.104 H
M 0.165 H
f 0.0027 kg m2/s
j 0.01 kg m2

Fig. 31 shows the circular curves of the stator and rotor fluxes
hich show the keeping of the fluxes within the band of the
ysteresis comparators, the results obtained are similar to the
imulation results.
According to the simulation results on Matlab/Simulink and

he experimental results extracted from the Controldesk, the
roposed ACO-DTC control has shown great flexibility and adapt-
bility with such a change of speed or torque, deducing that this
trategy can be the right choice for the implementation within
he variable speed drives designed to control the DFIM.

onclusion: In this study, a new proposed approach based on
ID is optimized by using an optimization algorithm, known in
erms of ACO for DTC applied in DFIM. This structure is simu-
ated on Matlab/Simulink and validated experimentally on the
space DS1104 board. This work presents an improvement to
he behavior of the classical DTC by optimizing and generating
n each period the PID parameters KP, KI, and KD, to adapt the
ystem to its non-linearity. The ACO-DTC control proved many
mprovements in performance, such as speed overshoot and re-
ection time, fluxes and torque ripples, and currents THD. The
nhancements that are being made to the DFIM performances are
ummarized by the following points:

• removing speed overshoot in all reference speed variations
with and without torque

• reducing the rejection time with an improvement of 92%.
• reducing stator and rotor flux ripples and torque ripples by

40.08%, 29.73%, and 25.88% respectively.
• Acceptable improvements in the THDs of the stator and

rotor currents by 37.71% and 21.88% respectively.
• Confirmation of the simulation results extracted from Mat-

lab/Simulink by the experimental validation results
extracted from ControlDesk.

• The proved and validated improvements that have been
made show the potential efficiency of the proposed strategy
in terms of rapidity, precision, and stability of all system
performances, confirming the objectives traced previously in
the body of the article.

o promote the technical research of our laboratory, our research
eam has decided to work on the following projects as future
ork.

• Theoretical studies and experimental validation of the DTC
by using ANFIS controllers applied to DFIM.

• Estimation of the DFIM parameters by using artificial intel-
ligence.
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Table A.2
Nomenclature.
Parameters Description

vsα , vsβ , vrα , and vrβ Stator and rotor voltages in (α, β) plan
Udcs and Udcr Stator and rotor direct voltages
isα , isβ , irα , and irβ Stator and rotor currents in (α, β) plan
ψsα , ψsβ , ψrα , and ψrβ Stator and rotor fluxes in (α, β) plan
Rs , Rr Stator and rotor resistors
Ls , Lr Stator and rotor inductors
Lm Mutual Inductance
p Number of pairs of poles
ωr Rotor angular speed
ωs Stator angular speed
Ω Rotation speed
Tem Electromagnetic torque
Tr Resistant torque
f Viscous friction coefficient
J Moment of inertia
n_eter Iteration number
n_ant Ants number
Eva Evaporation rate
n_node Nodes number
n_par Parameters number

Table A.3
Abbreviation table.
Abbreviation Wording

DFIM Doubly Fed Induction Motor
IM Induction Motor
DTC Direct Torque Control
FOC Field Oriented Control
DFOC Direct Field Oriented Control
IFOC Indirect Field Oriented Control
PWM Pulse Widht Modulation
GA Genetic Algorithm
GA-DTC Genetic Algorithm-Direct Torque Control
ACO Ant Colony Optimization
GWO Grey wolf optimization
PSO Particle swarm optimization
EP Evolutionary Programming
ACO-DTC Ant Colony Optimization-Direct Torque Control
ANN-DTC Artificial Neuron Network-Direct Torque Control
PID Proportional Integrator Derivator
FOPID Fractional Order Proportional Integrator Derivator
ZN Ziegler Nicholas
DTFC Direct Torque Fuzzy Control
DTNC Direct Torque Neural Control
DTNFC Direct Neural Fuzzy Torque Control
ANFIS Adaptive Neuro-Fuzzy Inference System
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