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 The overarching objective of this work is to bridge neuroscience and artificial intelligence 

to ultimately build machines that learn, act, and think like humans. In the context of vision, the 

brain enables humans to readily make sense of the visual world, e.g. recognizing visual objects. 

Developing human-like machines requires understanding the working principles underlying the 

human vision. In this dissertation, I ask how the brain encodes and represents dynamic visual 

information from the outside world, whether brain activity can be directly decoded to reconstruct 

and categorize what a person is seeing, and whether neuroscience theory can be applied to artificial 

models to advance computer vision. To address these questions, I used deep neural networks (DNN) 

to establish encoding and decoding models for describing the relationships between the brain and 

the visual stimuli. Using the DNN, the encoding models were able to predict the functional 

magnetic resonance imaging (fMRI) responses throughout the visual cortex given video stimuli; 

the decoding models were able to reconstruct and categorize the visual stimuli based on fMRI 

activity. To further advance the DNN model, I have implemented a new bidirectional and recurrent 

neural network based on the predictive coding theory. As a theory in neuroscience, predictive 

coding explains the interaction among feedforward, feedback, and recurrent connections. The 

results showed that this brain-inspired model significantly outperforms feedforward-only DNNs 

in object recognition. These studies have positive impact on understanding the neural computations 

under human vision and improving computer vision with the knowledge from neuroscience. 
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1. INTRODUCTION 

  Defining the Problem 

 Recent progress in artificial intelligence and computational neuroscience converges to a 

new strategy to further advance both areas through their positive synergy [1-3]. In the context of 

natural vision, brain-inspired artificial models, e.g. the deep neural network (DNN), have achieved 

impressive state-of-the-art performance in understanding complex images and videos [4-6]. 

Comparing such models against the human visual system under natural vision has also led to in-

depth understanding of how the brain represents visual information [7-10]. As such, computational 

neuroscience advances artificial intelligence, and vice versa. Explicitly linking the mechanisms of 

visual processing between biological brains and artificial models is expected to accelerate progress 

in both fields.  

 The overarching objective of this dissertation is to bridge neuroscience and artificial 

intelligence for ultimately building human-like machine vision. The human, as the best example 

of intelligence known, has unsurpassed ability for perceiving, processing and understanding 

complex and dynamic visual stimuli from the outside world. While current artificial intelligence 

benefits from gaining inspiration from neuroscience knowledge, there is still a long way to go 

before we fully understand biological brains. In vision, two major unresolved questions are 1) how 

the human brain represents and organizes visual information [11], and 2) whether brain activity 

can be decoded in real-time to reconstruct and interpret what a person is seeing [12]. Addressing 

these questions requires not only measurements of brain activity but also computational models 

with built-in hypotheses about neural computation and learning. So far, the brain-inspired deep 

neural networks have become the best computational models for processing visual information in 

natural images or videos [4]. Therefore, in the aspect of computational neuroscience, I used the 

brain-inspired DNNs to model, predict, and decode brain activity during dynamic natural vision. 

In addition, though the current DNNs achieve state-of-the-art performances in some computer 

vision tasks, they are still far from the biological brain. To further advance the artificial models, it 

requires the models to be more brain-inspired. In the aspect of deep learning, I developed a new 

brain-inspired recurrent neural network based on the predictive coding (PC) theory [13-16]. As a 
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theory in neuroscience, predictive coding explains the interaction among feedforward, feedback, 

and recurrent connections, which is essential to the network basis of natural vision. 

  Computational Neuroscience 

 For centuries, philosophers and scientists have been trying to speculate, observe, 

understand, and decipher the workings of the brain that enables humans to perceive and explore 

visual surroundings. Understanding the human visual system requires computational models with 

built-in hypotheses about neural computation and learning [2]. Models that truly reflect the brain’s 

working in natural vision should be able to explain brain activity given any visual input (encoding) 

[12], and decode brain activity to infer visual input (decoding) [12]. Therefore, evaluating the 

model’s encoding and decoding performance serves to test and compare hypotheses about how the 

brain learns and organizes visual representations [7].  

 Concerning the neural encoding and decoding, conventional neuroscience studies use 

artificial patterns or static pictures to identify neural representations of isolated visual elements or 

categories [12, 17, 18]. However, such strategies are too narrowly focused to reveal the 

computation underlying natural vision, which is highly dynamic, complex and diverse. What is 

needed is an alternative strategy that embraces the complexity of vision to uncover and decode the 

visual representations of neural activity. To date, deep learning provides the most comprehensive 

computational models to encode hierarchically organized features from natural pictures or videos 

[4]. Computer-vision systems based on such models have emulated or even surpassed human 

performance in image recognition and segmentation [6, 19-21]. In particular, deep convolutional 

neural networks (CNNs) are built and trained with similar organizational principles as the 

feedforward visual-cortical network [2, 3]. Therefore, I developed and used deep-learning models 

to study the neural encoding and decoding for natural vision. 

 In Chapter 2, I used a pretrained CNN driven for object recognition to establish 1) encoding 

models that predict the fMRI responses in the visual cortex given video stimuli and 2) decoding 

models that reconstruct and categorize the video stimuli given the fMRI activities [7]. CNN has 

been shown to be able to explain cortical responses to static pictures at ventral-stream areas [8-10]. 

Here, we further showed that such CNN could reliably predict fMRI responses from humans 

watching natural movies, despite its lack of any mechanism to account for temporal dynamics or 

feedback processing. For training and testing the encoding and decoding models, I acquired 44.8 
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hours of fMRI data from 3 human subjects when watching ~9,300 different video clips, including 

diverse objects, scenes and actions. This dataset was independent of, and had a much larger sample 

size and broader coverage than, those in prior studies [8-10, 22]. Through the encoding models, 

the CNN-predicted areas covered not only the ventral stream, but also the dorsal stream, albeit to 

a lesser degree; single-voxel response was visualized as the specific pixel pattern that drove the 

response, revealing the distinct representation of individual cortical location; cortical activation 

was synthesized from natural images with high-throughput to map category representation, 

contrast, and selectivity. Through the decoding models, the decoders supported direct visual 

reconstruction and semantic categorization of natural movies from the fMRI responses. The 

decoding models are efficient since it does not require comprehensive searching from large 

candidate stimuli given the observed activity pattern. This sets our method apart from multivariate 

pattern analysis [17, 18, 23] and encoding-model-based decoding [24-26]. 

 In Chapter 3, I built and used DNN-based encoding models to study the visual 

representation and organization of natural visual objects [27]. The brain represents visual objects 

with topographic cortical patterns. To address how distributed visual representations enable object 

categorization, we established predictive encoding models based on a deep residual network [21], 

and trained them to predict cortical responses to natural movies. Using this predictive model, we 

mapped human cortical representations to 64,000 visual objects from 80 categories with high 

throughput and accuracy. Such representations covered both the ventral and dorsal pathways, 

reflected multiple levels of object features, and preserved semantic relationships between 

categories. In the entire visual cortex, object representations were organized into three clusters of 

categories: biological objects, non-biological objects, and background scenes. In a finer scale 

specific to each cluster, object representations revealed sub-clusters for further categorization. 

Such hierarchical clustering of category representations was mostly contributed by cortical 

representations of object features from middle to high levels. In summary, this study demonstrates 

a useful computational strategy to characterize the cortical organization and representations of 

visual features for rapid categorization.  

 In Chapter 4, I developed new methods for transferring and generalizing deep-learning-

based encoding models across subjects [28]. Recent studies have shown the value of using deep 

learning models for mapping and characterizing how the brain represents and organizes 

information for natural vision [7-10, 22, 29, 30]. However, training the encoding models requires 
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measuring cortical responses to large and diverse sets of natural visual stimuli from single subjects. 

This requirement limits prior studies to few subjects, making it difficult to generalize findings 

across subjects or for a population. Here, I developed new methods to transfer and generalize 

encoding models across subjects. To train encoding models specific to a target subject, the models 

trained for other subjects were used as the prior models and were refined efficiently using Bayesian 

inference with a limited amount of data from the target subject. To train encoding models for a 

population, the models were progressively trained and updated with incremental data from 

different subjects. Results demonstrate that the proposed methods provide an efficient and 

effective strategy to establish both subject-specific and population-wide predictive models of 

cortical representations of high-dimensional and hierarchical visual features. 

 These studies have shown the unique value of using deep-learning models and video-fMRI 

dataset to map the hierarchical representation in the visual cortex, the cortical representation of 

object categories and the hierarchical distribution of process memory. As such, it provides an all-

in-one strategy for mapping and characterizing various functional and computational aspects of 

human vision. 

 Deep Learning 

 Inspired by biological neural networks, convolutional neural networks have recently 

provided superior performance in image classification [4-6, 19-21], face recognition [31], scene 

parsing [32], object segmentation [33], to name a few. Deep neural networks have showed 

tremendous performance in very hard vision tasks, such as the ImageNet competition [34], where 

DNN are now practically the most successful algorithm used [6, 19-21]. Recent studies by us and 

others have also shown that deep CNNs can predict cascaded cortical processes underlying object 

perception [7-10, 22, 30]. 

 Despite various ways of architectural reconfiguration, these DNNs all scale up from the 

same principle of computation: extracting image features by a feedforward pass through stacks of 

convolutional layers. However, the brain contains feedforward, recurrent and feedback 

connections, and their complex interactions give rise to visual perception, attention, and action. To 

mitigate this limitation, we have developed a recurrent neural network by adding recurrent 

connections to CNN. The recurrent model performed better in action recognition, better explained 

the brain responses to natural videos, and revealed the hierarchical distribution of process memory 
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[29]. In addition, our recent development on variational autoencoder (VAE) with feedback 

connections attempts to model the generative processes in the visual cortex [35]. However, there 

is to date no established model to fully explain dynamic interactions among feedforward, feedback 

and recurrent connections, which is essential to the network basis of natural vision.  

 In Chapter 5, to further advance the artificial model so that it becomes more brain-like, I 

have implemented a new bidirectional and recurrent neural network based on the predictive coding 

theory[13, 14, 16, 36-38], called the predictive coding network (PCN) [39]. As a theory in 

neuroscience, the predictive coding explains the interaction among feedforward, feedback and 

recurrent connections, supported by a number of neuroscience studies [15, 40-42]. Specifically, 

the feedback connections convey the top-down prediction of the representation at the lower level, 

while the feedforward connections propagate the residual error between the top-down prediction 

and the actual activity to the level above. Unlike CNN, RNN, or VAE, the predictive coding 

network includes feedforward, feedback, and recurrent connections, and accounts for their 

dynamic interactions given naturalistic visual inputs. The results showed that such brain-inspired 

model significantly outperforms the CNN in object recognition. Our development on the brain-

inspired PCN sheds light on the use of artificial network in modeling the complex dynamic process. 

This dissertation research provides unique video-fMRI dataset and novel neural coding methods 

and models to identify the common architectural, computational and learning principles that 

support both computer vision and human vision. The dataset, models, and codes are publically 

available to facilitate research in neuroscience, computer science or other communities. 
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2. DEEP NEURAL NETWORK PREDICTS AND DECODES THE 

CORTICAL REPRESENTATION OF DYNAMIC VISUAL STIMULI 

*Modified and formatted for dissertation from the article published in Cerebral Cortex [7] 

 Introduction 

 For centuries, philosophers and scientists have been trying to speculate, observe, 

understand, and decipher the workings of the brain that enables humans to perceive and explore 

visual surroundings. Here, we ask how the brain represents dynamic visual information from the 

outside world, and whether brain activity can be directly decoded to reconstruct and categorize 

what a person is seeing. These questions, concerning neural encoding and decoding [12], have 

been mostly addressed with static or artificial stimuli [17, 18]. Such strategies are, however, too 

narrowly focused to reveal the computation underlying natural vision. What is needed is an 

alternative strategy that embraces the complexity of vision to uncover and decode the visual 

representations of distributed cortical activity.  

 Despite its diversity and complexity, the visual world is composed of a large number of 

visual features [4, 43, 44]. These features span many levels of abstraction, such as orientation and 

color in the low level, shapes and textures in the middle levels, and objects and actions in the high 

level. To date, deep learning provides the most comprehensive computational models to encode 

and extract hierarchically organized features from arbitrary natural pictures or videos [4]. 

Computer-vision systems based on such models have emulated or even surpassed human 

performance in image recognition and segmentation [19, 21, 45]. In particular, deep convolutional 

neural networks (CNN) are built and trained with similar organizational and coding principles as 

the feedforward visual cortical network [2, 46]. Recent studies have shown that the CNN could 

partially explain the brain’s responses to [8, 9, 30] and representations of [10, 22] natural picture 

stimuli. However, it remains unclear whether and to what extent the CNN may explain and decode 

brain responses to natural video stimuli. Although dynamic natural vision involves feedforward, 

recurrent, and feedback connections [47], the CNN only models feedforward processing and 

operates on instantaneous input, without any account for recurrent or feedback network 

interactions [13, 48].  
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 To address these questions, we acquired 11.5 hours of fMRI data from each of three human 

subjects watching 972 different video clips, including diverse scenes and actions. This dataset was 

independent of, and had a larger sample size and broader coverage than, those in prior studies [8-

10, 22, 30]. This allowed us to confirm, generalize, and extend the use of the CNN in predicting 

and decoding cortical activity along both ventral and dorsal streams in a dynamic viewing 

condition. Specifically, we trained and tested encoding and decoding models, with distinct data, 

for describing the relationships between the brain and the CNN, implemented by [19]. With the 

CNN, the encoding models were used to predict and visualize fMRI responses at individual cortical 

voxels given the movie stimuli; the decoding models were used to reconstruct and categorize the 

visual stimuli based on fMRI activity, as shown in Fig. 2.1. The major findings were  

1) a CNN driven for image recognition explained significant variance of fMRI responses to 

complex movie stimuli for nearly the entire visual cortex including its ventral and dorsal 

streams, albeit to a lesser degree for the dorsal stream;  

2) the CNN-based voxel-wise encoding models visualized different single-voxel representations, 

and revealed category representation and selectivity;  

3) the CNN supported direct visual reconstruction of natural movies, highlighting foreground 

objects with blurry details and missing colors;   

4) the CNN also supported direct semantic categorization, utilizing the semantic space 

embedded in the CNN. 

 Methods and Materials 

2.2.1 Subjects and experiments 

 Three healthy volunteers (female, age: 22-25; normal vision) participated in the study, with 

informed written consent obtained from every subject according to the research protocol approved 

by the Institutional Review Board at Purdue University. Each subject was instructed to watch a 

series of natural color video clips (20.3o×20.3o) while fixating at a central fixation cross (0.8o×0.8o). 

In total, 374 video clips (continuous with a frame rate of 30 frames per second) were included in 

a 2.4-hour training movie, randomly split into 18 8-min segments; 598 different video clips were 

included in a 40-min testing movie, randomly split into five 8-min segments. The video clips in 

the testing movie were different from those in the training movie. All video clips were chosen from 
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Videoblocks (https://www.videoblocks.com) and YouTube (https://www.youtube.com) to be 

diverse yet representative of real-life visual experiences. For example, individual video clips 

showed people in action, moving animals, nature scenes, outdoor or indoor scenes etc. Each 

subject watched the training movie twice and the testing movie ten times through experiments in 

different days. Each experiment included multiple sessions of 8min and 24s long. During each 

session, an 8-min single movie segment was presented; before the movie presentation, the first 

movie frame was displayed as a static picture for 12 seconds; after the movie, the last movie frame 

was also displayed as a static picture for 12 seconds. The order of the movie segments was 

randomized and counter-balanced. Using Psychophysics Toolbox 3 (http://psychtoolbox.org), the 

visual stimuli were delivered through a goggle system (NordicNeuroLab NNL Visual System) 

with 800×600 display resolution. 

2.2.2 Data acquisition and preprocessing 

 T1 and T2-weighted MRI and fMRI data were acquired in a 3 tesla MRI system (Signa HDx, 

General Electric Healthcare, Milwaukee) with a 16-channel receive-only phase-array surface coil 

(NOVA Medical, Wilmington). The fMRI data were acquired at 3.5 mm isotropic spatial 

resolution and 2 s temporal resolution by using a single-shot, gradient-recalled echo-planar 

imaging sequence (38 interleaved axial slices with 3.5mm thickness and 3.5×3.5mm2 in-plane 

resolution, TR=2000ms, TE=35ms, flip angle=78°, field of view=22×22cm2). The fMRI data were 

preprocessed and then transformed onto the individual subjects’ cortical surfaces, which were co-

registered across subjects onto a cortical surface template based on their patterns of myelin density 

and cortical folding. The preprocessing and registration were accomplished with high accuracy by 

using the processing pipeline for the Human Connectome Project [49]. When training and testing 

the encoding and decoding models (as described later), the cortical fMRI signals were averaged 

over multiple repetitions: two repetitions for the training movie, and 10 repetitions for the testing 

movie. The two repetitions of the training movie allowed us to evaluate intra-subject 

reproducibility in the fMRI signal as a way to map the regions “activated” by natural movie stimuli. 

The ten repetitions of the testing movie allowed us to obtain the movie-evoked responses with high 

signal to noise ratios (SNR), as spontaneous activity or noise unrelated to visual stimuli were 

effectively removed by averaging over this relatively large number of repetitions. The ten 

repetitions of the testing movie also allowed us to estimate the upper bound (or “noise ceiling”), 

https://www.videoblocks.com)/
https://www.youtube.com)/
http://psychtoolbox.org)/
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by which an encoding model could predict the fMRI signal during the testing movie. Although 

more repetitions of the training movie would also help to increase the SNR of the training data, it 

was not done because the training movie was too long to repeat by the same times as the testing 

movie. 

2.2.3 Convolutional neural network (CNN)  

 We used a deep CNN (a specific implementation referred as the “AlexNet”) to extract 

hierarchical visual features from the movie stimuli. The model had been pre-trained to achieve the 

best-performing object recognition in Large Scale Visual Recognition Challenge 2012 [19]. 

Briefly, this CNN included eight layers of computational units stacked into a hierarchical 

architecture: the first five were convolutional layers, and the last three layers were fully connected 

for image-object classification. The image input was fed into the first layer; the output from one 

layer served as the input to its next layer. Each convolutional layer contained a large number of 

units and a set of filters (or kernels) that extracted filtered outputs from all locations from its input 

through a rectified linear function. Layer 1 through 5 consisted of 96, 256, 384, 384, and 256 

kernels, respectively. Max-pooling was implemented between layer 1 and layer 2, between layer 

2 and layer 3, and between layer 5 and layer 6. For classification, layer 6 and 7 were fully connected 

networks; layer 8 used a softmax function to output a vector of probabilities, by which an input 

image was classified into individual categories. The numbers of units in layer 6 to 8 were 4096, 

4096, and 1000, respectively. 

 Note that the 2nd highest layer in the CNN (i.e. the 7th layer) effectively defined a semantic 

space to support the categorization at the output layer. In other words, the semantic information 

about the input image was represented by a (4096-dimensional) vector in this semantic space. In 

the original AlexNet, this semantic space was used to classify ~1.3 million natural pictures into 

1,000 fine-grained categories [19]. Thus, it was generalizable and inclusive enough to also 

represent the semantics in our training and testing movies, and to support more coarsely defined 

categorization. Indeed, new classifiers could be built for image classification into new categories 

based on the generic representations in this same semantic space, as shown elsewhere for transfer 

learning [50]. 

 Many of the 1,000 categories in the original AlexNet were not readily applicable to our 

training or testing movies. Thus, we reduced the number of categories to 15 for mapping 
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categorical representations and decoding object categories from fMRI. The new categories were 

coarser and labeled as indoor, outdoor, people, face, bird, insect, water animal, land animal, 

flower, fruit, natural scene, car, airplane, ship, and exercise. These categories covered the 

common content in both the training and testing movies. With the redefined output layer, we 

trained a new softmax classifier for the CNN (i.e. between the 7th layer and the output layer), but 

kept all lower layers unchanged. We used ~20,500 human-labeled images to train the classifier 

while testing it with a different set of ~3,500 labeled images. The training and testing images were 

all randomly and evenly sampled from the aforementioned 15 categories in ImageNet, followed 

by visual inspection to replace mis-labeled images.  

 In the softmax classifier (a multinomial logistic regression model), the input was the 

semantic representation, 𝒚, from the 7th layer in the CNN, and the output was the normalized 

probabilities, 𝒒 , by which the image was classified into individual categories. The softmax 

classifier was trained by using the mini-batch gradient descend to minimize the Kullback-Leibler 

(KL) divergence from the predicted probability, 𝒒, to the ground truth, 𝒑, in which the element 

corresponding to the labeled category was set to one and others were zeros. The KL divergence 

indicated the amount of information lost when the predicted probability, 𝒒 , was used to 

approximate 𝒑. The predicted probability was expressed as 𝒒 =
exp(𝒚𝐖+𝒃)

∑ exp(𝒚𝐖+𝒃)
, parameterized with 

𝐖 and 𝒃. The objective function that was minimized for training the classifier was expressed as 

below. 

𝐷𝐾𝐿(𝒑 || 𝒒) = 𝐻(𝒑, 𝒒) − 𝐻(𝒑) = −〈𝒑, log 𝒒〉 + 〈𝒑, log 𝒑〉       (1) 

where H(𝐩) was the entropy of 𝐩, and H(𝐩, 𝐪) was the cross-entropy of 𝐩 and 𝐪, and 〈∙〉 stands for 

inner product. The objective function was minimized with L2-norm regularization whose 

parameter was determined by cross-validation. 3075 validation images (15% of the training images) 

were uniformly and randomly selected from each of the 15 categories. When training the model, 

the batch size was 128 samples per batch, the learning rate was initially 10-3 reduced by 10-6 every 

iteration. After training with 100 epochs, the classifier achieved a top-1 error of 13.16% with the 

images in the testing set.  

 Once trained, the CNN could be used for feature extraction and image recognition by a 

simple feedforward pass of an input image. Specifically, passing a natural image into the CNN 

resulted in an activation value at each unit. Passing every frame of a movie resulted in an activation 

time series from each unit, representing the fluctuating representation of a specific feature in the 
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movie. Within a single layer, the units that shared the same kernel collectively output a feature 

map given every movie frame. Herein we refer to the output from each layer as the output of the 

rectified linear function before max-pooling (if any).  

2.2.4 Deconvolutional neural network (De-CNN)  

 While the CNN implemented a series of cascaded “bottom-up” transformations that 

extracted nonlinear features from an input image, we also used the De-CNN to approximately 

reverse the operations in the CNN, for a series of “top-down” projections as described in detail 

elsewhere [43]. Specifically, the outputs of one or multiple units could be unpooled, rectified, and 

filtered onto its lower layer, until reaching the input pixel space. The unpooling step was only 

applied to the layers that implemented max-pooling in the CNN. Since the max-pooling was non-

invertible, the unpooling was an approximation while the locations of the maxima within each 

pooling region were recorded and used as a set of switch variables. Rectification was performed 

as point-wise rectified linear thresholding by setting the negative units to 0. The filtering step was 

done by applying the transposed version of the kernels in the CNN to the rectified activations from 

the immediate higher layer, to approximate the inversion of the bottom-up filtering. In the De-

CNN, rectification and filtering were independent of the input, whereas the unpooling step was 

dependent on the input. Through the De-CNN, the feature representations at a specific layer could 

yield a reconstruction of the input image [43]. This was utilized for reconstructing the visual input 

based on the 1st-layer feature representations estimated from fMRI data. Such reconstruction is 

unbiased by the input image, since the De-CNN did not perform unpooling from the 1st layer to 

the pixel space.  

2.2.5 Mapping cortical activations with natural movie stimuli  

 Each segment of the training movie was presented twice to each subject. This allowed us 

to map cortical locations activated by natural movie stimuli, by computing the intra-subject 

reproducibility in voxel time series [51, 52]. For each voxel and each segment of the training movie, 

the intra-subject reproducibility was computed as the correlation of the fMRI signal when the 

subject watched the same movie segment for the first time and for the second time. After 

converting the correlation coefficients to z scores by using the Fisher’s z-transformation, the voxel-

wise z scores were averaged across all 18 segments of the training movie. Statistical significance 
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was evaluated by using one-sample t-test (p<0.01, DOF=17, Bonferroni correction for the number 

of cortical voxels), revealing the cortical regions activated by the training movie. Then, the intra-

subject reproducibility maps were averaged across the three subjects. The averaged activation map 

was used to create a cortical mask that covered all significantly activated locations. To be more 

generalizable to other subjects or stimuli, we slightly expanded the mask. The final mask contained 

10,214 voxels in the visual cortex, approximately 17.2% of the whole cortical surface.  

2.2.6 Bivariate analysis to relate CNN units to brain voxels 

 We compared the outputs of CNN units to the fMRI signals at cortical voxels during the 

training movie, by evaluating the correlation between every unit and every voxel. Before this 

bivariate correlation analysis, the single unit activity in the CNN was log-transformed and 

convolved with a canonical hemodynamic response function (HRF) with the positive peak at 4s. 

Such preprocessing was to account for the difference in distribution, timing, and sampling between 

the unit activity and the fMRI signal. The unit activity was non-negative and sparse; after log-

transformation (i.e. log (y + 0.01) where y indicated the unit activity), it followed a distribution 

similar to that of the fMRI signal. The HRF accounted for the temporal delay and smoothing due 

to neurovascular coupling. Here, we preferred a pre-defined HRF to a model estimated from the 

fMRI data itself. While the latter was data-driven and used in previous studies [26, 53], it might 

cause over-fitting. A pre-defined HRF was suited for more conservative estimation of the bivariate 

(unit-to-voxel) relationships. Lastly, the HRF-convolved unit activity was down-sampled to match 

the sampling rate of fMRI. With such preprocessing, the bivariate correlation analysis was used to 

map the retinotopic, hierarchical, and categorical representations during natural movie stimuli, as 

described subsequently. 

 Retinotopic mapping. In the first layer of the CNN, individual units extracted features 

(e.g. orientation-specific edge) from different local (11-by-11 pixels) patches in the input image. 

We computed the correlation between the fMRI signal at each cortical location and the activation 

time series of every unit in the first layer of the CNN during the training movie. For a given cortical 

location, such correlations formed a 3-D array: two dimensions corresponding to the horizontal 

and vertical coordinates in the visual field, and the third dimension corresponding to 96 different 

local features (see Fig. 2.7 c). As such, this array represented the simultaneous tuning of the fMRI 

response at each voxel by retinotopy, orientation, color, contrast, spatial frequency etc. We reduced 
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the 3-D correlation array into a 2-D correlation matrix by taking the maximal correlation across 

different visual features. As such, the resulting correlation matrix depended only on retinotopy, 

and revealed the population receptive field (pRF) of the given voxel. The pRF center was 

determined as the centroid of the top 20 locations with the highest correlation values, and its polar 

angle and eccentricity were further measured with respect to the central fixation point. Repeating 

this procedure for every cortical location gave rise to the putative retinotopic representation of the 

visual cortex. We compared this retinotopic representation obtained with natural visual stimuli to 

the visual-field maps obtained with the standard retinotopic mapping as previously reported 

elsewhere [54]. 

 Hierarchical mapping. The feedforward visual processing passes through multiple 

cascaded stages in both the CNN and the visual cortex. In line with previous studies [8-10, 22, 30, 

53, 55, 56], we explored the correspondence between individual layers in the CNN and individual 

cortical regions underlying different stages of visual processing. For this purpose, we computed 

the correlations between the fMRI signal at each cortical location and the activation time series 

from each layer in the CNN, and extracted the maximal correlation. We interpreted this maximal 

correlation as a measure of how well a cortical location corresponded to a layer in the CNN. For 

each cortical location, we identified the best corresponding layer and assigned its layer index to 

this location; the assigned layer index indicated the processing stage this location belonged to. The 

cortical distribution of the layer-index assignment provided a map of the feedforward hierarchical 

organization of the visual system.  

 Mapping representations of object categories. To explore the correspondence between 

the high-level visual areas and the object categories encoded by the output layer of the CNN, we 

examined the cortical fMRI correlates to the 15 categories output from the CNN. Here, we initially 

focused on the “face” because face recognition was known to involve specific visual areas, such 

as the fusiform face area (FFA) [57, 58]. We computed the correlation between the activation time 

series of the face-labeled unit (the unit labeled as “face” in the output layer of the CNN) and the 

fMRI signal at every cortical location, in response to each segment of the training movie. The 

correlation was then averaged across segments and subjects. The significance of the average 

correlation was assessed using a block permutation test [59] in consideration of the auto-

correlation in the fMRI signal. Specifically, the time series was divided into 50-sec blocks of 

adjacent 25 volumes (TR=2s). The block size was chosen to be long enough to account for the 
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autocorrelation of fMRI and to ensure a sufficient number of permutations to generate the null 

distribution. During each permutation step, the “face” time series underwent a random shift (i.e. 

removing a random number of samples from the beginning and adding them to the end) and then 

the time-shifted signal was divided into blocks, and permuted by blocks. For a total of 100,000 

times of permutations, the correlations between the fMRI signal and the permuted “face” time 

series was calculated. This procedure resulted in a realistic null distribution, against which the p 

value of the correlation (without permutation) was calculated with Bonferroni correction by the 

number of voxels. The significantly correlated voxels (p<0.01) were displaced to reveal cortical 

regions responsible for the visual processing of human faces. The same strategy was also applied 

to the mapping of other categories. 

2.2.7 Voxel-wise encoding models 

 Furthermore, we attempted to establish the CNN-based predictive models for the fMRI 

response to natural movie stimuli. Such models were defined separately for each voxel, namely 

voxel-wise encoding models [12], through which the voxel response was predicted from a linear 

combination of the feature representations of the input movie. Conceptually similar encoding 

models were previously explored with low-level visual features [24, 26] or high-level semantic 

features [60, 61], and more recently with hierarchical features extracted by the CNN from static 

pictures [8, 30]. Here, we extended these prior studies to focus on natural movie stimuli while 

using principal component analysis (PCA) to reduce the huge dimension of the feature space 

attained with the CNN.  

 Specifically, PCA was applied to the feature representations obtained from each layer of 

the CNN during the training movie. Principal components were retained to keep 99% of the 

variance while spanning a much lower-dimensional feature space, in which the representations 

followed a similar distribution as did the fMRI signal. This dimension reduction mitigated the 

potential risk of overfitting with limited training data. In the reduce feature space, the feature time 

series were readily comparable with the fMRI signal without additional nonlinear (log) 

transformation.  

 Mathematically, let 𝐘o
𝑙  be the output from all units in layer 𝑙 of the CNN; it is an m-by-p 

matrix (m is the number of video frames in the training movie, and p is the number of units). The 

time series extracted by each unit was standardized (i.e. remove the mean and normalize the 
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variance). Let 𝐁𝑙 be the principal basis of 𝐘o
𝑙 ; it is a p-by-q matrix (q is the number of components). 

Converting the feature representations from the unit-wise space to the component-wise space is 

expressed as below.  

𝐘𝑛
𝑙 = 𝐘o

𝑙 𝐁𝑙             (2) 

where 𝐘𝑛
𝑙  is the transformed feature representations in the dimension-reduced feature space 

spanned by unitary columns in the matrix, 𝐁𝑙. The transpose of 𝐁𝑙 also defined the transformation 

back to the original space. 

 Following the dimension reduction, the feature time series, 𝐘𝑛
𝑙 , were convolved with a HRF, 

and then down-sampled to match the sampling rate of fMRI. Hereafter, 𝐘𝑙 stands for the feature 

time series for layer 𝑙 after convolution and down-sampling. These feature time series were used 

to predict the fMRI signal at each voxel through a linear regression model, elaborated as below. 

 Given a voxel 𝑣, the voxel response 𝒙𝑣 was modeled as a linear combination of the feature 

time series, 𝐘𝑙, from the l-th layer in the CNN, as expressed in Eq. (3).  

𝒙𝑣 = 𝐘𝑙𝒘𝑣
𝑙 + 𝑏𝑣

𝑙 + 𝜺             (3) 

where, 𝒘𝑣
𝑙  is a q-by-1 vector of the regression coefficients;  𝑏𝑣

𝑙  is the bias term; 𝜺 is the error 

unexplained by the model. Least-squares estimation with L2-norm regularization, as Eq. (4), was 

used to estimate the regression coefficients based on the data during the training movie. 

𝑓(𝒘𝑣
𝑙 ) = ‖𝒙𝑣 − 𝒀𝑙𝒘𝑣

𝑙 − 𝑏𝑣
𝑙 ‖2

2 + 𝜆‖𝒘𝑣
𝑙 ‖2

2          (4) 

 Here, the L2 regularization was used to prevent the model from overfitting limited training 

data. The regularization parameter 𝜆 and the layer index l were both optimized through a nine-fold 

cross-validation. Briefly, the training data were equally split into nine subsets: eight for the model 

estimation, one for the model validation. The validation was repeated nine times such that each 

subset was used once for validation. The parameters (𝜆, l) were chosen to maximize the cross-

validation accuracy. With the optimized parameters, we refitted the model using the entire training 

samples to yield the final estimation of the voxel-wise encoding model. The final encoding model 

set up a computational pathway from the visual input to the evoked fMRI response at each voxel 

via its most predictive layer in the CNN. 

 After training the encoding model, we tested the model’s accuracy in predicting the fMRI 

response to all five segments of the testing movie, for which the model was not trained. For each 

voxel, the prediction accuracy was measured as the correlation between the measured fMRI 

response and the response predicted by the voxel-specific encoding model, averaged across the 
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segments of the testing movie. The significance of the correlation was assessed using a block 

permutation test [59], while considering the auto-correlation in the fMRI signal, similarly as the 

significance test for the unit-to-voxel correlation. Briefly, the predicted fMRI signal was randomly 

block-permuted in time for 100,000 times to generate an empirical null distribution, against which 

the prediction accuracy was evaluated for significance (p<0.001, Bonferroni correction by the 

number of voxels). The prediction accuracy was also evaluated for regions of interest (ROIs) 

defined with multi-modal cortical parcellation [62]. For the ROI analysis, the voxel-wise 

prediction accuracy was averaged within each ROI. The prediction accuracy was evaluated for 

each subject, and then compared and averaged across subjects.  

 The prediction accuracy was compared with an upper bound by which the fMRI signal was 

explainable by the visual stimuli, given the presence of noise or ongoing activity unrelated to the 

stimuli. This upper bound, defining the explainable variance for each voxel, depended on the signal 

to noise ratio of the evoked fMRI response. It was measured voxel by voxel based on the fMRI 

signals observed during repeated presentations of the testing movie. Specifically, 10 repetitions of 

the testing movie were divided by half. This two-half partition defined an (ideal) control model: 

the signal averaged within the first half was used to predict the signal averaged within the second 

half. Their correlation, as the upper bound of the prediction accuracy, was compared with the 

prediction accuracy obtained with the voxel-wise encoding model in predicting the same testing 

data. The difference between their prediction accuracies (z-score) was assessed by paired t-test 

(p<0.01) across all possible two-half partitions and all testing movie segments. For those 

significant voxels, we then calculated the percentage of the explainable variance that was not 

explained by the encoding model. Specifically, let Vc be the potentially explainable variance; let 

Ve be the variance explained by the encoding model; so, (𝑉𝑐 − 𝑉𝑒) 𝑉𝑐⁄  measures the degree by 

which the encoding falls short in explaining the stimulus-evoked response [63].  

2.2.8 Predicting cortical responses to images and categories  

 After testing their ability to predict cortical responses to unseen stimuli, we further used 

the encoding models to predict voxel-wise cortical responses to arbitrary pictures. Specifically, 

15,000 images were uniformly and randomly sampled from 15 categories in ImageNet (i.e. face, 

people, exercise, bird, land-animal, water-animal, insect, flower, fruit, car, airplane, ship, natural 

scene, outdoor, indoor). None of these sampled images were used to train the CNN, or included 
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in the training or testing movies. For each sampled image, the response at each voxel was predicted 

by using the voxel-specific encoding model. The voxel’s responses to individual images formed a 

response profile, indicative of its selectivity to single images.  

 To quantify how a voxel selectively responded to images from a given category (e.g. face), 

the voxel’s response profile was sorted in a descending order of its response to every image. Since 

each category contained 1,000 exemplars, the percentage of the top-1000 images belonging to one 

category was calculated as an index of the voxel’s categorical selectivity. This selectivity index 

was tested for significance using a binomial test against a null hypothesis that the top 1,000 images 

were uniformly random across individual categories. This analysis was tested specifically for 

voxels in the fusiform face area (FFA).  

 For each voxel, its categorical representation was obtained by averaging single-image 

responses within categories. The representational difference between inanimate vs. animate 

categories was assessed, with former including flower, fruit, car, airplane, ship, natural scene, 

outdoor, indoor, and the latter including face, people, exercise, bird, land-animal, water-animal, 

insect. The significance of this difference was assessed with two-sample t-test with Bonferroni 

correction by the number of voxels.  

2.2.9 Visualizing single-voxel representations 

 The voxel-wise encoding models set up a computational path to relate any visual input to 

the evoked fMRI response at each voxel. It inspired and allowed us to reveal which part of the 

visual input specifically accounted for the response at each voxel, or to visualize the voxel’s 

representation of the input. Note that the visualization was targeted to each voxel, as opposed to a 

layer or unit in the CNN, as in [8]. This distinction was important because voxels with activity 

predictable by the same layer in the CNN, may bear highly or entirely different representations.   

 Let us denote the visual input as 𝐈. The response 𝒙𝑣 at a voxel 𝑣 was modeled as 𝒙𝑣 =

E𝑣(𝐈) (E𝑣 is the voxel’s encoding model). The voxel’s visualized representation was an optimal 

gradient pattern given the visual input 𝐈 that reflected the pixel-wise influence in driving the 

voxel’s response. This optimization included two steps, combining the visualization methods 

based on masking [64, 65] and gradient [20, 66-68]. 

 Firstly, the algorithm searched for an optimal binary mask, 𝐌𝑜, such that the masked visual 

input gave rise to the maximal response at the target voxel, as Eq. (5).  
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𝐌𝑜 = arg max
M

{E𝑣(𝐈 ∘ 𝐌)}  (5) 

where the mask was a 2-D matrix with the same width and height as the visual input 𝐈, and ∘ stands 

for the Hadamard product, meaning that the same masking was applied to the red, green, and blue 

channels respectively. Since the encoding model was highly nonlinear and not convex, random 

optimization [69] was used. A binary continuous mask (i.e. the pixel weights were either 1 or 0) 

was randomly and iteratively generated. For each iteration, a random pixel pattern was generated 

with each pixel’s intensity sampled from a normal distribution; this random pattern was spatially 

smoothed with a Gaussian spatial-smoothing kernel (three times of the kernel size of 1st layer CNN 

units); the smoothed pattern was thresholded by setting one fourth pixels to 1 and others 0. Then, 

the model-predicted response was computed given the masked input. The iteration was stopped 

when the maximal model-predicted response (over all iterations) converged or reach 100 iterations. 

The optimal mask was the one with the maximal response across iterations. 

 After the mask was optimized, the input from the masked region, 𝐈𝒐 = 𝐈 ∘ 𝐌𝒐, was supplied 

to the voxel-wise encoding model. The gradient of the model’s output was computed with respect 

to the intensity at every pixel in the masked input, as expressed by Eq. (6). This gradient pattern 

described the relative influence of every pixel in driving the voxel response. Only positive 

gradients, which indicated the amount of influence in increasing the voxel response, were back-

propagated and kept, as in [68]. 

𝐆𝒗(𝐈𝒐) = ∇E𝑣(𝐈)|𝐈=𝐈𝒐
         (6) 

 For the visualization to be more robust, the above two steps were repeated 100 times. The 

weighted average of the visualizations across all repeats was obtained with the weight proportional 

to the response given the masked input for each repeat (indexed with 𝑖), as Eq. (7). Consequently, 

the averaged gradient pattern was taken as the visualized representation of the visual input at the 

given voxel.  

𝐆𝒗(𝐈𝒐) =
𝟏

𝟏𝟎𝟎
∑ 𝐆𝑣

𝑖 (𝐈𝒐)E𝑣
𝑖 (𝐈𝒐)𝟏𝟎𝟎

𝒊=𝟏  (7) 

 This visualization method was applied to the fMRI signals during one segment of the 

testing movie. To explore and compare the visualized representations at different cortical locations, 

example voxels were chosen from several cortical regions across different levels, including V2, 

V4, MT, LO, FFA and PPA. Within each of these regions, we chose the voxel with the highest 

average prediction accuracy during the other four segments of the testing movie. The single-voxel 
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representations were visualized only at time points where peak responses occurred at one or 

multiple of the selected voxels.  

2.2.10 Reconstructing natural movie stimuli 

 Opposite to voxel-wise encoding models that related visual input to fMRI signals, decoding 

models transformed fMRI signals to visual and semantic representations. The former was used to 

reconstruct the visual input, and the latter was used to uncover its semantics. 

 For the visual reconstruction, multivariate linear regression models were defined to take as 

input the fMRI signals from all voxels in the visual cortex, and to output the representation of 

every feature encoded by the 1st layer in the CNN. As such, the decoding models were feature-

wise and multivariate. For each feature, the decoding model had multiple inputs and multiple 

outputs (i.e. representations of the given feature from all spatial locations in the visual input), and 

the times of fMRI acquisition defined the samples for the model’s input and output. Eq. (8) 

describes the decoding model for each of 96 different visual features.  

𝐘 = 𝐗𝐖 + 𝛆           (8) 

 Here, 𝐗 stands for the observed fMRI signals within the visual cortex. It is an m-by-(k+1) 

matrix, where m is the number of time points, k is the number of voxels; the last column of 𝐗 is a 

constant vector with all elements equal to 1. 𝐘 stands for the log-transformed time-varying feature 

map. It is an m-by-p matrix, where m is the number of time points, and p is the number of units 

that encode the same local image feature (i.e. the convolutional kernel). 𝐖 stands for the unknown 

weights, by which the fMRI signals are combined across voxels to predict the feature map. It is an 

(k+1)-by-p matrix with the last row being the bias component. 𝛆 is the error term.  

 To estimate the model, we optimized 𝐖 to minimize the objective function below. 

𝑓(𝐖) = ‖𝐘 − 𝐗𝐖‖2
2 + 𝜆‖𝐖‖1

1       (9) 

where the first term is the sum of squares of the errors; the second term is the L1 regularization on 

𝐖 except for the bias component; 𝜆 is the hyperparameter balancing these two terms. Here, L1 

regularization was used rather than L2 regularization, since the former favored sparsity as each 

visual feature in the 1st CNN layer was expected to be coded by a small set of voxels in the visual 

cortex [24, 70].  

 The model estimation was based on the data collected with the training movie. 𝜆 was 

determined by 20-fold cross-validation, similar to the procedures used for training the encoding 



34 

 

models. For training, we used stochastic gradient descent optimization with the batch size of 100 

samples, i.e. only 100 fMRI volumes were utilized in each iteration of training. To address the 

overfitting problem, dropout technique [71] was used by randomly dropping 30% of voxels in 

every iteration, i.e. setting the dropped voxels to zeros. Dropout regularization was used to mitigate 

the co-linearity among voxels and counteract L1 regularization to avoid over-sparse weights. For 

the cross-validation, we evaluated for each of the 96 features, the validation accuracy defined as 

the correlation between the fMRI-estimated feature map and the CNN-extracted feature map. After 

sorting the different features in a descending order of the validation accuracy, we identified those 

features with relatively low cross-validation accuracy (r < 0.24), and excluded them when 

reconstructing the testing movie.   

 To test the trained decoding model, we applied it to the fMRI signals observed during one 

of the testing movies, according to Eq. (8) without the error term. To evaluate the performance of 

the decoding model, the fMRI-estimated feature maps were correlated with those extracted from 

the CNN given the testing movie. The correlation coefficient, averaged across different features, 

was used as a measure of the accuracy for visual reconstruction. To test the statistical significance 

of the reconstruction accuracy, a block permutation test was performed. Briefly, the estimated 

feature maps were randomly block-permuted in time [59] for 100,000 times to generate an 

empirical null distribution, against which the estimation accuracy was evaluated for significance 

(p<0.01), similar to the aforementioned statistical test for the voxel-wise encoding model.  

 To further reconstruct the testing movie from the fMRI-estimated feature maps, the feature 

maps were individually converted to the input pixel space using the De-CNN, and then were 

summed to generate the reconstruction of each movie frame. It is worth noting that the De-CNN 

did not perform unpooling from the 1st layer to the pixel space; so, the reconstruction was unbiased 

by the input, making the model generalizable for reconstruction of any unknown visual input. As 

a proof of concept, the visual inputs could be successfully reconstructed through De-CNN given 

the accurate (noiseless) feature maps [7]. 

2.2.11 Semantic categorization  

 In addition to visual reconstruction, the fMRI measurements were also decoded to deduce 

the semantics of each movie frame at the fMRI sampling times. The decoding model for semantic 

categorization included two steps: 1) converting the fMRI signals to the semantic representation 
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of the visual input in a generalizable semantic space, 2) converting the estimated semantic 

representation to the probabilities by which the visual input belonged to pre-defined and human-

labeled categories. 

 In the first step, the semantic space was spanned by the outputs from the 7th CNN layer, 

which directly supported the image classification at the output layer. This semantic space was 

generalizable to not only novel images, but also novel categories which the CNN was not trained 

for [50]. As defined in Eq. (10), the decoding model used the fMRI signals to estimate the semantic 

representation, denoted as 𝐘𝑠 (m-by-q matrix, where q is the dimension of the dimension-reduced 

semantic space and m is the number of time points).  

𝐘𝑠 = 𝐗𝐖𝒔 + 𝛆   (10) 

where 𝐗 stands for the observed fMRI signals within the visual cortex, and 𝐖𝒔 was the regression 

coefficients, and 𝛆 was the error term. To train this decoding model, we used the data during the 

training movie and applied L2-regularization. The estimated dimension-reduced representation 

was then transformed back to the original space. The regularization parameter and q were 

determined by 9-fold cross validation based on the correlation between estimated representation 

and the ground truth. 

 In the second step, the semantic representation estimated in the first step was converted to 

a vector of normalized probabilities over categories. This step utilized the softmax classifier 

established when retraining the CNN for image classification into 15 labeled categories.  

 After estimating the decoding model with the training movie, we applied it to the data 

during one of the testing movies. It resulted in the decoded categorization probability for individual 

frames in the testing movie sampled every 2 seconds. The top 5 categories with the highest 

probabilities were identified, and their textual labels were displayed as the semantic descriptions 

of the reconstructed testing movie.  

 To evaluate the categorization accuracy, we used top-1 through top-3 prediction accuracies. 

Specifically, for any given movie frame, we ranked the object categories in a descending order of 

the fMRI-estimated probabilities. If the true category was the top 1 of the ranked categories, it was 

considered to be top-1 accurate. If the true category was in the top 2 of the ranked categories, it 

was considered to be top-2 accurate, so on and so forth. The percentage of the frames that were 

top-1/top-2/top-3 accurate was calculated to quantify the overall categorization accuracy, for 

which the significance was evaluated by a binomial test against the null hypothesis that the 
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categorization accuracy was equivalent to the chance level given random guesses. Note that the 

ground-truth categories for the testing movie was manually labeled by human observers, instead 

of the CNN’s categorization of the testing movie. 

2.2.12 Cross-subject encoding and decoding  

 To explore the feasibility of establishing encoding and decoding models generalizable to 

different subjects, we first evaluated the inter-subject reproducibility of the fMRI voxel response 

to the same movie stimuli. For each segment of the training movie, we calculated for each voxel 

the correlation of the fMRI signals between different subjects. The voxel-wise correlation 

coefficients were z-transformed and then averaged across all segments of the training movie. We 

assessed the significance of the reproducibility against zeros by using one-sample t-test with the 

degree of freedom as the total number of movie segments minus 1 (DOF=17, Bonferroni correction 

for the number of voxels, and p<0.01).  

 For inter-subject encoding, we used the encoding models trained with data from one subject 

to predict another subject’s cortical fMRI responses to the testing movie. The accuracy of inter-

subject encoding was evaluated in the same way as done for intra-subject encoding (i.e. training 

and testing encoding models with data from the same subject). For inter-subject decoding, we used 

the decoding models trained with one subject’s data to decode another subject’s fMRI activity for 

reconstructing and categorizing the testing movie. The performance of inter-subject decoding was 

evaluated in the same way as for intra-subject decoding (i.e. training and testing decoding models 

with data from the same subject). 

 Results 

2.3.1 Functional alignment between CNN and visual cortex 

 For exploring and modeling the relationships between the CNN and the brain, we used 374 

video clips to constitute a training movie, presented twice to each subject for fMRI acquisition. 

From the training movie, the CNN extracted visual features through hundreds of thousands of units, 

which were organized into eight layers to form a trainable bottom-up network architecture. That 

is, the output of one layer was the input to its next layer. After the CNN was trained for image 

categorization [19], each unit encoded a particular feature through its weighted connections to its 

lower layer, and its output reported the representation of the encoded feature in the input image. 
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The 1st layer extracted local features (e.g. orientation, color, contrast) from the input image; the 

2nd through 7th layers extracted features with increasing nonlinearity, complexity, and abstraction; 

the highest layer reported the categorization probabilities [2, 4, 19].  

 The hierarchical architecture and computation in the CNN appeared similar to the 

feedforward processing in the visual cortex [2]. This motivated us to ask whether individual 

cortical locations were functionally similar to different units in the CNN given the training movie 

as the common input to both the brain and the CNN. To address this question, we first mapped the 

cortical activation with natural vision by evaluating the intra-subject reproducibility of fMRI 

activity when the subjects watched the training movie for the first vs. second time [51, 52]. The 

resulting cortical activation was widespread over the entire visual cortex (Fig. 2.2 a) for all subjects 

[7]. Then, we examined the relationship between the fMRI signal at every activated location and 

the output time series of every unit in the CNN. The latter indicated the time-varying representation 

of a particular feature in every frame of the training movie. The feature time series from each unit 

was log-transformed and convolved with the HRF, and then its correlation to each voxel’s fMRI 

time series was calculated. 

 This bivariate correlation analysis was initially restricted to the 1st layer in the CNN. Since 

the 1st-layer units filtered the image patches with a fixed size at a variable location, their 

correlations with a voxel’s fMRI signal revealed its population receptive field (pRF). The bottom 

insets in Fig. 2. 2.b. show the putative pRF of two example locations corresponding to peripheral 

and central visual fields. The retinotopic property was characterized by the polar angle and 

eccentricity of the center of every voxel’s pRF [7], and mapped on the cortical surface (Fig. 2.2.b). 

The resulting retinotopic representations were consistent across subjects, and similar to the maps 

obtained with standard retinotopic mapping [54, 72]. The retinotopic organization reported here 

appeared more reasonable than the results obtained with a similar analysis approach but with 

natural picture stimuli [30], suggesting an advantage of using movie stimuli for retinotopic 

mapping than using static pictures. Beyond retinotopy, we did not observe any orientation-

selective representations (i.e. orientation columns), most likely due to the low spatial resolution of 

the fMRI data.  

 Extending the above bivariate analysis beyond the 1st-layer of the CNN, different cortical 

regions were found to be preferentially correlated with distinct layers in the CNN (Fig. 2.2.c). The 

lower to higher level features encoded by the 1st through 8th layers in the CNN were gradually 
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mapped onto areas from the striate to extrastriate cortex along both ventral and dorsal streams (Fig. 

2.2.c), consistently across subjects. These results agreed with findings from previous studies 

obtained with different analysis methods and static picture stimuli [8, 10, 22, 30, 53]. We extended 

these findings to further show that the CNN could map the hierarchical stages of feedforward 

processing underlying dynamic natural vision, with a rather simple and effective analysis method. 

 Furthermore, an investigation of the categorical features encoded in the CNN revealed a 

close relationship with the known properties of some high-order visual areas. For example, a unit 

labeled as “face” in the output layer of the CNN was significantly correlated with multiple cortical 

areas (Fig. 2.2.d, right), including the fusiform face area (FFA), the occipital face area (OFA), and 

the face-selective area in the posterior superior temporal sulcus (pSTS-FA), all of which have been 

shown to contribute to face processing [73]. Such correlations were also relatively stronger on the 

right hemisphere than on the left hemisphere, in line with the right hemispheric dominance 

observed in many face-specific functional localizer experiments [74]. In addition, the fMRI 

response at the FFA and the output of the ‘face’ unit both showed notable peaks coinciding with 

movie frames that included human faces (Fig. 2.2.d, left). These results exemplify the utility of 

mapping distributed neural-network representations of object categories automatically detected by 

the CNN. In this sense, it is more convenient than doing so by manually labeling movie frames, as 

in prior studies [44, 60]. Similar strategies were also used to reveal the network representations of 

‘indoor scenes’, ‘land animals’, ‘car’, and ‘bird’ (Fig. 2.2.e).  

 Taken together, the above results suggest that the hierarchical layers in the CNN implement 

similar computational principles as cascaded visual areas along the brain’s visual pathways. The 

CNN and the visual cortex not only share similar representations of some low-level visual features 

(e.g. retinotopy) and high-level semantic features (e.g. face), but also share similarly hierarchical 

representations of multiple intermediate levels of progressively abstract visual information (Fig. 

2.2). 

2.3.2 Neural encoding 

 Given the functional alignment between the human visual cortex and the CNN as 

demonstrated above and previously by others [8, 22, 30], we further asked whether the CNN could 

be used as a predictive model of the response at any cortical location given any natural visual input. 

In other words, we attempted to establish a voxel-wise encoding model by which the fMRI 
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response at each voxel was predicted from the output of the CNN. Specifically, for any given voxel, 

we optimized a linear regression model to combine the outputs of the units from a single layer in 

CNN to best predict the fMRI response during the training movie. We identified and used the 

principal components of the CNN outputs as the regressors to explain the fMRI voxel signal. Given 

the training movie, the output from each CNN layer could be largely explained by much fewer 

components. For the 1st through 8th layers, 99% of the variance in the outputs from 290400, 186624, 

64896, 64896, 43264, 4096, 4096, 1000 units could be explained by 10189, 10074, 9901, 10155, 

10695, 3103, 2804, 241 components, respectively. Despite dramatic dimension reduction 

especially for the lower layers, information loss was negligible (1%), and the reduced feature 

dimension largely mitigated overfitting when training the voxel-wise encoding model. 

 After training a separate encoding model for every voxel, we used the models to predict 

the fMRI responses to five 8-min testing movies. These testing movies included different video 

clips from those in the training movie, and thus unseen by the encoding models to ensure unbiased 

model evaluation. The prediction accuracy (r), measured as the correlation between the predicted 

and measured fMRI responses, was evaluated for every voxel. As shown in Fig. 2.3.a, the encoding 

models could predict cortical responses with reasonably high accuracies for nearly the entire visual 

cortex, much beyond the spatial extent predictable with low-level visual features [26] or high-level 

semantic features [60] alone. The model-predictable cortical areas shown in this study also covered 

a broader extent than was shown in prior studies using similar CNN-based feature models [8, 30]. 

The predictable areas even extended beyond the ventral visual stream, onto the dorsal visual stream, 

as well as areas in parietal, temporal, and frontal cortices (Fig. 2.3.a). These results suggest that 

object representations also exist in the dorsal visual stream, in line with prior studies [75, 76]. 

 Regions of interest (ROI) were selected as example areas in various levels of visual 

hierarchy: V1, V2, V3, V4, lateral occipital (LO), middle temporal (MT), fusiform face area (FFA), 

parahippocampal place area (PPA), lateral intraparietal (LIP), temporo-parietal junction (TPJ), 

premotor eye field (PEF), and frontal eye field (FEF). The prediction accuracy, averaged within 

each ROI, was similar across subjects, and ranged from 0.4 to 0.6 across the ROIs within the visual 

cortex and from 0.25 to 0.3 outside the visual cortex (Fig. 2.3.b). These results suggest that the 

internal representations of the CNN explain cortical representations of low, middle, and high-level 

visual features to similar degrees. Different layers in the CNN contributed differentially to the 
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prediction at each ROI (Fig. 2.3.c). Also see Fig. 2.6.a for the comparison between the predicted 

and measured fMRI time series during the testing movie at individual voxels. 

 Although the CNN-based encoding models predicted partially but significantly the 

widespread fMRI responses during natural movie viewing, we further asked where and to what 

extent the models failed to fully predict the movie-evoked responses. Also note that the fMRI 

measurements contained noise and reflected in part spontaneous activity unrelated to the movie 

stimuli. In the presence of the noise, we defined a control model, in which the fMRI signal 

averaged over five repetitions of the testing movie was used to predict the fMRI signal averaged 

over the other five repetitions of the same movie. This control model served to define the 

explainable variance for the encoding model, or the ideal prediction accuracy (Fig. 2.4.a), against 

which the prediction accuracy of the encoding models (Fig. 2.4.b) was compared. Relative to the 

explainable variance, the CNN model tended to be more predictive of ventral visual areas (Fig. 

2.4.c), which presumably sub-served the similar goal of object recognition as did the CNN. In 

contrast, the CNN model still fell relatively short in predicting the responses along the dorsal 

pathway (Fig. 2.4.c), likely because the CNN did not explicitly extract temporal features that are 

important for visual action [51]. 

2.3.3 Cortical representations of single-pictures or categories 

 The voxel-wise encoding models provided a fully computable pathway through which any 

arbitrary picture could be transformed to the stimulus-evoked fMRI response at any voxel in the 

visual cortex. As initially explored before [30], we conducted a high-throughput “virtual-fMRI” 

experiment with 15,000 images randomly and evenly sampled from 15 categories in ImageNet [34, 

45]. These images were taken individually as input to the encoding model to predict their 

corresponding cortical fMRI responses. As a result, each voxel was assigned with a predicted 

response to every picture, and its response profile across individual pictures reported the voxel’s 

functional representation [77]. For an initial proof of concept, we selected a single voxel that 

showed the highest prediction accuracy within FFA – an area for face recognition [57, 73, 74]. 

This voxel’s response profile, sorted by the response level, showed strong face selectivity (Fig. 

2.5.a). The top 1,000 pictures that generated the strongest responses at this voxel were mostly 

human faces (94.0%, 93.9%, and 91.9%) (Fig. 2.5.b). Such a response profile was not only limited 

to the selected voxel, but shared across a network including multiple areas from both hemispheres, 
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e.g. FFA, OFA, and pSTS-FA (Fig. 2.5c). It demonstrates the utility of the CNN-based encoding 

models for analyzing the categorical representations in voxel, regional, and network levels. 

Extending from this example, we further compared the categorical representation of every voxel, 

and generated a contrast map for the differential representations of animate vs. inanimate 

categories (Fig. 2.5d). We found that the lateral and inferior temporal cortex (including FFA) was 

relatively more selective to animate categories, whereas the parahippocampal cortex was more 

selective to inanimate categories (Fig. 2.5.d), in line with previous findings [78, 79].  

2.3.4 Visualizing single-voxel representations given natural visual input 

 Not only could the voxel-wise encoding models predict how a voxel responded to different 

pictures or categories, such models were also expected to reveal how different voxels extract and 

process different visual information from the same visual input. To this end, we developed a 

method to visualize for each single voxel its representation given a known visual input. The method 

was to identify a pixel pattern from the visual input that accounted for the voxel response through 

the encoding model, revealing the voxel’s representation of the input.  

 To visualize single-voxel representations, we selected six voxels from V2, V4, LO, MT, 

FFA and PPA (as shown in Fig. 2.6.a, left) as example cortical locations at different levels of visual 

hierarchy. For these voxels, the voxel-wise encoding models could well predict their individual 

responses to the testing movie (Fig. 2.6.a, right). At 20 time points when peak responses were 

observed at one or multiple of these voxels, the visualized representations shed light on their 

different functions (Fig. 2.6). It was readily notable that the visual representations of the V2 voxel 

were generally confined to a fixed part of the visual field, and showed pixel patterns with local 

details; the V4 voxel mostly extracted and processed information about foreground objects rather 

than from the background; the MT voxel selectively responded to the part of the movie frames that 

implied motion or action; the LO voxel represented either body parts or facial features; the FFA 

voxel responded selectively to human and animal faces, whereas the PPA voxel revealed 

representations of background, scenes, or houses. These visualizations offered intuitive illustration 

of different visual functions at different cortical locations, extending beyond their putative 

receptive-field size and location.  
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2.3.5 Neural decoding 

 While the CNN-based encoding models described the visual representations of individual 

voxels, it is the distributed patterns of cortical activity that gave rise to realistic visual and semantic 

experiences. To account for distributed neural coding, we sought to build a set of decoding models 

that combine individual voxel responses in a way to reconstruct the visual input to the eyes (visual 

reconstruction), and to deduce the visual percept in the mind (semantic categorization). Unlike 

previous studies [24, 26, 80-82], our strategy for decoding was to establish a computational path 

to directly transform fMRI activity patterns onto individual movie frames and their semantics 

captured at the fMRI sampling times.  

2.3.6 Visual reconstruction 

 For visual reconstruction, we defined and trained a set of multivariate linear regression 

models to combine the fMRI signals across cortical voxels in an optimal way to match every 

feature map in the 1st CNN layer during the training movie. Such feature maps resulted from 

extracting various local features from every frame of the training movie (Fig. 2.7.a). By 20-fold 

cross-validation within the training data, the models tended to give more reliable estimates for 45 

(out of 96) feature maps (Fig. 2.7.b), mostly related to features for detecting orientations and edges, 

whereas the estimates were less reliable for most color features (Fig. 2.7.c). In the testing phase, 

the trained models were used to convert distributed cortical responses generated by the testing 

movie to the estimated feature maps for the 1st-layer features. The reconstructed feature maps were 

found to be correlated with the actual feature maps directly extracted by the CNN (r=0.30±0.04). 

By using the De-CNN, every estimated feature map was transformed back to the pixel space, where 

they were combined to reconstruct the individual frames of the testing movie. Fig. 2.8 shows some 

examples of the movie frames reconstructed from fMRI vs. those actually presented. The 

reconstruction clearly captured the location, shape, and motion of salient objects, despite missing 

color. Perceptually less salient objects and the background were poorly reproduced in the 

reconstructed images. Such predominance of foreground objects is likely attributed to the effects 

of visual salience and attention on fMRI activity [83, 84]. Thus, the decoding in this study does 

not simply invert retinotopy [82] to reconstruct the original image, but tends to reconstruct the 

image parts relevant to visual perception. Miyawaki et al. previously used a similar computational 

strategy for direct reconstruction of simple pixel patterns, e.g. letters and shapes, with binary-
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valued local image bases [85]. In contrast to the method in that study, the decoding method in this 

study utilized data-driven and biologically-relevant visual features to better account for natural 

image statistics [70, 86]. In addition, the decoding models, when trained and tested with natural 

movie stimuli, represented an apparently better account of cortical activity underlying natural 

vision, than the model trained with random images and tested for small-sized artificial stimuli [85].  

2.3.7 Semantic categorization 

 To identify object categories from fMRI activity, we optimized a decoding model to 

estimate the category that each movie frame belonged to. Briefly, the decoding model included 

two parts: 1) a multivariate linear regression model that used the fMRI signals to estimate the 

semantic representation in the 7th (i.e. the 2nd-highest) CNN layer, 2) the built-in transformation 

from the 7th to the 8th (or output) layer in the CNN, to estimate the categorization probabilities 

from the decoded semantic representation. The first part of the model was trained with the fMRI 

data during the training movie; the second part was established by retraining the CNN for image 

classification into 15 categories. After training, we evaluated the decoding performance with the 

testing movie. Fig. 2.9 shows the top-5 decoded categories, ordered by their descending 

probabilities, in comparison with the true categories shown in red. On average, the top-1/top-2/top-

3 accuracies were about 48%/65%/72%, significantly better than the chance levels 

(6.9%/14.4%/22.3%) (Table 2.1). These results confirm that cortical fMRI activity contained rich 

categorical representations, as previously shown elsewhere [60, 61, 87]. Along with visual 

reconstruction, direct categorization yielded textual descriptions. As an example, a flying bird seen 

by a subject was not only reconstructed as a bird-like image, but also described as a word “bird” 

(see the first frame in Figs. 2.8 & 2.9). 

2.3.8 Cross-subject encoding and decoding  

 Different subjects’ cortical activity during the same training movie were generally similar, 

showing significant inter-subject reproducibility of the fMRI signal (p<0.01, t-test, Bonferroni 

correction) for 82% of the locations within visual cortex (Fig. 2.10.a). This lent support to the 

feasibility of neural encoding and decoding across different subjects – predicting and decoding 

one subject’s fMRI activity with the encoding/decoding models trained with data from another 

subject. Indeed, it was found that the encoding models could predict cortical fMRI responses 
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across subjects with still significant, yet reduced, prediction accuracies for most of the visual 

cortex (Fig. 2.10.b). For decoding, low-level feature representations (through the 1st layer in the 

CNN) could be estimated by inter-subject decoding, yielding reasonable accuracies only slightly 

lower than those obtained by training and testing the decoding models with data from the same 

subject (Fig. 2.10.c). The semantic categorization by inter-subject decoding yielded top-1 through 

top-3 accuracies as 24.9%, 40.0% and 51.8%, significantly higher than the chance levels (6.9%, 

14.4% and 22.3%), although lower than those for intra-subject decoding (47.7%, 65.4%, 71.8%) 

(Fig. 2.10.d and Table 2.1). Together, these results provide evidence for the feasibility of 

establishing neural encoding and decoding models for a general population, while setting up the 

baseline for potentially examining the disrupted coding mechanism in pathological conditions. 

 Discussion 

This study extends a growing body of literature in using deep learning models for understanding 

and modeling cortical representations of natural vision [8-10, 22, 30, 55, 56]. In particular, it 

generalizes the use of convolutional neural network to explain and decode widespread fMRI 

responses to naturalistic movie stimuli, extending the previous findings obtained with static picture 

stimuli. This finding lends support to the notion that cortical activity underlying dynamic natural 

vision is largely shaped by hierarchical feedforward processing driven towards object recognition, 

not only for the ventral stream, but also for the dorsal stream, albeit to a lesser degree. It sheds 

light on the object representations along the dorsal stream. 

 Despite its lack of recurrent or feedback connections, the CNN enables a fully computable 

predictive model of cortical representations of any natural visual input. The voxel-wise encoding 

model enables the visualization of single-voxel representation, to reveal the distinct functions of 

individual cortical locations during natural vision. It further creates a high-throughput 

computational workbench for synthesizing cortical responses to natural pictures, to enable cortical 

mapping of category representation and selectivity without running fMRI experiments. In addition, 

the CNN also enables direct decoding of cortical fMRI activity to estimate the feature 

representations in both visual and semantic spaces, for real-time visual reconstruction and semantic 

categorization of natural movie stimuli. In summary, the CNN-based encoding and decoding 

models, trained with hours of fMRI data during movie viewing, establish a computational account 

of feedforward cortical activity throughout the entire visual cortex and across all levels of 
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processing. Subsequently, we elaborate the implications from methodology, neuroscience, and 

artificial intelligence perspectives.  

2.4.1 CNN predicts nonlinear cortical responses throughout the visual hierarchy 

 The brain segregates and integrates visual input through cascaded stages of processing. The 

relationship between the visual input and the neural response bears a variety of nonlinearity and 

complexity [2]. It is thus impossible to hand-craft a general class of models to describe the neural 

code for every location, especially for those involved in the mid-level processing. The CNN 

accounts for natural image statistics with a hierarchy of nonlinear feature models learned from 

millions of labeled images. The feature representations of any image or video can be automatically 

extracted by the CNN, progressively ranging from the visual to semantic space. Such feature 

models offer a more convenient and comprehensive set of predictors to explain the evoked fMRI 

responses, than are manually defined [44, 60]. For each voxel, the encoding model selects a subset 

from the feature bank to best match the voxel response with a linear projection. This affords the 

flexibility to optimally model the nonlinear stimulus-response relationship to maximize the 

response predictability for each voxel.  

 In this study, the model-predictable voxels cover nearly the entire visual cortex (Fig. 2.3.a), 

much beyond the early visual areas predictable with Gabor or motion filters[24, 26, 88], or with 

manually-defined categorical features [44, 60]. It is also broader than the incomplete ventral stream 

previously predicted by similar models trained with limited static pictures [8, 30, 56]. The 

difference is likely attributed to the larger sample size of our training data, conveniently afforded 

by video stimuli rather than picture stimuli. The PCA-based feature-dimension reduction also 

contributes to more robust and efficient model training. However, the encoding models only 

account for a fraction of the explainable variance (Fig. 2.4), and hardly explain the most lateral 

portion of early visual areas (Fig. 2.3.a). This area tends to have a lower SNR, showing lower intra-

subject reproducibility (Fig. 2.2.a) or explainable variance (Fig. 2.4.a). The same issue also appears 

in other studies [8, 51], whereas the precise reason remains unclear. 

 Both the ventral stream and the CNN are presumably driven by the same goal of object 

recognition. Hence, it is not surprising that the CNN is able to explain a significant amount of 

cortical activity along the ventral stream, in line with prior studies [8-10, 30]. It further confirms 

the paramount role of feedforward processing in object recognition and categorization [89].  



46 

 

 What is perhaps surprising is that the CNN also predicts dorsal-stream activity. The 

ventral-dorsal segregation is a classical principle of visual processing: the ventral stream is for 

perception (“what”), and the dorsal stream is for action (“where”) [90]. As such, the CNN aligns 

with the former but not the latter. However, dorsal and ventral areas are inter-connected, allowing 

cross-talk between the pathways [91]. The dichotomy of visual streams is debatable [76]. Object 

representations exist in both ventral and dorsal streams with likely dissociable roles in visual 

perception [75]. Our study supports this notion. The hierarchical features extracted by the CNN 

are also mapped onto the dorsal stream, showing a representational gradient of complexity, as does 

the ventral stream. Nevertheless, the CNN accounts for a higher portion of the explainable variance 

for the ventral stream than for the dorsal stream (Fig. 2.4). We speculate that motion and attention 

sensitive areas in the dorsal stream require more than feedforward perceptual representations, 

while involving recurrent and feedback connections [92] that are absent in the CNN. In this regard, 

we would like to clarify that the CNN in the context of this paper is driven by image recognition 

and extracts spatial features, in contrast to 3-D convolutional network trained to extract 

spatiotemporal features for action recognition [93], which was another plausible model for the 

dorsal-stream activity [53].  

2.4.2 Visualization of single-voxel representation reveals functional specialization  

 An important contribution of this study is the method for visualizing single-voxel 

representation. It reveals the specific pixel pattern from the visual input that gives rise to the 

response at the voxel of interest. The method is similar to those for visualizing the representations 

of individual units in the CNN [43, 68]. Extending from CNN units to brain voxels, it is helpful to 

view the encoding models as an extension of the CNN, where units are linearly projected onto 

voxels through voxel-wise encoding models. By this extension, the pixel pattern is optimized to 

maximize the model prediction of the voxel response, revealing the voxel’s representation of the 

given visual input, using a combination of masking [64] and gradient [20, 66, 68] based methods. 

Here, visualization is tailored to each voxel, instead of each unit or layer in the CNN, setting it 

apart from prior studies [8, 20, 43, 68].  

 Utilizing this visualization method, one may reveal the distinct representations of the same 

visual input at different cortical locations. As exemplified in Fig. 2.6, visualization uncovers the 

increasingly complex and category-selective representations for locations running downstream 
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along the visual pathways. It offers intuitive insights into the distinct functions of different 

locations, e.g. the complementary representations at FFA and PPA. Although we focus on the 

methodology, our initial results merit future studies for more systematic characterization of the 

representational differences among voxels in various spatial scales. The visualization method is 

also applicable to single or multi-unit activity, to help understand the localized responses of 

neurons or neuronal ensembles [9].  

2.4.3 High-throughput computational workbench for studying natural vision  

 The CNN-based encoding models, trained with a large and diverse set of natural movie 

stimuli, can be generalized to other novel visual stimuli. Given this generalizability, one may use 

the trained encoding models to predict and analyze cortical responses to a large number of natural 

pictures or videos, much beyond what is practically doable with fMRI scans. As such, the encoding 

models constitute a high-throughput computational workbench for studying the neural 

representations of natural vision. As shown here and elsewhere [30], this workbench is 

immediately usable for mapping categorical representation, contrast, and selectivity, to yield novel 

hypotheses for further experimental investigations. Open-access software platform is much 

desirable to further leverage this potential. 

2.4.4 Direct visual reconstruction of a natural movie  

 For decoding cortical activity, the CNN enables direct reconstruction of natural movies. It 

does not require any comparison between the observed activity pattern and those generated by or 

predicted from candidate pictures. This sets our method apart from multivariate pattern analysis 

[17, 18, 23] and encoding-model-based decoding [24-26]. In particular, Nishimoto et al. (2011) 

published the first, and to date the only, attempt to reconstruct natural movies. They used a “try-

and-error” strategy: searching a huge prior set of videos for the most likely stimuli that would 

match the measured cortical activity through model prediction by the encoding models. Arguably, 

this strategy is difficult to scale up because it is impossible for any prior set to be fully inclusive. 

The identification or reconstruction accuracy is dependent on and biased by the samples in the 

prior set. The need for a large prior set is also computationally expensive, limiting the decoding 

efficiency. 
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 A prior study [85] tried to avoid these limitations. In that study, the fMRI signals were used 

to estimate the contrast of local image bases, which in turn were combined to directly reconstruct 

small, simple, and binary images. While the method is not constrained or biased by any image 

prior, binary image bases are not suitable for describing natural image statistics even in the lowest 

level. Also note that the decoding models in that study were trained with a small set of random 

images, and tested with simple letters and shapes. However, realistic visual input is complex and 

dynamic, and natural vision involves salience and attention [83, 84]. Such complexity is unlikely 

captured by random and binary pixel patterns [52]. The overall strategy, as described in [85], is 

not readily usable to decode dynamic natural visual experiences. 

 Our decoding method does not require any prior set of candidate images, setting itself apart 

from the encoding-model-based decoding [26]. It also uses features learned from natural images, 

different from the method in [85]. The latter is important because the features in the CNN are 

biologically relevant [2] and capture information useful for perception [4]. In particular, the 1st 

layer includes features of orientation, contrast, edge, and color, forming a more informative basis 

set than binary image bases [85]. 

 In this study, visual reconstruction was only based on the fMRI-decoded 1st-layer features. 

Although the feature representations from other layers could also be estimated with comparable 

accuracies [7], combining the estimated features from all layers did not improve visual 

reconstruction. Multiple reasons are conceivable. Higher layers contain more abstract information 

and contribute less to the specific pixel patterning [94]. The De-CNN reverses the CNN with 

approximation, especially at the un-pooling step. As a result, the decoding errors cascade down 

the CNN, causing accumulated errors in the reconstructed pixels.  

 In this study, the fMRI-decoded visual reconstruction emphasized foreground and 

suppressed background (Fig. 2.8). This intriguing finding is likely attributable to the effects from 

both bottom-up salience [83] and top-down attention [84]. The CNN captures visual salience [20, 

95], but has no mechanism for top-down attention. It thus helps to dissociate the salience vs. 

attention effects. To explore the effects from salience but not attention, we applied the decoding 

model to the fMRI signals predicted by the voxel-wise encoding models. As in Supplementary Fig. 

2.9 in [7], the resulting visual reconstruction also highlighted the foreground objects. It suggests 

that visual salience is captured by the CNN and indeed contributes to the foreground selectivity. 

However, decoding of the measured fMRI signals revealed even more focal emphases on 
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foreground objects. Therefore, in addition to bottom-up salience, there are other selection 

mechanisms, likely top-down attention that shape the fMRI responses during movie viewing. 

2.4.5 Direct decoding of semantic representations and categorization 

 This study also demonstrates the value of using the CNN to directly decode and categorize 

semantic representations. The CNN contains a semantic space in its 2nd highest layer. It supports 

object recognition in the output layer with either finely or coarsely defined categories, and is even 

transferrable to other vision tasks [50]. Hence, it represents a generalizable semantic space, 

emerging progressively from the visual features in the lower levels. The decoding model allows 

us to directly estimate the representation in this semantic space for arbitrary natural stimuli. The 

decoded semantic representation is generalizable and transferable, and independent of the 

definition of categories, unlike the categorical decoding method recently reported elsewhere [87]. 

 In addition, the semantic space in the CNN can be readily converted to human-defined 

categorical labels, by training a classifier to match the semantic representation to the label. It 

effectively translates a vector representation to a word, and allows the textual interpretation of 

brain activity. The classifier can be trained without redefining the semantic space, by only 

retraining the CNN’s output layer with labeled images. So, the classifier is separate from the 

decoding model. This offers interesting extensions of the current decoding capabilities. One may 

utilize the ever-expanding labeled images to set up various interpretations of the semantic 

representations decoded from brain activity. 
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Figure 2.1 Neural encoding and decoding through a deep-learning model. When a person is 

seeing a film (a), information is processed through a cascade of cortical areas (b), generating fMRI 

activity patterns (c). A deep CNN is used here to model cortical visual processing (d). This model 

transforms every movie frame into multiple layers of features, ranging from orientations and colors 

in the visual space (the first layer) to object categories in the semantic space (the eighth layer). For 

encoding, this network serves to model the nonlinear relationship between the movie stimuli and 

the response at each cortical location. For decoding, cortical responses are combined across 

locations to estimate the feature outputs from the first and seventh layer. The former is 

deconvolved to reconstruct every movie frame, and the latter is classified into semantic categories. 
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Figure 2.2 Functional alignment between the visual cortex and the CNN during natural vision. 

(a) Cortical activation. The maps show the cross correlations between the fMRI signals obtained 

during 2 repetitions of the identical movie stimuli. (b) “Retinotopic mapping”. Cortical 

representations of the polar angle (left) and eccentricity (right), quantified for the receptive-field 

center of every cortical location, are shown on the flattened cortical surfaces. The bottom insets 

show the receptive fields of 2 example locations from V1 (right) and V3 (left). The V1/V2/V3 
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borders defined from conventional retinotopic mapping are overlaid for comparison. (c) 

“Hierarchical mapping”. The map shows the index to the CNN layer most correlated with every 

cortical location. For 3 example locations, their correlations with different CNN layers are 

displayed in the bottom plots. (d) “Co-activation of FFA in the brain and the ‘Face’ unit in the 

CNN”. The maps on the right show the correlations between cortical activity and the output time 

series of the “Face” unit in the eighth layer of CNN. On the left, the fMRI signal at a single voxel 

within the FFA is shown in comparison with the activation time series of the “Face” unit. Movie 

frames are displayed at 5 peaks co-occurring in both time series for 1 segment of the training movie. 

The selected voxel was chosen since it had the highest correlation with the “face” unit for other 

segments of the training movie, different from the one shown in this panel. (e) “Cortical mapping 

of other 4 categories”. The maps show the correlation between the cortical activity and the outputs 

of the eighth-layer units labeled as “indoor objects”, “land animals”, “car”, “bird”. See 

Supplementary Figs 2, 3, and 4 in [7] for related results from individual subjects.  
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Figure 2.3 Cortical predictability given voxel-wise encoding models. (a) Accuracy of voxel-

wise encoding models in predicting the cortical responses to novel natural movie stimuli, which is 

quantified as the Pearson correlation between the measured and the model-predicted responses 

during the testing movie. (b) Prediction accuracy within regions of interest (ROIs) for 3 subjects. 

For each ROI, the prediction accuracy is summarized as the mean ± std correlation for all voxels 

within the ROI. (c) Prediction accuracy for different ROIs by different CNN layers. For each ROI, 

the prediction accuracy was averaged across voxels within the ROI, and across subjects. The 

curves represent the mean, and the error bars stand for the standard error.  
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Figure 2.4 Explained variance of the encoding models. (a) Prediction accuracy of the ideal 

control model (average across subjects). It defines the potentially explainable variance in the fMRI 

signal. (b) Prediction accuracy of the CNN-based encoding models (average across subjects). (c) 

The percentage of the explainable variance that is not explained by the encoding model. Vc denotes 

the potentially explainable variance and Ve denotes the variance explained by the encoding model. 

Note that this result was based on movie-evoked responses averaged over 5 repetitions of the 

testing movie, while the other 5 repetitions were used to define the ideally explainable variance. 

This was thus distinct from other figures, which were based on the responses averaged over all 10 

repetitions of the testing movie.  
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Figure 2.5 Cortical representations of single-pictures or categories. (a) The model-predicted 

response profile at a selected voxel in FFA given 15 000 natural pictures from 15 categories, where 

the selected voxel had the highest prediction accuracy when the encoding model was evaluated 

using the testing movie. The voxel’s responses are sorted in descending order. (b) The top-1 000 

pictures that generate the greatest responses at this FFA voxel. (c) Correlation of the response 

profile at this “seed” voxel with those at other voxels (P < 0.001, Bonferroni correction). (d) The 

contrast between animate versus inanimate pictures in the model-predicted responses (2-sample t-

test, P < 0.001, Bonferroni correction). (e) The categorical responses at 2 example voxels. These 

2 voxels show the highest animate and inanimate responses, respectively. The colors correspond 

to the categories in (a). The results are from Subject JY, see Supplementary Fig. 5 in [7] for related 

results from other subjects.  
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Figure 2.6 Neural encoding models predict cortical responses and visualize functional 

representations at individual cortical locations. (a) Cortical predictability for subject JY, same 

as Fig. 2.3a. The measured (black) and predicted (red) response time series are also shown in 

comparison for 6 locations at V2, V4, LO, MT, PPA, and FFA. For each area, the selected location 

was the voxel within the area where the encoding models yielded the highest prediction accuracy 

during the testing movie (b) Visualizations of the 20 peak responses at each of the 6 locations 

shown in (a). The presented movie frames are shown in the top row, and the corresponding 

visualizations at 6 locations are shown in the following rows. The results are from Subject JY, see 

Supplementary Figs 6 and 7 in [7] for related results from other subjects.  
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Figure 2.7 fMRI-based estimation of the first-layer feature maps (FM). (a) For each movie 

frame, the feature maps extracted from the kernels in the first CNN layer were estimated from 

cortical fMRI data through decoders trained with the training movie. For an example movie frame 

(flying eagle) in the testing movie, its feature map extracted with an orientation-coded kernel 

revealed the image edges. In comparison, the feature map estimated from fMRI was similar, but 

blurrier. (b) The estimation accuracy for all 96 kernels, given cross-validation within the training 

data. The accuracies were ranked and plotted from the highest to lowest. Those kernels with high 

accuracies (r > 0.24) were selected and used for reconstructing novel natural movies in the testing 

phase. (c) 96 kernels in the first layer are ordered in a descending manner according to their cross-

validation accuracy.  
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Figure 2.8 Reconstruction of a dynamic visual experience. For each row, the top shows the 

example movie frames seen by 1 subject; the bottom shows the reconstruction of those frames 

based on the subject’s cortical fMRI responses to the movie. See Movie 1 in [7] for the 

reconstructed movie.  
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Figure 2.9 Semantic categorization of natural movie stimuli. For each movie frame, the top-5 

categories determined from cortical fMRI activity are shown in the order of descending 

probabilities from the top to the bottom. The probability is also color coded in the gray scale with 

the darker gray indicative of higher probability. For comparison, the true category labeled by a 

human observer is shown in red. Here, we present the middle frame of every continuous video clip 

in the testing movie that could be labeled as one of the pre-defined categories. See Movie 1 in [7] 

for all other frames.  
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Figure 2.10 Encoding and decoding within vs. across subjects. (a) Average inter-subject 

reproducibility of fMRI activity during natural stimuli. (b) Cortical response predictability with 

the encoding models trained and tested for the same subject (i.e., intra-subject encoding) or for 

different subjects (i.e., inter-subject encoding). (c) Accuracy of visual reconstruction by intra-

subject (blue) vs. inter-subject (red) decoding for 1 testing movie. The y-axis indicates the spatial 

cross correlation between the fMRI- estimated and CNN-extracted feature maps for the first layer 

in the CNN. The x-axis shows multiple pairs of subjects (JY, XL, and XF). The first subject 

indicates the subject from whom the decoder was trained; the second subject indicates the subject 

for whom the decoder was tested. (d) Accuracy of categorization by intra-subject (blue) vs. inter-

subject (red) decoding. The top-1, top-2 and top-3 accuracy indicates the percentage by which the 

true category is within the first, second, and third most probable categories predicted from fMRI, 

respectively. For both (c) and (d), the bar height indicates the average prediction accuracy; the 

error bar indicates the standard error of the mean; the dashed lines are chance levels. (*P < 10−4, 

**P < 10−10, ***P < 10−50). See Movie 2 for the reconstructed movie on the basis of inter-subject 

decoding.  
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Table 2.1 Three sub-tables show the top-1, top-2 and top-3 accuracies of categorizing individual 

movie frames by using decoders trained with data from the same (intra-subject) or different (inter-

subject) subject. Each row shows the categorization accuracy with the decoder trained with a 

specific subject’s training data; each column shows the categorization accuracy with a specific 

subject’s testing data and different subjects’ decoders. The accuracy was quantified as the 

percentage by which individual movie frames were successfully categorized as one of the top-1, 

top-2, or top-3 categories. The accuracy was also quantified as a fraction number (shown next to 

the percentage number): the number of correctly categorized frames over the total number of 

frames that could be labeled by the 15 categories (N=214 for one 8-min testing movie). 

Decoding accuracy for the semantic descriptions of a novel movie 

 train \ test subject 1 subject 2 subject 3 

top 1 subject 1 42.52% (91/214) 24.30% (52/214) 23.83% (51/214) 

subject 2 20.09% (43/214) 50.47% (108/214) 22.90% (49/214) 

subject 3 24.77% (53/214) 33.64% (72/214) 50.00% (107/214) 

top 2 subject 1 59.81% (128/214) 41.12% (88/214) 43.93% (94/214) 

subject 2 35.51% (76/214) 70.09% (150/214) 35.98% (77/214) 

subject 3 41.12% (88/214) 42.06% (90/214) 66.36% (142/214) 

top 3 subject 1 67.76% (145/214) 55.14% (118/214) 53.27% (114/214) 

subject 2 48.13% (103/214) 74.77% (160/214) 50.93% (109/214) 

subject 3 50.93% (109/214) 52.34% (112/214) 72.90% (156/214) 
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3. DEEP NEURAL NETWORK PREDICTS CORTICAL 

REPRESENTATION AND ORGANIZATION OF VISUAL FEATURES 

FOR RAPID CATEGORIZATION 

*Modified and formatted for dissertation from the article published in Scientific Report [27] 

 Introduction 

 The visual cortex is capable of rapid categorization of visual objects[96, 97]. This ability 

is attributable to cortical representation and organization of object information[2, 98]. In the 

ventral temporal cortex, object representations are topologically organized[99], spanning a high-

dimensional space [100] and being largely invariant against low-level appearance[96, 101]. 

Knowledge about object categories is also represented in dorsal visual areas[75, 102, 103] or even 

beyond the visual cortex[104] where non-visual attributes of objects are coded[105, 106]. In 

addition to their distributed representations[80, 107], object attributes are hierarchically organized 

and progressively emerge from visual input[2]. It is thus hypothesized that the brain categorizes 

visual objects based on their attributes represented in multiple stages of visual processing[99, 106].  

 To understand the basis of object categorization, it is desirable to map cortical 

representations of as many objects from as many categories as possible. The resulting maps 

provide the stimulus-response samples to address the representational structure that enables the 

brain to categorize or differentiate visual objects. Many studies have used functional magnetic 

resonance imaging (fMRI) to map brain activations with category-specific images[57, 77, 80, 105, 

108, 109]. Although such approaches are valuable for studying object categorization, it is 

expensive to cover many objects or categories in experiments, and it is arguably difficult to 

extrapolate experimental findings to new objects or categories. Moreover, object representations 

in the voxel space do not directly reveal the neural computation that give rise to such 

representations. It is also desirable to develop a model of hierarchical visual processing[110] to be 

able to explain (or predict) cortical representations of visual objects with (or without) experimental 

data.  

 Advances in deep learning[4] have established a range of deep neural networks (DNN) 

inspired by the brain itself[2, 3]. Such models have been shown to be able to achieve human-level 

performance in object classification, segmentation, and tracking[4]. On the basis of DNNs, 
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encoding models could be built to predict cortical responses to natural images[8-10, 22, 30] or 

videos[7, 53]. As the accuracies of predicted responses were high and robust in the entire visual 

cortex[7], DNN-based encoding models are arguably advantageous than other models that only 

account for either the lowest[24, 26] or highest[60] level of visual processing.  

 Recent studies also suggest that DNN-based encoding models may be generalized to new 

images or videos[7-9, 30]. In this sense, the models provide a platform to simulate cortical 

representations of in principle infinite exemplars of a large number of object categories[7, 30], 

beyond what is experimentally attainable[77, 79, 111-113]. In addition, DNN views an image as a 

set of hierarchically organized features, rather than as a pixel array. The features are learned from 

millions of images to model image statistics in different levels of abstraction[4]. The learned 

features are much richer and more fine-grained than what may be intuitively defined (by humans) 

as the mid-level features. Through DNN-based encoding models, it is plausible to map object 

representations of specific features from each layer in DNN, allowing object categorization to be 

addressed at each level of visual processing.  

 Extending from recent studies[7-10, 22, 30], we used a deep residual network (ResNet)[21] 

to define, train, and test a generalizable, predictive, and hierarchical model of natural vision by 

using extensive fMRI data from humans watching >10 hours of natural videos. Taking this 

predictive model as a “virtual” fMRI scanner, we synthesized the cortical response patterns with 

64,000 natural pictures including objects from 80 categories, and mapped cortical representations 

of these categories with high-throughput. We evaluated the category selectivity at every voxel in 

the visual cortex, compared cortical representational similarity with their semantic relationships, 

and evaluated the contributions from different levels of visual features to the cortical organization 

of categories. Consistent but complementary to prior experimental studies[57, 60, 80, 105, 114-

119], this study used a model-based computational strategy to study how cortical representations 

of various levels of object knowledge sub-serve categorization. 

 Methods and Materials 

3.2.1 Experimental data  

 We used and extended the human experimental data from our previous study[7], according 

to experimental protocols approved by the Institutional Review Board at Purdue University with 
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informed consent from all human subjects prior to their participation. All methods were performed 

in accordance with the relevant guidelines and regulations. Briefly, the data included the fMRI 

scans from three healthy subjects (Subject 1, 2, 3, all female) when watching natural videos. For 

each subject, the video-fMRI data were split into two independent datasets: one for training the 

encoding model and the other for testing it. For Subject 2 & 3, the training movie included 2.4 

hours of videos; the testing movie included 40 minutes of videos; the training movie was repeated 

twice, and the testing movie was repeated ten times. For Subject 1, the training movie included not 

only those videos presented to Subject 2 and 3, but also 10.4 hours of new videos. The new training 

movie was presented only once. The movie stimuli included a total of ~9,300 video clips manually 

selected from YouTube, covering a variety of real-life visual experiences. All video clips were 

concatenated in a random sequence and separated into 8-min sessions. Every subject watched each 

session of videos (field of view: 20.3o×20.3o) through a binocular goggle with the eyes fixating at 

a central cross (0.8o×0.8o). During each session, whole-brain fMRI scans were acquired with 3.5 

mm isotropic resolution and 2 s repetition time in a 3-T MRI system by using a single-shot, 

gradient-recalled echo-planar imaging sequence (38 interleaved axial slices with 3.5 mm thickness 

and 3.5 × 3.5 mm2 in-plane resolution, TR = 2000 ms, TE = 35 ms, flip angle = 78°, field of view 

= 22 × 22 cm2). Structural MRI data with T1 and T2 weighted contrast were also acquired with 1 

mm isotropic resolution for every subject. The volumetric fMRI data were preprocessed and co-

registered onto a standard cortical surface template[49]. For each cortical location, the 4th-order 

polynomial trend was removed from the fMRI signal. For training and testing encoding models 

(as described latter), the fMRI signals were averaged over repetitions if there were multiple repeats 

and then standardized (i.e. remove the mean and normalize the variance). More details about the 

movie stimuli, data preprocessing and acquisition are described elsewhere [7].  

3.2.2 Deep residual network 

 In line with previous studies[7-10, 22, 30, 56], a feedforward deep neural network (DNN) 

was used to model the cortical representations of natural visual stimuli. Here, we used a specific 

version of the DNN known as the deep residual network (ResNet), which had been pre-trained to 

categorize natural pictures with the state-of-the-art performance[21]. In the ResNet, 50 hidden 

layers of neuron-like computational units were stacked into a bottom-up hierarchy. The first layer 

encoded location and orientation-selective visual features, whereas the last layer encoded semantic 
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features that supported categorization. The layers in between encoded increasingly complex 

features through 16 residual blocks; each block included three successive layers and a shortcut 

directly connecting the input of the block to the output of the block[21]. Compared to the DNNs 

in prior studies[7-9, 22, 56, 120], the ResNet was much deeper and defined more fine-grained 

hierarchical visual features. The ResNet could be used to extract feature representations from any 

input image or video frame by frame. Passing an image into the ResNet yielded an activation value 

at each unit. Passing a video yielded an activation time series at each unit as the fluctuating 

representation of a given visual feature in the video.  

3.2.3 Encoding models 

 For each subject, we trained an encoding model to predict each voxel’s fMRI response to 

any natural visual stimuli[12], using a similar strategy as previously explored[7, 8, 30]. The voxel-

wise encoding model included two parts: the first part was nonlinear, converting the visual input 

from pixel arrays into representations of hierarchical features through the ResNet; the second part 

was linear, projecting them onto each voxel’s fMRI response. The encoding model used the 

features from 18 hidden layers in the ResNet, including the first layer, the last layer, and the output 

layer for each of the 16 residual blocks. For video stimuli, the time series extracted by each unit 

was convolved with a canonical hemodynamic response function (HRF) with the peak response at 

4s, and down-sampled to match the sampling rate of fMRI, and then standardized (i.e. remove the 

mean and normalize the variance).  

 The feature dimension was reduced by applying principle component analysis (PCA) first 

to each layer and then to all layers in ResNet. The principal components of each layer were a set 

of orthogonal vectors that explained >99% variance of the layer’s feature representations given 

the training movie. The layer-wise dimension reduction was expressed as equation (1).  

𝒇𝑙(𝐱) =  𝒇𝑙
𝑜(𝐱)𝐁𝑙                (1) 

where 𝒇𝑙
𝑜(𝐱) (1 × 𝑝𝑙) is the original feature representation from layer 𝑙 given a visual input 𝐱, 𝐁𝑙 

(𝑝𝑙 × 𝑞𝑙) consists of unitary columnar vectors that represented the principal components for layer 

𝑙, 𝒇𝑙(𝐱) (1 × 𝑞𝑙) is the feature representation after reducing the dimension from 𝑝𝑙 to 𝑞𝑙.  

Following the layer-wise dimension reduction, the feature representations from all layers were 

further reduced by using PCA to retain >99% variance across layers. The final dimension reduction 

was implemented as equation (2). 
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𝒇(𝐱) = 𝒇1:𝐿(𝐱)𝐁1:𝐿                (2) 

where 𝒇1:𝐿(𝐱) = [
𝒇1(𝐱)

√𝑝1
, … ,

𝒇𝐿(𝐱)

√𝑝𝐿
]  is the feature representation concatenated across 𝐿 layers, 𝐁1:𝐿 

consists of unitary principal components of the layer-concatenated feature representations of the 

training movie, and 𝒇(𝐱) (1 × 𝑘) is the final dimension-reduced feature representation.  

 For the second part of the encoding model, a linear regression model was used to predict 

the fMRI response 𝑟𝑣(𝐱) at voxel 𝑣 evoked by the stimulus 𝐱 based on the dimension-reduced 

feature representation 𝒇(𝐱) of the stimulus, as expressed by equation (3).   

𝑟𝑣(𝐱) = 𝒇(𝐱) 𝐰𝑣 + 𝜀𝑣            (3) 

where 𝐰𝑣 is a columnar vector of regression coefficients specific to voxel 𝑣, and 𝜀𝑣 is the error 

term. As shown in equation (4), L2-regularized least-squares estimation was used to estimate 𝐰𝑣 

given the data during the training movie (individual frames were indexed by 𝑖 = 1, ⋯ , 𝑁), where 

the regularization parameter was determined based on nine-fold cross-validation. 

 𝐰̂𝑣 = arg min
 𝐰𝑣

 
1

𝑁
∑ (𝑟𝑣(𝐱𝑖) − 𝒇(𝐱𝑖) 𝐰𝑣)2𝑁

𝑖=1 + 𝜆‖ 𝐰𝑣‖2
2     (4) 

 After the above training, the voxel-wise encoding models were evaluated for their ability 

to predict the cortical responses to the novel testing movie (not used for training). The prediction 

accuracy was quantified as the temporal correlation (r) between the predicted and observed fMRI 

responses at each voxel given the testing movie. Since the testing movie included five distinct 

sessions, the prediction accuracy was evaluated separately for each session, and then averaged 

across sessions. The significance of the voxel-wise prediction accuracy was evaluated with a 

block-permutation test[59] (corrected at false discovery rate (FDR) 𝑞 < 0.01), as used in our prior 

study [7]. 

 We also evaluated the correspondence between the hierarchical layers in ResNet and the 

hierarchical cortical areas underlying different stages of visual processing, in line with previous 

studies[7, 9, 10, 22, 30, 53, 56]. For this purpose, we calculated the variance of the response at a 

voxel explained by the visual features in single layers. Specifically, the features extracted from the 

testing movie were kept only for one layer in the ResNet, while setting to zeros for all other layers. 

Through the voxel-wise encoding model, the variance (measured by R-squared) of the response 

explained by the single layer was calculated. For each voxel, we identified the best corresponding 

layer with the maximum explained variance and assigned its layer index to this voxel. The assigned 

layer index indicated the processing stage this voxel belonged to.  
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 We also tested whether the deeper ResNet outperformed the shallower AlexNet[19] in 

predicting cortical responses to natural movies, taking the latter as the benchmark given its state-

of-the-art encoding performance in prior studies[7, 8, 22]. For this purpose, we trained and tested 

similar encoding models based on the AlexNet with the same analysis of the same dataset. We 

compared the prediction accuracy between ResNet and AlexNet for regions of interest (ROIs) 

defined in an existing cortical parcellation[62], and further evaluated the statistical significance of 

their difference using a paired t-test (p<0.001) across all voxels within each ROI. Considering the 

noise in the data, we also calculated the noise ceiling of the predictability at each voxel. The noise 

ceiling indicated the maximum accuracy that a model could be expected to achieve given the level 

of noise in the testing data[121]. The noise and signal in fMRI were assumed to follow Gaussian 

distribution and the mean of noise was zero. For each testing session, we estimated the noise level 

and the mean/SD of the signal for every voxel. We used Monte Carlo simulation to obtain the 

noise ceiling. For each simulation, we generated a signal from the signal distribution, and 

generated a noisy data by adding the signal and the noise drawn from the noise distribution, and 

calculated the correlation between the signal and the data. We performed 1,000 simulations for 

each testing session, and took the median correlation as the noise ceiling. The ceiling was then 

averaged across sessions.  

3.2.4 Human-face representations with encoding models and functional localizer 

 The ResNet-based encoding models were further used to simulate cortical representations 

of human faces, in comparison with the results obtained with a functional localizer applied to the 

same subjects. To simulate the cortical “face” representation, 2,000 human-face pictures were 

obtained by Google Image search. Each of these pictures was input to the voxel-wise encoding 

model, simulating a cortical response map as if it were generated when the subject was actually 

viewing the picture, as initially explored in previous studies[7, 30]. The simulated response maps 

were averaged across all the face pictures, synthesizing the cortical representation of human face 

as an object category.  

 To validate the model-synthesized “face” representation, a functional localizer[122] was 

used to experimentally map the cortical face areas on the same subjects. Each subject participated 

in three sessions of fMRI with a randomized block-design paradigm. The paradigm included 

alternating ON-OFF blocks with 12s per block. During each ON block, 15 pictures (12 novel and 
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3 repeated) from one of the three categories (face, object, and place) were shown for 0.5s per each 

picture with a 0.3s interval. The ON blocks were randomized and counter-balanced across the three 

categories. Following the same preprocessing as for the video-fMRI data, the block-design fMRI 

data were analyzed with a general linear model (GLM) with three predictors, i.e. face, object, and 

place. Cortical “face” areas were localized by testing the significance of a contrast (face>object 

and face > place) with p<0.05 and Bonferroni correction. 

3.2.5 Synthesizing cortical representations of different categories 

 Beyond the proof of concept with human faces, the similar strategy was also extended to 

simulate the cortical representations of 80 categories through the ResNet-based encoding models. 

The category labels were shown in Fig. 3.3. These categories were mostly covered by the video 

clips used for training the encoding models. For each category, around 800 pictures were obtained 

by Google Image search with the corresponding label, and were visually inspected to replace any 

exemplar that belonged to more than one category. There was a total of 64,000 objects from 80 

categories. The cortical representation of each category was generated by averaging the model-

simulated response map given every exemplar within the category.  

 We focused on cortical representations of basic-level object categories, as opposed to 

individual images. Although the models were able to simulate and characterize cortical activations 

with each of the images, as already done in our prior study [7], herein the total number of images 

(64,000) was too large. This choice was also given our primary interest in representations of object 

knowledge, regardless of the luminance, position, and size of any object. However, the exclusive 

focus on category-average representations, may be biased by how categories were defined and 

how images were selected (by humans). More detailed analysis of responses to individual image 

exemplars is helpful to mitigate this bias or ambiguity17. 

3.2.6 Category selectivity  

 Following the above analysis, cortical representations were compared across categories to 

quantify the category selectivity of various locations and ROIs. For each voxel, its selectivity to 

category 𝑖  against other categories 𝑖𝑐  was quantified with equation (5), as previously 

suggested[123]. 

𝑑𝑖
′ =

𝑟̅𝑖 − 𝑟̅𝑖𝑐

√(𝜎𝑖
2+𝜎𝑖𝑐

2 ) 2⁄
                (5) 
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where 𝑟̅𝑖 and 𝜎𝑖
2 are the mean and variance of the responses to the exemplars in category 𝑖, and  

𝑟̅𝑖𝑐 and 𝜎𝑖𝑐
2  were counterparts to all exemplars in other categories 𝑖𝑐. Irrespective of any specific 

category, the general category-selectivity for each voxel was its maximal 𝑑′  index among all 

categories, i.e. 𝑑′ = max
𝑖

{𝑑𝑖
′}. A 𝑑′ index of zero suggests non-selectivity to any category, and a 

higher 𝑑′ index suggests higher category-selectivity. The category selectivity of any given voxel 

was also inspected by listing the categories in a descending order of their representations at the 

voxel. We also obtained the ROI-level category selectivity by averaging the voxel-wise selectivity 

across voxels and subjects. ROIs were defined in an existing cortical parcellation[62]. 

3.2.7 Categorical similarity and clustering in cortical representation  

 To reveal how the brain organizes categorical information, we assessed the similarity (i.e. 

the Pearson’s correlation of the spatial response patterns across the predictable voxels with q<0.01 

in permutation test and prediction accuracy r>0.2) in cortical representations between categories. 

Based on such inter-category similarity, individual categories were grouped into clusters using k-

means clustering [124]. The goodness of clustering was measured as the modularity index, which 

quantified the inter-category similarities within the clusters relative to those regardless of the 

clusters[125]. The number of clusters was determined by maximizing the modularity index. To 

quantify the modularity index, the categorical similarity was viewed as a signed, weighted, and 

undirected network[125]. Each node represented one category, and each weighted edge 

represented the similarity between two categories. The modularity was then measured as the 

probability of having edges falling within clusters in the network against a random network (null 

case) with the same number of nodes and edges placed at random preserving the degree of each 

node. Specifically, given a positive weighted matrix 𝑺 (𝑆𝑖𝑗 denotes the weight between categories 

i and j, and 𝑆 = 2 ∑ ∑ 𝑆𝑖𝑗𝑗𝑖  denotes the double total weight), the modularity index 𝑄 was defined 

as 𝑄 = ∑ ∑ (𝑝𝑖𝑗 − 𝑞𝑖𝑗)δ(𝐶𝑖 , 𝐶𝑗)𝑗𝑖 , where 𝑝𝑖𝑗 = 𝑆𝑖𝑗 𝑆⁄  is the probability of connecting category i 

and j in the network with edge weight 𝑆𝑖𝑗 , 𝑞𝑖𝑗 = (∑ 𝑆𝑖𝑗/𝑆)𝑗 (∑ 𝑆𝑖𝑗/𝑆)𝑖  denotes the expected 

probability of having edge between i and j in random networks, and δ(𝐶𝑖 , 𝐶𝑗) is the Kronecker 

delta function with value 1 if i and j are in the same cluster and 0 otherwise. Since the correlation 

coefficients ranged from -1 to 1, we separated the positive and negative weights by 𝑆𝑖𝑗 = 𝑆𝑖𝑗
+ − 𝑆𝑖𝑗

− 

where 𝑆𝑖𝑗
+ = max{0, 𝑆𝑖𝑗} and 𝑆𝑖𝑗

− = max{0, −𝑆𝑖𝑗}, and calculated their corresponding modularity 
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𝑄+ and 𝑄− . Then the total modularity was quantified as 𝑄 =
𝑆+

𝑆++𝑆− 𝑄+ −
𝑆−

𝑆++𝑆− 𝑄− . The 

significance of the modularity index was assessed by permutation test against the null distribution 

obtained from shuffling the pair-wise similarities randomly for 100,000 times. The larger 

modularity means the larger deviation from the null case and the better differentiation between 

clusters. Noted that higher similarity within clusters and less similarity across clusters gives larger 

modularity. 

 The similarity in cortical representation between different categories was compared with 

their similarity in semantic meaning. Here, we explored three different models to measure the 

semantic similarity between categories. For the first model, the semantic similarity between 

categories was evaluated as the Leacock-Chodorow similarity (LCH)[126] between the 

corresponding labels based on their relationships defined in the WordNet[127] – a directed graph 

of words (as the nodes) and their is-a relationships (as the edges). Briefly, LCH computes the 

similarity (s) between two labels based on the shortest path (p) that connects the labels in the 

taxonomy and the maximum depth (d) of the taxonomy in which the labels occur through 𝑠 =

−log (𝑝 2𝑑⁄ ) . The second model was the word2vec model that represented text words in a 

continuous vector space that captured a large number of precise syntactic and semantic word 

relationship[128]. We used the published model that was pretrained by Google on 100 billion 

words from Google News. The model was trained to accurately predict surrounding words given 

the current word. We used it to transform the category labels to vectors, and then calculated the 

semantic similarity between labels as the cosine distance of their corresponding vectors. The third 

model was the GloVe model that also represented words in vectors and captured fine-grained 

semantic and syntactic regularities using vector arithmetic[129]. GloVe was trained on global 

word-word co-occurrence statistics from a corpus of text. Similarly, we used the pretrained GloVe 

(trained on a large corpus including 840 billion tokens) to derive the vectors of category labels and 

calculate their semantic similarity as the cosine distance between the vectors. After obtaining the 

inter-category semantic similarity (LCH, word2vec, or GloVe), we evaluated the Pearson’s 

correlation between the cortical and semantic similarities. Before computing the correlation, the 

cortical similarity was transformed to z-score by using the Fisher’s z-transformation. Since the 

similarity was symmetric, the correlation was computed over the values in the upper (or 

equivalently the lower) triangular region of the similarity matrix[130]. The significance was 

assessed by random permutation of the category labels (i.e. reordering rows and columns of the 
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cortical similarity matrix according to this permutation and computing the correlation). By 

repeating the permutation step 10,000 times, we obtained a distribution of correlations simulating 

the null hypothesis that the two similarity matrices are unrelated[130]. 

3.2.8 Layer-wise contribution to cortical categorical representation  

 We also asked which levels of visual information contributed to the clustered organization 

of categorical representations in the brain. To answer this question, the cortical representation of 

each category was dissected into multiple levels of representations, each of which was attributed 

to one single layer of features. For a given category, the features extracted from every exemplar of 

this category were kept only for one layer in the ResNet, while setting to zeros for all other layers. 

Through the above trained encoding models (see Encoding models in Materials and Methods), 

the single-layer visual features were projected onto a cortical map that only represented a certain 

level of visual information shared in the given category. The similarity and modularity in cortical 

representations of individual categories were then re-evaluated as a function of the layer in the 

ResNet. The layer with the highest modularity index contributed the most to the clustered 

organization in cortical categorical representation. The features encoded by this layer were 

visualized for more intuitive understanding of the types of visual information underlying the 

clustered organization. The feature visualization was based on an optimization-based 

technique[131]. Briefly, to visualize the feature encoded by a single unit in the ResNet, the input 

to the ResNet was optimized to iteratively maximize the output from this unit, starting from a 

Gaussian random pattern. Four optimized visualizations were obtained given different random 

initialization.  

 After obtained the layer-wise similarities in cortical representations of object categories, 

we further evaluated the correlation between the cortical similarity and the semantic similarity for 

each layer, and assessed its significance by using the aforementioned permutation test (p=0.0001). 

3.2.9 Finer clustering of categorical representation  

 Considering object categories were defined hierarchically in semantics[127], we asked 

how hierarchy of categorization[99]. More specifically, we tested whether the representational 

similarity and distinction in a larger spatial scale gave rise to a coarser level of categorization, 

whereas the representation in a smaller spatial scale gave rise to a finer level of categorization. To 
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do so, we first examined the category representation in the scale of the entire visual cortex 

predictable by the encoding models, and clustered the categories into multiple clusters by using 

the clustering analysis of the representational similarity in this large scale. The resulting clusters 

of categories were compared with the superordinate-level semantic categories. Then, we focused 

on a finer spatial scale specific to the regions where category representations overlapped within 

each cluster. The cluster-specific region included the cortical locations whose activation was 

significantly higher for objects in the cluster compared to 50,000 random and non-selective objects 

(p<0.01, two-sample t-test, Bonferroni correction). Given the spatial similarity of category 

representation in this finer scale, we defined sub-clusters within each cluster using the same 

clustering analysis as for the large-scale representation. The sub-clusters of categories were 

compared and interpreted against semantic categories in a finer level. 

 Results 

3.3.1 ResNet predicted widespread cortical responses to natural visual stimuli  

 In line with recent studies[7-10, 22, 30], we used a deep convolutional neural network to 

establish predictive models of cortical fMRI representations of natural visual stimuli. Specifically, 

we used ResNet – a deep residual network for computer vision[21]. With a much deeper 

architecture, ResNet offers more fine-grained layers of visual features, and it performs better in 

image recognition than similar but shallower networks, e.g. AlexNet[19] as explored in prior 

studies[7-10, 22, 30, 56]. In this study, we used ResNet to extract visual features from video stimuli, 

and used the extracted features to jointly predict the evoked fMRI response through a voxel-wise 

linear regression model. This encoding model was trained with a large amount of fMRI data during 

a training movie (12.8 hours for Subject 1, and 2.4 hours for Subject 2, 3), and tested with an 

independent testing movie (40 minutes).  

 The encoding accuracy (i.e. the correlation between the predicted and measured fMRI 

signals during the testing movie) was overall high (r = 0.43±0.14, 0.36±0.12, and 0.37±0.11 for 

Subject 1, 2 and 3, respectively) and statistically significant (permutation test, corrected at FDR 

q<0.01) throughout the visual cortex in every subject (Fig. 3.1.a). The encoding accuracy was 

comparable among the higher-order ventral-stream areas, e.g. fusiform face area [132] and 

parahippocampal place area (PPA), as well as early visual areas, e.g. V1, V2, and V3 (Fig. 3.1.c). 
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The accuracy was relatively lower at dorsal-stream areas such as lateral intraparietal area (LIP), 

frontal eye fields (FEF), parietal eye fields (PEF), but not the middle temporal area (MT) (Fig. 

3.1.c). Different cortical regions were preferentially correlated with distinct layers in ResNet. The 

lower to higher level visual features encoded in ResNet were gradually mapped onto areas from 

the striate to extrastriate cortex along both ventral and dorsal streams (Fig. 3.1.b), in agreement 

with previous studies[7, 22, 30, 53, 56, 133]. The prediction accuracy was consistently higher with 

(the deeper) ResNet than with (the shallower) AlexNet (Fig. 3.1.c). These results suggest that the 

ResNet-based voxel-wise encoding models offer generalizable computational accounts for the 

complex and nonlinear relationships between natural visual stimuli and cortical responses at 

widespread areas involved in various levels of visual processing.  

3.3.2 Encoding models predicted cortical representations of various object categories 

 As explored before[7, 30], the voxel-wise encoding models constituted a high-throughput 

platform to synthesize cortical activations with an infinitely large number of natural pictures that 

are unrealistic or expensive to acquire with most experimental approaches. Here, we used this 

strategy to predict the pattern of cortical activation with each of the 64,000 natural pictures from 

80 categories with on average 800 exemplars per category. By averaging the predicted activation 

maps across all exemplars of each category, the common cortical activation within this category 

was obtained to report its cortical representation.  

 For example, averaging the predicted responses to various human faces revealed the 

cortical representation of the category “face” regardless of the position, size, color, angle, 

perspective of various faces (Fig. 3.2.a). Such a model-simulated “face” representation was 

consistent with the fMRI-mapping result obtained with a block-design functional localizer that 

contrasted face vs. non-face pictures (Fig. 3.2.b). In a similar manner, cortical representations of 

all 80 categories were individually mapped (Fig. 3.3). The resulting category representations were 

found not only along the ventral stream, but also along the dorsal stream albeit with relatively 

lower amplitudes and a smaller extent.  

 For each voxel, the model-predicted response as a function of category was regarded as the 

voxel-wise profile of categorical representation. The category selectivity – a measure of how a 

voxel was selectively responsive to one category relative to others[123], varied considerably across 

cortical locations (Fig. 3.4.a). Voxels with higher category selectivity were clustered into discrete 
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regions including the bilateral PPA, FFA, lateral occipital (LO) area, the temporo-parietal junction 

(TPJ), as well as the right superior temporal sulcus (STS) (Fig. 3.4.a). The profile of categorical 

representation listed in a descending order (Fig. 3.4.b), showed that FFA, OFA, and pSTS were 

selective to humans or animals (e.g. man, woman, monkey, cat, lion); PPA was highly selective to 

places (e.g. kitchen, office, living room, corridor); and the ventral visual complex (VVC) was 

selective to man-made objects (e.g. cellphone, tool, bowl, car). In general, the ventral stream 

tended to be more category-selective than early visual areas (e.g. V1, V2, V3) and dorsal-stream 

areas (e.g. MT, LIP) (Fig. 3.4.c). 

3.3.3 Distributed, overlapping, and clustered representations of categories 

 Although some ventral-stream areas (e.g. PPA and FFA) were highly (but not exclusively) 

selective to a certain category, no category was represented by any single region alone (Fig. 3.3). 

As suggested previously[80], object categories were represented distinctly by distributed but 

partially overlapping networks [27]. In the scale of the nearly entire visual cortex that was 

predictable by the encoding models (Fig. 3.1.a), the spatial correlations in cortical representation 

between different categories were shown as a representational similarity matrix (Fig 3.5.a). This 

matrix revealed a clustered organization: categories were clustered into three groups such that 

cortical representations were more correlated among categories within the same group than across 

different groups (Fig. 3.5.a, left), and the degree of clustering (quantified as the modularity index, 

Q) was high (Q=0.35). Interestingly, categories clustered together on the basis of their cortical 

representations tended to have higher conceptual similarities, or closer relationships between the 

corresponding category labels as measured by their Leacock-Chodorow (LCH) similarity in 

WordNet[126] (Fig. 3.5.a, middle), or by the cosine distance between their vector representations 

after word2vec[128] or GloVe[129] transformation [27]. Regardless of the distinct methods for 

measuring the semantic similarity, there was a significant correlation between the similarity in 

cortical representation and the similarity in semantics across all pairs of categories (Fig. 3.5.a, 

right). Moreover, we examined the category representations in a finer scale confined to individual 

visual areas (V1, V2, V3, LO, FFA, PPA). For each of these areas, we evaluated the correlation 

between representational similarity and semantic similarity across all pairs of categories. The 

correlation tended to increase from lower (e.g. V1) to higher (e.g. FFA/PPA) areas in the ventral 

stream [27]. However, the correlation was significant (p<0.0001, permutation test) not only in 
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higher ventral-stream areas, but also in mid-level areas (e.g. LO) or even lower areas (V2, V3). In 

sum, categories with closer cortical representations tend to bear similar semantic meanings, in the 

spatial scale of the whole brain as well as visual areas at different stages of visual processing.   

 The representational clusters in the entire visual cortex grouped basic-level categories into 

super-ordinate-level categories. The first cluster included non-biological objects, e.g. airplane, 

bottle and chair; the second cluster included biological objects, e.g. humans, animals, and plants; 

the third cluster included places and scenes (e.g. beach, bedroom) (Fig. 3.5.b). The cortical 

representation averaged within each cluster revealed the general cortical representations of 

superordinate categories. As shown in Fig. 3.5.b, non-biological objects were represented by 

activations in bilateral sub-regions of the ventral temporo-occipital cortex (e.g. VVC); biological 

objects were represented by activations in the lateral occipital cortex and part of the inferior 

temporal cortex (e.g. FFA) but deactivations in parahippocampal cortex (e.g. PPA); background 

scenes were represented by activations in PPA but deactivations in the lateral occipital complex, 

partly anti-correlated with the activations with biological objects. The spatial correlations between 

the cortical representations of biological objects and background scenes were on average –

0.17±0.29, which should be cautiously taken as a tendency of anti-correlation instead of strong 

evidence for precisely opposite patterns of representations of these two kinds of categories.  

3.3.4 Mid-level visual features primarily accounted for superordinate categorization 

 Which levels of visual features accounted for such a clustered organization of cortical 

category representation? To address this question, we simulated the cortical representation of 

single-layer features of every image exemplar in each category, by setting to zero all other layers 

in ResNet except one before inputting the feature representations into voxel-wise linear encoding 

models. Then we evaluated the similarity in cortical representation between categories at an 

increasing level of visual processing, progressively defined by the first through last layer in ResNet. 

Fig. 3.6.a (left) shows the representational similarity matrix attributed to features in each layer, 

thus decomposing the clustered organization in Fig. 3.5.a by layers. In the earliest level of visual 

processing as specified by V1-like neurons in the first layer of ResNet, the similarity (or 

dissimilarity) among different categories was not apparent within (or across) the three 

superordinate categories (non-biological objects, biological objects, and background scenes). At 

layer 4, non-biological objects differed themselves from biological objects or background scenes, 
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as the representational similarity appeared to reveal two clusters, rather than three clusters. Starting 

from layer 10 through 19, the three clusters emerged in the corresponding representational 

similarity matrices. Starting from layer 25, anti-correlations became clearly notable between the 

cluster of biological objects and the cluster of background scenes.  

 In a more quantitative way, we evaluated the modularity index of the three-cluster 

organization due to layer-wise features. Fig. 3.6.a (right) shows the modularity index as a function 

of the layer in ResNet. It suggests that the clustering of basic-level categories into superordinate 

categories emerged progressively and occurred in many levels of visual processing, while the 

clustering was the most apparent in the middle level (i.e. layer 31 in ResNet). To gain intuition 

about the types of visual information from the 31st layer, the features encoded by individual units 

in this layer were visualized. Fig. 3.6.b illustrates the visualizations of some example features, 

showing shapes or patterns (both 2-D and 3-D), animal or facial parts (e.g. head and eye), scenic 

parts (e.g. house and mountain). Beyond these examples, other features were of similar types.  

In addition, we evaluated the correlation between the inter-category semantic similarity and the 

corresponding similarity in cortical representation of the features in each layer. It turned out that 

the layer-wise correlations were significant (p<0.001) for middle and high-level features, and the 

greatest correlation was not necessarily in the highest layer, but in the middle layer (around layer 

31) (Fig. 3.6c). It suggests that semantic relationships emerge from object attributes in different 

levels of visual processing, and that the mid-level attributes (e.g. object shapes or parts) contribute 

the most to superordinate-level categorization. 

3.3.5 Clustered organization of cortical representation within superordinate categories  

 We further asked whether the similarly clustered organization could be extended to a lower 

level of categorization. That is, whether object representations were organized into sub-clusters 

within each superordinate-level cluster. For this purpose, we confined the scope of analysis from 

the whole visual cortex to finer spatial scales highlighted by the co-activation patterns within 

biological objects, non-biological objects, or background scenes (Fig. 3.7.a). For example, within 

the regions where biological objects were represented (Fig. 3.7.a, top), the representational patterns 

were further clustered into four sub-clusters: terrestrial animals, aquatic animals, plants, and 

humans (Fig. 3.7.b, top). Similarly, the fine-scale representational patterns of background scenes 

were clustered into two sub-clusters corresponding to artificial (e.g. bedroom, bridge, restaurant) 
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and natural scenes (e.g. falls, forest, beach) (Fig. 3.7, middle). However, the two clusters of non-

biological objects did not bear any reasonable conceptual distinction (Fig. 3.7, bottom).  

 We also evaluated the layer-wise contribution of visual features to the fine-scale 

representational similarity and clustering. For biological objects, the modularity index generally 

increased from the lower to higher layer, reaching the maximum at the highest layer (Fig. 3.8.a). 

Note that the highest layer encoded the most abstract and semantically relevant features, whose 

visualizations revealed the entire objects or scenes [27] rather than object or scenic parts (Fig. 

3.6.b). In contrast, the modularity index reached the maximum at the 28th layer for background 

scenes (Fig. 3.8.b), but was relatively weak and less layer-dependent for non-biological objects 

(Fig. 3.8.c). 

 Discussion 

 This study demonstrates a high-throughput computational strategy to characterize 

hierarchical, distributed, and overlapping cortical representations of visual objects and categories. 

Results suggest that information about visual-object category entails multiple levels and domains 

of features represented by distributed cortical patterns in both ventral and dorsal pathways. 

Categories with similar cortical representations are more semantically related to one another. In a 

large scale of the entire visual cortex, cortical representations of objects are clustered into three 

superordinate categories (biological objects, non-biological objects, and background scenes). In a 

finer spatial scale that is specific to each cluster, cortical representations are organized into sub-

clusters for finer categorization, e.g. biological objects are categorized into terrestrial animals, 

aquatic animals, plants, and humans. The clustered organization of cortical representation is more 

observable for object features in middle and high levels of complexity compared to low-level 

features. Therefore, the brain categorizes visual objects through the hierarchically clustered 

organization of object attributes emerging from various levels of visual processing, rather than any 

operation that only occurs at the highest level of the ventral-stream hierarchy.   

 Central to this study is the use of the categorization-driven deep ResNet for synthesizing 

the cortical representations of thousands of natural visual objects from many categories. This 

strategy has a much higher throughput in sampling a virtually infinite number of exemplars of 

visual objects[7, 30], compared to prior studies that are limited to fewer categories with much 

fewer exemplars per category[77, 79, 111-113]. The sample size could be further extendable, since 
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the ResNet-based encoding models presumably account for the relationships between cortical 

responses and visual features that are generalizable to different and new natural images, objects, 

and categories which the models have not been explicitly trained with. The model predictions are 

highly accurate and consistent with experimentally observed cortical responses to video stimuli 

and cortical representations to specific objects (e.g. human faces). The encoding accuracy may be 

further improved given an even larger and more diverse video-fMRI dataset to train the model, 

and a more biologically relevant deep neural net that better matches the brain and better performs 

in computer-vision tasks[9]. In this sense, the encoding models in this study are based on so far 

the largest video-fMRI training data from single subjects; and ResNet also outperforms AlexNet 

in categorizing images[19, 21] and predicting the brain (Fig. 3.1.c). The encoding models reported 

here are thus arguably more powerful for predicting and mapping hierarchical cortical 

representations in the entire visual cortex, compared to other conceptually similar models in prior 

studies[7-10, 22, 30]. 

 What is also advantageous is that ResNet decomposes category information into multiple 

layers of features progressively emerging from low to middle to high levels. As such, ResNet 

offers a computational account of hierarchical cortical processing for categorization, yielding 

quantitative description of every object or category in terms of different layers of visual features. 

Mapping the layer-wise features from the ResNet onto the brain helps to address what drives the 

cortical organization of object knowledge and supports various levels of categorization.    

 The ResNet is trained with large-scale image set (~1.3 million natural images) for 

recognizing 1,000 visual object categories[21]. Though specific categories are used in training the 

ResNet, the trained model is generalizable to represent the semantics in our training and testing 

stimuli, and is transferrable for recognizing new categories based on the generic representations in 

the learned feature space for transfer learning[50, 134]. The generalizability of the feature space 

allows for prediction of the cortical representations of a wide range of categories far beyond those 

that the network has been explicitly trained. For example, the model is able to predict the face 

representation even though the ResNet is not trained for recognizing faces (Fig. 3.2). 

 Our results support the notion that visual-object categories are represented by distributed 

and overlapping cortical patterns[80] rather than clustered regions[57, 114, 115]. Given this notion, 

the brain represents a category not as a single entity but a set of defining attributes that span 

multiple domains and levels of object knowledge. Different objects bear overlapping 
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representational patterns that are both separable and associable, allowing them to be recognized as 

one category in a particular level, but as different categories in another level. For example, a lion 

and a shark are both animals but can be more specifically categorized as terrestrial and aquatic 

animals, respectively. The distributed and overlapping object representations, as weighted spatial 

patterns of attribute-based representations[105], constitute an essential principle underlying the 

brain’s capacity for multi-level categorization.  

 Category representations may become highly selective at spatially clustered regions[57, 

114, 115]. The category-selective regions are mostly in the ventral temporal cortex (Fig. 3.4), e.g. 

the FFA, PPA, and LO. The existence of category-selective regions does not contradict with 

distributed category representation. Instead, a region specific to a given category is thought to 

emerge from its connectivity with other locations that represent the defining attributes of that 

category[135], or subserve the category-specific action and cognition[136].   

 The cortical representational similarity between different categories is highly correlated 

with their semantic relationship (Fig. 3.5). In other words, the semantic relationship is preserved 

by cortical representation. This finding lends support for the notion of a continuous semantic space 

underlying the brain’s category representation[60], which is a parsimonious hypothesis to bridge 

neural representation and linguistic taxonomy[87]. However, category information is not limited 

to semantic features, but includes hierarchically organized attributes, all of which define categories 

and their conceptual relationships. For example, “face” is not an isolated concept; it entails facial 

features (“eyes”, “nose”, “mouth”), each also having its own defining features. The similarity and 

distinction between categories may be attributable to one or multiple levels of features. In prior 

studies[60], the hierarchical nature of category information is not considered as every exemplar of 

each category is annotated by a pre-defined label. This causes an incomplete account of category 

representation, leaving it difficult to disentangle the various levels of category information that 

may be used to associate or distinguish categories. 

 We have overcome this limit by disentangling multiple layers of features from visual 

objects and evaluating their respective cortical representations. Our results show that different 

levels of features make distinctive contributions to the clustering of category representation in the 

visual cortex. Coarse categories (i.e. biological objects, non-biological objects, and background 

scenes) are most attributable to mid-level features, e.g. shapes, textures, and object parts (Fig. 3.6). 

In a finer level of categorization, terrestrial animals, aquatic animals, plants, and humans are most 



80 

 

distinguishable in the semantic space; categorization of man-made and natural scenes is most 

supported by mid-level features (Fig. 3.8). In addition, the semantic similarity between categories 

is correlated with the spatial similarity in cortical representation of their middle to high-level visual 

features (Fig. 3.6), not necessarily confined to one level or domain of features or a single cortical 

region, e.g. ITC[117]. Recent studies have also shown that the cortical organization of visual 

objects may be explained in part by similarity in low-level visual features[137-139], shape[55, 138, 

140-144], and the real-word or conceptual size of objects[145, 146]. This study further expands 

the dimension of visual or conceptual features beyond what can be intuitively defined[147], by 

using data-driven features extracted from ResNet[21],  

 This study is focused on the use of CNN-based encoding models to study the brain’s 

mechanism for categorization, rather than only on the validation of a CNN against neuroscience 

data. Arguably, if a model is able to predict cortical responses to natural visual stimuli, it is 

reasonable to use the model as a computational tool to characterize the brain itself. Similar ideas 

have been utilized to map the brain’s semantic representation by using semantics-based encoding 

models[60], yielding insightful findings about how the brain represents natural language. However, 

it should be noted that although it is successful explaining significant variance of cortical responses 

to video stimuli, ResNet is not a perfect model of the visual cortex, and does not reach the noise 

ceiling. ResNet, or other types of feed-forward-only CNN, ignores the temporal relationships 

between video frames. Thus, the ResNet-based encoding models are more suitable to be trained 

with well-separated static image stimuli, which would take much longer time to acquire an 

equivalent amount of training data (as with video stimuli) for training the encoding models with 

millions of parameters. In addition, ResNet does not include any feedback connections or account 

for active attention, and fails to mimic the brain’s ability of unsupervised learning[148]. For these 

reasons, ResNet is by no means an ultimate model of the visual cortex. Nevertheless, a feed-

forward CNN is appropriate for modeling the brain’s mechanism for rapid visual categorization, 

which is arguably mostly feed-forward[89, 96]. Our results suggest that CNN can be used to 

reproduce the cortical organization of category representations, selectivity, and clustering, which 

often require extensive experimental efforts to reveal[77, 79, 111-113]. The CNN-based encoding 

models may allow researchers (or students) to run “virtual-fMRI” experiments with arbitrary 

visual stimuli, simulate cortical activations, and accordingly raise hypotheses for testing with real 

experiments. In the meantime, it awaits future studies to validate this strategy with more 
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experimental data and a rich stimulus set with different configurations, and to develop more 

biologically plausible models to replace CNN in this computational strategy. 
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Figure 3.1 DNN-based Voxel-wise encoding models. (a) Performance of ResNet-based encoding 

models in predicting the cortical responses to novel testing movies for three subjects. The accuracy 

is measured by the average Pearson’s correlation coefficient (r) between the predicted and the 

observed fMRI responses across five testing movies (q<0.01 after correction for multiple testing 

using the false discovery rate (FDR) method, and with threshold r>0.2). The prediction accuracy 

is displayed on both flat (top) and inflated (bottom left) cortical surfaces for Subject 1.  (b) 

Explained variance of the cortical response to testing movie by the layer-specific visual features 

in ResNet. The right shows the index to the ResNet layer that most explains the cortical response 

at every voxel. (c) Comparison between the ResNet-based and the AlexNet-based encoding models. 

Each bar represents the mean±SE of the prediction accuracy (normalized by the noise ceiling, i.e. 

dividing prediction accuracy (r) by the noise ceiling at every voxel) within a ROI across voxels 

and subjects, and * represents a significance p-value (p<0.001) with paired t-test. 
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Figure 3.2 Human-face representations with encoding models and functional localizer. (a) 

Model-simulated representation of human face from ResNet-based encoding models. The 

representation is displayed on both inflated (top) and flat (bottom) cortical surfaces. (b) Localizer 

activation maps comprising regions selective for human faces, including occipital face area (OFA), 

fusiform face area [132], and posterior superior temporal sulcus (pSTS). 
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Figure 3.3 Cortical representations of 80 object categories. Each panel shows the representation 

map of an object category on flat cortical surface from Subject 1. The category label is on top left. 

The color bar shows the cortical response. 
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Figure 3.4 Category-selectivity at individual cortical locations. (a) The category-selectivity 

across the cortical surface. (b) The category-selectivity profile of example cortical locations. For 

each location, top 10 categories with the highest responses are showed in descending order. (c) 

Category-selectivity within ROIs (mean±SE) in the early visual areas (red), ventral stream areas 

[149], and dorsal stream areas (blue). 
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Figure 3.5 Categorical similarity and clustering in cortical representation at the scale of the 

entire visual cortex. (a) The left is the similarity matrix (Pearson’s correlation r) of the cortical 

representations between categories. Each element represents the average cortical similarity 

between a pair of categories across subjects (see individual results in Supplementary Fig. S2 in 

[27]. It is well separated into three clusters with modularity Q=0.35. The middle is the similarity 

matrix of the semantic content between categories (measured by LCH). The right is the Pearson’s 

correlation between the inter-category cortical similarity and the inter-category semantic similarity 

(with three different measures, i.e. the LCH similarity, the word2vec similarity, and the GloVe 

similarity). (b) These three clusters are related to three superordinate-level categories: non-

biological objects, biological objects, and background scenes. The average cortical representations 

across categories within clusters are showed in the bottom on both inflated and flat cortical surfaces. 
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Figure 3.6 Contribution of layer-wise visual features to the similarity and modularity in 

cortical representation. (a) The left shows the similarity between categories in the cortical 

representations that are contributed by separated category information from individual layers. The 

order of categories is the same as in Figure 3.6.a. The right plot shows the modularity index across 

all layers. The visual features at the middle layers have the highest modularity. (b) 18 example 

visual features at the 31st layer are visualized in pixel space. Each visual feature shows 4 exemplars 

that maximize the feature representation. (c) The correlation between the inter-category cortical 

similarity across layers and the inter-category semantic similarity (with three different measures, 

i.e. the LCH similarity, the word2vec similarity, and the GloVe similarity). 
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Figure 3.7 Categorical similarity and clustering in cortical representation within 

superordinate-level categories. (a) Fine-scale cortical areas specific to each superordinate-level 

category: biological objects (red), background scenes [149] and non-biological objects (blue). (b) 

The cortical similarity between categories in fine-scale cortical representation. The categories in 

each sub-cluster were displayed on the right. See individual results in Supplementary Fig. S2 in 

[27]. 
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Figure 3.8 Contribution of layer-wise visual features to the similarity and modularity in 

cortical representations within superordinate-level categories. The left shows the similarity 

between categories in fine-scale cortical representations that are contributed by separated category 

information from individual layers. The order of categories is the same as in Figure 3.7. The right 

plot shows the modularity index across all layers. The highest-layer visual features show the 

highest modularity for biological objects. 
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4. TRANSFERRING AND GENERALIZING DEEP-LEARNING-BASED 

NEURAL ENCODING MODELS ACROSS SUBJECTS 

*Modified and formatted for dissertation from the article in revision in NeuroImage [28] 

 Introduction 

 An important area in computational neuroscience is developing encoding models to explain 

brain responses given sensory input [150]. In vision, encoding models that account for the complex 

and nonlinear relationships between natural visual inputs and evoked neural responses can shed 

light on how the brain organizes and processes visual information through neural circuits [1, 3, 12, 

151, 152]. Existing models may vary in the extent to which they explain brain responses to natural 

visual stimuli. For example, Gabor filters or their variations explain the neural responses in the 

primary visual cortex but not much beyond it [24, 26]. Visual semantics explain the responses in 

the ventral temporal cortex but not at lower visual areas [25, 60]. On the other hand, brain-inspired 

deep neural networks (DNN) [4], mimic the feedforward computation along the visual hierarchy 

[2, 3, 153, 154], match human performance in image recognition [6, 19, 20], and explain cortical 

activity over nearly the entire visual cortex in response to natural visual stimuli [7-9, 27, 29, 30, 

35, 53, 155].  

 These models also vary in their complexity. In general, a model that explains brain activity 

in natural vision tends to extract a large number of visual features given the diversity of the visual 

world and the complexity of neural circuits. For DNN, the feature space usually has a very large 

dimension in the order of millions [6, 19-21]. Even if the model and the brain share the same 

representations up to linear transform [2], matching such millions of features onto billions of 

neurons or tens of thousands of neuroimaging voxels requires substantial data to sufficiently 

sample the feature space and reliably train the transformation from the feature model to the brain. 

For this reason, current studies have focused on only few subjects while training subject-specific 

encoding models with neural responses observed from each subject given hundreds to thousands 

of natural pictures [8, 30, 155], or several to tens of hours of natural videos [7, 27, 53]. However, 

a small subject pool incurs concerns on the generality of the conclusions drawn from such studies. 

Large data from single subjects are rarely available and difficult to collect especially for patients 
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and children. It is thus desirable to transfer encoding models across subjects to mitigate the need 

for a large amount of training data from single subjects.  

 Transferring encoding models from one subject to another should be feasible if different 

subjects share similar cortical representations of visual information. Indeed, different subjects 

show similar brain responses to the same natural visual stimuli [51, 52], after their brains are 

aligned anatomically. The consistency across subjects may be further improved by functional 

alignment of fine-grained response patterns [100, 156]. Recent studies have also shown that 

encoding [7, 8] or decoding [7, 157] models trained for one subject could be directly applied to 

another subject for reasonable encoding and decoding accuracies. Whereas these findings support 

the feasibility of transferring encoding and decoding models from one subject to another, it is 

desirable to consider and capture the individual variations in functional representations. Otherwise, 

the encoding and decoding performance is notably lower when the models are trained and tested 

for different subjects than for the same subject [7].  

 Beyond the level of single subjects, what is also lacking is a method to train encoding 

models for a group by using data from different subjects in the group. This need rises in the context 

of “big data”, as data sharing is increasingly expected and executed [158-161]. For a group of 

subjects, combining data across subjects can yield much more training data than are attainable 

from a single subject. A population-wise encoding model also sets the baseline for identifying any 

individualized difference within a population. However, training such models with a very large 

and growing dataset as a whole is computationally inefficient or even intractable with the 

computing facilities available to most researchers [162]. 

 Here, we developed methods to train DNN-based encoding models for single subjects or 

multiple subjects as a group. Our aims were to 1) mitigate the need for a large training dataset for 

each subject, and 2) efficiently train models with big and growing data combined across subjects. 

To achieve the first aim, we used pre-trained encoding models as the prior models in a new subject, 

reducing the demand for collecting extensive data from the subject in order to train the subject-

specific models. To achieve the second aim, we used online learning algorithm [163] to adjust an 

existing encoding model with new data to avoid retraining the model from scratch with the whole 

dataset. To further leverage both strategies, we employed functional hyper-alignment [164] 

between subjects before transferring encoding models across subjects. Using experimental data for 

testing, we showed the merits of these methods in training the DNN-based encoding models to 
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predict functional magnetic resonance imaging (fMRI) responses to natural movie stimuli in both 

individual and group levels. 

 Methods and Materials 

4.2.1 Experimental data 

 In this study, we used the video-fMRI data from our previous studies [7, 27]. The fMRI 

data were acquired from three human subjects (Subject JY, XL, and XF, all female, age: 22–25, 

normal vision) when watching natural videos. The videos covered diverse visual content 

representative of real-life visual experience.  

 For each subject, the video-fMRI data was split into three independent datasets for 1) 

functional alignment between subjects, 2) training the encoding models, and 3) testing the trained 

models. The corresponding videos used for each of the above purposes were combined and referred 

to as the “alignment” movie, the “training” movie, and the “testing” movie, respectively. For 

Subjects XL and XF, the alignment movie was 16 minutes; the training movie was 2.13 hours; the 

testing movie was 40 minutes. To each subject, the alignment and training movies were presented 

twice, and the testing movie was presented ten times. For Subject JY, all the movies for Subjects 

XL and XF were used; in addition, the training movie also included 10.4 hours of new videos not 

seen by Subjects XL and XF, which were presented only once.  

 Despite their different purposes, these movies were all split into 8-min segments, each of 

which was used as continuous visual stimuli during one session of fMRI acquisition. The stimuli 

(20.3o×20.3o) were delivered via a binocular goggle in a 3-T MRI system. The fMRI data were 

acquired with 3.5 mm isotropic resolution and 2 s repetition time, while subjects were watching 

the movie with eyes fixating at a central cross. Structural MRI data with T1 and T2 weighted 

contrast were also acquired with 1 mm isotropic resolution for every subject. The fMRI data were 

preprocessed and co-registered onto a standard cortical surface template [49]. More details about 

the stimuli, data acquisition and preprocessing are described in our previous papers [7, 27, 29].  

4.2.2 Nonlinear feature model based on deep neural network 

 The encoding models took visual stimuli as the input, and output the stimulus-evoked 

cortical responses. As shown in Fig. 4.1, it included two steps. The first step was a nonlinear feature 

model, converting the visual input to its feature representations; the second step was a voxel-wise 
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linear response model, projecting the feature representations onto the response at each fMRI voxel 

[7, 8, 24-27, 29, 30, 35, 53, 60, 155]. The feature model is described in this sub-section, and the 

response model is described in the next sub-section.   

 In line with previous studies [8, 53] [7, 27, 30, 155], a deep neural network (DNN) was 

used in the present study as the feature model to extract hierarchical features from visual input. 

Here, a specific version of the DNN, i.e. deep residual network (ResNet) [21], was used for this 

purpose. Briefly, ResNet was pre-trained for image recognition by using the ImageNet dataset [34] 

with over 1.2 million natural images sampling from 1,000 categories, yielding 75.3% top-1 test 

accuracy. The pretrained ResNet was able to predict the fMRI responses to videos with overall 

high and statistically significant accuracies throughout the visual cortex [27]. The ResNet 

consisted of 50 hidden layers of nonlinear computational units that encoded increasingly abstract 

and complex visual features. The first layer encoded location and orientation-selective visual 

features, whereas the last layer encoded semantic features that supported categorization. The layers 

in between encoded increasingly complex features through 16 residual blocks. Passing an image 

into ResNet yielded an activation value at each unit. Passing every frame of a movie into ResNet 

yielded an activation time series at each unit, indicating the time-varying representation of a 

specific feature in the movie. In this way, the feature representations of the training and testing 

movies could be extracted, as in previous studies [7, 27]. Here, we extracted the features from the 

first layer, the last layer, and the output layer for each of the 16 residual blocks in ResNet. 

4.2.3 Feature dimension reduction 

 The feature space encoded in ResNet had a huge dimension over 106. This dimensionality 

could be reduced since individual features were not independent. For this purpose, principal 

component analysis (PCA) was applied first to each layer and then across layers. To define a set 

of principal components generalizable across various visual stimuli, a training movie as long as 

12.54 hours was used to sample the original feature space. The corresponding feature 

representations were convolved with a canonical hemodynamic response function and then 

demeaned and divided by its standard deviation, yielding the standardized feature representation 

at each unit. Then, PCA was applied to the standardized feature representations from all units in 

each layer, as expressed as Eq. (1).  

𝒇𝑙(𝐱) =  𝒇𝑙
𝑜(𝐱)𝐁𝑙                (1) 
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where 𝒇𝑙
𝑜(𝐱) ∈ ℝ1×𝑝𝑙 stands for the standardized feature representation from layer 𝑙 given a visual 

input 𝐱, 𝐁𝑙 ∈ ℝ𝑝𝑙×𝑞𝑙  consists of the principal components (as unitary column vectors) for layer 𝑙, 

𝒇𝑙(𝐱) ∈ ℝ1×𝑞𝑙 is the feature representation after reducing the dimension from 𝑝𝑙 to 𝑞𝑙.  

 Due to the high dimensionality of the original feature space and the large number of video 

frames, we used an efficient singular value decomposition updating algorithm (or SVD-updating 

algorithm) [165, 166] to obtain the principal components 𝐁𝑙 . Briefly, the 12.54-hour training 

movie was divided into blocks, where each block was defined as an 8-min segment (i.e. a single 

fMRI session). The principal components of feature representations were first calculated for a 

block and then were incrementally updated with new blocks, by keeping >99% variance of the 

feature representations of every block.  

 Following the layer-wise dimension reduction, PCA was applied to the feature 

representations from all layers with SVD-updating algorithm, by keeping the principal components 

that explained >99% variance across layers for every block of visual stimuli. The final dimension 

reduction was implemented as Eq. (2). 

𝒇(𝐱) = 𝒇1:𝐿(𝐱)𝐁1:𝐿                (2) 

where 𝒇1:𝐿(𝐱) = [
𝒇1(𝐱)

√𝑝1
, … ,

𝒇𝐿(𝐱)

√𝑝𝐿
]  stands for the feature representations concatenated across 𝐿 

layers, 𝐁1:𝐿 consists of the principal components of 𝒇1:𝐿(𝐱) given the 12.54-hour training movie, 

and 𝒇(𝐱) ∈ ℝ1×𝑘 is the final dimension-reduced feature representation.   

 The principal components 𝐁𝑙 and 𝐁1:𝐿 together defined a dimension-reduced feature space, 

and their transpose defined the transformation to the original feature space. So, given any visual 

stimulus 𝐱, its dimension-reduced feature representation could be obtained through Eqs. (1) and 

(2) with fixed 𝐁𝑙  and 𝐁1:𝐿 . Once trained, the feature model including the feature dimension 

reduction, was assumed to be common to any subjects and any stimuli.  

4.2.4 Voxel-wise linear response model  

 As the second part of the encoding model, a voxel-wise linear regression model was trained 

to predict the response 𝑟𝑣(𝐱) at voxel 𝑣 evoked by the stimulus 𝐱. In some previous studies [7, 8, 

30], the encoding model for each voxel was based on a single layer in DNN that was relatively 

more predictive of the voxel’s response than were other layers. Herein, we did not assume a one-

to-one correspondence between a brain voxel and a ResNet layer. Instead, the feature 

representations from all layers were used (after dimension reduction) to predict each voxel’s 
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response to video stimuli. After training, the regression coefficients of voxel-wise response models 

could still reveal the differential contributions of the features in different ResNet layers to each 

voxel [27, 167].  

 Mathematically, the linear response model was expressed by Eq. (3).   

𝑟𝑣(𝐱) = 𝒇(𝐱)𝒘𝑣 + 𝜀𝑣         (3) 

where 𝒘𝑣 is a column vector of unknown regression coefficients specific to voxel 𝑣, and 𝜀𝑣 is the 

noise (unexplained by the model). Here, the noise was assumed to follow a Gaussian distribution 

with zero mean and variance equal to 𝜎𝑣
2 , i.e. 𝜀𝑣 ∼  N(0, 𝜎𝑣

2) . Eq. (3) can be rewritten in 

vector/matrix notations as Eq. (4) for a finite set of visual stimuli (e.g. movie frames).  

𝒓𝑣 = 𝐅𝒘𝑣 + 𝜺𝑣         (4) 

where 𝐅 ∈ ℝ𝑛×𝑘  stands for the feature representations of 𝑛  stimuli, 𝒓𝑣 ∈ ℝ𝑛×1  is the 

corresponding evoked responses, and 𝜺𝑣 ∼  N(0, 𝜎𝑣
2𝐈). 

 To estimate the regression coefficients 𝒘𝑣 in Eq. (4), we used and compared two methods, 

both of which are subsequently described in a common framework of Bayesian inference. In the 

first method, we assumed the prior distribution of 𝒘𝑣  as a zero-mean multivariate Gaussian 

distribution without using any knowledge from a model pretrained with previous data from the 

same or other subjects [151, 168]. With such a zero-mean prior, we maximized the posterior 

probability of 𝒘𝑣 given the stimulus 𝐱 and the fMRI response 𝑟𝑣(𝐱). In the second method, we 

assumed the prior distribution of 𝒘𝑣 as a multivariate Gaussian distribution, whereas the mean 

was not zero but proportional to the regression coefficients in the pretrained model. As such, the 

prior was transferred from existing knowledge about the model as learned from existing data or 

other subjects (hereafter we referred to this prior as the transferred prior). The first method was 

used for training subject-specific encoding models with subject-specific training data. The second 

method was what we proposed for transferring encoding models across subjects, as illustrated in 

Fig. 4.1a.  

4.2.5 Training the response model with the zero-mean prior 

From Eq. (4), the likelihood of the response 𝒓𝑣 given the unknown parameters 𝒘𝑣 and the known 

feature representations 𝐅 followed a multivariate Gaussian distribution, as Eq. (5). 

𝑝(𝒓𝑣|𝒘𝑣, 𝐅) =
1

√(2𝜋𝜎𝑣
2)

𝑛
exp {−

‖𝒓𝑣−𝐅𝒘𝑣‖2
2

2𝜎𝑣
2 }       (5) 
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 In the framework of Bayesian inference, 𝒘𝑣  was a multivariate random variable that 

followed a multivariate Gaussian distribution with a zero-mean, and an isotropic covariance 𝚺𝑣 =

𝑠𝑣
2𝐈, as expressed in Eq. (6).  

𝑝(𝒘𝑣) =
1

√(2𝜋𝑠𝑣
2)

𝑘
exp {−

‖𝒘𝑣‖2
2

2𝑠𝑣
2 }              (6) 

 The prior distribution was independent of the visual input and thus its feature 

representations, i.e. 𝑝(𝒘𝑣) = 𝑝(𝒘𝑣|𝐅). Therefore, given 𝐅 and 𝒓𝑣, the posterior distribution of 𝒘𝑣 

was written as Eq. (7) according to the Bayes’ rule.  

𝑝(𝒘𝑣|𝒓𝑣, 𝐅) =
𝑝(𝒓𝑣|𝒘𝑣, 𝐅)𝑝(𝒘𝑣)

𝑝(𝒓𝑣|𝐅)
           (7) 

where 𝑝(𝒓𝑣|𝐅) was constant since 𝒓𝑣 and 𝐅 were known. According to Eqs. (5), (6) and (7), the 

Bayesian estimation of 𝒘𝑣  was obtained by maximizing the natural logarithm of its posterior 

probability, which was equivalent to minimizing the objective function as Eq. (8). 

𝑔(𝒘𝑣) =
1

𝑛
‖𝒓𝑣 − 𝐅𝒘𝑣‖2

2 + 𝜆‖𝒘𝑣‖2
2        (8) 

where 𝜆 =
𝜎𝑣

2 𝑛⁄

𝑠𝑣
2 . The analytical solution to minimizing (8) is as Eq. (9). 

𝒘̂𝑣 = (𝐆 + λ𝐈)−1 [𝐅]T𝒓𝑣 𝑛⁄                 (9) 

where 𝐆 = [𝐅]T𝐅 𝑛⁄  is the covariance matrix of 𝐅.  

4.2.6 Training the response model with the transferred prior 

 If a pretrained model, 𝒘𝑣
0 , was available, we could use this model to derive more 

informative and precise prior knowledge about 𝒘𝑣 . Specifically, 𝒘𝑣  was assumed to follow a 

multivariate Gaussian distribution, of which the mean was 𝛼𝒘𝑣
0 (𝛼 is a non-negative factor) and 

the covariance was 𝚺𝑣 = 𝑠𝑣
2𝐈. The prior probability of 𝒘𝑣 was as Eq. (10).  

𝑝(𝒘𝑣) =
1

√(2𝜋𝑠𝑣
2)

𝑘
exp {−

‖𝒘𝑣−𝛼𝒘𝑣
0‖

2

2

2𝑠𝑣
2 }              (10) 

 Here, the prior was transferred from a pretrained model (namely the transferred prior), and 

was used to constrain the mean of the model to be trained with new data and/or for a new subject. 

According to Eqs. (5), (7) and (10), maximizing the posterior probability of 𝒘𝑣 was equivalent to 

minimizing the following objective function.  

𝑔(𝒘𝑣) =
1

𝑛
‖𝒓𝑣 − 𝐅𝒘𝑣‖2

2 + 𝜆‖𝒘𝑣 − 𝛼𝒘𝑣
0‖2

2       (11) 
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where 𝜆 =
𝜎𝑣

2 𝑛⁄

𝑠𝑣
2 . Note that if 𝛼 = 0, this objective function becomes equivalent to Eq. (8). The 

objective function could be reformatted as Eq. (12), where 𝑎 = 𝛼𝜆, 𝑏 = (1 − 𝛼)𝜆, and 𝑐  is a 

constant.  

𝑔(𝒘𝑣) =
1

𝑛
‖𝒓𝑣 − 𝐅𝒘𝑣‖2

2 + 𝑎‖𝒘𝑣 − 𝒘𝑣
0‖2

2 + 𝑏‖𝒘𝑣‖2
2 + 𝑐          (12) 

 In this function, the first term stands for the mean square error of model fitting, the second 

term stands for the deviation from the prior model, 𝒘𝑣
0 , and the third term had a similar 

regularization effect as that in Eq. (8). The analytical solution to minimizing (12) was as Eq. (13). 

𝒘̂𝑣 = [𝐆 + (𝑎 + 𝑏)𝐈]−1(𝑎𝒘𝑣
0 + [𝐅]T𝒓𝑣 𝑛⁄ )          (13) 

where 𝐆 = [𝐅]T𝐅 𝑛⁄  is the covariance matrix of 𝐅. 

4.2.7 Choosing hyper-parameters with cross-validation 

The hyper-parameters 𝜆 in Eq. (9) or (𝑎, 𝑏) in Eq. (13) were determined for each voxel by four-

fold cross-validation [169]. Specifically, the training video-fMRI dataset was divided into four 

subsets of equal size: three for the model estimation, and one for the model validation. The 

validation accuracy was measured as the correlation between the predicted and measured cortical 

responses. The validation was repeated four times such that each subset was used once for 

validation. The validation accuracy was averaged across the four repeats. Finally, the hyper-

parameters were chosen such that the average validation accuracy was maximal. 

4.2.8 Testing the encoding performance with the testing movie 

Once voxel-wise encoding models were trained, we evaluated the accuracy of using the trained 

models to predict the cortical responses to the testing movies, which were not used for training the 

encoding models. The prediction accuracy was quantified as the correlation (r) between the 

predicted and observed fMRI responses at each voxel given the testing movie. Since the testing 

movie included five different 8-min sessions with entirely different content, the prediction 

accuracy was evaluated separately for each session and then averaged across sessions. The 

significance of the average voxel-wise prediction accuracy was evaluated with a block-

permutation test [59] with a block length of 30 seconds (corrected at false discovery rate (FDR) 

𝑞 < 0.01), as used in our prior study [7, 27]. 
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4.2.9 Evaluating the encoding models without any transferred prior 

 For a specific subject, when the voxel-wise encoding model was estimated without any 

prior information from existing models pre-trained for other subjects, the estimated model was 

entirely based on the subject-specific training data. In this case, we evaluated how the encoding 

performance depended on the size of the training data.  

 To do so, we trained the encoding models for Subject JY using a varying part of the 10.4-

hour training data. The data used for model training ranged from 16 minutes to 10.4 hours. For 

such models trained with varying lengths of data, we tested their individual performance in 

predicting the responses to the 40-min testing movie. We calculated the percentage of predictable 

voxels (i.e. significant with the block-permutation test) out of the total number of cortical voxels, 

and evaluated it as a function of the size of the training data. We also evaluated the histogram of 

the prediction accuracy for all predictable voxels, and calculated the overall prediction accuracy 

in regions of interest (ROIs) [62] by averaging across voxels within ROIs.  

4.2.10 Evaluating the encoding models with the transferred prior 

 When the voxel-wise encoding model was trained with the prior transferred from a 

pretrained model, the parameters in the new model depended on both the pretrained model and the 

new training data. As such, one might not require so many training data to train the model as 

required without the transferred prior.  

 We used this strategy for transferring encoding models from one subject to another. 

Specifically, we trained the models from scratch based on the 10.4-hour training data from one 

subject (JY), and used the trained models as the model prior for other subjects (XF and XL). With 

this prior model from Subject JY, we trained the encoding models for Subject XF and XL based 

on either short (16 minutes, i.e. two 8-min sessions) or long (2.13 hours, i.e. 16 sessions) training 

data specific to them. Note that the movie used for training the prior model in Subject JY was 

different from either the training or testing movies for Subject XL and XF. With either short or 

long training data, we evaluated the encoding performance in predicting the responses to the testing 

movie for Subject XF and XL. For comparison, we also evaluated the encoding models trained 

with the same training data from Subject XF and XL without using any transferred knowledge 

from Subject JY, or the prior models from Subject JY without being retrained with any data from 

Subject XF and XL. The comparison was made with respect to the number of predictable voxels 
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and the voxel-wise prediction accuracy (after converting the correlation coefficients to the z scores 

with the Fisher’s r-to-z transform). The model comparison was conducted repeatedly when the 

models under comparison were trained (or tested) with distinct parts of the training (or testing) 

movie. Between different models, their difference in encoding performance was tested for 

significance by applying one-sample t-test to the repeatedly measured prediction accuracy 

(corrected at false discovery rate (FDR) q<0.01).  

 We also conducted similar analyses by using Subject JY as the target subject, for whom 

the encoding models were trained with prior knowledge transferred from the encoding models 

trained with data from Subject XL or XF. Note that the prior models were trained with 1.87-hour 

training data, and then were refined with 16min data from the target subject. Note that the movie 

used for training the prior model was different from the movie for refining the prior model for the 

target subject.  

4.2.11 Hyperalignment between subjects 

 We also explored whether transferring encoding models from one subject to another would 

also benefit from performing functional hyperalignment as an additional preprocessing step. 

Specifically, we used the searchlight hyperalignment algorithm [164] to correct for the individual 

difference in the fine-scale functional representation beyond what could be accounted for by 

anatomical alignment [49]. Given the 16-min alignment movie, the fMRI responses within a 

searchlight (with a radius of 20mm) were viewed as a high-dimensional vector that varied in time. 

A Procrustes transformation [170] was optimized to align high-dimensional response patterns from 

one subject to another [164].  

 To evaluate the effect of hyperalignment in transferring encoding models across subjects, 

we performed the searchlight hyperalignment from Subject JY to Subject XL and XF. Then we 

applied the functional hyperalignment to the encoding models trained for the source subject 

(Subject JY) to give rise to the prior models that were used for training the encoding models for 

the target subject (Subject XL or XF). The encoding performance of the resulting models was 

evaluated and compared with those without hyperalignment. The difference in the encoding 

performance was addressed with respect to the number of predictable voxels and the voxel-wise 

prediction accuracy, and was tested for significance with one-sample t-test corrected at false 

discovery rate (FDR) q<0.01.  
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4.2.12 Training group-level encoding models with online learning 

 Here, we describe an online learning algorithm [163] to train group-level encoding models 

based on different video-fMRI data acquired from different subjects, by extending the concept of 

online implementation for the Levenberg-Marquardt algorithm [171]. The central idea is to update 

the encoding models trained with existing data based on the data that become newly available, as 

illustrated in Fig. 4.1b.  

 Suppose that existing training data are available for a set of visual stimuli, 𝐗0 (𝑛0 samples). 

Let 𝐅0 be the corresponding feature representations after dimension reduction, 𝒓𝑣
0 be the responses 

at voxel 𝑣. Let 𝒘𝑣
0 be the regression parameters in the voxel-specific encoding models trained with 

𝐅0 and 𝒓𝑣
0 according to Eq. (9). Given incremental training data, 𝐗1 (𝑛1 samples), 𝐅1 and 𝒓𝑣

1, the 

parameters in the updated encoding model can be obtained by minimizing the objective function 

below. 

𝑔G(𝒘𝑣) =
1

𝑛0+𝑛1 ‖[
𝒓𝑣

0

𝒓𝑣
1] − [𝐅0

𝐅1] 𝒘𝑣‖
2

2

+ 𝜆‖𝒘𝑣‖2
2         (14) 

The optimal solution is expressed as Eq. (15). 

𝒘𝑣 = (1 − 𝜃)(𝐆 + λ𝐈)−1(𝐆0 + λ0𝐈)𝒘𝑣
0 + 𝜃(𝐆 + λ𝐈)−1 [𝐅1]T𝒓𝑣

1 𝑛1⁄     (15) 

where 𝐆0 = [𝐅0]T𝐅0 𝑛0⁄  and  𝐆1 = [𝐅1]T𝐅1 𝑛1⁄  are the covariance matrices of 𝐅0  and 𝐅1 , 

respectively; 𝐆 = (1 − 𝜃)𝐆0 + 𝜃𝐆1 is their weighted sum where the parameter 𝜃 specifies the 

relative weighting of the new data and the previous data. See [28] for the derivation of Eq. (15). 

In this study, 𝜃 was set as the ratio of the corresponding sample sizes, i.e. 𝜃 =
𝑛1

𝑛0+𝑛1. As such, the 

samples in the new data were assumed to be as important as those in the previous data.  

 According to Eq. (15), the encoding model could be incrementally updated by 

incorporating new data without training the model from scratch. See Algorithm 1 Table 4.1 for 

the updating rules. As more and more data was used for model training, the encoding model was 

expected to converge, as (𝐆 + λ𝐈)−1(𝐆0 + λ0𝐈) ⟶ 𝐈 and 𝜃 ⟶ 0. When it was used to utilize the 

growing training data from different subjects, this algorithm converged to the group-level encoding 

models.  

As a proof of concept, we trained group-level encoding models by incrementally updating the 

models with 16-min video-fMRI training data sampled from each of the three subjects in the group. 

Before each update, the incremental fMRI data was functionally aligned to the data already used 
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to train the existing models. After the encoding models were trained with all the training data 

combined across all the subjects, we evaluated their prediction performance given the testing 

movie for each subject. The prediction accuracy of the group-level encoding models was averaged 

across subjects. We then compared the prediction performance before and after every update by 

incorporating new data. 

 Results 

 In recent studies, DNNs driven by image or action recognition were shown to be able to 

model and predict cortical responses to natural picture or video stimuli [7-10, 22, 27, 30, 155]. 

This ability rested upon encoding models, in which non-linear features were extracted from visual 

stimuli through DNNs and the extracted features were projected onto stimulus-evoked responses 

at individual locations through linear regression. Herein, we investigated the amount of data 

needed to train DNN-based encoding models in individual subjects, and developed new methods 

for transferring and generalizing encoding models across subjects without requiring extensive data 

from single subjects.  

4.3.1 Encoding performance depended on the size of the training data 

 In this study, we focused on a specific DNN (i.e. ResNet) – a feed-forward convolutional 

neural network (CNN) pre-trained for image recognition [21]. The ResNet included 50 successive 

layers of computational units, extracting around 106 non-linear visual features. This huge 

dimensionality could be reduced by two orders of magnitude, by applying PCA first to every layer 

and then across all layers. The reduced feature representations were able to capture 99% of the 

variance of the original features in every layer. 

 Despite the reduction of the feature dimensionality, training a linear regression model to 

project the feature representations onto the fMRI response at each voxel still required a large 

amount of data if the model was estimated solely based on the training data without any 

informative prior knowledge. For such encoding models, we evaluated the effects of the size of 

the training data on the models’ encoding performance in terms of the accuracy of predicting the 

responses to the testing movie, of which the data were not used for training to ensure unbiased 

testing. When trained with 10.4 hours of video-fMRI data, the prediction accuracy of the encoding 

models was statistically significant (permutation test, FDR q<0.01) for nearly the entire visual 
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cortex (Fig. 4.2.a). The number of predictable voxels and the prediction accuracy were notably 

reduced as the training data were reduced to 5.87 hours, 2.13 hours, or 16 minutes (Fig. 4.2.b). 

With increasing sizes of training data, the predictable areas increased monotonically, from about 

20% (with 16-min of training data) to >40% (with 10.4-hour of data) of the cortical surface (Fig. 

4.2.c). The average prediction accuracies, although varying across regions of interest (ROIs), 

showed an increasing trend as a growing amount of data were used for model training (Fig. 4.2.d). 

It appeared that the trend did not stop at 10.4 hours, suggesting a sub-optimal encoding model even 

if trained with such a large set of training data. Therefore, training encoding models for a single 

subject purely relying on training data would require at least 10 hours of video-fMRI data from 

the same subject.  

4.3.2 Transferring encoding models across subjects through Bayesian inference 

 To mitigate this need for large training data from every subject, we asked whether the 

encoding models already trained with a large amount of training data could be utilized as the prior 

information for training the encoding models in a new subject with much less training data. To 

address this question, we used the encoding models trained with 10.4 hours of training data from 

Subject JY as a priori models for Subject XF and XL. A Bayesian inference method was used to 

utilize such prior models for training the encoding models for Subject XF and XL with either 16-

min or 2.13-hour training data from these two subjects. The resulting encoding models were 

compared with those trained without using any prior models with the same amount of training data 

in terms of their accuracies in predicting the responses to the testing movie.  

 Fig. 4.3 shows the results for the model comparison in Subject XF. When the training data 

were as limited as 16 minutes, the encoding models trained with the prior modeled transferred 

from another significantly outperformed those without using the prior (Fig. 4.3.a). With the prior 

model, the predictable cortical areas were 26% of the entire cortex, nearly twice as large as the 

predictable areas without the prior (14.9% of the entire cortex). Within the predictable areas, the 

prediction accuracy was also significantly higher with the prior model (∆𝑧 = 0.155 ± 0.0006, 

one-sample t-test, p<10-5) (Fig. 4.3.a). The difference in voxel-wise prediction accuracy was 

significant (one-sample t-test, p<0.01) in most of the visual areas, especially for those in the ventral 

stream (Fig. 4.3.a). The advantage of using the prior model largely diminished when 2.13-hour 

training data were used for training the encoding models (Fig. 4.3.b). Although larger training data 
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improved the model performance, the improvement was much more notable for the method when 

the prior model was not utilized. In that case, the predictable area increased from 14.9% to 26.7% 

of the cortex (p=6.5×10-5, paired t-test). When the prior model was utilized, the predictable area 

increased from 26.0% to 28.5% (p=0.017, paired t-test), and the prediction accuracy only improved 

marginally (Fig. 4.3.b). Similar results were observed when transferring from Subject JY to 

Subject XL [28], as well as across other pairs of subjects [28]. It was noteworthy that the prediction 

accuracy of the transferred encoding model with 16-min fMRI data was comparable to the non-

transferred models with 2.13-hour fMRI data (Fig. 4.3). 

 We also asked whether the better performance of the encoding models with the transferred 

prior was entirely attributable to the prior models from a different subject, or it could be in part 

attributable to the information in the training data specific to the target subject. To address this 

question, we directly used the prior models (trained with data from Subject JY) to predict the 

cortical responses to the testing movie in Subject XL and XF. Even without any further training, 

the prior models themselves yielded high prediction accuracy for widespread cortical areas in 

Subject XF for whom the models were not trained (Fig. 4.4.a). When the prior models were fine-

tuned with a limited amount (16-min) of training data specific to the target subject, the encoding 

performance was further improved (Fig. 4.4.b). The improvement was greater when more (2.13-

hour) training data were utilized for refining the encoding models (Fig. 4.4.c). Similar results were 

also observed in another subject [28]. Hence, Bayesian inference to transfer encoding models 

across subjects could help train the encoding models for new subjects without requiring extensive 

training data from them. The subject-specific training data served to tailor the encoding models 

from the source subject towards the target subject.  

4.3.3 Functional alignment better accounted for individual differences 

 Transferring encoding models across subjects were based on the assumption that the 

models and data from individual subjects were co-registered. Typically, the co-registration was 

based on anatomical features (i.e. anatomical alignment) [49]. We expected that searchlight 

hyperalignment of multi-voxel responses could better co-register the fine-grained representational 

space on the cortical surface [164] to improve the efficacy of transferring the encoding models 

across subjects. 
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 Therefore, we performed searchlight hyperalignment such that Subject JY’s fMRI 

responses to the alignment movie were aligned to the other subjects’ responses to the same movie. 

After applying the same alignment to the encoding models trained for Subject JY, we used the 

aligned encoding models as the prior model for training the encoding models for Subject XF or 

XL with 16-min training datasets from each of them. It turned out that using the functional 

alignment as a preprocessing step further improved the performance of the transferred encoding 

models. For Subject XF, the model-predictable areas increased from 26% to 27.8% (p=9.7×10-4, 

paired t-test), and the prediction accuracy also increased, especially for the extrastriate visual areas 

(Fig. 4.5).  

4.3.4 Group-level encoding models 

 We further explored and tested an online learning strategy to train the encoding models for 

a group of subjects by incrementally using data from different subjects for model training. 

Basically, incremental neural data (16 minutes) was obtained from a new subject with new visual 

stimuli, and was used to update the existing encoding models (Fig. 4.6a). Such learning strategy 

allowed training group-level encoding models. The models significantly predicted the cortical 

response to novel testing movie for each subject (Fig. 4.6b). With every incremental update, the 

encoding models predicted wider cortical areas that increasingly covered 18.4%, 21.72%, and 

24.27% of the cortex, and achieved higher prediction accuracies within the predictable areas (first 

update: ∆𝑧 = 0.05 ± 0.0006, p<10-5; second update: ∆𝑧 = 0.036 ± 0.00034, p<10-5, one-sample 

t-test) (Fig. 4.6.b). Meanwhile, the group-level encoding models exhibited similar predictability 

across individual subjects [28]. 

 Discussion 

 Methods and Materials In this article, we have described methods to transfer and generalize 

encoding models of natural vision across human subjects. Central to our methods is the idea of 

taking the models learnt from data from one subject (or a group of subjects) as the prior models 

for training the models for a new subject (or a new group of subjects). This idea, implemented in 

the framework of Bayesian inference, allows to train subject-specific encoding models with a 

much less amount of training data than otherwise required if training the models from scratch 

without considering any pretrained model prior. The efficacy of this method, as demonstrated in 
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this paper, suggests that different subjects share largely similar cortical representations of vision 

[51, 100, 156, 172]. It has also led us to develop a method to train encoding models generalizable 

for a population by incrementally learning from different training data collected from different 

subjects.  

 The methods are described in the context of using DNN as a feature model, but they are 

also valuable and applicable to other models of visual or conceptual features [24-26, 60]. In general, 

the larger the feature space is, the more data is required for training the model that relates the 

features to brain responses in natural vision. DNNs attempt to extract hierarchical visual features 

in many levels of complexity, and thus it is so-far most data demanding to model their relationships 

to the visual cortex. Nevertheless, DNNs are of increasing interest for natural vision [1-3]. Recent 

studies have shown that DNNs, especially convolutional neural networks for image recognition 

[19-21], preserve the representational geometry in object-sensitive visual areas [9, 10, 22], and 

predicts neural and fMRI responses to natural picture or video stimuli [7, 8, 30, 155], suggesting 

their close relevance to how the brain organizes and processes visual information. DNNs also open 

new opportunities for mapping the visual cortex, including the cortical hierarchy of spatial and 

temporal processing [7, 8, 22, 30], category representation and organization [10, 27], visual-field 

maps [7, 30], all by using a single experimental paradigm with natural visual stimuli. It is even 

possible to use DNNs for decoding visual perception or imagery [7, 56]. Such mapping, encoding, 

and decoding capabilities all require a large amount of data from single subjects in order to train 

subject-specific models. Results in this study suggest that even 10 hours of fMRI data in response 

to diverse movie stimuli may still be insufficient for DNN-based encoding models (Fig. 4.2). 

Therefore, it is difficult to generalize the models established with data from few subjects to a large 

number of subjects or patients for a variety of potential applications.   

 The methods developed in this study fill this gap, allowing DNN-based encoding models 

to be trained for individual subjects without the need to collect substantial training data from them. 

As long as models have been already trained with a large amount of data from existing subjects or 

previous studies, such models can be utilized as the prior models for a new subject and be updated 

with additional data from this subject. Results in this study demonstrate that with prior models, 

encoding models can be trained with 16-min video-fMRI data from a single subject to reach 

comparable encoding performance as the models otherwise trained with over two hours of data 

but without utilizing any prior models (Fig. 4.3). Apparently, data acquisition for 16 minutes 
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readily fit into the time constraint of most fMRI studies. With the method described herein, it is 

thus realistic to train encoding models to effectively map and characterize visual representations 

in many subjects or patients for basic or clinical neuroscience research. The future application to 

patients with various cortical visual impairments, e.g. facial aphasia, has the potential to provide 

new insights to such diseases and their progression.  

 The methods developed for transferring encoding models across subjects might also be 

usable to transfer such models across imaging studies with different spatial resolution. The fMRI 

data in this study are of relatively low resolution (3.5mm). Higher resolution about 1mm is readily 

attainable with fMRI in higher field strengths (e.g. 7T or above) [173]. Functional images in 

different resolution reflect representations in different spatial scales. High-field and high-

resolution fMRI that resolves representations in the level of cortical columns or layers is of 

particular interest [173, 174]; but prolonged fMRI scans in high-field face challenges, e.g. head 

motion and susceptibility artifacts as well as safety concern of RF power deposition. Transferring 

encoding models trained with 3-T fMRI data in lower resolution to 7-T fMRI data in higher 

resolution potentially enables higher throughput with limited datasets. Note that transferring the 

encoding models is not simply duplicating the models across subjects or studies. Instead, new data 

acquired from different subjects or with different resolution serve to reshape the prior models to 

fit the new information in specific subjects or representational scales. It is perhaps even 

conceivable to use the method in this study to transfer encoding models trained with fMRI data to 

those with neurophysiological responses observable with recordings of unit activity, local field 

potentials, and electrocorticograms. As such, it has the potential to compare and converge neural 

coding in different spatial and temporal scales. However, such a potential is speculative and awaits 

verification in future studies. 

 This study also supports an extendable strategy for training population-wide encoding 

models by collecting data from a large group of subjects. In most of the current imaging studies, 

different subjects undergo the same stimuli or tasks with the same experiment paradigm and the 

same acquisition protocol [175]. Such study design allows for more convenient group-level 

statistics, more generalizable findings, and easier comparison across individuals. However, if one 

has to collect substantial data from each subject, it is practical too expensive or unrealistic to do 

so for a large number of subjects. An alternative strategy is to design a study for a large number 

of subjects, but only collect imaging data from subjects undergoing different visual stimuli, e.g. 
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watching different videos. For the population as a whole, data with a large and diverse set of stimuli 

become available. The methods described herein lay the technical foundation to combine the data 

across subjects for training population-wide encoding models. This strategy may be further 

complemented by also using a small set of stimuli (e.g. 16-min video stimuli) common for all 

subjects. Such stimuli can be used to functionally align the data from different subjects to account 

for individual differences (Fig. 4.6) [100, 156, 164]. It also provides comparable testing data to 

assess individual differences.  

 In addition, our methods allow population-wide encoding models to be trained 

incrementally. For a study that involves data acquisition from many subjects, data are larger and 

growing. It is perhaps an unfavorable strategy to analyze the population data only after data are 

available from all subjects. Not only is it inefficient, analyzing the population data as a whole 

requires substantial computing resources – a common challenge for “big data”. Using online 

learning [163], the methods described herein allows models to be trained and refined as data 

acquisition progresses. Researchers can examine the evolution of the trained models, and decide 

whether the models have converged to avoid further data acquisition. As population-wide encoding 

models become available, it is more desirable to use them as the prior models for training encoding 

models for specific subjects, or another population. Population-wide models are expected to be 

more generalizable than models trained from one or few subjects, making the prior models more 

valid and applicable for a wide group of subjects or patients.  

 Beyond the methods described in this paper, the notion of transferring encoding models 

across subjects may be substantiated with further methodological development. In this study, the 

encoding parameters in the prior model was used to constrain the mean of the parameters in a new 

model, whereas the covariance of the parameters were assumed to be isotropic. As such, all the 

parameters were assumed to bear different means but the same variance while being independent 

of each other. The assumption of independence was valid, because the feature space was reduced 

to a lower dimension, and was represented by its (orthogonal) principal components. The 

assumption of isotropic variance might be replaced by a more general covariance structure, in 

which the prior variance is allowed to be different for the parameters of individual features. 

Although it is possible to estimate the prior variance from the data, it requires a larger amount of 

training data and iterative optimization to estimate both the model parameters and their prior 

(anisotropic) variances for the maximum posterior probability [176]. The demand for data and 
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computation is what we aim to mitigate. Therefore, our assumption of isotropic variance is a 

legitimate choice, even though it may or may not be optimal.  

 In this study, we also assume a voxel-wise correspondence between one brain and another 

[51]. This assumption may not be optimal given the individual differences in the brain’s structure 

and function [100, 156]. In addition to anatomical alignment [49], functional hyperalignment [164] 

is helpful to partly account for the individual differences, before transferring voxel-wise encoding 

models across subjects. It is also likely helpful to statistically summarize the prior model across 

neighboring voxels, or in a region that contains the target voxel. Refinement of the algorithms for 

transferring encoding models awaits future studies.  

 Lastly, this study focuses exclusively on natural vision. However, the methods developed 

are anticipated to serve well for more general purposes, including natural language processing, 

speech and hearing. 
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Figure 4.1 Schemes of transferring and generalizing DNN-based neural encoding models 

across subjects. (a) Transferring encoding models across subjects. The encoding model comprises 

the nonlinear feature model and the linear response model. In the feature model, the feature 

representation is extract from the visual stimuli through the deep neural network (DNN), and 

followed by the feature dimension reduction. In the response model, the model parameters are 

estimated by using Bayesian inference with subject-specific neural data as well as a prior model 

trained from other subjects. (b) Generalizing encoding models across subjects. The dash arrows 

indicate the existing encoding model trained with the data from a group of subjects. The existing 

model can be incrementally updated by using the new data from a new subject with an online 

learning algorithm. In the scheme, the feature model is common any subjects and any stimuli, and 

the response model will be updated when new subject data is available. 
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Figure 4.2 DNN-based neural encoding models for Subject JY. (a) Performance of neural 

encoding models (trained with 10.4-hour data) in predicting the cortical responses to novel testing 

movies. The accuracy is measured by the average Pearson’s correlation coefficient (r) between the 

predicted and the observed fMRI responses across five testing movies (permutation test, q<0.01 

after correction for multiple testing using the false discovery rate (FDR) method). The prediction 

accuracy is visualized on both flat (left) and inflated (right) cortical surfaces. (b) Prediction 

accuracy of encoding models trained with less training data, i.e. 16min, 2.13h, and 5.87h. The right 

is the histograms of prediction accuracies. The x-axis is the prediction accuracy ranging from 0 to 

0.8, divided into bins of length ∆𝑟 = 0.02, the y-axis is the percentages of predictable voxels in 

the cortex within accuracy bins. (c) The percentage of predictable voxels as a function of training 

data size ranging from 16min to 10.4 hours. (d) ROI-level prediction accuracies as functions of 

the training data size. The error bar indicates the standard error across voxels. 
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Figure 4.3 Comparison between the encoding models that utilized the prior models 

transferred from a different subject (transferred) versus those without using any transferred 

prior (non-transferred). Voxel-wise prediction accuracy of encoding models trained with 16min 

(a) and 2.13h (b) video-fMRI data (permutation test, corrected at FDR q<0.01). The top shows the 

voxel-wise prediction accuracy of the encoding models with the prior transferred from a pretrained 

model (right) and the encoding models without any transferred prior (left). The bottom left is the 

histograms of their respective prediction accuracies. The numbers are the total percentages of 

predictable voxels. The bottom right is the difference of prediction accuracy (Fisher’s z-

transformation of r, i.e. z = arctanh(𝑟)) between the encoding models with the transferred prior 

and those without any transferred prior (one-sample t-test, p<0.01). The figure shows the results 

for transferring from Subject JY to Subject XF, see Supplementary Figure S1 and S2 in [28] for 

other subjects. 
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Figure 4.4 Comparison between the encoding models that were refined from the prior models 

transferred from a different subject (transferred) versus the prior encoding models (prior). 

(a) Voxel-wise prediction accuracy by directly using the prior encoding models (from Subject JY) 

to predict the responses to novel testing movies for Subject XF (permutation test, corrected at FDR 

q<0.01). (b) and (c) show the histograms of prediction accuracies of the encoding models that were 

transferred from the prior encoding models (blue) and the prior encoding models [149] trained 

with 16min (b) and 2.13h (c) training data, respectively. See Supplementary Figure S4 in [28] for 

Subject XL. 
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Figure 4.5 Comparison of the encoding models that were transferred from prior models with 

anatomical versus functional alignment. (a) Voxel-wise prediction accuracy of the encoding 

models based on anatomical alignment (left) and functional alignment (right) (permutation test, 

corrected at FDR q<0.01). (b) The histograms of prediction accuracies of anatomically aligned 

(blue) and functionally aligned [149] transferred encoding models. The colored numbers are the 

total percentages of predictable voxels.  (c) The voxel-wise difference in prediction accuracy 

(Fisher’s z-transformation of r, i.e. z = arctanh(𝑟)) between functional alignment and anatomical 

alignment (one-sample t-test, p<0.01). The figure shows the results for Subject XF, see 

Supplementary Figure S5 in [28] for Subject XL. 
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Figure 4.6 Group-level encoding models. (a) Distinct video-fMRI dataset obtained from different 

subjects when watching different natural videos. (b) The voxel-wise prediction accuracy of group-

level encoding models before and after every incremental update (permutation test, corrected at 

FDR q<0.01). The right is the histograms of prediction accuracies of incrementally updated 

encoding models. The colored numbers are the total percentages of predictable voxels. The testing 

accuracy is averaged across three subjects. 
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Table 4.1 Online learning algorithm for training population-based encoding models. 

Algorithm 1: Online learning algorithm for training population-based encoding models 

1:    𝐆0 ← 𝟎,  𝒘𝑣
0 ← 𝟎,  𝑛0 ← 0,  λ0 = 0 

2:    While new data* is available:  𝐗,  𝒓𝑣
1,  𝑛1 

3:            𝜃 =
𝑛1

𝑛0+𝑛1 

4:            𝐅1 = 𝐃𝐢𝐦𝐞𝐧𝐬𝐢𝐨𝐧𝐑𝐞𝐝𝐮𝐜𝐭𝐢𝐨𝐧(𝐑𝐞𝐬𝐍𝐞𝐭(𝐗))  

5:            𝐆1 = [𝐅1]T𝐅1 𝑛1⁄  

6:            𝐆 = (1 − 𝜃)𝐆0 + 𝜃𝐆1 

7:             𝒘𝑣 = (1 − 𝜃)(𝐆 + λ𝐈)−1(𝐆0 + λ0𝐈)𝒘𝑣
0 + 𝜃(𝐆 + λ𝐈)−1 [𝐅1]T𝒓𝑣

1 𝑛1⁄  with cross validation   

8:            𝐆0 ← 𝐆,  𝒘𝑣
0 ← 𝒘𝑣, 𝑛0 ← 𝑛0 + 𝑛1, λ0 = λ 

9:    Output:  𝒘𝑣 

* 𝐗 is the new visual stimuli, 𝒓𝑣
1 is the cortical response, and 𝑛1 is the number of samples 
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5. DEEP PREDICTIVE CODING NETWORK FOR OBJECT 

RECOGNITION 

*Modified and formatted for dissertation from the article under review in ICML [39] 

 Introduction 

 There are mExperiment There are mExperiment Convolutional neural networks (CNN) 

have achieved great success in image recognition. Classical CNN models, e.g. AlexNet [19], VGG 

[20], GoogLeNet [6], ResNet [21], SENets [177], NASNet [178], have improved the performance 

in computer vision, while these models generally become deeper and wider by using more layers 

[6, 20, 21] or/and filters [6, 179]. Despite various ways of architectural reconfiguration, these 

models all scale up from the same principle of computation: extracting image features by a 

feedforward pass through stacks of convolutional layers. 

 Although it is inspired by hierarchical processing in biological visual systems [180], CNN 

differs from the brain in many aspects. Unlike CNN, the brain achieves robust visual perception 

by using feedforward, feedback and recurrent connections [181, 182]. Information is processed 

not only through a bottom-up pathway running from lower to higher visual areas, but also through 

a top-down pathway running in the opposite direction. Such bi-directional processes enable 

humans to perform a wide range of visual tasks, including object recognition. For human vision, 

feedforward processing is essential to rapid recognition [46, 89], e.g. when visual input is too brief 

to recruit feedback and recurrent processing [97]. However, feedback processing improves object 

recognition and enables cognitive processes to influence perception [183, 184]. In neuroscience, 

the interplay between feedforward and feedback processes is described by hierarchical predictive 

coding [13, 14, 16, 36-38]. It states that the feedback connections from a higher visual area to a 

lower visual area carry predictions of lower-level neural activities; feedforward connections carry 

the errors between the predictions and the actual lower-level activities. As a result, the brain 

dynamically updates its representations to progressively refine its perceptual and behavioral 

decisions. 

 Inspired by this brain theory, we designed a bi-directional and recurrent neural net (i.e. 

PCN). Given image input to PCN, it runs recursive cycles of bottom-up and top-down computation 
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to update its internal representations towards minimization of the residual error between bottom-

up input and top-down prediction at every layer in the network. Using predictive coding as its 

computational mechanism, PCN differs from feedforward-only CNNs that currently dominate 

computer vision. It is a model with dynamics that uses recursive and bi-directional computation to 

extract better representations of the input such that the input is predictable by the extracted 

representation. When it is unfolded in time, PCN runs a longer cascade of nonlinear 

transformations by running more cycles of bottom-up and top-down computation through the same 

architecture without adding more layers, units, or connections. 

 To explore its value, we designed PCN with convolutional layers stacked in both 

feedforward and feedback directions. We trained and tested PCN for image classification with 

benchmark datasets: CIFAR-10 [185], CIFAR-100 [185], SVHN [186], and MNIST [187]. Our 

focus was to explore the intrinsic advantages of PCN over its feedforward-only counterpart: a plain 

CNN model without feedback connection or any mechanism for recurrent dynamics. It turned out 

that PCN always outperformed the plain CNN model, and its accuracy tended to improve given 

more cycles of computation over time. Relative to the classical models, PCN yielded competitive 

performance in all benchmark tests despite much less layers in PCN. As we did not attempt to 

optimize the performance by trying many learning parameters or model architectures, there is 

much room for future studies to further improve or extend the model on the basis of a similar 

notion. 

 Related Work 

 Current progress in computer vision is more driven by engineering goals as opposed to 

inspiration from the brain [188]. Findings from recent studies demonstrate that deep convolutional 

neural networks use representations similar to those in the brain [7-10, 22, 30]. However, many 

gaps are yet to be filled to bridge biological and artificial visual systems. A biologically plausible 

model of vision should take into account feedback and recurrent connections, which are abundant 

in primate brains [181, 182]. A limited number of studies have taken on this direction from the 

perspective of computational neuroscience or computer vision.  

 O'Reilly et al. demonstrated that feedback connections could enable top-down 

representations to fill incomplete bottom-up representations to improve recognition of partially 

occluded objects [189]. Exploiting a similar idea, Spoerer et al. built a recurrent CNN (with 2 
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hidden layers) using feedforward, feedback, and lateral connections to enable recurrent processing 

that dynamically updated the internal representations as the sum of bottom-up, top-down, and 

lateral contributions [190]. Trained and tested with synthesized images of digits, their recurrent 

CNN yielded more robust recognition of digits in cluttered and occluded images. However, that 

model did not embody an explicit computational mechanism to ensure recurrent processing 

dynamics to converge over time. Although compelling from the neuroscience perspective, the 

models in the above studies were relatively simple and shallow, and they were not tested in 

naturalistic visual scenarios of primary interest to computer vision.  

 In computer vision, Liang et al. added recurrent connections into each layer of a 

feedforward CNN to allow the activity of each unit to be modulated by activities of its neighboring 

units within the same layer [191]. Although it was inspired by contextual modulation in biological 

vision, this model did not account for feedback connections, which are abundant in the brain. 

Stollenga et al. added feedback connections to a trained CNN to enable attentional selection of 

filters for the model to achieve better object classification [192]. Recently, Canziani et al. built a 

bi-directional model with a feedforward discriminant subnet, a feedback generative subnet, as well 

as lateral connections to bridge the two subnets; training the model for video prediction helped the 

model yield more stable object recognition given video input [193]. These studies described above 

highlight the roles of feedback and/or recurrent processes in computing or learning better 

representations than models with only feedforward processes. What remains unresolved is a 

biologically plausible mechanism that allows feedforward, feedback, and recurrent processes to 

interact with one another in order for the model to manifest internal dynamics that support various 

learning objectives.  

 In this regard, we may seek inspiration from the brain. Predictive coding is an influential 

theory of neural processing in vision and beyond [15, 37, 38] as supported by empirical evidence 

[194-198]. In a seminal paper [199], Rao and Ballard postulated that the brain learns a hierarchical 

internal model of the visual world. Each level in this model attempts to predict the responses at its 

lower level via feedback connections; the error between this prediction and the actual response is 

sent to the higher level via feedforward connections. Friston et al. further generalized this notion 

into a unified brain theory for perception and action [200]. Chalasani et al. used predictive coding 

to train a deep neural net to learn a hierarchy of sparse representations of data without supervision 

[201]. Lotter et al. explored video prediction as an unsupervised learning objective based on 
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predictive coding [202]; however the model trained in this way may not be able to learn sufficiently 

abstract representation to support such tasks as object recognition. Spratling et al. explored the use 

of predictive coding for object recognition; however, their model was limited a shallow network 

architecture for much simplified scenarios [203].  

 Inspired by but different from models in prior studies [16, 203, 204], a hierarchical, 

bidirectional, and recurrent model is proposed and implemented herein as a brain-inspired model 

for computer vision. This model operates with the theory of predictive coding to generate dynamic 

internal representations by recursive bottom-up and top-down computation via feedforward and 

feedback connections across cascaded layers in a deep hierarchy, and recurrent connections to 

convey information over time within the same layer. The internal representations are updated to 

progressively reduce the error of top-down prediction of lower-level representations, while the 

prediction errors are conveyed upward to higher levels. To train this network, the representations 

at the highest level, after multiple cycles of recursive updating, are used to classify the input image. 

With labeled images, the model parameters are trained through backpropagation in time and across 

layers. In this study, we trained and tested such a deep predictive coding network (PCN) with 

several datasets: CIFAR-10, CIFAR-100, SVHN, and MNIST. 

 Methods 

5.3.1 Predictive coding 

 Central to the theory of predictive coding is that the brain continuously generates top-down 

predictions of bottom-up inputs. The representation at a higher level predicts the representation at 

its lower level. The difference between the predicted and actual representation elicits an error of 

prediction, and propagates to the higher level to update its representation towards improved 

prediction. This repeats throughout the hierarchy until the errors of prediction diminish, or the 

bottom-up process no longer conveys any “new” (or unpredicted) information to update the hidden 

representation. Thus, predictive coding is a computational mechanism for the model to recursively 

update its internal representations of an image towards convergence. 

 In the following mathematical description of this dynamic process in PCN, italic lowercase 

letters are used as symbols for scalars, bold lowercase letters for column vectors, and bold 

uppercase letters for MATRICES. The representation at layer 𝑙 and time 𝑡 is denoted as 𝐫𝑙(𝑡). The 
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weights of feedforward connections from layer 𝑙-1 to layer 𝑙 are denoted as 𝐖𝑙−1,𝑙. The weights 

of feedback connections from layer 𝑙 to layer 𝑙-1 are denoted as 𝐖𝑙,𝑙−1.  

 In PCN, the higher-level representation, 𝐫𝑙(𝑡), predicts its lower-level representation as 

𝐩𝑙−1(𝑡) via linear weighting 𝐖𝑙,𝑙−1, as shown in Eq. (1). The prediction error, 𝐞𝑙−1(𝑡), is the 

difference between 𝐩𝑙−1(𝑡) and 𝐫𝑙−1(𝑡) as in Eq. (2). 

𝐩𝑙−1(𝑡) = (𝐖𝑙,𝑙−1)
T

𝐫𝑙(𝑡)               (1) 

𝐞𝑙−1(𝑡) = 𝐫𝑙−1(𝑡) −  𝐩𝑙−1(t)              (2) 

5.3.1.1 Feedforward process 

 For the feedforward process, the prediction error at layer 𝑙-1, 𝐞𝑙-1(𝑡), propagates to the 

upper layer 𝑙  to update its representation, 𝐫𝑙(𝑡) , so the updated representation reduces the 

prediction error. To minimize 𝐞𝑙-1(𝑡) , let’s define a loss as the sum of the squared errors 

normalized by the variance of the representation, 𝜎𝑙-1
2 , as in Eq. (3). 

𝑒𝑙-1(𝑡) =
1

𝜎𝑙-1
2 ‖𝐞𝑙-1(𝑡)‖2

2                  (3) 

The gradient of 𝑒𝑙-1(𝑡) with respect to 𝐫𝑙(𝑡) is as Eq. (4). 

𝜕𝑒𝑙−1(𝑡)

𝜕𝐫𝑙(𝑡)
= −

2

𝜎𝑙−1
2 𝐖𝑙,𝑙−1𝐞𝑙−1(𝑡)              (4) 

To minimize 𝑒𝑙-1(𝑡), 𝐫𝑙(𝑡) is updated by gradient descent with an updating rate, 𝛼𝑙, as shown in 

Eq. (5). 

𝐫𝑙(𝑡 + 1) = 𝐫𝑙(𝑡) − 𝛼𝑙 (
𝜕𝑒𝑙−1(𝑡)

𝜕𝐫𝑙(𝑡)
) = 𝐫𝑙(𝑡) +

2𝛼𝑙

𝜎𝑙−1
2 𝐖𝑙,𝑙−1𝐞𝑙−1(𝑡)    (5) 

 If the weights of feedback connections are the transpose of those of feedforward 

connections 𝐖𝑙,𝑙−1 = (𝐖𝑙−1,𝑙)
T

, the update rule in Eq. (5) can be rewritten as a feedforward 

operation, as in Eq. (6).  

𝐫𝑙(𝑡 + 1) = 𝐫𝑙(𝑡) + 𝑎𝑙(𝐖𝑙−1,𝑙)
T

𝐞𝑙−1(𝑡)       (6) 

where the last term indicates forwarding the prediction error from layer 𝑙-1 to layer 𝑙 to update the 

representation with an updating rate 𝑎𝑙 =
2𝛼𝑙

𝜎𝑙−1
2 .  

5.3.1.2 Feedback process 

 For the feedback process, the top-down prediction is used to update the representation at 

layer 𝑙, 𝐫𝑙(𝑡), to reduce the prediction error 𝐞𝑙(𝑡). Similar to feedforward process, the error is 
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minimized by gradient descent, where the gradient of 𝑒𝑙(𝑡) with respect to 𝐫𝑙(𝑡) is as Eq. (7), and 

𝐫𝑙(𝑡) is updated with an updating rate 𝛽𝑙 as shown in Eq. (8). 

𝜕𝑒𝑙(𝑡)

𝜕𝐫𝑙(𝑡)
=

2

𝜎𝑙
2 (𝐫𝑙(𝑡) − 𝐩𝑙(t))                     (7) 

𝐫𝑙(𝑡 + 1) = 𝐫𝑙(𝑡) − 𝛽𝑙 (
𝜕𝑒𝑙(𝑡)

𝜕𝐫𝑙(𝑡)
) = (1 −

2𝛽𝑙

𝜎𝑙
2 ) 𝐫𝑙(𝑡) +

2𝛽𝑙

𝜎𝑙
2 𝐩𝑙(𝑡)       (8) 

Let 𝑏𝑙 =
2𝛽𝑙

𝜎𝑙
2  and Eq. (8) is rewritten as follows. 

𝐫𝑙(𝑡 + 1) = (1 − 𝑏𝑙)𝐫𝑙(𝑡) + 𝑏𝑙𝐩𝑙(𝑡)      (9) 

E. (9) reflects a feedback process that the representation at the higher layer, 𝐫𝑙+1(𝑡), generates a 

top-down prediction, 𝐩𝑙(𝑡), and influences the representation at the lower level, 𝐫𝑙(𝑡).  

5.3.1.3 Nonlinearity 

 To add nonlinearity to the above feedforward and feedback processes, a nonlinear 

activation function is applied to the output of each convolutional layer (except the input layer, i.e. 

𝑙 = 0). A rectified linear unit (ReLU) [205] converts Eqs. (6) and (9) to nonlinear processes as 

below. 

Nonlinear feedforward process: 

𝐫𝑙(𝑡 + 1) = ReLU (𝐫𝑙(𝑡) + 𝑎𝑙(𝐖𝑙−1,𝑙)
T

𝐞𝑙−1(𝑡))      (10) 

Nonlinear feedback process: 

𝐫𝑙(𝑡 + 1) = ReLU((1 − 𝑏𝑙)𝐫𝑙(𝑡) + 𝑏𝑙𝐩𝑙(𝑡))              (11) 

5.3.2 Network architecture  

 We implemented this algorithm in several PCNs, all of which included convolutional layers 

stacked in both feedforward and feedback directions and recurrent connections within each layer 

as shown in Fig. 5.1a. These PCNs were trained and tested for object recognition with four 

benchmark datasets: CIFAR-10, CIFAR-100, SVHN and MNIST. For comparison, several 

feedforward-only CNNs were built with the same architecture as the feedforward pathway in 

corresponding PCNs, and were trained and tested with the same datasets. We refer to these 

feedforward-only CNNs as the plain networks, from which the PCNs were built upon by adding 

feedback and recurrent connections for dynamic processing.   

 Plain CNN models. The architecture of our plain CNN models were similar to the 

architecture of VGG nets [20]. Briefly, the basic architecture included 6 or 8 convolutional layers 
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and 1 classification layer. All convolutional layers used 33 filters but different numbers of filters, 

and used rectified linear unit (ReLU) as the nonlinear activation function. For some layers where 

the number of filters is doubled, the feature maps were reduced by applying 22 max-pooling with 

a stride of 2 after convolution. Batch normalization [206] was not used. The classification layer 

included global average pooling and a fully-connected (FC) layer followed by softmax. On the 

basis of this architecture, we built 5 VGG-like models that varied in the number of layers and 

filters, and trained and tested the models with 4 datasets. Table 5.1 summarizes the architecture of 

each model.   

 Predictive coding network (PCN). Starting from each of the plain CNN models, we added 

feedback and recurrent connections to form a corresponding PCN. Fig. 5.1a shows a 9-layer PCN, 

running recursive bottom-up and top-down processing based on predictive coding. In PCN, 

feedback connections from one layer to its lower layer were constrained to be the transposed 

convolution [207] which is the transpose of  the feedforward counterparts, setting apart our models 

from those in related work on predictive coding [16, 203, 204]. As such, both feedforward and 

feedback connections encoded spatial filters. The former was applied to the errors of the top-down 

prediction of lower-level representation; the latter was applied to high-level representation in order 

to predict the lower-level representation. As in the brain, feedforward and feedback connections 

were reciprocal in PCN. The weights of feedback connections had the identical dimension as the 

transposed weights of feedforward connections. For layers where max-pooling was applied after 

feedforward convolution, bilinear unsampling was applied before feedback convolution to ensure 

that the dimension of top-down prediction could match the dimension of lower-level representation.  

 An optional constraint to PCN was to use the same set of weights for both feedforward and 

feedback connections as in some prior studies [16, 203, 204]. In other words, the weights of 

feedback connections were the transposed weights of feedforward connections. With this weight 

sharing, top-down predictions via feedback connections tended to approach lower-level 

representations. The PCN would have the same number of parameters as the corresponding plain 

model. Without this optional constraint of weight sharing, feedforward and feedback weights were 

assumed to be independent.   
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5.3.3 Recursive computation  

 Unlike feedforward-only networks, PCN runs a dynamic process to update its internal 

representation throughout the hierarchy (Fig. 5.1.b). Given an input image, PCN first runs through 

the feedforward path from the input layer to the last convolutional layer at 𝒕 = 𝟎, equivalent to a 

plain CNN model. For 𝒕 = 𝟏, PCN first runs a feedback process and then a feedforward process to 

update the representations in the hierarchy. In the feedback process, the representation at each 

layer is updated by a top-down prediction from the higher layer according to Eq. (11). The 

feedback process runs from the highest convolutional layer to the input layer. In the feedforward 

process, the representation at each layer is updated by a bottom-up error according to Eq. (10). 

This procedure is repeated over time. After some cycles, the representation is used as the input to 

the classification layer to classify the image (see Algorithm 2 in Table 5.5).  

5.3.4 Model training 

 When PCN is trained for image classification, the error backpropagates across layers and 

in time to update the model parameters. The update rates are constrained to be non-negative by 

using ReLU, and are learnable parameters specific to each filter in each layer.  

 We evaluated two types of PCNs with regard to an optional constraint: the feedforward 

and feedback connections share the same convolutional weights. With this weight sharing, the 

feedforward operation and the feedback operation use the same weights. Without the constraint, 

the feedforward and feedback weights are initialized interpedently. 

 In this work, we evaluated these two types of PCNs with a varying number of recursive 

cycles (𝑡 = 0, 1, 2, ⋯ , 6) and with different model architectures (labeled as A through E in Table 

5.1). We use Plain-A to represent the plain network with architecture A, and use PCN-A-t to 

represent the PCN with architecture A and 𝑡 cycles of recursive computation. PCN-A-t (tied) and 

PCN-A-t represent the PCNs with and without weight sharing, respectively. 

 We used PyTorch [208] to implement, train, and test the models described above. The 

convolutional weights and linear weights were initialized to be uniformly random (the default 

setting in PyTorch). The feedforward and feedback update rates were initialized as 1.0 and 0.5, 

respectively. The models were trained using mini-batches of a size 128 and without using dropout 

regularization [71]. 
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 Experiments 

 Methods and MaterialsWe trained and tested PCN for image classification with data in 

CIFAR-10/100, SVHN and MNIST, in comparison with plain CNN using the same feedforward 

architecture. With random initialization, PCN (or CNN) was trained for 5 times; the best and 

mean±std top-1 accuracy was reported as below. 

5.4.1 CIFAR-10 and CIFAR-100 

 The CIFAR-10/100 dataset includes 50,000 training images and 10,000 testing images in 

10 or 100 object categories. Each image is a 32×32 RGB image. PCN (or CNN) were trained on 

the training set and evaluated on the test set. All images were normalized per channel (i.e. subtract 

the mean and divide by the standard deviation). For training, we used translation and horizontal 

flipping for data augmentation. We used stochastic gradient decent to train PCN (or CNN) with a 

weight decay of 0.0005 and a momentum of 0.9. The learning rate was initialized as 0.01 and was 

divided by 10 when the error reached the plateau after training for 80, 140, 200 epochs. We stopped 

after 250 epochs. The hyper-parameters for learning were set based on validation with 10,000 

images in the training set.   

5.4.1.1 PCN vs. CNN 

 During training, PCN converged much faster than its CNN counterpart (Fig. 5.2, top), 

especially when feedforward and feedback connections did not share weights. With testing data, 

PCN also yielded better accuracy than the plain CNN model (Fig. 5.2, bottom). For example, PCN 

improved the classification accuracy from 62.11% to 72.48% on CIFAR-100, relative to the plain 

CNN model. See Table 5.2 for more results for comparison with other classical or state-of-the-art 

models. Without being pushed for high accuracy, PCN showed a similar accuracy as ResNet [21], 

but relatively lower than the pre-activation ResNet (Pre-act-ResNet) [209] or the wide residual 

network (WRN) [179], which used a  much deeper or much wider architecture than the models 

explored in this study.  

5.4.1.2 PCN with different recursive cycles 

 The accuracy of PCN depended on the number of cycles that recursively updated its 

internal representations. Fig. 5.3 shows that the accuracy of PCN tended to increase given more 

cycles of computation, especially if feedforward and feedback processes did not share the same 

weights.  
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 To understand why this was the case, we looked into some testing images that were mis-

classified by CNN but not by PCN. At each time step (0 through 6), PCN computed a different 

representation of an image that yielded a different probability distribution across different 

categories (Fig. 5.4). Classification was less definitive and/or inaccurate at early time steps. At 

later time steps, the network corrected itself to yield more definitive and accurate classification. It 

was true especially for ambiguous images, where a cat looked like a dog, or a deer looked like a 

horse, even for humans. See more examples in Fig. 5.4.  

5.4.1.3 Generative prediction in PCN  

 When it was trained for image classification, PCN was not explicitly optimized to 

reconstruct the input image, unlike a previous work that used video prediction as the learning 

objective [202]. Nevertheless, the top-down process in PCN was able to reconstruct the input with 

high accuracy. Although this was expected for PCN with weight sharing, reconstruction was also 

reasonable even for PCN without weight sharing (Fig. 5.5). This result was surprising, and implied 

that PCN, without any architectural constraint to enable image reconstruction, is able to reshape 

itself to predict or reconstruct the input, even when it is trained for a discriminative task, e.g. object 

recognition. Speculatively PCN potentially provides a new way to simultaneously train a 

discriminative network for object recognition and a generative network for prediction or 

reconstruction.  

5.4.2 SVHN 

 SVHN is a dataset of Google’s Street View House Numbers images [186] and contains 

more than 600,000 color images of size 32×32, divided into training set, testing set and an extra 

set. The task of this dataset is to classify the digit located at the center of each image. Since the 

task is easier than CIFAR datasets, we implemented PCN with simpler network architectures (see 

Table 5.1). To validate the hyper parameters, we randomly selected 400 samples per class from 

the training set and 200 samples per class from the extra set for validation, as in [210]. The 

remainder of the training set and the extra set were used for training. The preprocessing for SVHN 

was the same as for CIFAR, i.e. per-channel normalization. No data augmentation was used. We 

used the Adam [211] optimization with a weight decay of 0.0005 and an initial learning rate of 

0.001 for a 20-10-10 epoch schedule. The exponential decay rates for the first and second moment 

estimates were 0.9 and 0.99, respectively. Table 5.3 shows the classification performance for this 
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dataset. Like what we found for the CIFAR dataset, PCN always outperformed the plain CNN 

counterpart.  

5.4.3 MNIST 

 The MNIST dataset consists of hand written digits 0-9. There are 60,000 training images 

and 10,000 testing images in total. Each image is a gray image of size 28x28. For this dataset, the 

same network architecture as used for SVHN is adopted. The training procedure was the same as 

for SVHN. Table 5.4 shows the classification performance for this dataset. PCN consistently 

performed better than its CNN counterpart. The best PCN achieves 0.36% error rate, comparable 

to some previous state-of-the-art models. 

 Discussion and Conclusion 

 What defines PCN are 1) the use of bi-directional and recurrent connections as opposed to 

feedforward-only connections, and 2) the use of predictive coding as a mechanism for the model 

to recursively run bottom-up and top-down processes. When it is trained for image classification, 

the model dynamically refines its representation of the input image towards more accurate and 

definitive recognition. As this computation is unfolded in time, PCN reuses a single architecture 

and the same set of parameters to run an increasingly longer cascade of nonlinear transformation.  

 We say it is “longer” instead of “deeper”, because the notion behind PCN is different from 

the mindset in deep learning that more layers are required to model more complex and nonlinear 

relationships in data. Making a model increasingly deeper is arguably less efficient or scalable, 

bringing a set of challenges or burdens, e.g. the need for more computational resource and training 

data. In contrast, the brain does not use a deeper network to do more challenging tasks. A more 

challenging task simply takes the brain longer time to process information through the same 

network.   

 Predictive coding tells PCN how to compute but not how to learn. In this study, PCN is 

trained for image classification based on the representation emerging from the top layer after 

multiple cycles of computation. The error of classification backpropagates (top-down and bottom-

up) across layers and in time to update the model parameters for multiple times (as many as the 

cycles of recursive computation) per training example or batch of examples. This helps the learning 

to converge faster, while utilizing full knowledge in training data. If an image takes the model 
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more cycles of computation to converge its representation, it means that the image has more 

information than what the model can explain or generate, and thus the image carries a greater value 

for the model to learn. Therefore, it is more desirable to train PCN for more challenging visual 

tasks, e.g. images that are ambiguous or difficult to recognize, while reducing the need for a large 

number of otherwise “simple” training examples.  

 For image classification, PCN takes an image as the input for all cycles of its recursive 

computation, while the errors of top-down prediction sent to the first hidden layer vary across 

cycles or in time. When the input is not a static image but a video, the input to the first hidden 

layer represents the errors of prediction of the present video frame given the model’s 

representations from the past frames. This would enable the model to compute and learn 

representations of both spatial and temporal information in videos, which is an important aspect 

that awaits to be explored in future studies.  

 As an initial step to explore predictive coding in computer vision, it was our intention to 

start and compare with models with a basic CNN architecture (like that of VGG) in order to focus 

on evaluation of the value of using predictive coding as a computational mechanism. However, we 

expect that some network modules are readily applicable to PCN as well as CNN, including batch 

normalization [206] and short-cut connections [21]. In addition, the update rates for top-down and 

bottom-up computation may be trainable as time-variant parameters as opposed to constants 

assumed in the current implementation. Augmentation of training data or regularization techniques, 

e.g. dropout [71] may also help to improve the model’s performance in image classification. In 

future studies, we will explore alternative architectures and learning strategies for larger and more 

training images, e.g. ImageNet [19]. 
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Figure 5.1 a) An example PCN with 9 layers and its feedforward-only CNN (or the plain model). 

b) Two-layer substructure of PCN. Feedback (blue), feedforward [149], and recurrent (black) 

connections convey the top-down prediction, the bottom-up prediction error, and the past 

information, respectively. c) The dynamic process in the PCN iteratively updates and refines the 

representation of visual input over time. PCN outputs the probability over candidate categories for 

object recognition. The bar height indicates the probability and the red indicates the ground truth.  
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Figure 5.2 Training (top) and testing (bottom) accuracies for PCN vs. CNN with matched 

feedforward architectures for training with CIFAR-10 (left) and CIFAR-100 (right). Each curve 

represents the average over 5 repeats of one model with different cycles of recursive computation, 

ranging from 1 to 6.  
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Figure 5.3 Testing accuracies of PCNs with different time steps. 
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Figure 5.4 Image classification at different time steps for PCN-A-6 (bottom) in comparison with 

the plain CNN model (middle) for each of the 10 testing images misclassified by CNN (Plain-A). 

Each plot shows the probabilities over 10 classes in CIFAR-10. The red represents the ground truth.  
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Figure 5.5 Top-down image prediction by PCN. Here shows example testing images in CIFAR-

10 and their corresponding images predicted by PCNs.  
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Table 5.1 Architectures for PCN. Each column is a model. The layers with the same color have 

the same feature map size. 

CIFAR-10/100 SVHN/ MNIST 

A B C D E 

9 layers 9 layers 7 layers 7 layers 7 layers 

input image 

conv3 -64 conv3 -32 conv3 -32 conv3 -32 conv3 -16 

conv3 -64 conv3 -32 conv3 -32 conv3 -32 conv3 -16 

conv3 -128 conv3 -64 conv3 -64 conv3 -64 conv3 -32 

conv3 -128 conv3 -64 conv3 -64 conv3 -64 conv3 -32 

conv3 -256 conv3 -128 conv3 -128 conv3-128 conv3 -64 

conv3 -256 conv3 -128 conv3 -128 conv3-128 conv3 -64 

conv3 -256 conv3 -128    

conv3 -256 conv3 -128    

global average pooling, FC-10/100, softmax 
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Table 5.2 Compare PCNs with start-of-the-art models on CIFAR-10/100 datasets. #Layer and 

#Parameter are the number of layers and parameters, respectively. 

Models CIFAR10/100 

Methods #Layer #Parameter Accuracy (%) 

Maxout[210] - - 90.62 61.43 

dasNet [192] - - 90.78 66.22 

NIN [212] - - 91.19 64.32 

DSN [213] - - 91.78 65.43 

RCNN [191] 6 1.86M 92.91 68.25 

FitNet [214] 19 2.5M 91.61 64.96 

Highway[215] 19 2.3M 92.46 67.76 

ResNet [21] 

110 1.7M 93.57 - 

164 1.7M - 74.84 

1001 10.2M - 72.18 

1202 19.4M 92.07 - 

Pre-act-ResNet [209] 

110 1.7M 93.63 - 

164 1.7M 94.54 75.67 

1001 10.2M 95.08 77.29 

WRN-40-4 

WRN-16-8 

WRN-28-10 [179] 

40 8.9M 95.47 78.82 

16 11M 95.73 79.57 

28 36.5M 96.00 80.75 

DenseNet [216] 250 15.3M 96.28 82.40 

Plain-A 9 2.33M 90.61 62.11 

PCN-A-6 (tied) 9 2.33M 92.26 69.44 

PCN-A-6 9 4.65M 93.83 72.58 

Plain-B 9 0.58M 89.53 62.21 

PCN-B-2 (tied) 9 0.58M 90.76 65.57 

PCN-B-6 9 1.16M 92.80 69.34 

Plain-C 7 0.29M 88.23 61.36 

PCN-C-2 (tied) 7 0.29M 89.56 64.09 

PCN-C-6 7 0.57M 92.40 68.31 

 

  



135 

 

Table 5.3 Compare PCNs with start-of-the-art models on SVHN. The accuracy was obtained from 

five repeats. 

SVHN 

Methods #Layer #Parameter error rate (%) 

Maxout[210] - - 2.47 

NIN [212] - - 2.35 

Stochastic pooling [217] - - 2.80 

Dropconnect [218] - - 1.94 

DSN [213] - - 1.92 

RCNN [191] 6 2.67M 1.77 

FitNet [214] 13 1.5M 2.42 

WRN-16-8 [179] 16 11M 1.54 

Plain-D 7 0.29M 3.21(3.41±0.13) 

PCN-D-2 (tied) 7 0.29M 2.63(2.92±0.11) 

PCN-D-6 7 0.57M 2.28(2.42±0.09) 

Plain-E 7 0.07M 3.19(3.41±0.13) 

PCN-E-1 (tied) 7 0.07M 2.74(2.91±0.11) 

PCN-E-6 7 0.14M 2.24(2.42±0.10) 
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Table 5.4 Compare PCNs with the start-of-the-art models on MNIST. The accuracy was obtained 

from five repeats. 

MNIST 

Methods #Layer #Parameter error rate (%) 

Maxout[210] - - 0.45 

NIN [212] - - 0.47 

Stochastic pooling [217] - - 0.47 

Dropconnect [218] - - 0.21 

DSN [213] - - 0.39 

RCNN [191] 6 0.67M 0.31 

FitNet [214] - - 0.51 

Hierarchical PC/BC-DIM [203] - - 2.19 

Plain-D 7 0.29M 0.53(0.59±0.04) 

PCN-D-1 (tied) 7 0.29M 0.43(0.50±0.06) 

PCN-D-1 7 0.57M 0.38(0.46±0.06) 

Plain-E 7 0.07M 0.68(0.74±0.03) 

PCN-E-1 (tied) 7 0.07M 0.43(0.51±0.06) 

PCN-E-4 7 0.14M 0.36(0.48±0.06) 
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Table 5.5 Algorithm of the Deep Predictive Coding Network. 

  

Algorithm 2 Deep Predictive Coding Network 

 

Input static image: 𝐱 

2.  𝐫0(𝑡) ← 𝐱 

3. 

4.  for l = 0 to L-1 do 

5.      𝐫𝑙+1(0) ← ReLU (FFConv(𝐫𝑙(0))) 

6.   

7.  for t = 1 to T do 

8.      for l = L to 1 do 

9.         𝐩𝑙−1(𝑡-1) ← FBConv(𝐫𝑙(𝑡-1)) 

10.       if l > 1 do 

11.          𝐫𝑙−1(𝑡-1) ←ReLU((1-𝑏)𝐫𝑙-1(𝑡-1)+𝑏𝐩𝑙-1(𝑡-1)) 

12.     for l = 0 to L-1 do 

13.        𝐞𝑙(𝑡) ←  𝐫𝑙(𝑡) −  𝐩𝑙(𝑡-1) 

14.         𝐫𝑙+1(𝑡)←ReLU (𝐫𝑙+1(𝑡-1)+𝑎FFConv(𝐞𝑙(𝑡))) 

15.  

16. output 𝐫L(T) for classification 

 

Note: FFConv represents the feedforward convolution, FBConv represents the feedback convolution. 
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6. SUMMARY 

 Functional imaging for vision has been mostly limited to mapping either low-level visual 

elements (e.g. orientation or color) [219] or high-level object categories [60, 100]. However, little 

is known about how middle-level features are represented [8, 9, 44, 53] or how different levels of 

features are related to one another through neural computation. In this dissertation, I established 

the experimental and analysis techniques for using fMRI to map cortical representations of all 

levels of visual information with a single paradigm that uses natural videos as stimuli [7, 27-29, 

35]. The studies have shown the unique value of using DNN and video-fMRI to map visual-field 

representations [7], the functional hierarchy of the visual cortex [7], cortical representations of 

categories [7, 27] or mid-level attributes (e.g. shapes or body parts) [27], and the hierarchical 

distribution of process memory [29]. As such, it provides an all-in-one strategy for mapping and 

characterizing various functional and computational aspects of vision. Although this strategy 

initially requires hours of video-fMRI data from each individual subject, we have recently 

developed a Bayesian transferring method to yield comparable results with only tens of minutes 

of video-fMRI data [28], making it practical for applications to many subjects in group studies. 

Through open source and data sharing, this dissertation also delivers a public resource to artificial 

intelligence and neuroscience communities, to promote positive, sustainable, and productive 

synergy between these two fields [7]. 

 The DNN models used in previous studies [7-10, 22, 27, 30, 155] are all feedforward only. 

However, the brain contains both feedforward and feedback pathways, and their complex 

interactions give rise to visual perception, attention, and action [13, 220]. The interplay between 

feedforward and feedback connections is described by the predictive coding theory [14, 16, 204]. 

That is, the feedback connections from a higher visual area to a lower visual area carry predictions 

of lower-level neural activities, whereas the feedforward connections carry the residual errors 

between the predictions and the actual lower-level activities [16]. Such computations are supported 

by rich empirical evidence and the canonical microcircuitry of cortical columns [13]. Inspired by 

the theory of predictive coding, I proposed a PCN that combines feedforward, feedback and 

recurrent connections into a bi-directional and hierarchical network, which learns better 

representations for object recognition [39]. Therefore, the PCN sheds light on modeling the bi-

directional feedforward and feedback processes for learning visual representations. 
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 For future studies, relative to alternative models (CNN, RNN, VAE), the PCN offers a 

more comprehensive framework for modeling and mapping fMRI responses to natural videos. It 

will allow us to map the cortical hierarchies of spatial [7, 27, 28, 35] and temporal [29] 

representations, parsing the visual cortex into sub-areas or networks engaged in different levels of 

spatial or temporal processing. It will further allow us to separate and map feedforward and 

feedback pathways, and characterize their distinctive roles in natural vision. Although the focus 

on this project is on vision, the central idea is also applicable to other sensory systems. Natural 

hearing, speech and language processing are readily attainable goals [87, 221, 222].  

 Reverse engineering the brain in action is a common objective for neuroscience and 

artificial intelligence (AI) [1-3]. Understanding the brain will help guide and advance the 

development of next-generation AI. It will lead to detailed knowledge about the organization and 

connectivity of the human visual cortex to inform the design for deep learning. This dissertation 

proposed a strategy to compare brain-inspired AI against the brain itself [7, 27-29, 35, 39]. Notably, 

identifying the most effective rules for learning models is not only essential to machine learning, 

but also fundamental to human learning [223], which concerns how the human brain organizes 

information and learns new concepts from experiences. 
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