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ABSTRACT 

Guzman, David M. Ph.D., Purdue University, May 2018. Structural, Thermody-
namic, and Electronic Properties of Mixed Ionic/Electronic Conductor Materials. 
Major Professor: Alejandro Strachan. 

Due to the mainstream CMOS technology facing a rapid approach to the funda-

mental downscaling limit, beyond CMOS technologies are under active investigation 

and development with the intention of revolutionizing and sustaining a wide range of 

applications including sensors, cryptography, neuromorphic and quantum computing, 

memory, and logic, among others. Resistive switching electronics, for example, are 

devices that can change their electrical resistance with an applied external field. De-

spite their simple metal-insulator-metal structure, resistive switching devices exhibit 

an intricate set of IV characteristics based on the chemical composition of the solid 

electrolyte that ranges from non-volatile bipolar and non-polar switching to volatile 

threshold switching (abrupt but reversible change in resistance). This rich variety 

of electrical responses offer new alternatives to traditional CMOS applications in the 

areas of RF-signal switching, relaxation oscillators, over-voltage protection, and no-

tably, memory cells and two-terminal non-linear selector devices. 

With the aim of unraveling the physics behind two of such conduction mech-

anisms, filamentary and threshold, in electrochemical cells consisting solid mixed 

ionic-electronic conductor electrolytes, this work focused on using first-principles cal-

culations to characterize the structural, thermodynamic, and electronic properties of 

copper-doped amorphous silicon dioxide and copper-doped germanium-based glassy 

chalcogenides. 

The Cu/a-SiO2 system is a promising candidate for resistive switching memory 

applications. The conduction mechanism in the low-resistance state is known to be fil-
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amentary, that is, a physical metallic filament bridges between the metallic electrodes 

through the amorphous silica. However, many fundamental materials processes that 

would aid the design and optimization of this devices, such the shape and size of 

stable metallic filaments, remain unknown. In the first part of this work, the mor-

phology and diffusion of small copper clusters embedded in amorphous silicon dioxide 

were characterized by density functional theory calculations. The average formation 

energy of a single copper ion in the amorphous matrix is found to be 2.4 eV, about 

50% lower than in the case of silicon dioxide in its cristobalite or quartz phases. The 

theoretical predictions show that copper clusters with an equiaxed morphology are 

always energetically favorable relative to the dissolved copper ions in a-SiO2; hence, 

stable clusters do not exhibit a critical size. The stochasticity in the atomistic struc-

ture of the amorphous silicon dioxide leads to a broad distribution activation energies 

for diffusion of copper in the matrix, ranging from 0.4 to 1.1 eV. 

Since ab initio molecular dynamics are prohibitively expensive to simulate the 

switching process in Cu/a-SiO2 electrochemical metallization cells, a multi-scale sim-

ulation approach based on electrochemical dynamics with implicit degrees of freedom 

and density functional theory was developed to study the electronic evolution dur-

ing metallic filament formation cells. These simulations suggest that the electronic 

transport in the low-resistance configuration is attributed to copper derived states 

belonging to the filament bridging between electrodes. Interestingly, the participa-

tion of states derived from intrinsic defects in the amorphous SiO2 around the Fermi 

energy are negligible and do not contribute to conduction. 

Unlike the Cu/a-SiO2 system which only exhibits filamentary switching, copper-

doped germanium-based glassy chalcogenides show filamentary or threshold type of 

conduction depending on the chemical composition of the glass and copper concen-

tration. Ab initio molecular dynamics based on density functional theory is used 

to understand the atomistic origin of the electronic transport in these materials. 

The theoretical predictions show that glasses containing tellurium tend to favor the 

formation of copper clusters; hence, these materials exhibit filamentary conduction. 



xix 

Threshold conduction is predicted to be the transport mechanism for glassy sulfides 

and selenides due to the ability of copper to remain dissolved in the amorphous ma-

trix even at high metal concentration. Furthermore, the charge carrier transport in 

sulfur and selenium glasses was found to be assisted by defective states derived from 

chalcogen atoms whose bonds exhibit a polar character. 

Finally, taking advantage of the van der Waals gap as intercalation sites and 

crystal order in molybdenum disulfide, a novel mixed ionic-electronic conductor ma-

terial based on copper and silver intercalation of MoS2 is proposed. The theoretical 

predictions show that on average, the intercalation energy of copper into MoS2 is 1 eV, 

while intercalation of silver shows a strong dependence on concentration ranging from 

2.2 to 0.75 eV for low and high concentrations, respectively. The activation energy 

for diffusion of copper and silver intercalated within the van der Waals gap of MoS2 

is predicted to be 0.32 and 0.38 eV, respectively, comparable to other superionic con-

ductors. Upon Cu and Ag intercalation, MoS2 undergoes a semiconductor-to-metal 

transition, where the in-plane and out-of-plane conductances are comparable and 

exhibit a linear dependence with metal concentration. 
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1. NANOSCALE ELECTROCHEMICAL RESISTANCE ELECTRONICS 

“There is nothing more deceptive than an obvious fact.” 

Sir Arthur Conan Doyle 

British Writer 

1.1 New Technology-Driven by Beyond-CMOS Research 

The rapid and unavoidable approach to the fundamental limit of dimensional 

downscaling of CMOS integrated circuit technology is driving the exploration and 

development of new alternative devices and micro-architectures to sustain the scal-

ing rates and cost reduction of existing and emerging technologies for the decades 

to come. During the last couple of decades, the goal to extend CMOS technology 

(“More Moore”) has been joined by two collaborative efforts that approach the issue 

from different perspectives: (1) the so-called “More than Moore” [1], which aims at 

extending the CMOS platform by creating and adding non-digital functionalities to 

conventional semiconductor technologies, and (2) “Beyond CMOS” [2,3] whose inten-

tion is to develop new devices and architectures independent from CMOS technology, 

see Figure 1.1. 

The research in beyond CMOS technology has concentrated in developments 

along four main vectors [3]: architecture, non-classical CMOS, logic, and memory. 

Of special importance to this work are the logic and memory developments [5] which 

have resulted in a wide range of beyond CMOS devices spanning technologies [6, 7] 

such as flash extensions (Silicon-Oxide-Nitride-Oxide-Silicon and nanotraps), Ferro-

electric, Magnetic, Phase-Change and Resistive random access memory, and other 

solid-electrolyte memories. Interestingly, many of these devices have enable applica-





Evolution of Extended CMOS 

Elements 

Existrng technologies 
e,~,s 

1"CII\"'°°~ -t.\O~ 

J 
~ 

g-
a.. More. Moore 

------------- (""') 
---- 3:: 

New technologies 

0 

l 
Beyond CMOS 

year 

2 

Figure 1.1. Collaborative effort to extend CMOS technology. Reproduced 
with permission of John Wiley and Sons from Ref. [4] c 2015 John Wiley 
& Sons Ltd.; permission conveyed through Copyright Clearance Center, 
Inc 
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Table 1.1. 
Beyond-CMOS prototypical and emerging memory devices. Reproduced 
with permission of John Wiley and Sons from Ref. [4] c 2015 John Wiley 
& Sons Ltd.; permission conveyed through Copyright Clearance Center, 
Inc 

tions in other areas such as spintronics [8], cryptography [9, 10], neuromorphic com-

puting [11], quantum computing [12], non-linear selector devices [13], among others. 

A technology originated from beyond CMOS exploration and developments is 

the resistance switching devices. These devices are potential candidates for memory 

and logic elements [14–16] and application in cryptography [17,18] and neuromorphic 

computing [19]. Many emerging memory devices based on resistance switching tech-

nology show better scalability and power requirements than other competing tech-

nologies as is outlined in Table 1.1. Furthermore, Resistance switching electronics 

based on electrochemical cells are devices with the ability to reversibly or irreversibly 

change their electric resistance as a function of an applied stimulus, in most cased 
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Figure 1.2. IV characteristics, transport mechanisms of ions and electrons 
for resistive switching devices where the electric field and Joule heating 
may drive the switching process. Red region depicts the conduction chan-
nel embedded in the matrix material shown in blue. The gray arrows 
show ionic motion. Inset by the side of each schematic shows the IV loop 
typical of (a) bipolar nonlinear switching, (b) bipolar linear switching, 
(c) nonpolar non-volatile switching, and (d) nonpolar threshold switch-
ing. The panel at the bottom shows the driving for that influence oxygen 
anion motion for (e) drift (electric potential gradient), (f) electromigra-
tion (electron kinetic energy), (g) Fick diffusion (concentration gradient), 
and (h) thermophoresis (temperature gradient). Adapted with permission 
of Springer Nature from Ref. [20] c 2013 Springer Nature.; permission 
conveyed through Copyright Clearance Center, Inc 

an externally applied electric field, via electrochemical process [20–22]. These devices 

have a rather simple metal-insulator-metal (MIM) structure where the insulating layer 

is a solid state electrolyte usually a metal oxide or a chalcogenide glass. The electrodes 

consist of electroactive and inert metals, depending on the specific application. 

Despite the apparent simplicity in the structure of resistance switching electro-

chemical cells, these devices exhibit a diverse set of IV characteristics that can be 

modulated by the selection of the electrolyte and electrodes materials. In Figure 1.2 
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the current-voltage characteristics are categorized between bipolar when the electric 

field is the main driving force of the switching, and nonpolar, when the switching is 

thermally dominated. For instance, Figure 1.2(a) depicts a resistance switching de-

vice where an electric field drives switching. The evolution of the conduction channel 

(red) in the presence of the field is driven by drift and electromigration (see Figure 

1.2(e,f)) which results in the switching loop shown in the inset of Figure 1.2(a). This 

type of switching behavior is typical of resistance switching devices based on elec-

trochemical metallization cells with a MIM structure where electrode composed of 

an electroactive metal is dissolved in the solid electrolyte upon the application of an 

external electric field. As time evolves, the dissolved metal tends to cluster and form 

stable filaments that eventually reach the opposite electrode (inert) short-circuiting 

the device and creating a low-resistance state. Reversing the polarity of the applied 

electric field dissolves the filament and high-resistance state is obtained. Devices 

that exhibit this mechanism are commonly known as conductive-bridging random ac-

cess memory (CBRAM) and are said to exhibit filamentary switching [15, 23–25]. A 

detailed overview of this process is discussed in Section 1.2. 

On the other extreme of Figure 1.2 threshold switching is depicted in (d). This 

mechanism is regarded as a volatile switching with a hysteresis loop where starting 

from a high-resistance state, the device abruptly becomes metallic at a particular 

current input producing a steep IV response. Similarly, starting from a low-resistance 

state, the system becomes insulating after the current is reduced past a certain level. 

Threshold switching is commonly observed in correlated electron systems such as 

metal-insulator-transition (MIT) materials like NbO2, T2O3, and VO2. Interestingly, 

metal-doped mixed ionic-electronic conductor materials based on chalcogenide glasses 

have been observed to exhibit filamentary [23, 26] and threshold swtching [21, 27, 28] 

depending on the chemical species of the chalcogen atom and the metal concentration. 

An added complexity of resistive switching devices is the potentially sophisti-

cated electron conduction processes that can be possible in a MIM structure. The in-

trinsic variability of the metal-insulator interfaces and stochasticity of the amorphous 
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Figure 1.3. Some possible electron conduction process in metal-insulator-
metal structures. (1) Thermionic emission, (2) electron tunneling into 
the conduction band, (3) direct tunneling from electrode to electrode, (4) 
electron injection into trap states, (5) thermionic emission from trap to 
conduction band, (6) direct tunneling form trap to conduction band, (7) 
electron hopping or tunneling from trap to trap, and (8) tunneling from 
trap to anode. Reproduced with permission of John Wiley and Sons from 
Ref. [4] c 2015 John Wiley & Sons Ltd.; permission conveyed through 
Copyright Clearance Center, Inc 
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solid electrolyte can originate complex electron transport processes where many or 

all of them could be contributing to the overall current through the device. Figure 

1.3 shows some of the most common and straightforward electron paths in a MIM 

structure. 

With an understanding of the fundamental of the resistance switching elec-

trochemical devices and the different types of switching mechanisms, the following 

section (1.2) provides an atomistic picture of the formation and dissolution of copper 

filaments in amorphous silicon dioxide. 

1.2 An Atomistic View of Resistance Switching in Electrochemical Met-
allization Cells 

ADAPTED FROM: 

Nicolas Onofrio, David Guzman & Alejandro Strachan. Atomistic origin of 

ultrafast resistance switching in nanoscale electrometallization cells. Nature Materi-

als, 14, 440-446 March 2015. c 2015 Springer Nature. 

This section provides a brief description of the electrochemical processes involved 

in the formation and dissolution of metallic filaments in electrochemical metallization 

cells based on Cu/a-SiO2. For an in-depth discussion of other chemical aspects of the 

switching processes and a description of the simulation methods, please refer to the 

original paper Ref. [29] 

As discussed previously, electrochemical metallization cells exhibit an intricate 

mechanism of switching that involves the formation and dissolution of metallic fila-

ments in a dielectric medium under the effect of an externally applied electric field 

to attain a low- or high-resistance state. Furthermore, the process of filaments for-

mation and dissolution gets even more complicated when other processes such as 

electrochemical reactions at solid-solid interfaces and ionic diffusion and nucleation 

in the solid electrolyte and interfaces are considered to participate in the switching of 

the ECM cell. Despite the complex operation of these devices, they show remarkable 
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characteristics such as fast switching (few nanoseconds), low power operation and 

outstanding scalability [24, 25]. 

The lacking knowledge of the mechanisms that govern the formation and dis-

solution of metallic filaments in nanoscale ECM cell and their stability prevents the 

design of these devices at their ultimate scaling limit. In this section, we present an 

atomistic characterization of the metallization process of ECM using reactive molec-

ular dynamics simulations. To describe electrochemical reactions under an applied 

external electric field, we use the electrochemical dynamics with implicit degrees of 

freedom (EChemDID) [30] framework. The method uses reactive interatomic poten-

tials [31, 32] implemented in a parallel code [33] that enables the simulation of time 

and spatial scales required to characterize realistic devices at their scaling limits. A 

complete discussion of the methods is given in Onofrio, Guzman, Strachan. Nature 

2015 [29]. 

The rest of this section focuses on ECM cells based on copper electrodes and 

amorphous silicon dioxide as the solid electrolyte. The simulations are carried out at 

the expected scaling limits of this technology, approximately 7 × 7 nm cross-sections 

and a dielectric thickness between 1 and 4 nm (the total cell thickness including 

electrodes is 6 nm). To emulate the realistic surface roughness of the electrodes 

observed in experiments, we patterned the electrode surfaces into triangular or conical 

shapes. The inert electrode is kept flat since no dissolution of metal from this electrode 

is allowed. 

With these simulations, we provide an atomistic view of the participating elec-

trochemical processes in the switching of the ECM cells with a time-resolution inacces-

sible experimentally. We now describe the key steps in the forming and programming 

sequences, see Figure 1.4: 

1. Forming Stage. Copper ions from the active electrode dissolve into the amor-

phous SiO2. Approximately 50% of the ions aggregate into small clusters, as 

shown in Figure 1.4(b). These copper clusters are relatively stable due to metal-
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Figure 1.4. Atomic mechanisms of filament formation and dissolution. 
(ah) Snapshots zooming in at the filament during the forming/reset/set 
phases. The yellow spheres follow the constituent atoms of the first fil-
ament established during the forming phase (d). In all snapshots, color 
represents atomic charges, ranging from red (0.3e) to blue (+0.3e). The 
amorphous SiO2 has been hidden for clarity. 
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lic bonds which lower the partial charges as compared to the isolated copper 

ions. These small clusters are key in the formation of stable filaments. 

As positively charged copper ions, driven by the applied external electric field, 

become in contact with the inert electrode, the associated change in electro-

chemical potential reduces their atomic charge leading to the creation of fila-

ments attached to the inactive electrode, see Figure 1.4(c). Since neutral Cu 

atoms are unlikely to dissolve in the amorphous silica, the applied voltage sta-

bilizes those clusters attached to the inert electrode; however, the filaments 

growing from the active electrode, which are positively charged, tend to readily 

dissolve in the electrolyte. 

Given that the copper ions attached to the inactive electrode do not diffuse as 

much as compared to those in the active electrode or dissolved in the amorphous 

silica, filaments grow from the inactive electrode by the chain reduction of small 

copper clusters in the electrolyte as they become attached to this, as shown in 

Figures 1.4(b-c). This process continues until the formation of a stable bridge 

between both electrode, as shown in Figure 1.4(d). 

2. Reset Stage. As the polarization of the applied electric potential is reversed, 

the inert electrode becomes electropositive. Thus, the copper atoms of the 

filament close to this electrode become positively charged and more likely to 

dissolve in the solid electrolyte. As a consequence, the filament starts to dissolve 

at the inactive electrode, as shown in Figure 1.4(e). However, notice that a 

stable non-bridging filament is still attached to the active electrode given the 

small charge on the copper ions belonging to such filament. The predicted 

filament growth direction during forming and the location of its rupture (reset) 

are consistent with an experimental observation on ECM cell based on a-SiO2 

electrolytes [34]. 

3. Set Stage. Reversing the polarization of the electric potential one more time 

to obtain a new low-resistance state, leads to a rapid dissolution of the non-
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bridging filament attached to the active electrode since it becomes electropos-

itive, as shown in Figure 1.4(f-g). This finding came as unexpected since it 

is often assumed that after the initial forming step, the set involves regrowth 

of pre-existing filament. Even though the set stage involves the dissolution of 

the existing filament, a new stable filament is observed to form in a short pe-

riod given the large concentration of copper dissolved in the amorphous matrix 

(Figure 1.4(h)). 

The shape of both stable filaments in Figures 1.4(d) and (h) is conical with the 

base at the active electrode, similar to experimental observations in larger cells [34]. 

Even though the conical shape of the filament may suggest that the growth direction 

is from the active toward the inactive electrode, the atomistic simulation reveals a 

clear different process. Finally, analysis of the atomic structure of the amorphous 

silicon dioxide in ECM cells after the switching process shows that the matrix does 

not change its atomic arrangement in a significant way due to the formation and 

dissolution of the metallic filaments, contradicting other proposed models [35]. 

Motivated by the complex functioning mechanisms of electrochemical resistance 

devices and the complicated relationship between materials selection and conduction 

and switching processes, this work focuses on the use of first-principles calculations 

to unravel the physics behind filamentary and threshold conduction. To this end, this 

dissertation is organized as follows: a brief description of density functional theory 

and molecular dynamics is presented in Chapter 2. In Chapter 3 presents a study 

of the stability and morphology of copper clusters embedded in amorphous silicon 

dioxide along with the time evolution of the electronic structure of ECM cells based on 

Cu/a-SiO2. Chapter 4 explores the conduction mechanisms in the ternary compound 

Cu-Ge-X (X=S, Se, Te) for different compositions and provides an atomistic insight 

into the origin of defects that assist threshold conduction. In Chapter 5 we make use 

of the van der Waals gap and crystalline order of molybdenum disulfide to propose a 

novel mixed ionic-electronic material that could help alleviate the switching variability 

in MIM structures. 
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2. THEORETICAL BACKGROUND 

“Although this may seem a paradox, 

All exact science is dominated by the idea of approximation.” 

Bertrand Russell 

British Philosopher & Mathematician 

2.1 Density Functional Theory 

During the past decades, substantial development in ab initio theories has been 

made to explore the properties of materials and even predict the existence of new 

ones. First-principles calculations have been successful at multi-dimensional systems 

from bulk materials (3D) to molecules and isolated ions (0D) with weak to moderate 

electron correlation. 

The interactions of the outer valence electrons of the atoms that constitute a 

material with themselves and the ions in the system, primarily determine the struc-

tural and electronic properties of such material. Based on the electronic behavior of 

materials, other properties such as mechanical, magnetic, and optical properties can 

be extracted. Using an interacting quantum many-body Hamiltonian (Equation 2.1) 

is unavoidable to explore and predict materials properties. 

X P2 
j 

X Pi 
2 X Zj Zj0 e

2 X e2 X −Zj e
2 

Htot = + + + + (2.1)
2Mj 2m |Rj − Rj0 | |ri − ri0 | |Rj − ri|j i j<j0 i<i0 i,j 

Where R and r are the positions of the ions and electrons, respectively, and 

Zi is the atomic number. Exact solutions for such problem are prohibitively com-

Section 2.1 based on Fundamentals of Condensed Matter Physics by Marvin L. Cohen & Steven G. 
Louie from University of California at Berkeley [36] 
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plex and making physical sense of the many-electron wavefunctions would be next 

to impossible. In the next few sections, the density functional theory formalism is 

presented as an alternative ab initio method for solving to the problem posed in Equa-

tion 2.1 from which meaningful properties of a system’s ground state can be obtained. 

Density functional theory is a formalism that maps the many-electron problem to a 

ground-state self-consistent-field (SCF) one-particle problem with fundamentally an 

exact solution. 

ground-state vs. excited state At 0K properties of a material such as 

structure, stability, and lattice dynamics are ground state properties since all electrons 

in the system are in their ground state. Transport and optical properties, for example, 

are properties corresponding to excited electrons, requiring the creation of an excited 

electron or hole beyond the ground state. 

In the next two sections (2.1.1 & 2.1.2) the fundamental postulates of DFT and 

the the Kohn-Sham equations are discussed. 

2.1.1 Density Functional Postulates 

In 1964 Hohenberg and Kohn demonstrated that for an interacting electron 

gas under the influence of an external potential v(r), the ground-state energy Ev is a 

functional of the electron charge density ρ(r), that is Ev[ρ]. The next three statements 

are formulated concerning an interacting electron gas in an external static potential 

v(r). 

Fundamental Postulates: 

I The ground state energy has the form: Z 
Ev[ρ] = v(r)ρ(r)dr + F [ρ] (2.2) 

where F [ρ] is a universal functional of the density [37]. 
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II Equation 2.2 has a minimum for the physically sounding charge density distri-

bution of the system, ρr. The charge density needs to satisfy the condition: Z 
N = ρ(r)dr (2.3) 

where N is the total number of electrons [37]. 

III The one-electron problem under the action of an effective potential veff (r) is in 

principle exactly solvable, hence, ρ(r) and Ev[ρ] can be exactly calculated [38]. 

2.1.2 Kohn-Sham Equations 

The universal functional of the density F [ρ] in Equation 2.2 contains the electron 

kinetic energy and the electron-electron interactions. In general, these two quanti-

ties are difficult to calculate, and no expressions that are dependent on the electron 

charge density are known. In the extreme case where the exchange and correlation 

of electrons are neglected, the interaction energy of electrons reduces to the Hartree 

energy (Equation 2.4). 

Z 
e2 ρ(r)ρ(r0) 0EHartree = drdr (2.4)
2 |r − r0| 

The kinetic energy for a non-interacting system with charge density ρ(r) can be 

calculated from the one-particle orbitals φ(r), as demonstrated in Equation 2.5 

occ Z 
h2 X¯ 

Ks[ρ] = φ ∗ 
i (r)r 2φi(r)dr (2.5)

2m 
i 

and the charge density ρ(r) can be written as: 

occX 
φ ∗ ρ(r) = i (r)φi(r) (2.6) 

i 

and Equation 2.2 can now be written as 

Z Z 
1 ρ(r)ρ(r0)

Ev[ρ] = v(r)ρ(r)dr + Ks[ρ] + e 2 drdr 0 + EXC [ρ] (2.7)
2 |r − r0| 
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The exchange-correlation energy functional EXC [ρ] contains the electron-electron 

interactions, other than Hartree. Additionally, EXC [ρ] contains the kinetic energy 

contributed by interacting electrons, since Ks[ρ] accounts for the noninteracting part. 

At this stage, the Kohn-Sham equations treat the original system with interact-

ing electrons and a fake system with the same number of electrons (noninteracting) 

under the action of an effective one-particle potential veff (r). Here ρ(r) of the nonin-

teracting system is used to compute the energy functional of the interacting system. 

The variational problem depicted in the postulate II, originate a set of Euler-Lagrange 

equations that describe the one-particle orbitals and energies of the noninteracting 

system (Equation 2.8. 

� 
2 � 
p 
+ vH (r) + vXC (r) φi(r) = �iφi(r) (2.8)

2m 

Where vH and vXC are given by 

Z 
ρ(r0) 

vH (r) = e 2 dr 0 (2.9)|r − r0| 

∂EXC 
vXC (r) = (2.10)

∂ρ(r) 

and ρ(r) is written as 

occX 
ρ(r) = |φ(r)i|2 (2.11) 

i 

The set of equations 2.8-2.11 are the Kohn-Sham equations for the fake nonin-

teracting system. If we knew EXC , the solution of the Kohn-Sham equations would 

give the exact electron density and ground state energy of the interacting system.R 
However, EXC = ρ(r)εXC (r)dr remains unknown and only approximations have 

been formulated. Taking εXC (r) as an exchange-correlation energy density, the local 

density approximation (LDA) assumes that εXC (r) is a function of the local density 

ρ(r) and the generalized gradient approximation (GGA) takes εXC (r) as a function 

of ρ(r) and rρ(r) 
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Density functional theory counts with a massive amount of implementations. 

In this work, we use the Vienna Ab initio Simulation Package (VASP) and Spanish 

Initiative for Electronic Simulations with Thousands of Atoms (SIESTA) codes. 

2.2 Molecular Dynamics 

Molecular dynamics (MD) is a technique to integrate the Newtonian equations 

of motion of a many-body system that enables the computation of equilibrium and 

transport properties. In the context of classical MD, the nuclear motion of the par-

ticles (atom) that constitute a system is assumed to follow the laws of classical me-

chanics. For most materials, classical MD is an excellent tool that allows for the 

exploration and prediction of properties; however, quantum effects should be taken 

into account when the system contains very light atoms and molecules, such as H2, 

and He, or its vibrational frequency exceeds kBT . Given that fundamentals of statis-

tical mechanics are at the core of molecular dynamics developments and theory, the 

next section (2.2.1) briefly introduces these basic principles in order to understand 

MD simulations and its proper use. In sections 2.2.2 the equations of motion are 

discussed. 

2.2.1 Brief Introduction to Statistical Mechanics 

Molecular dynamics simulations provide a detailed view of microscopic proper-

ties such as the position and velocities of individual atoms; however, in many cases 

this properties are less important than macroscopic observables. In this context, 

statistical mechanics is key for the connection between microscopic and macroscopic 

properties [41]. 

Section 2.2 based on the online course From Atoms to Materials [39] by Alejandro Strachan from 
Purdue University and Introduction to Molecular Dynamics: Theory and Applications in Biomolec-
ular Modeling [40] by Yi Wang and K. Andrew McCammon from University of California, San 
Diego 
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Microstates The positions and momenta of all atoms in a system specify a 

microstate of that system. A general Hamiltonian that dictates the motion of the 

particles in a system has the form: 

H(r, p) = K(p) + V (r) (2.12) 

where r = (r1, r2, ..., rN ) and p = (p1, p2, ..., pN ) are the position and momentum 

vectors of the N particles in a system. The kinetic energy (K) is given by Equation 

2.13 and potential energy V determines the interactions between atoms. 

NX 1 2 2 2K = (pix + piy + piz) (2.13)
2mii=1 

Assuming knowledge of how atoms interact with each other (V ), the time evo-

lution of the system described by the Hamiltonian 2.12 is given by the equations of 

motions. This results in the so-called phase-space which is a 6N dimensional space 

when we take into account the three Cartesian components of the position and mo-

mentum vectors. 

Statistical Ensembles Statistical mechanics treats the single system repre-

sented in phase-space as a group of subsystems that exhibit the same macroscopic 

properties such as pressure (P), volume (V), energy (E), temperature (T) and num-

ber of atoms (N). Each of these subsystems can be mapped onto a point in phase-

space; therefore a statistical ensemble is a collection of points in phase-space that 

shows the same macroscopic properties. In this manner, an observable A can be 

calculated by averaging the value of such observable over the ensemble, that is 

Aobservable = hAiensemble, where h...i represents the average. 
Canonical Ensemble Average The canonical ensemble (NVT), where N, V, 

and T are constant, is a statistical ensemble representing the states of a system in 

thermal equilibrium with a heat bath at a certain temperature. The states of the 

system change in total energy since the system is allowed to exchange energy with 

the heat bath. The partition function of the canonical ensemble is given by: X 
−βH(r,p)ZNV T = e (2.14) 

micro−states 
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where β = 1/kB T and KB is the Boltzmann constant. The term e−βH(r,p) known as 

the Boltzmann factor is related to the Maxwell-Boltzmann distribution by: 

−βH(r,p)e 
P (r, p) = P (2.15) 

e−βH(r,p) 
micro−states 

Given that the Hamiltonian of the system has a summation over kinetic energy 

that depends only on the momentum and the potential energy only depends on the 

position vector, the canonical partition function can be written as a product of the 

kinetic and potential contributions. Since the kinetic part can be integrated analyti-

cally, only the potential contribution appears in the configurational partition function 

shown in Equation 2.16. X 
−βV (r)ZNV T = e (2.16) 

r 

The probability distribution becomes: 

−βV (r)e 
P (r) = P (2.17) 

e−βV (r) 
r 

Finally, we can compute the ensemble average of an observable A as in Equation 

2.18. 

PX −βV (r) 
r A(r)e hAiNV T = A(r)P (r) = P (2.18)−βV (r)e rr 

Table 2.1 shows the probability distribution, partition function and free energy 

expressions for some of the most important statistical ensembles used in molecular 

dynamics. 

2.2.2 Equations of Motion 

A system simulated by molecular dynamics starts with a set of initial posi-

tions and velocities for each particle in the system. Next, the temporal evolution 

involves the motion of the particles in the system according to the particle interac-
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Table 2.1. 
Various important statistical ensembles used in molecular dynamics simu-
lations. Adapted from ”From Atoms to Materials: Predictive Theory and 
Simulations” [39] 

Microcanonical (NVE) Canonical (NVT) Isobaric/Isothermal (NPT) 

Probability Distribution 1P (r, p) = 
Ω(N,V,E) 

e−βH(r,p)

P (r, p) = 
ZNV T 

e−βH(r,p)−P V 
P (r, p, V ) = 

ZNP T 

Partition Function 
P 

Ω(N, V, E) = micro−states δ(E − H(r, p)) 
P −βH(r,p)ZNV T = micro−states e

P P −βH(r,p)−P V ZNP T = V micro−states e

Free Energy S = kB log Ω(N, V, E) FNV T = −kBT log ZNV T GNP T = −kB T log ZNP T 
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tion determined by V (r) following the classical Newtonian dynamics. We express the 

Newtonian equations of motion as: 
p 

ṙ = 
m (2.19) 

ṗ = F 

where the force acting on each atom of the system is: 

F = −rV (r) (2.20) 

As previously discussed, V (r) is the interactions between atoms or interatomic po-

tential. 

Integrating the Equations of Motion Equations 2.19 can be written in the 

following standard form: 

p r(t +Δt) − r(t) 
ṙ = = 

m Δt (2.21) 
p(t +Δt) − p(t) 

ṗ = F = 
Δt 

rearranging the term: 
p 

r(t +Δt) = r(t) + · Δt 
m (2.22) 

p(t +Δt) = p + F · Δt 
and integration of these equations is done using the Verlet algorithm, which does a 

Taylor expansion of the position with respect to time. From Taylor expansion around 

t we arrive to the following equations: 

1 1... 
r(t +Δt) = r(t) + Ṙ(t)Δt + R ¨Δt2 + RΔt3 + O(Δt4)

2 6 (2.23)
1 ¨ 2 − 

1... 3 4)r(t − Δt) = r(t) − Ṙ(t)Δt + RΔt RΔt + O(Δt 
2 6 

Figure 2.1 shows a basic algorithm that describes the fundamental loop that allows 

time evolution in a molecular dynamics simulation. 

Similarly to DFT, molecular dynamics have been implemented in a various 

simulation packages that offer a wide variety of analysis tools and tailored simulation 

setups. In this work we use the Large-scale Atomic/Molecular Massively Parallel 

Simulator (LAMMPS) as out MD engine. 
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Figure 2.1. Structure of a minimalistic molecular dynamics code. Repro-
duced from ”From Atoms to Materials: Predictive Theory and Simula-
tions” [39] 
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3. NATURE OF FILAMENTARY RESISTIVE SWITCHING IN 

COPPER/AMORPHOUS -SIO2 

“The task of art today is to bring chaos into order.” 

Theodor W. Adorno 

German Philosopher 

ADAPTED FROM: 

David M. Guzman, Nicolas Onofrio, and Alejandro Strachan. Stability and 

migration of small copper clusters in amorphous dielectrics. Journal of Applied 

Physics, 117, 195702 May 2015. c 2015 American Institute of Physics. 

Nicolas Onofrio, David Guzman, and Alejandro Strachan. Atomistic sim-

ulations of electrochemical metallization cells: mechanisms of ultra-fast resistance 

switching in nanoscale devices. Nanoscale, 8, 14037-14047 May 2016. c 2016 Royal 

Society of Chemistry. 

3.1 Introduction 

We study the energetics of dissolution and clustering of copper ions in amor-

phous silicon dioxide as well as their mobility using a combination of MD with reactive 

force fields and DFT. 

The Cu/SiO2 system is of significant interest for ECM cell application [42, 43] 

due to desirable properties such as bipolar switching and compatibility with back-end-

of-line processing in CMOS technology. Experimental [44] and atomistic simulations 

[29] have shown that the formation of small, stable clusters is the rate-limiting step 

in the switching of ECM cells. 

Molecular dynamics simulations have shown that the SET process in these de-

vices involves the dissolution of small filaments and the formation of new clusters 
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stabilized by reduction. Furthermore, in situ electron microscopy studies [45] re-

vealed the dynamics driven by electrochemical processes of metallic clusters and how 

they participate in the switching behavior of ECM devices. However, the energet-

ics and kinetics that govern such processes remain unknown. Does the formation of 

copper clusters involve nucleation and growth? What are the critical nucleus size 

and surface energy? Our results show that the formation of metallic clusters is al-

ways energetically favorable and does not require overcoming a nucleation barrier if 

the process involves long timescales that allow the silica to relax around the clus-

ters. Furthermore, we find relatively low activation energies for diffusion of copper in 

amorphous silica (in the range of 0.4 to 1.1 eV), suggesting that the cluster formation 

is the rate-limiting step in nanoscale devices. 

Work published in Journal of Applied Physics and Nanoscale with Nicolas Onofrio 

and Alejandro Strachan as coauthors [46, 47] 

3.2 Simulation Details 

3.2.1 Amorphous Silicon Dioxide 

To generate the amorphous SiO2 we start with a 3×3×2 orthorhombic supercell 
of α-cristobalite from which two central unit cells are removed to accommodate the 

copper atoms or clusters. The cells contain 64 SiO2 formula units, varying the number 

of copper atoms between 1 and 8. A reactive force field (ReaxFF) [48] as described 

in Ref. [29] and all MD simulations are carried out using LAMMPS [49]. 

The structures are heated to 4000K and thermalized for 0.5ns under isothermal 

and isobaric conditions (NPT) using MD. In the liquid state, the silica samples are 

deformed to achieve a cubic shape while maintaining the cell volume constant. The 

cubic liquid samples are equilibrated for 1.5 ns under isothermal and isochoric con-

ditions (NVT), extracting 50 statistically independent melt samples. Each sample is 

annealed to 300K in 4ns using a stepwise cooling scheme. This procedure results in 

well-relaxed independent structures. These MD generated amorphous networks are 
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used as initial geometries for the DFT calculations. Figure 3.1 shows representative 

structures generated with the method described above. 

Since copper clusters go through the same heating and cooling treatment as the 

silica matrix, we use fictitious bonds to keep the Cu atoms together as a cluster at high 

temperatures while the SiO2 matrix is allowed to move freely. For non-interacting 

copper atoms, no bond constraints are imposed, and all atoms are allowed to move. 

Besides equiaxial Cu clusters (Fig. 3.1 bottom panel), we also study planar and linear 

geometries (Fig. 3.1 top panel). Similar to the equiaxial copper clusters, the planar 

and linear configurations are generated using fictitious bonds and constraining the 

bond angle to force the Cu atoms to remain in a linear chain or planar configuration 

during the melting process. For the last steps of equilibration at 300K, all constraints 

on all atoms are removed. 

3.2.2 Density Functional Theory Calculations 

The geometry optimization and electronic structure calculations were carried 

out using DFT as implemented in VASP [50, 51]. Projector-augmented-wave (PAW) 

potentials [52] were used to account for the electron-ion interactions, and the electron 

exchange-correlation potential was calculated using GGA within the PBE [53] scheme. 

The kinetic energy cutoff was set to 500 eV. For the reciprocal space sampling we 

use Γ point calculation for amorphous structures. The structural relaxation of all 

structures was performed using a conjugate gradient algorithm with a force tolerance 

on each atom of < 0.1 eV/Åand the self-consistent field loop stops when the energy 

difference between two consecutive steps falls below out < 10−5 eV. 

3.2.3 Nudged Elastic Band 

To compute the activation energy for diffusion and minimum energy paths of 

diffusing ions, we use the nudged elastic band (NEB) method as implemented in 

VASP [54]. The NEB calculations start from a set of geometries interpolating between 
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Figure 3.1. Amorphous Silicon Dioxide. Snapshots of relaxed Cu/SiO2 

structures with clusters for 1 to 8 atoms. The structures of three- and 
four-atom linear chains and planar structures are also shown. These struc-
tures correspond to the final DFT relaxations after MD annealing using 
ReaxFF. dCu−Cu is the average Cu-Cu bond 
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initial and final states; then, the ionic positions of all the geometries are iteratively 

optimized using only the ionic-force components perpendicular to the hypertangent. 

The minimum energy path is then determined from spline interpolation of the to-

tal energy of the individual images and the tangential projection of the 3N force 

components on each image. 

Due to the stochastic nature of the amorphous SiO2, performing NEB calcula-

tions on disorder networks is a rather complicated process since we have no a priori 

knowledge the initial and final configurations with local energy minima. To iden-

tify metastable configurations from which to perform NEB calculations, we start by 

carrying out molecular dynamics simulations at 800K of copper ions diffusing in the 

a-SiO2. The metastable configurations are selected from the MD trajectory between 

copper jumps. At 800K the amorphous matrix in hot enough to allow for copper 

diffusion but the matrix itself is not molten and we do not observe diffusion of silicon 

or oxygen ions. To avoid possible contributions to the activation energy for diffusion 

of copper that originates from a joined diffusion of silicon and oxygen ions, the initial 

and final configurations are obtained from identical positions of silicon and oxygen 

atoms, that is, only the copper ion position changes; during the NEB relaxation of 

the different images, all atoms are allowed to move. 

3.3 Network Disorder & the Morphology and Stability of Filaments 

Formation Energy The formation energy of n copper atoms embedded in 

amorphous silica is defined as 

Eformation = E(Cun/SiO2) − [hE(SiO2)i + nEfcc(Cu)] (3.1) 

where E(Cun/SiO2) is the total energy of the DFT simulation with n copper atoms 

dissolved in silica, hE(SiO2)i is the average energy of the amorphous silicon dioxide 

samples with the same number of formula units as the system of interest, and Efcc(Cu) 

is the energy per atom of one unit cell of copper fcc. 
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Figure 3.2. Formation energy distributions of equiaxed Cu clusters 1-8 
atoms in size. The red distributions correspond to the total energy dis-
tribution of a-SiO2, which is the same for all cases. The blue distribution 
represents the energy of forming a Cu cluster of n atoms by implanting 
Cu atoms in a- SiO2 from its most stable phase (FCC). 
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Figure 3.2 shows the distribution of formation energy of equiaxed copper clusters 

with size 1 to 8 atoms (blue histograms), and the cohesive energy of amorphous silica 

with the mean value shifted to zero (red histograms). We observe that the formation 

energy of copper clusters is broad with standard deviations between 2.4 and 3.8 eV, 

see Table 3.1. This trend does not come as a surprise given that the intrinsic defect 

formation energies in amorphous silica show similar fluctuations [55]. 
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Figure 3.3. Formation energy as function of number of Cu atoms. Cal-
culated formation energy of non-interacting Cu atoms and equiaxed Cu 
clusters embedded in a-SiO2. 

The formation energy of isolated copper atoms embedded in the amorphous 

silica shows a linear dependence with the number of atoms, indicating negligible 

interactions among Cu atoms, as shown in Figure 3.3 (blue). Equiaxed copper clusters 

embedded in amorphous silica are energetically favorable compared to non-interaction 

copper atoms with the same number of particles, see Figure 3.3 (red). The average 

energy required to move a Cu atom from the fcc metal into the silica matrix is 2.7 

eV.; this is to be compared with other DFT calculations [56] of Cu impurities in 

α-cristobalite SiO2, where the formation energy was found to be 4 eV. Impurities in 

amorphous networks have more freedom to relax than in the crystalline material; this 

explains our observation that the formation energy of copper impurities in amorphous 

silica is lower than that in α-cristobalite SiO2. 

Clusterization Energy The clusterization energy, which is the energy differ-

ence between isolated Cu atom dissolved in SiO2 and its cluster counterpart, is shown 

in Figure 3.4 for copper clusters with size 2-8 atoms. We also show the clusteriza-

tion energy for clusters with planar structure and single-atom chains of interest as 
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Figure 3.4. Clusterization energy. Equiaxed copper clusters in silica are 
shown in red diamonds, equiaxed copper clusters in vacuum in blue tri-
angle, Cu chains in dark blue triangles, planar structures in silica and 
vacuum are shown in purple and green open squares, respectively. 

the ultimate nanoscale conductive bridge. However, for ECM applications, the single 

atom chains are less stable than the corresponding equiaxed clusters indicating that 

such filaments might be difficult to obtain during the operation of ECM cell, as was 

observed in reactive MD simulations on these devices [29]. 

An interesting finding is that equiaxed copper clusters are energetically favor-

able over planar configurations when the cluster is embedded in silica, the opposite 

trend as in the vacuum. The clusterization energies of Cu clusters in vacuum shown 

in Figure 3.4 are in good agreement with other DFT calculation [57, 58]. 

Local Structure The partial radial distribution function for the pair Cu-O and 

Cu-Si is shown in Figure 3.5 for equiaxed copper clusters between 1 and 8 atoms. The 

first shell around copper atoms consist of oxygen atoms at an average distance of 1.8Å 

consistent with high chemical reactivity between these two elements. In Figure 3.5(a) 

we observe a small shift in the Cu-O correlation towards larger Cu-O bond distances 

as the number of copper ions in the cluster increases. The effect is attributed to an 

increase in metallic character of the clusters as a functions of size (Table 3.1). We 

observe a sharp peak in the Cu-Si correlation at 3.2 Å while the overall Cu-O and 
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Figure 3.5. Cu-O and Cu-Si partial pair correlation functions of the 
Cun/SiO2 system with n = 1 − 8 

Cu-Si correlations tend to decrease as the size of the copper cluster increases from 1 

to 8 atoms. 

Metallic Character of Clusters The ionic character of copper atoms and 

clusters is an important aspect to understand their bonding and role in ECM cells. 

Figure 3.6 shows the average atomic charges of Cu equiaxed, planar clusters and 

chains calculated via Bader’s atoms in molecule method [59]. The charge transfer 

of the isolated copper ions (+0.6 eV) is consistent with strong interactions between 

copper in oxygen, as pointed out by the local structure analysis. The calculations 

show that the average atomic charge is reduced by a factor of two for 5- and 6-atom 

clusters as compared to the single ion charge; suggesting that relatively small cluster 

show some metallic character, which provides essential insights into the electrical 

conductivity of the nanoscale filaments in ECM devices. Moreover, we note that 

the charge transfer on isolated copper ions decreases even when dissolved in the 

amorphous matrix, suggesting that the electronic structure of the so-called isolated 

ions still changes. 
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Figure 3.6. Charge on Copper Clusters. Average Bader atomic charge of 
copper clusters (blue) and chains (red). 
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Energetic Implications to Filament Formation The performance of elec-

trochemical metalization cell and, ultimately, the limiting-rate of conductive metallic 

filament formation is highly dependent on the materials processing and the structure 

of the dielectric media. The direct relationship between switching voltage and anneal-

ing conditions [60], drifts the switching voltage cycle after cycle. Within the context 

of materials processing, we note that the results presented in this chapter correspond 

to well annealed, non-porous, high density amorphous silicon dioxide, with similar 

atomistic features as observed experimentally [55, 61]. 

Experimental observations proposed different limiting-rate mechanisms for the 

formation of metallic filaments in ECM cells, such as nucleation of stable copper 

clusters and diffusion of metallic elements in the dielectric media [44, 45, 62]. The 

fact that our results of the formation energy of copper clusters is always negative, 

indicates that there is no critical size for the nucleation of stable inclusions, hence 

nucleation may not be a limiting-rate for the formation of stable conductive filaments. 

However, we emphasize three important observations: (1) our simulations do not 

include configurational entropy, (2) the simulations correspond to a neutral charge 

state of the copper ions, and (3) the effect of the externally applied field is not taken 

into account. 

We examined the effect of relaxation kinetics of the amorphous matrix on 

the clusterization energy of copper dimers using steered molecular dynamics (SMD) 

[63–65]. We start the simulations with 50 statistically independent samples with two 

non-interacting copper atoms embedded in a-SiO2, the copper ions are pulled to-

gether at velocity of 1.5×10−2 A/ps˚ until the average separation distance is 2.45 Å 

for a total simulation time of 0.5 ns. Figure 3.7 shows the clusterization energy distri-

butions of dynamically formed (blue) and annealed (red) copper dimers. We conclude 

that relaxation kinetics of the amorphous matrix does not change significantly the 

formation energy of copper clusters as compared to the annealed cases. 
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Figure 3.7. Steered molecular dynamics. Clusterization energy distribu-
tions of copper dimers embedded in amorphous silica. The red distribution 
corresponds to the annealed Cu dimers and the blue distribution corre-
sponds to the SMD generated dimers. 
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Figure 3.8. Diffusion of Cu in amorphous SiO2 via NEB. (a) Distribution 
of activation energy values of Cu in amorphous silicon dioxide obtained 
via transition state theory. (b) Representative MEPs corresponding to 
the activation energies in (a). 

3.4 Stochasticity of Minimum Energy Paths for Filament Formation 

Using the nudged elastic band approach, as described in Section 3.2.3, we com-

puted the minimum energy landscapes of copper ions diffusing in the amorphous silica 

from which we extract the activation energy for diffusion; Figure 3.8 (b) shows six 

of such energy landscapes. We obtained a wide range of energy barriers associated 

with the migration of copper ions through the amorphous network; activation energies 

range from 0.2 eV to just over 1 eV with an average of 0.6 eV obtained from NEB 

calculations over an ensemble of independent diffusion paths, see Figure 3.8 (a). 

Migration of copper shows a strong dependence on the processing technique of 

the silica. Experimental studies [66–68] report activation energies of copper in silicon 

dioxide in the range of 0.7 eV for porous SiO2 to 1.1 eV in thermal deposited SiO2. 

3.5 Electronic Signature of Filament Formation 

To study the evolution of the electronic structure of the electrochemical met-

alization cells described in Ref. [29], we carried out EChemDID molecular dynamics 
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Figure 3.9. Projected density of states for small electrochemical metal-
lization cell devices and snapshots of the atomic structure throughout the 
switching process. The density of states has been projected on the atoms 
of the solid electrolyte region 

simulations [29, 30] on small metal-insulator-metal structures of about 275 atoms. 

The devices consist of parallel flat electrodes with cross-sectional area of 1.05 × 1.05 

nm and dielectric (a-SiO2) of 1.3 nm thick. Due to the use of flat electrodes for the 

active and inactive metals, the initial dissolution of copper ions into the amorphous 

silicon is more difficult, hence, we use of a voltage of 8 V across the devices, which is 

larger than the potentials used in Refs. [29, 30]. 

We extracted a series of atomistic configurations along the filament formation 

the 8.25 ns trajectory to study their electronic structure using density functional 

theory. The structure relaxation, total energy, and electronic structure calculations 

details are described in Section 3.2.2. As shown in insets of Figure 3.9, copper starts 

to dissolved in the amorphous matrix around 3.5 ns. 
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The electronic density of states of the dielectric region of the ECM devices at 

different stages of the filament formation are shown in Figure 3.9. Due to intrinsic 

defects in the amorphous silica [55], the DOS shows slight variations between the 

valence band (below 0 eV) and conduction band (4 eV) during the first 3.5 ns of 

the simulation when no there is no copper dissolved in the dielectric. Note that 

the DFT-GGA calculated band gap of a-silica is predicted to be around 4 eV which 

underestimates the experimental band gap by more than 50%. Regardless of the 

variations of the DOS along the band gap, the electron transport phenomena happens 

in a very narrow window (± 25 meV at room temperature) around the Fermi level 

(located at 0 eV) for which the number of available states is negligible for the first 

3.5 ns. 

At around 3.7 ns (not shown) we observed the first copper ion getting dissolved 

in the amorphous dielectric, followed by the rapid dissolution of several other Cu 

ions and the eventual formation of a thin filament shown at t=3.75 and 4 ns. The 

presence of such metallic inclusion in the amorphous matrix generates a significant 

amount of states at the Fermi energy. Interestingly, the partial density of states 

analysis projected on the a-SiO2 (orange) and copper filament (blue) reveals that the 

increase in electronic states at the Fermi level is contributed by copper derived states 

in agreement with other electronic structure predictions [69]. 

We note that the morphology of the copper cluster (in a-SiO2) that leads to 

the formation of a stable filament is consistent with the predictions described in 

Section 3.3 where we found that equiaxed Cu clusters are energetically favorable 

when embedded in a amorphous silica. 

Figure 3.10 shows the integrated density of states in a Fermi window correspond-

ing to room temperature (blue circles) along with the electronic current predicted by 

the EChemDID method (see Ref. [47] for details) resolved in time. As discussed 

previously, the variation in the integrated DOS during the first 3.5 ns is attributed 

to intrinsic defects of the amorphous silica. The sharp increase in the integrated 

DOS at 3.75 and 4 ns is consistent with presence of a conducting metallic filament. 
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Figure 3.10. Integrated density of states in a Fermi window of ± 25 
meV. The variation of the number of states in the early stages of the 
simulation is associated to the continuously changing atomic structure of 
the amorphous silicon dioxide. The sudden increase in states available 
for conduction is attributed to the inclusion of copper ions in the solid 
electrolyte. 
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The similarities between the DFT and EChemDID MD predictions serve as clear evi-

dence of a successful multi-scale modeling approach to disentangle the electrochemical 

mechanisms and electronic properties behind the formation of metallic filaments in a 

dielectric media. 

3.6 Conclusions 

We presented an atomistic study of the dissolution, clusterization, and migration 

of Cu ions in amorphous silicon dioxide. A combination of reactive MD and DFT 

was used to determined realistic amorphous structures and compute the quantities of 

interest. 

Our results suggest that the clustering of copper atoms in SiO2 is always ener-

getically favorable contingent to the ability of the network to relax around the metal 

clusters. We found that copper atomic chains are less stable compared to the equiaxed 

and planar clusters. The broad distribution of formation energies and activation bar-

riers for diffusion suggest a strong dependence on the local environment imposed by 

the matrix. The results discussed provide insight into the operation mechanisms of 

ECM cells and quantitative values of fundamental materials properties. 
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4. ATOMISTIC ORIGIN OF THRESHOLD SWITCHING IN 

GERMANIUM-BASED GLASSY CHALCOGENIDES 

“Come forth into the light of things, 

Let Nature be your teacher” 

William Wordsworth 

English Poet 

ADAPTED FROM: 

David M. Guzman, and Alejandro Strachan. Structural and electronic prop-

erties of copper-doped chalcogenide glasses. Physical Review Materials, 1, 055801 

October 2017. c 2017 American Physical Society. 

4.1 Introduction 

Recent developments on 3D-crosspoint non-volatile memory arrays have faced 

technological challenges when dealing with leak currents at each crossbar node. These 

challenges have clouded the ideal path to have the ability to read and write a small 

subset of memory elements embedded into a massive matrix of highly densely packed 

devices leaving the rest of elements unperturbed without using any power other than 

that required for the operation of the selected devices. However, it has been suggested 

[27] that a possible solution to these challenges relies on placing an additional two-

terminal element that exhibits a highly non-linear I-V characteristic at each crossbar 

node. This two-terminal device, known as access device (AD), is introduced in series 

with each NVM element, allowing for the independent optimization of the AD and 

NVM devices. 

The requirements of the ADs include the ability to support high current densities 

in the ON-state such that it can provide enough current to the memory element 
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through the small sectional areas of the crossbar node; moreover, the OFF-state 

leakage currents need to be negligible so that the unselected memory elements do not 

dissipate power. Additionally, the ON/OFF ratios need to be high enough to allow 

for precise digital signals and high voltage margins to achieve compatibility with the 

memory elements. Concerning processing, the ideal AD would be compatible with 

the back-end-of-line (BEOL) process temperatures. 

Mixed ionic-electronic materials (MIEC) have been shown [13, 70, 71] to meet 

many of the AD requirements when doped with metals. For example, they exhibit 

ON/OFF ratios of the order of > 107 , low OFF-state currents (<10 nA) with large 

voltage margins (>1.4 eV) and low leakage currents (<10 pA). Moreover, provide ON-

state current densities high enough to power phase-change memory devices which have 

some of the highest current demands of all NVM devices. 

Despite the interest in metal-doped MIEC materials with applications to ADs, 

a systematic characterization of the electronic and ionic diffusion properties as a 

function of chalcogen composition and metal concentration is not available. In this 

Chapter, we present a first-principles study of the structure, electronic, and diffu-

sion properties of copper-doped germanium-based chalcogenide glasses with various 

compositions and copper concentration. We address issues of technological interest 

such as the variation of the optical gaps with Cu concentration, the atomic origin of 

mid-gap states, and the tendency of copper to agglomerate into clusters. 

Our results show that the disorder of the amorphous network increases when the 

chalcogen atom in GeX3,6 is changed from sulfur to tellurium. Additionally, copper 

doping increases the network disorder in a complicated way: copper bonds chalcogen 

atoms back to the amorphous network but reduces the short distance correlation 

of Ge-X bonds. Regarding the electronic structure, we observed that the band gap 

decreases when moving from S to Te and with increasing copper concentration. The 

mid-gap states increase as a function of chalcogen species (S to Te) and with copper 

content; mid-gap states are associated to polar chalcogen-chalcogen bonds at low 

copper concentration while at higher Cu concentration the states in the gap are mostly 
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derived from metallic states. We also observe that increasing copper concentration 

shifts the Fermi level towards the valence band tail suggesting hole conduction, this 

is consistent with experimental observations. The mobility of increases when the 

chalcogen species is changed from S to Te consistent with copper dissolution energies. 

The activation energies for diffusion of Cu in the chalcogen glasses appear to be 

independent of copper concentration. Finally, clusters analysis shows a tendency of 

Cu to agglomerate at high concentrations, especially in tellurium glasses. 

Work published in Physical Review Materials with Alejandro Strachan [72] 

4.2 Simulation Details and Amorphous Models 

4.2.1 Ab Initio MD 

To generate amorphous models for the copper-doped Ge-based glassy chalco-

genides, we use VASP [50, 51] as the ab initio MD engine. VASP implements a 

Born-Oppenheimer MD that uses PAW [73, 74] pseudopotentials for the description 

of the electron-ion-core interactions. The approach implemented in VASP is based 

on an exact DFT-based evaluation of the instantaneous electronic ground state at 

finite temperature (with free energy as variational quantity) at each MD-step. The 

electron exchange-correlation potential is calculated within the GGA-PBE [75] level 

of theory. A time step of 2 fs is used for the integration of the equations of motion, 

and the ionic temperature is controlled via Nose-Hoover thermostat [76, 77]. 

4.2.2 Model Generation 

The amorphous models described here were generated using the “melt-and-

quench” method and using the heating-cooling profile shown in Figure 4.1. We began 

by randomly placing atoms in a cubic cell according to the desired composition. 

We focus our attention to compositions according to the formula Cun(GeX3)1−n and 

Cun(GeX6)1−n where X is sulfur, selenium or tellurium and n is the copper content in 

atomic percent. The number of atoms are kept constant, 240 and 245 for X3 and X6 
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Figure 4.1. Melt-and-Quench Procedure. Typical heating and cooling 
curve of the method used to generate amorphous structures with MD. The 
insets show typical radial distribution functions (RDF) of melt (4000K), 
liquid (1000K), and amorphous network (300K) 
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systems, and the metal content is n = 0, 5, 20, 25, 35, and, 50%. To avoid unrealistic 

interatomic distances or overlapping atoms we use a minimum acceptable distance of 

2 Å. The size of the cubic cell was chosen to make the density of these glasses close to 

experimental [78] data of known Ge-based chalcogenide glasses at compositions close 

to those in our simulations. For example, for GeS3 (240 atoms) and GeS6 (245 atoms) 

we use a simulation cell size of 18.60 ˚ A, respectively, with corresponding Aand 18.66 ˚ 

density 5.0 g/cm3 and 5.1 g/cm3 . 

The structures annealed and thermalized at 4000K for about 30 ps to obtain 

well-equilibrated melts. The melts are cooled to 1000K using a step-wise cooling 

scheme at a rate of 50 K/ps. The systems are equilibrated at 1000K for ten ps fol-

lowed by a slow quench to 300K at a rate of 25 K/ps. The amorphous structures 

are equilibrated at 300K for an additional ten ps. The total simulation time of the 

melt-and-quench process is about 140 ps. The amorphous structures undergo a final 

optimization of atomic positions and cell parameters using the conjugate gradient al-

gorithm to quench the structures to 0K. The atomic positions were optimized to reach 

a maximum interatomic force of 0.1 eV/Åand the pressure reduced to approximately 

0 GPa. All calculations were performed using the Γ point to sample the Brillouin 

zone to compute energies and forces. 

4.2.3 Structure Validation 

Density The simulation cell volume of the amorphous samples is optimized 

and the predicted mass densities are 2.07, 3.70, and 5.37 g/cm3 for GeS3, GeSe3, and 

GeTe3, respectively and 1.85, 3.71, and 5.60 g/cm3 for GeS6, GeSe6, and GeTe6, re-

spectively. These results are in excellent agreement with experimental measurements 

reported elsewhere [78]. 

Introduction of copper into the glassy chalcogenides has the effect of increasing 

the mass density as a function of Cu concentration. Figure 4.2 shows the variation of 

mass density as a function of copper concentration for the GeX3 and GeX6 systems. 
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Figure 4.2. Mass Density. Density of (a) GeX3 and (b) GeX6 glassy 
chalcogenides as function of copper concentration. 

Pair Correlation Functions Figures 4.3 and 4.4 show the partial radial dis-

tribution functions for Ge-X and X-X for sulfur, selenium and tellurium. The first 

peak of the Ge-X and X-X pair correlation shifts to longer bond distances when 

the chemical species of the chalcogen atom changes from sulfur to tellurium. The 

simulated structures of amorphous GeTe6 are consistent with other simulations [79] 

where they obtained the atomistic structure of the amorphous materials using re-

versed Monte Carlo analysis of x-ray and neutron diffraction measurements. Our 

predicted structures overestimate the bond distances by 2-3% which is the typical 

accuracy of DFT-GGA methods. 

Figure 4.5 shows the total pair correlation functions of copper-doped GeX3 and 

GeX6 for different concentrations of copper. We observed that the first correlation 

peak shifts to shorter bond lengths as the concentration of the metal increases. 

Coordination Numbers The total and partial coordination numbers of the 

copper-free GeX3 and GeX6 glasses shown in Table 4.1 are calculated using a bond 
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Figure 4.3. Partial radial distribution function. RDF of the Ge-X (X=S, 
Se, Te) pair for (a) GeX3 and (b) GeX6. The distributions for selenium 
and tellurium glasses have been shifted by 2 and 4 units, respectively. 

Figure 4.4. Partial radial distribution function. RDF of the X-X (X=S, 
Se, Te) pair for (a) GeX3 and (b) GeX6. The distributions for selenium 
and tellurium glasses have been shifted by 2 and 4 units, respectively. 
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Figure 4.5. Total radial distribution function. RDF of (a) GeS3, (b) 
GeSe3, (c) GeTe3, (d) GeS6, (e) GeSe6, and (f) GeTe6 with 0, 5, and 20% 
copper content. 
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Table 4.1. 
Coordination numbers and bonding distances of GeX3 and GeX6. NT (Ge) 
and NT (X) are the total coordination number of Ge and X=S, Se, and Te. 

max minnα−β is the partial coordination of the α − β pair. r and r are theα−β α−β 

distances to the first correlation maximum and minimum of the partial 
radial distribution function of the α − β pair. 

Structure GeS3 GeSe3 GeTe3 GeS6 GeSe6 GeTe6 

NT (Ge) 3.53 3.77 4.32 3.37 3.80 3.55 

NT (X) 2.16 2.12 2.51 2.08 2.00 2.50 

nGe−Ge 0.04 0.20 0.43 0.05 0.11 0.05 

nGe−X 3.49 3.57 3.88 3.32 3.69 3.50 

nX−Ge 1.16 1.19 1.29 0.56 0.61 0.58 

nX−X 1.00 0.39 1.21 1.52 1.39 1.92 

maxr [˚Ge−X A] 2.33 2.75 2.72 2.30 2.74 2.77 

minr [˚Ge−X A] 2.93 3.37 3.30 2.81 3.35 3.45 

maxr [˚X−X A] 2.04 2.86 2.87 2.06 2.87 2.91 

minr [˚X−X A] 2.40 3.41 3.42 2.40 3.42 3.43 

distance cutoff of 3.0-3.04 Å depending on the chalcogen atom species and composi-

tion. 

Spin-Orbit Interactions Given that the amorphous systems under investiga-

tion contain relatively heavy elements, such as germanium and tellurium, we assessed 

the effect of spin-orbit coupling in our systems containing Te. Figure 4.6 shows the 

formation energy as a function of the copper concentration of GeTe6 with and without 

spin-orbit interactions. The spin-orbit coupling reduces the formation energy of the 

alloy by approximately 20% leaving the relative values unchanged. Also, we observed 

no significant atomic rearrangement due to spin-orbit interactions. This finding are 

supported by other simulations [80–82] on crystalline SnTe and GeTe. We conclude 

that spin-orbit interactions do not alter the conclusion drawn in this study. 

https://3.0-3.04
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Figure 4.6. Formation energy of GeTe6 as function of copper composition. 
Red bars do not include spin-orbit coupling, while gray bars include the 
effect. 

4.2.4 Ionic Diffusion 

We used the mean-square displacement (Equation 4.1) of the different atomic 

species in the glassy chalcogenides at 500, 700, 900, and 1100K to compute the 

temperature-dependent diffusion coefficients. All systems are allowed to thermalized 

at the specific temperatures, followed by a 60 ps NVT simulation where data is 

collected for analysis. 

MSD(Δt) = hr(t +Δt)2 − r(t)2i (4.1) 

In Equation 4.1, r(t) is the position of the atoms at time t and hi indicates time 
average. 

4.2.5 Electronic Structure 

After structural relaxation, we calculate the electronic structure based on the 

Kohn-Sham states of the system obtained from PBE [75] and a hybrid functional 
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HSE06 [83]. Hybrid functionals have been previously used to predict accurate elec-

tronic structure of chalcogenide materials [84]. 

4.2.6 Maximally Localized Wannier Functions and Bond Analysis 

Maximally localized Wannier functions (MLWFs) [85, 86] are used to analyze 

the amorphous network and correlate the atomic structure to electronic features in the 

band gap of the systems. The Wannier functions and centers of charge are calculated 

as a unitary transformation of the Kohn-Sham orbitals using the Wannier90 code [87]. 

The MLWFs are selected from a set of functions that minimizes the wave spreading 

(Equation 4.2) 

X� � 
Ω = hωn|r 2|ωni − hωn|r|ωni2 (4.2) 

n 

where ωn are the Wannier orbitals given by Eq. 4.3, 

" #X Y 
ωn(r) = exp(−Ap ) · ψi(r) (4.3)i,n 

i p 

where Ap is the Berry phase connector matrix, p is the order of the iteration, and ii,n 

is the wave vector [85]. The initial choice of the atomic orbitals for the projection of 

Bloch states are given in Table 4.2 

Where s, px, py, and pz are given by Equation 4.4 

1 
s = √ 

4π r 
3 

px = Sinθ Cosφ 
4π r (4.4)
3 

py = Sinθ Sinφ 
4πr 
3 

pz = Cosθ 
4π 

Following the bonding analysis described in Ref. [88], we use a combination of bond 

length cutoff-based and Wannier center analysis to characterize the topology of the 
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Table 4.2. 
Angular components of sp3-like functions for Bloch states atomic orbital 
projections 

l m Θ(θ, φ) 

-3 

-3 

-3 

-3 

1 

2 

3 

4 

1/2 (s + px + py + pz) 

1/2 (s + px − py − pz) 

1/2 (s − px + py − pz) 

1/2 (s − px − py + pz) 

copper-doped glassy chalcogenides. For two atoms to be bonded they need to (1) 

be within a bond cutoff distance given by the first minimum of the partial radial 

distribution function for the specific pair of atomic species, (2) have a Wannier center 

located along the bond line bounded by the position of the two atoms being analyzed. 

Besides bonding information, Wannier centers are also used to identify lone pairs and 

extract bond polarization which we find useful to interpret the atomistic origin of 

electronic defects. 

4.2.7 Electronic Transport 

To calculate the transmission spectrum of the copper-doped chalcogenide glasses, 

we use ballistic transport simulations within the phase-coherent approximation of self-

consistent non-equilibrium Green’s function (NEGF) method. The TranSIESTA [89] 

code, part of SIESTA [90–92], is used for the calculation of the self-energies and 

Green’s functions. For all atomic species, we used double zeta with polarization 

numerical basis sets and the exchange-correlation potential is calculated within the 

GGA-PBE [75] functional. All structures are relaxed using a force tolerance on each 

atom of < 0.01 eV/Å and the Brillouin zone is sampled at the Γ point. 
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4.3 Role of Chemistry on Threshold vs. Filamentary Conduction 

Glass Formation Energy The formation energy per atom is defined as 

1 
Eform = [EGlass − (nCuµCu + nGeµGe + nM µM )] (4.5) 

nCu + nGe + nM 

where nCu, nGe, and nM are the number of copper, germanium, and chalcogen 

atoms, respectively. EGlass is the Kohn-Sham total energy of the glass. µ is the 

chemical potential per atom of each species in the glass obtained from the Kohn-

Sham total energy of the most stable phase of the element in question; copper (fcc), 

germanium (diamond), and sulfur, selenium, and tellurium (diatomic molecule in the 

triplet state). 

Figure 4.7 shows the formation energies of the GeX3 and GeX6 glasses as a func-

tion of copper concentration. The negative values of the formation energies indicate 

that the glass is thermodynamically stable with respect to the most stable phase of 

the constituent elements. We observed that the thermodynamic stability of the glass 

is not particularly sensitive to the chalcogen atomic species or composition; however, 

we note an overall decrease in stability as the copper concentration increases. 

Dissolution Energy The tendency of copper ions to aggregate into metallic 

clusters is given by the dissolution energy defines as 

1 
Ediss = (E[Cun(GeX3,6)m] − (mE[GeX3,6] + nE[Cufcc])) (4.6) 

n 

where n is the number of copper atoms, m is the number of GeX3,6 formula units, 

E[Cun(GeX3,6)] is Kohn-Sham total energy of the copper-doped chalcogenide glass, 

E[GeX3,6] is energy per fomula unit of the pure glass, and E[Cufcc] is the energy per 

atom of the FCC Cu crystal. 

Figure 4.8 shows the dissolution energy of copper into the amorphous chalco-

genide structures as a function of metal concentration. Ediss represents the energy 

cost of removing a copper atom from the FCC crystal and dissolving it in the glass. 
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Figure 4.7. Glass Formation Energy. Formation energy of GeX3 (left 
panel) and GeX6 (right panel) as function of copper composition. 

We observed that in sulfur and selenium glasses the copper dissolution energy is 

negative, meaning that dissolved copper is thermodynamically stable in the glass. In 

contrast, the copper dissolution energy in tellurium glasses is positive, which indicates 

that copper ions tend to cluster. 

Using cluster analysis of the amorphous network, we confirm the tendency of 

copper agglomeration in tellurium glasses. Two copper atoms belong to the same 

cluster if they are within a bond distance of 2.8 Å of each other. The normalized 

cluster size is calculated according to Equation 4.7 and the results of the largest 

copper cluster in GeS3, GeSe3, GeTe3, GeS6, GeSe6,and GeTe6 as function of copper 

concentration are shown in Figure 4.9. 

Number of Cu Atoms in Largest Cluster 
Normalized Cluster Size = (4.7)

Total Number of Cu Atoms 
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Figure 4.8. Copper dissolution energy. Energy required to dissolve copper 
into the glassy matrix with composition GeX3 (left panel) and GeX6 (right 
panel). A positive energy means that embedding copper in the glass cost 
energy. 

Consistent with the copper dissolution energy, copper ions in tellurium glasses 

tend to form bigger clusters at lower concentrations compared to copper dissolved in 

sulfide and selenide glasses. 

We conclude that the switching mechanism of copper-doped GeTe3,6 glasses is 

filamentary-based, in agreement with experimental observations [93, 94]. According 

to our results, we predict that sulfide and selenide glasses support threshold switching 

due to the tendency of copper to remain dissolved in the glass even at high concen-

tration. 

Ionic Diffusion As explained earlier in this chapter, we computed the temperature-

dependent diffusion coefficients from ab initio molecular dynamics simulations under 

isothermal-isochoric (NVT) conditions at different temperatures. From this simu-

lations, we extract the mean-square displacement vs. time relationship, and the 
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Figure 4.9. Cluster analysis. Normalized copper cluster size as function 
of concentration for GeX3 (left panel) and GeX6 (right panel). 

diffusion coefficients are calculated from the diffusive regime where the displacement 
√ 

is proportional to t, as exemplified in Figure 4.10 for GeTe6 with 5% copper con-

tent. The first slope in Figure 4.10 corresponds to the first ionic relaxation which 

proportional to t. 

Figure 4.10. Mean-square displacement. Average MSD over copper, ger-
manium and tellurium atoms in GeTe6 at 500, 700, 900, and 1100K. The 
trend lines show the diffusive regime segment of the MSD 
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Figure 4.11. Diffusion coefficients. Temperature dependent diffusion co-
efficients for copper in glasses with composition GeX3 (upper panel) and 
GeX6 (lower panel). Blue and red filled circles correspond to copper con-
centration of 5% and 20%, respectively. 

The temperature dependent diffusion coefficients of copper for 5 and 20% metal 

content in GeX3 and GeX6 are shown in Figure 4.11. We note that the diffusion of 

copper is lower in sulfide glasses and tends to increase as we change the chalcogen 

species to selenium and tellurium. The trends of copper diffusion in the glasses are 

consistent with the predicted copper dissolution energies; lower dissolution energy 

implies stronger interactions with the amorphous network, hence, lower diffusivity. 

Figure 4.12 shows the predicted activation energy for diffusion of copper in the 

glassy chalcogenides. The activation energy ranges between 0.2 and 0.3 eV which is 

consistent with other known super-ionic conductors such as LMPX (M = Ge, Si, Sn, 

Al and X = O, S, Se) for which activation energy of Li+ ranges between 0.18 and 

0.36 eV [95, 96]. Reference [97] reports the activation energy for diffusion of silver in 

GeTe4 in the range of 0.35-0.45 eV depending on the metal concentration, and we 
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Figure 4.12. Activation energy. EA for diffusion of copper in GeS3,6, 
GeSe3,6, and GeTe3,6 for copper concentrations of 5 and 20% 

have previously reported [98] the activation energy for diffusion of copper in MoS2 to 

be 0.38 eV. 

4.4 Effects of Network Disorder on Carrier Transport 

To understand the origin of conduction mechanism in copper-doped germanium-

based glassy chalcogenides, we computed the electronic structure of the amorphous 

network from Kohn-Sham state using a hybrid functional to treat the electron exchange-

correlation interactions. Figure 4.13 shows the total, and partial electronic density 

of states projected on Cu, Ge, S, Se, and Te atoms. We note that glasses containing 

sulfur exhibit wider and cleaner band gaps than the other two chalcogen species, for 

which the band gap reduces as we move to tellurium. Our simulations show a shift of 

the Fermi level towards the valence states, suggesting that the majority charge carriers 

responsible for transport are holes, as has been observed experimentally [21, 27]. 

From the projected DOS at low copper concentrations (<25%), We identify the 

states in the vicinity of the Fermi energy to be contributed by chalcogen atoms. In 

contrast, for high copper concentrations, copper derived states dominate the DOS 
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Figure 4.13. Density of states. Projected density of states on Cu, Ge, and 
chalcogen species for various copper concentration in GeX6. The Fermi 
energy (Ef) has been shifted to zero for all cases. 

around the Fermi level. The dynamics between chalcogen and copper derived states 

suggest a change in conduction mechanism from chalcogen dominated at a low copper 

concentration to copper dominated at high metal concentration. 

Optical Band Gaps To extract the optical band gaps of the glassy chalco-

genide materials, we use the optical absorption spectra and the Tauc construction. In 

the Tauc construction the energy-dependent absorption coefficient α [99] is written 

as Equation 4.8: 

αhν = β(hν − Eg)
n (4.8) 

where β is the inverse of the band edge parameter, hν is the photon energy and 

Eg the band gap. n is a number that characterizes the transition process which may 

take the values 1/2, 1, 3/2 or 2, depending upon the nature of the electronic transition 

responsible for the absorption. In amorphous insulators and semiconductors, optical 
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transitions are described to a first approximation by non-direct transitions with no 

conservation of electronic momentum, for these conditions n takes the value of 2 [100]. 

Figure 4.14. Optical band gaps. Gaps of glassy chalcogenides obtained 
through Tauc plots as function of copper concentration. 

Figure 4.14 shows the predicted optical band gaps of the amorphous glassy 

chalcogenides as a function of copper concentration. As previously observed from 

the electronic density of states, the optical band gaps decrease as we change the 

chalcogen species from sulfur to tellurium and with exhibit an almost linear decrease 

with increasing copper content. Experimental work on silver-doped GeTe4 [97] reports 

a drop in optical band gap from 0.65 to 0.55 eV when the concentration of metal 

changes from 0 to 20% atomic weight. 

Local Structure Based on the local environmental analysis on pure GeX3 

and GeX6, we find that the average coordination number of chalcogen atoms around 

germanium is 4 for about 80% of the Ge atoms for sulfur and selenium regardless 

of composition, see Figure 4.15. In the case of tellurium, for both compositions, we 

observed that the coordination number of germanium is almost evenly spread among 3 

and 4 with a substantial percentage of 2- and 5- coordinated Ge. This environmental 
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variation indicates that the short-range order of the glassy chalcogenides tend to 

decrease as the glass chemistry is changed from sulfur to tellurium. For the pristine 

glasses (no copper doping), the increasing disorder of the network correlates with 

decreasing optical band gaps and broader mobility edges, as shown in Figure 4.13 for 

x=0. 

Figure 4.15. Coordination numbers. Average coordination number (CN) 
of Ge-X pair in undoped GeX3 and GeX6. 

Similarly to the pristine chalcogenide glasses, we find that copper doping has 

the effect of increasing the disorder of the amorphous network. Figure 4.16 shows 

the average distribution of germanium coordination number of copper doped GeX3 

and GeX6 for 0, 5, and 20% copper. We observe that introduction of Cu into the 

amorphous network increases the count of 2-, 3-, and 5- coordinated germanium atoms 

for S, Se, and Te. Tellurium glasses exhibit the biggest level of disorder among the 

three chalcogenide glasses. 
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Figure 4.16. Coordination numbers. Average coordination number of the 
Ge-X pair of copper doped GeX3 and GeX6 systems with 0, 5, and 20% 
copper. 

We observe that the overall short-range order of the amorphous network is sus-

ceptible to copper concentration. As copper concentration increases, the population 

of under- and over-coordinated germanium atoms increases which correlate with the 

appearance of mid-gap states, as shown in Figure 4.13 for x>0. Interestingly, the 

mid-gap electronic defects are not entirely contributed by copper derived states but 

instead, we observe a change in the atomic origin of these defects from chalcogen- to 

copper-dominated, as was briefly stated earlier in this section. 

4.5 Local Structure Signature of Threshold Switching 

The focus of this section is to gain some insights into the atomistic structure that 

generate states in the gap responsible for carrier transport at low copper concentration 

and how copper content affects the transmission spectra of these systems. 

4.5.1 Atomistic Origin of Mid-Gap States 

Establishing a correlation between the amorphous network features and mid-

gap electronic states is not sufficient to identify the local atomistic defects respon-
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sible for electronic gap defects and conduction. According to the projected density 

of states shown in Figure 4.13 the mid-gap states at low copper concentration are 

derived mainly from chalcogen atoms; however, we have not identified the bonding 

environment of the specific atoms involved in the generation of mid-gap electronic 

defects. 

Based on the network topology analysis scheme using Wannier functions de-

scribed in Ref. [101], we characterized the bond polarization of the chalcogen atoms 

using the relative position of the Wannier center of charge. The bond polarization is 

defined with respect to the position of a Wannier center laying along the bond line 
d(Xi−WC)between two bonded atoms, that is , where Xij and WC are the positions 
d(Xj −WC) 

of the bonded atoms and Wannier center, respectively. Bonding between two atoms 

with the same electronegativity is considered non-polar, in which case the Wannier 

center would be located midway between the two bonded atoms. Due to the hetero-

geneous environment in the amorphous structure, we find that some chalcogen bonds 

are polar. We define polar bonds when the Wannier charge center deviates more 

than 15%, that is, for a polar bond the Wannier center is allowed to deviate from 

the middle of the bond between 0.16Å and 0.22Å when the average chalcogen bond 

distance ranges between 2.2Å and 3.0Å. Interestingly, we find that mid-gap states at 

low copper concentration originate predominantly from chalcogen atoms that exhibit 

polar bonding. 

The projected density of states and the inverse participation ratio (IPR) of GeS3 

is shown in Figure 4.17(a). The IPR measured the level of localization of the state, 

small values of IPR correspond to delocalized states while a large value suggests a 

localized state. For the specific case shown in Figure 4.17, we observed an electronic 

state at -0.25 eV localized in a group of atoms with defective coordination. Figure 

4.17(b) shows the band decomposed electronic density of the corresponding localized 

state at -0.25 eV, and the Wannier centers from which the bond polarization can be 

determined. 
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Figure 4.17. Wannier analysis. (a) Projected density of states of GeS3 

showing the inverse participation ratio for all Kohn-Sham eigenvalues 
(blue bars). The inset shows the amorphous model and the band decom-
posed electron density isosurface that corresponds to the mid-gap states 
indicated. The black, red, orange and green lines correspond to the total 
DOS, projected DOS on sulfur atoms with polar bonds, projected DOS 
on sulfur atoms not showing polar bonding, and projected DOS on ger-
manium atoms, respectively. (b) Atomic configuration responsible for the 
mid-gap state and Wannier centers indicating bonds and lone pairs. 

The analysis described previously is extended to all the systems in question 

by obtaining the total mid-gap states by integration of the total density of states 

between the valence and conduction band edges. From the partial density of states 

resolved on an atom-by-atom basis, we obtained the individual contributions to the 

mid-gap states. Figure 4.18 shows the mid-gap states for GeX3 and GeX6 with 0 and 

5% copper concentration discriminated by the different contributions from copper, 

germanium, and chalcogen atoms that exhibit polar and non-polar bonding. We find 

that about 30-40% of the chalcogen atoms in the simulation cell are included in the 

group of chalcogen atoms that exhibit polar bonding, contributing over 70% to the 
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total mid-gap states. For concentrations of copper higher than 35%, the mid-gap 

states are mostly contributed by copper derived states. 

Figure 4.18. Mid-gap states contribution. Total density of states in the 
gap (black) and discriminated contributions from chalcogen atoms with 
polar X-X bonds (red), other X atoms (yellow), Ge atoms (green), and 
Cu atoms (blue). 

4.5.2 Transmission Functions 

To investigate the level of copper doping needed for threshold switching appli-

cations, we study the effect of copper content on the carrier transmission spectra and 

IV curves. The transport properties are computed within the ballistic regime for 

GeS6 at different copper concentrations, using a two-probe device configuration, as 

shown in Figure 4.19. 

The two-probe device was equilibrated at 500K for 10 ps using ab initio molec-

ular dynamics followed by a conjugate gradient quench minimizing the forces on all 

atoms. We note that the copper atoms that belong to the left and right leads are 
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kept fixed throughout the simulation while the central region containing the glassy 

chalcogenide is allowed to move freely. 

Figure 4.19. Two-probe device. Device used to compute IV curves of the 
Cu-doped GeS6 glasses. Blue, gray, and yellow spheres represent copper, 
germanium and sulfur atoms, respectively. 

Figure 4.20 shows the transmission spectra and ballistic IV currents of GeS6 

as a function of copper concentration. The current increases nearly two orders of 

magnitude when the concentration of copper changes from 5 to 50%. For emerging 

non-volatile memory technology applications based on 3D cross bar arrays, the ON-

state current requirement for threshold switches is nearly 100 µA for a 20 nm width 

device [21]. We estimate the diffusive currents in a typical threshold switch from our 

ballistic transport according to Equation 4.9 [102]: 

� �� � 
λ Ad

Idiffusive = Iballistic (4.9)
Ld A 

where λ is the mean free path of electrons/holes in the glass, Ld is the length of the 

device, Ad the cross section of the device, and A the cross section of our simulation 

cell. 

Due to strong scattering with intrinsic defects and stochastic fluctuations of the 

potential energy in amorphous materials [103–105], we assume the mean free path λ 

to be 1 nm [106]. Ld = 20 nm and Ad = 360 nm2 are typical device dimensions taken 

from Ref. [21]. For these conditions, our predictions indicate that 35% by atomic 
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Figure 4.20. Transmission functions and currents. (Left panel) Zero-bias 
transmission functions of Cu-doped GeS6 glasses for 0, 5, 20, 25, 35, and 
50% copper concentration. (Right panel) IV curves of Cu-doped GeS6 

glasses as function of copper concentration. 
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Figure 4.21. Currents for other mean free paths. Calculated currents as 
function of voltage bias for GeS6 at different copper concentrations and 
characteristic mean free paths. 

weight of copper would enable the support of over 100 µA in a 0,5 V range. The 

estimated currents for other values of the mean free path are shown in Figure 4.21. 
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4.6 Conclusions 

In this chapter, we presented an ab initio molecular dynamics study of the 

structural, electronic, and transport properties of copper-doped germanium-based 

glassy chalcogenides. The objectives of this work are to understand the physics and 

mechanism that lead to electronic transport in these materials and identify the atomic 

configurations responsible for defect states in the band gap. 

In this work, we characterized the chemical compositions that exhibit wider and 

cleaner band gaps, improve copper mobility, and suppresses the formation of metallic 

filaments and cluster giving an opportunity to use these chemistries in threshold 

switching devices. 

We find that the disorder of the amorphous network increases when the chalco-

gen species are changed from sulfur to tellurium; hence, a significant amount of under-

and over-coordinated germanium atoms are created. Also, we observe an increase in 

the network disorder as a function of copper concentration. Regarding the electronic 

structure, we find a correlation between the chemical composition of the glass and its 

electronic properties; glassy sulfides exhibit wider and cleaner band gaps compared 

to its selenium and tellurium glasses counterparts for which the band gap narrows 

down, and more defective states appeared. We also observed that the addition of 

copper to any of the glassy chalcogenides is only detrimental to the size and quality 

of the band gap; increasing copper content reduces the band gap and adds a high 

density of mid-gap states. 

The copper ionic mobility increases when the chalcogen species change from 

sulfur to tellurium which is consistent with the predicted dissolution energies; lower 

dissolution energy is attributed to stronger interactions with the amorphous network, 

hence, slower diffusion as in the case of sulfide glasses. The positive copper dissolu-

tion energy in tellurium glasses indicates that copper ions have a tendency to cluster 

and form stable filaments, suggesting that electrochemically induced electron trans-

port in these systems exhibit a filamentary mechanism. In contrast, our predictions 
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indicate that sulfur and selenium glasses support threshold-type of conduction and, 

especially sulfide glasses, are good candidates for access devices based on threshold 

switching mechanisms. Finally, we find that high levels of copper doping are required 

to achieve the necessary ON-state currents for threshold switching applications in 

emerging memory technologies. 
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5. INTERCALATION CHEMISTRY OF MOS2: AN EMERGING MIXED 

IONIC-ELECTRONIC CONDUCTOR 

“The science of today is the technology of tomorrow.” 

Edward Teller 

American Physicist 

ADAPTED FROM: 

D.M. Guzman, N. Onofrio, and A. Strachan. First principles investigation 

of copper and silver intercalated molybdenum disulfide. Journal of Applied Physics, 

121, 055703 February 2017. c 2017 American Institute of Physics. 

5.1 Introduction 

TMDs are layered materials held together by van der Waals (vdW) inter-layer 

interactions and covalent-ionic intra-layer bonds. The ability to exfoliate and syn-

thesize single and few-layer TMDs and the range of electronic, optical, thermal, and 

mechanical properties achievable in terms of chemistry make them attractive for a 

wide variety of applications. In addition to chemistry and size, their properties can 

be tuned via strain, doping, alloying, and combining dissimilar materials to create 

heterostructures [107–109]. These properties and progress in fabrication enabled the 

demonstration of several devices, including transistors, photovoltaic cells that re-

quire thin and transparent semiconductors, and flexible electronics. Semiconductor-

to-semimetal phase transition in two-dimensional materials via gate voltage has been 

investigated using ab initio first principles methods [110] suggesting potential appli-

cations in non-volatile memory devices and other bi-stable electronics. 

Additionally, the presence of a vdW gap between layers makes TMDs attractive 

as potential hosts for intercalation with electron donor or acceptor species. Lithium 
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intercalated MoS2 has been reported to improve the optical transmission and electrical 

conductivity due to changes in the electronic structure and large injection of free 

carriers [111]. Reversible intercalation/deintercalation of Li, Na, and Mg in MoS2 

opens the potential for battery [112–114] and pseudocapacitor [115] applications. 

Despite significant interest in the intercalation of group VI TMDs with metallic 

ions, several questions remain unanswered. For example, the energetics of the inter-

calation process and the resulting atomic structures as a function of the intercalant 

concentration are not known. Also, the ionic mobility and evolution of the electronic 

structure during metallic loading have not been addressed yet. In this section, we use 

DFT to study the atomic structure, energetics, mobility, and electronic structure of 

copper and silver intercalated MoS2 with the objective of helping assess the possible 

use of intercalated TMDs in applications of interest in nanoelectronics and energy 

storage. 

We demonstrate that electrochemical intercalation of Cu/Ag into MoS2 is possi-

ble up to very high metal concentrations with an accompanying reduction in electrical 

resistance. The high-mobility predicted for the metallic ions within the vdW regions 

between the TMD layers indicates that these materials are mixed ionic-electronic 

conductors and that Cu/Ag ions could be made to migrate through the vdW gaps 

under relatively low external bias. 

5.2 Simulation Details 

5.2.1 Intercaltion in Two-Dimensional Materials 

The lattice parameters and atomic positions of the 2H-MoS2 unit cell are fully 

optimized using DFT with a non-local van der Waals correction to the total energy 

to account for induced-dipole induced-dipole interactions. 

The predicted lattice parameters for pristine MoS2 bulk crystal are a = b = 3.16 

˚ A, and α = βA and c = 12.334 ˚ = 90◦ and γ = 120◦ . Our calculations captures the 
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experimental in-plane parameter and tend to slightly overestimate the out-of-plane 

lattice constant by less than 0.4%. 

To model the metal intercalation of MoS2, we start with the optimized unit 

cell of the TMD and construct a hexagonal 2×2×1 supercell where the copper or 
silver atoms are placed in the vdW gap of bulk MoS2. The metal ions can occupy 

either octahedral sites (H sites) or tetrahedral sites (T sites), as shown in Figure 

5.1. For this supercell cell size, eight configurations of MxMoS2 can be constructed 

with x=0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, and 1.0. For each configuration, we 

distribute the metallic atoms between two vdW gaps maximizing the distance between 

neighboring intercalates. To better probe the intercalation energy, we generated more 

diluted systems with only one metal atom in 6×6×1, 5×5×1, 4×4×1, and 3×3×1 
supercells corresponding to metallic concentrations of x=0.014, 0.02, 0.031, and 0.053, 

respectively. We fully optimized the atomic positions and lattice constants for all the 

considered configurations. 

5.3 Role of the van der Waals Gap of MoS2 on Metallic Intercalation 

Intercalation Energy To assess the energetics associated with the intercala-

tion of metallic ions into the vdW gap of MoS2, we computed the intercalation energy 

per metal atom defined as, 

1 
Eint = [EMxMoS2 − EMoS2 − nxEmetal] (5.1) 

nx 

where EMxMoS2 is the total energy of the intercalated system with metal concentration 

x, nx is the number of intercalants in the simulation cell, EMoS2 is the total energy of 

the pristine host with the same number of formula units as the intercalated system, 

and Emetal is the total energy per atom of the metal in its ground state crystal 

structure (fcc in this case). 

Figure 5.2 (upper panels) show the intercalation energy of metal intecalated 

MoS2 as function of Cu(Figure 5.2 (a)) and Ag (Figure 5.2 (c)) concentration. In-

tercalation of a single copper atom in a 6×6×1 MoS2 supercell from the fcc metal 
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Figure 5.1. Configurations of metal intercalated MoS2. Top views of 
MxMoS2 structures with metallic intercalate occupying octahedral (left 
panel) and tetrahedral (right panel) sites. Red and cyan represent metallic 
atoms intercalated in the middle and top van der Waals gaps, respectively. 
The sample side view corresponds to a metal concentration of 0.25. 
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Figure 5.2. Intercalation energies. Intercalation energy and c lattice pa-
rameter for copper (a), (b) and silver (c), (d) intercalates. Blue and red 
dots correspond to octahedra (H) and tetrahedra (T), respectively. 
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cost about 1.2 eV; additional atoms require less energy and the average intercalation 

energy for x=1 is 0.8 eV. In the case of silver, the concentration dependence is sig-

nificantly stronger. Intercalating the first Ag atom requires about 2.2 eV; while for 

x=1, the average energy is approximately 0.5 eV. 

The lower panels of Figure 5.2 show the effect of intercalation on the out-of-

plane lattice parameters of the MxMoS2 systems. As expected, upon intercalation we 

observe a significant expansion of the c lattice constant; however, the in-plane lattice 

parameter (not shown here) does not show a strong dependence on the intercalant 

concentration. 

To gain insights into the electrostatic of the systems and its influence on en-

ergetics and structural changes, we compute the atomic charge of the intercalated 

species using the Bader Atoms in Molecules (AIM) analysis [59] shown in Table 5.1. 

In the case of copper, the charge at the lowest concentration is +0.57 e at H site 

and +0.51 e at T site. We observed a weak decrease in ionicity with concentration 

(+0.48 e for H site and +0.44 for T site at x=1); this is consistent with the rela-

tively weak dependence of the c lattice parameter with concentration, as shown in 

Figure 5.2 (b). The relatively constant intercalation energy with Cu concentration 

indicated a balance between the increased electrostatic repulsion between the ions 

and their attractive interactions; for reference, at the highest concentration, the Cu 

ions are separated by a distance of 3.16 Å, compared to 2.55 Å bond distance in the 

fcc crystal. The ionicity of silver atoms decreases significantly with concentration: 

from +0.48 e (H site) and +0.43 e (T site) for the lowest concentration to +0.1 e 

and +0.2 e for H and T sites, respectively, at x=1. This increase in metallicity and, 

thus, the increase in atomic size result in a significant expansion of the out-of-plane 

lattice parameter with concentration. The reduction in atomic charge as more Ag 

atoms are intercalated reduces the Coulomb repulsion (opposed to the copper inter-

calation), and this results in a significant decrease in the silver intercalation energy 

with concentration. 
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Table 5.1. 
AIM analysis. Average Bader charge of copper and silver atoms at octa-
hedral (H) and tetrahedral (T) intercalation sites. 

Copper Charge |e| Silver Charge |e| 

Concentration (x) H-Site T-site H-Site T-site 

0.014 0.566 0.512 0.480 0.434 

0.020 0.532 0.511 0.441 0.432 

0.031 0.532 0.510 0.445 0.418 

0.056 0.545 0.509 0.454 0.413 

0.125 0.531 0.509 0.402 0.359 

0.250 0.551 0.496 0.404 0.354 

0.375 0.518 0.491 0.355 0.272 

0.500 0.507 0.508 0.335 0.311 

0.625 0.495 0.490 0.303 0.247 

0.750 0.492 0.477 0.284 0.241 

0.875 0.486 0.453 0.230 0.212 

1.000 0.480 0.438 0.098 0.190 
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The energetics and atomic charges support the fact that copper is more elec-

troactive than silver and suggest that these metals could be intercalated into MoS2 

using electrochemical processes. As discussed in Chapter 3, the dissolution of Cu in 

amorphous silicon dioxide known to occur in resistive switching ECM cells and the 

energy associated with such process was calculated to be about 2.7 eV. 

5.4 Superionic Conduction via Metallic Intercalation 

The mobility of copper and silver atoms in the van der Waals gap of bulk MoS2 

is calculated using the NEB method to obtain the MEP and migration barriers. With 

knowledge of the stable geometries of the metallic ions in the TMD host, the activation 

energy for diffusion was computed by finding the MEP between two equivalent stable 

or meta-stable positions within the lattice. 

The diffusion of copper between T sites involved a curved path that approaches 

the H sites and has two transition states with an activation energy of 0.32 eV, as 

shown in Figure 5.3 (a). We note that the H site in this MEP is not a transition 

state but rather a meta-stable state that would require about 0.2 eV to complete the 

hop between T sites. Figure 5.3 (b) shows an alternate path between H sites that 

yield higher activation energy (0.48 eV) and involves only one transition state at the 

crossing of the bond bridge (denoted B), which is the projection of a Mo-S bond. 

The MEP found by NEB is consistent with the computed intercalation energy 

profiles shown in Figure 5.2 where we observe that intercalates seating on T sites 

energetically favorable over H sites. Figure5.4 shows the diffusion of silver. The 

MEPs for Ag intercalated MoS2 involve similar paths as in the case of copper but 

yields higher activation barriers, 0.38 eV between H sites through a T site and 0.62 

eV between H site through the bridge. 

The calculated activation energies for diffusion of copper in MoS2 (0.38 eV) are 

comparable to that of ionic conductors used as solid electrolytes. For example, the 

activation energy for diffusion of Li+ in the LMPX family of superionic conductors has 

been reported as 0.18 eV for M=Ge and X=O [96,116,117]. Other DFT studies [118] 
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Figure 5.3. Copper diffusion. Minimum energy paths and activation en-
ergy for diffusion of copper diffusing in MoS2. (a) Copper diffusion be-
tween neighboring tetrahedral sites through an octahedral site. (b) Diffu-
sion between neighboring octahedral sites through a bridge. 

Figure 5.4. Silver diffusion. Minimum energy paths and activation energy 
for diffusion of silver diffusing in MoS2. (a) Silver diffusion between neigh-
boring octahedral sites through a tetrahedral site. (b) Diffusion between 
neighboring octahedral sites through a bridge. 
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based on GGA-PBE found the activation energy for diffusion of Li in MoS2 to be 0.24 

eV. Moreover, we found the activation energy barrier of copper diffusion in amorphous 

silicon dioxide to be in the range of 0.4-1.2 eV [46]. 

5.5 Role of Metallic Intercalation on Electron Transport 

Band Structure In this section, we briefly describe the effect of copper and 

silver intercalation of MoS2 on the electronic structure. Figures 5.5 and 5.6 show the 

electron band dispersion and DOS of copper and silver intercalated TMD at select 

metallic concentration. In all cases, we observed a semiconductor-to-metal transition 

upon intercalation. The main effect of metallic intercalation of MoS2 is shifting the 

conduction band toward the Fermi level, eventually crossing it at several points in 

reciprocal space (K-space). As metallic concentration increases, more bands cross the 

Fermi energy resulting in an increase of DOS at the Fermi level and as a consequence 

an increase in conduction. We observe that these effects are mostly independent of 

the intercalation site of the metal species (H or T). 

Furthermore, we note that a significant amount of bands cross the Fermi level 

in the out-of-plane direction in the Brillouin zone making vertical electron transport 

possible. This feature could be exploited to avoid Fermi pinning in metal-TMDs 

contacts used in emerging TMD-based transistor technology. 

Based on the analysis of the projected electronic DOS, we find that molybdenum 

d and sulfur p bands contribute states near the Fermi level, while the intercalated 

metal derived states are well below the Fermi energy. 

Electron Transport We characterized the semiconductor to metal transition 

by studying the electronic transport through the intercalated MoS2 within the ballistic 

regime using NEGF-DFT. 

Figure 5.7 shows the two-probe configuration used for the transport calculations. 

The left and right leads of the systems have the same composition as the central 

region to avoid the effect of interfaces. The size of the device corresponds to a 1×1×3 
rectangular supercell of the intercalated systems described in Figure 5.1. The self-
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Figure 5.5. Band dispersion and DOS of copper intercalated MoS2. Elec-
tronic band structure and density of states for CuxMoS2 systems with 
copper atoms occupying H sites (top panel) and T sites (bottom panel) 
for (a) x=0.125, (b) x=0.5, and (c) x=1. The shaded region represents the 
total DOS and the green, red, and blue lines correspond to the Cu, Mo, 
and S contributions to the partial DOS, respectively. Light gray shaded 
regions correspond to the band dispersion along out-of-plane directions. 
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Figure 5.6. Band dispersion and DOS of silver intercalated MoS2. Elec-
tronic band structure and density of states for AgxMoS2 systems with 
silver atoms occupying H sites (top panel) and T sites (bottom panel) for 
(a) x=0.125, (b) x=0.5, and (c) x=1. The shaded region represents the 
total DOS and the green, red, and blue lines correspond to the Ag, Mo, 
and S contributions to the partial DOS, respectively. Light gray shaded 
regions correspond to the band dispersion along out-of-plane directions. 
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Figure 5.7. Two probe device configuration. Device setup used for the 
calculation of electron transport properties in the horizontal (upper panel) 
and vertical (lower panel) directions of the Cu and Ag intercalated MoS2. 

energies of the electrodes are extracted from a standard DFT calculation, and the 

non-equilibrium charge density matrix is computed using NEGF. 

Figures 5.8 and 5.9 show the equilibrium conductance as function of Cu and 

Ag concentration for the T and H sites, respectively. Consistent with the increase of 

DOS at the Fermi level with increasing metallic concentration, we observe that the 

equilibrium conductance increases with Cu and Ag content. In most cases, copper 

intercalation yields higher conductance than silver, except in the case of vertical 

transport across Cu at T sites which exhibit nearly dispersion-less bands near the 

Fermi energy in the out-of-plane directions Γ − A, L − M , and K − H (refer to 

Figure 5.5). In contrast, the band dispersion in the in-plane directions of Cu(Ag) 

intercalated in H(T) sites is comparable to that of the out-of-plane directions leading 

to similar equilibrium conductance as a function of metal concentration. 
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Figure 5.8. Equilibrium conductance of T site MxMoS2. Horizontal (red) 
and vertical (blue) equilibrium conductance of Cu (left) and Ag (right) 
intercalated in tetrahedral sites of MoS2 as a function of metal concentra-
tion. 

Figure 5.9. Equilibrium conductance of H site MxMoS2. Horizontal (red) 
and vertical (blue) equilibrium conductance of Cu (left) and Ag (right) 
intercalated in octahedral sites of MoS2 as a function of metal concentra-
tion. 
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5.6 Conclusions 

We presented an ab initio study of copper and silver intercalation into bulk 

MoS2 based on DFT. Intercalating Cu at low concentrations requires approximately 

1 eV per ion, while Ag requires over 2 eV per ion; these values indicate the possibility 

of electrochemical intercalation. We also noted a decrease in the ionic character of 

the intercalated species as its concentration increases. At high concentration, copper 

remains ionic while silver becomes almost neutral exhibiting metallic character. 

Transition state theory reveals small activation energy for diffusion of Cu and 

Ag on the vdW gap between the TMD layers, ranging from 0.3 eV for copper to 0.4 eV 

for silver. Furthermore, our simulations show that intercalation of copper and silver 

in MoS2 induces a semiconductor to metal transition. Such transition is explained 

by the charge transfer from metal ions to the TMD layers and subsequent crossing of 

the conduction band of MoS2 through the Fermi energy. 

The ability to electrochemically intercalate metallic ions into TMDs could be of 

interest for several potential applications such resistance switching devices based on 

ECM cells and contacts for TMD-based electronics. Related to resistance switching 

memory devices, materials whose resistance decreases sharply at a threshold voltage 

are of significant interest for access devices in high-density memory applications [119, 

120]. 
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[76] Shūichi Nosé. A molecular dynamics method for simulations in the canonical 
ensemble. Molecular Physics, 52(2):255–268, August 2006. 

[77] William G Hoover. Canonical dynamics: Equilibrium phase-space distributions. 
Physical Review A, 31(3):1695–1697, March 1985. 

[78] G J Cuello, A A Piarristeguy, A Fernández-Mart́ınez, M Fontana, and A Pradel. 
Structure of chalcogenide glasses by neutron diffraction. Journal of Non-
Crystalline Solids, 353(8-10):729–732, April 2007. 

[79] J Kalikka, J Akola, R O Jones, S Kohara, and T Usuki. Amorphous Ge 15 
Te 85 : density functional, high-energy x-ray and neutron diffraction study. J. 
Phys.: Condens. Matter, 24(24):15802–15802, 2012. 

[80] K M Rabe and J D Joannopoulos. Ab initio relativistic pseudopotential study of 
the zero-temperature structural properties of SnTe and PbTe. Physical Review 
B, 32(4):2302–2314, 1985. 

[81] K. M. Rabe and J. D. Joannopoulos. Structural properties of GeTe at T=0. 
Physical Review B, 36(6):3319–3324, 1987. 

[82] Khang Hoang, S D Mahanti, and Mercouri G Kanatzidis. Impurity clustering 
and impurity-induced bands in PbTe-, SnTe-, and GeTe-based bulk thermo-
electrics. Physical Review B - Condensed Matter and Materials Physics, 81(11), 
2010. 

[83] Jochen Heyd, Gustavo E Scuseria, and Matthias Ernzerhof. Erratum: “Hybrid 
functionals based on a screened Coulomb potential” [J. Chem. Phys. 118, 8207 
(2003)]. The Journal of Chemical Physics, 124(21):219906, June 2006. 

[84] S Caravati, M Bernasconi, T D Kühne, M Krack, and M Parrinello. First-
principles study of crystalline and amorphous Ge2Sb2Te5 and the effects of 
stoichiometric defects. Journal of Physics: Condensed Matter, 21(25):255501, 
June 2009. 

[85] Nicola Marzari and David Vanderbilt. Maximally localized generalized Wannier 
functions for composite energy bands. Physical Review B, 56(20):12847–12865, 
November 1997. 

[86] Pier Luigi Silvestrelli, Nicola Marzari, David Vanderbilt, and Michele Parrinello. 
Maximally-localized Wannier functions for disordered systems: Application to 
amorphous silicon. Solid State Communications, 107(1):7–11, May 1998. 

[87] Arash A Mostofi, Jonathan R Yates, Giovanni Pizzi, Young-Su Lee, Ivo Souza, 
David Vanderbilt, and Nicola Marzari. An updated version of wannier90: A 
tool for obtaining maximally-localised Wannier functions. Computer Physics 
Communications, 185(8):2309–2310, August 2014. 



95 

[88] Federico Zipoli and Alessandro Curioni. Reactive potential for the study of 
phase-change materials: GeTe. New Journal of Physics, 15(12):123006, Decem-
ber 2013. 
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Role of strain on electronic and mechanical response of semiconducting
transition-metal dichalcogenide monolayers: An ab-initio study
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We characterize the electronic structure and elasticity of monolayer transition-metal dichalcogenides
MX2 (M ¼ Mo, W, Sn, Hf and X ¼ S, Se, Te) based on 2H and 1T structures using fully relativistic
first principles calculations based on density functional theory. We focus on the role of strain on the band
structure and band alignment across the series of materials. We find that strain has a significant effect on
the band gap; a biaxial strain of 1% decreases the band gap in the 2H structures, by as a much as 0.2 eV
in MoS2 and WS2, while increasing it for the 1T cases. These results indicate that strain is a powerful
avenue to modulate their properties; for example, strain enables the formation of, otherwise impossible,
broken gap heterostructures within the 2H class. These calculations provide insight and quantitative
information for the rational development of heterostructures based on this class of materials accounting
for the effect of strain. VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4883995]

I. INTRODUCTION

Since the successful exfoliation of one-atom-thick mate-
rials1 interest in two-dimensional (2D) structures has grown
hand in hand with our ability to control their synthesis,2,3 the
characterization of their unique properties4,5 and their initial
use in devices.6–8 Many of the unique physical properties of
this new class of materials result from quantum confinement
and control of the number of layers can be used to tune their
properties. Strain also has a strong effect on their electronic
properties and whether engineered or unwanted it affects
applications.9 The significant efforts in basic and applied sci-
ence around graphene have been accompanied by growing
interest in developing a menu of 2D materials that would
offer the variety in electronic properties (e.g., band gaps,
band offsets, and carrier mobilities) needed for device appli-
cations. For example, type-II heterostructures would be inter-
esting for photovoltaics and type-III heterostructures for
mid-wave infrared light sources and band-to-band tunnel
field effect transistors. Progress in the development and char-
acterization of 2D materials and associated devices would
benefit significantly from theoretical guidance in the form of
property predictions for known and possible structures.

Bulk transition-metal dichalcogenides (MX2) are an
attractive starting point for 2D materials design due to their
layered structures and wide variety of physical properties,
ranging from semiconductors, as in the case of (Mo, W)X2,
to superconductors like NbS2. High yield and reproducibility
of MX2 single-layer nanosheets can be achieved from the
bulk through lithium intercalation in an electrochemical set
up,10 which is attractive for their application in the electron-
ics industry. Some transition-metal dichalcogenides have
been successfully produced as single layers1,11–14 and the
electronic structure of single- and few-layer Mo and W
dichalcogenides has been extensively investigated

experimentally.15–20 Complementing the experimental work,
ab initio techniques have been used to predict the properties
of a wider range of possible 2D dichalcogenides.21,22

Simulations have been used to assess the effect of the num-
ber of monolayers on electronic structure17,23 and to predict
band alignments across a large number of materials. From an
application point of view, MX2 monolayers are being inte-
grated into devices. Examples include MoS2 monolayer
based transistors24 and integrated circuits to perform logic
operations.25 Other applications for photovoltaic devi-
ces,26,27 vapor sensing,28 spontaneous water photo-split-
ting,14,29 and spintronics30 have also been proposed and
studied.

Strain represents both a significant challenge but also an
opportunity as MX2 monolayers are integrated into devices.
Integration of 2D materials almost invariably leads to me-
chanical strain due to the lattice parameter or thermal expan-
sion coefficient mismatch. Consequently, the role of strain
on band structure and alignment and the materials stiffness
are critical pieces of information needed for rational device
design. Recent reports quantified the effect of mechanical
strain on the electronic structure23,31 and the band offsets29,32

of some MX2 single-layer systems. In this paper, we charac-
terize the role of biaxial strain on the band structure and
alignment of a series of MX2 monolayers consisting of M ¼
Mo, W, Sn, Hf and X ¼ S, Se, and Te using density func-
tional theory (DFT). The results confirm the possibility of
creating type-II and type-III heterostructures and provide
insight into the levels of strain admissible to achieve them.

II. METHODOLOGY

A. Atomic structure of dichalcogenides

Bulk Mo and W dichalcogenides crystallize in a 4H
structure with space group P63/mmc (194) that consists of
X-M-X slabs weakly bonded though van der Waals interac-
tions. The space group symmetry is reduced to P-6m2 (187)
in the single-layer system due to the loss of inversion

a)Author to whom correspondence should be addressed. Electronic mail:
strachan@purdue.edu
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symmetry; the structure, shown Figure 1(a), is known as 2H,
see Figure 1(a). Bulk Sn and Hf dichalcogenides adopt the
so-called 1T structure with space group P-3m1 (164) identi-
cal to cadmium iodide (CdI2); again, the individual layers
are held together through weakly by van der Walls forces. A
single layer of this structure is shown in Figure 1(b). The
MX2 layers consist of metal atoms sandwiched between
chalcogens through ionic-covalent bond forming a trigonal
prismatic coordination for M ¼ Mo and W, Figure 1(a), and
a distorted octahedral coordination for M ¼ Sn and Hf,
Figure 1(b).

B. Simulation details

All calculations were carried out using the all-electron,
full-potential, linear augmented plane wave (FP-LAPW)
method as implemented in the WIEN2k code.33 The
exchange-correlation potential was calculated using the gen-
eralized gradient approximation as proposed by Perdew,
Burke, and Ernzerhof (PBE).34 The muffin-tin radii for the
chalcogen atoms was taken as RMT ¼ 2.1 a.u., while for
the Mo and W atoms RMT ¼ 2.3 a.u., and for the Sn and Hf
atoms RMT ¼ 2.5 a.u. We set the cutoff wave vector Kmax

parameter to RMT*Kmax ¼ 7. The valence electrons wave
functions inside the muffin-tin spheres are expanded in terms
of spherical harmonics up to lmax ¼ 10, and in terms of
plane waves with a wave vector cutoff Kmax in the interstitial
region.

The two-dimensional structures are modeled as periodic
slabs with a sufficiently large c-lattice constant (25 Å) to
avoid interactions between adjacent layers. The in-plane lat-
tice constant a and the internal position parameter z are opti-
mized with a strict force convergence of 1 mRy/Bohr. The
electronic integration is taken over a commensurate k-mesh
of 105" 105 in the two-dimensional Brillouin zone, shown
in Figure 1(c) and the convergence of the self-consistent field
calculations is attained with a tolerance in total energy of

0.01mRy. Spin-orbit interaction is included in the
Hamiltonian through the second variational method35 and is
taken into account in the band structure. The vacuum level is
taken as zero energy when calculating the band alignment.
We note that throughout this paper, the band structures
reported are obtained from the Kohn-Sham eigenvalues in
the DFT calculations; while this is standard, it is known to
underestimate the band gap in semiconductors as discussed
in Sec. II C.

C. GW correction of bandstructures

Fully converged GW calculations of the band-edge ener-
gies of molybdenum and tungsten chalcogenides32 indicate
that the absolute valence band (VB) maximum and conduc-
tion band (CB) minimum energies can be accurately
described using the band-gap-center (BGC) approximation,
as proposed by Toroker et al.36 In this approximation, the
band-gap-center energy (EBGC) is determined from the
DFT-PBE calculation as the average between the VB maxi-
mum and CB minimum energies. The absolute position of
the band edges is then corrected with the quasiparticle gap
energy (EQP) assuming a symmetric band gap opening with
respect to the BGC energy; that is:

ECBM ¼ EBGC þ
1

2
EQP;

EVBM ¼ EBGC $
1

2
EQP:

As noted in Ref. 32, the BGC approximation is useful to
estimate the absolute band-edge positions of this class of 2D
materials without performing the costly fully converged GW
calculation, as only the quasiparticle band gap energy is nec-
essary. Furthermore, the GW corrected energy gaps reported
by Liang et al. suggest a band gap opening of approximately
50% with respect to the DFT-PBE prediction. Thus, in dis-
cussing the implications of our work, we will consider the
50% correction to the DFT-PBE calculated band-edge ener-
gies, assuming a symmetric band-gap opening with respect
to EBGC, as was done in Ref. 22. None of the figures include
the GW correction.

D. Elastic constants

The elastic properties calculations of MX2 monolayer
systems are performed with the Quantum Espresso37 pack-
age using the PBE34 implementation of GGA for the
exchange-correlation potential and projector-augmented
wave38 (PAW) pseudopotentials for the core electrons. All
the simulations used a plane-wave basis set with kinetic
energy of 40 Ry and a Brillouin zone sampling of 10"10"1
k points within the Monkhorst-Pack method.39 The atomic
structure of the MX2 monolayers was represented with a
2"1 rectangular periodic supercell with respect to the hexag-
onal unit cell. In order to suppress the interaction between
adjacent slaps, a vacuum layer of 25 Å was added in the
c-axis. The structural optimization is carried out using the
BFGS quasi-Newton method with energy and force conver-
gence criteria of 10$6 Ry and 1 mRy/Bohr, respectively.

FIG. 1. (a) Top and side view of 2H MX2 monolayers (M ¼ Mo, W and X
¼ S, Se) crystal structure with space group symmetry P-6m2. (b) Top and
side view of 1T MX2 monolayers (M ¼ Sn, Hf and X ¼ S, Se) crystal
structure with space group symmetry P-3m1. (c) Two-dimensional Brillouin
zone showing the high symmetry point along which the band structure was
calculated.
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We calculate the in-plane stiffness of MX2 monolayers
using the energy-strain relationship as described by Topsakal
et al.40 The in-plane stiffness is defined as:

I ¼ 1

A0

@2Es

@e2
;

where A0 is the equilibrium area of the monolayer, Es is the
difference between the total energy of the strained structure
and the total energy of the system at equilibrium; the uniax-
ial strain is represented by e. The strain energy data are fitted
to the paraboloid

Es ¼ ae2
x þ be2

y þ cexey:

The constants a and b are equal due to the honeycomb
lattice symmetry. The expressions used to calculate the in-
plane stiffness (I) and Poisson’s ratio (!) are the following:

I ¼ hC11 1$ C11

C12

! "2
" #

¼ 1

A0
2a$ c2

2a

# $
;

! ¼ C12

C11
¼ c

2a
;

where h is the thickness of the slab.

III. STRUCTURES, STABILITY, AND ELASTIC
CONSTANTS

A. Structural relaxation and monolayer stability

The lack of van der Waals interlayer interactions in the
MX2 single layers is expected to cause structural relaxa-
tions.41 The equilibrium lattice parameters, band gap, cohe-
sive energy, stiffness and Poisson’s ratio of the various
monolayers are summarized in Table I. Consistent with prior
studies,23,29 we observe an expansion of about 1–2% in the
in-plane lattice constant a when going from the bulk to a

mono-layer. The separation between the metal and chalcogen
layers remains essentially unchanged. We calculated the in-
ternal position parameter z in bulk compounds to be %0.121
for M ¼ Mo, W and %0.258 for M ¼ Sn, these are in good
agreement with experimental values of 0.129 and 0.240,
respectively.42 Some of these materials have yet to be pro-
duced as single layers and in order to quantify whether ther-
modynamic factors could hinder their fabrication we
computed the relative stability with respect to the bulk (total
energy difference per formula unit). The energy difference
between single-layer and bulk materials range between 0.19
and 0.25 eV per formula unit, see Table I, indicating that the
monolayer stability across these systems is similar. The
relaxed crystal structure for the transition metal dichalcoge-
nide monolayers is available for online simulation on the
Quantum Espresso tool43 in nanoHUB.org.

B. Elastic constants

Finally, knowing the stiffness of the materials is critical
to understand and engineer strain, yet experimental measure-
ments for free standing 2D materials remain challenging.44

We computed the 2D elastic stiffness of all the monolayers by
constructing a grid of 5 by 5 energy-strain points within a uni-
axial strain range between $2% and 2%. The resulting values
are plotted against lattice parameter in Figure 2. We observe a
marked softening with increasing lattice parameter as we
move down the chalcogen row for all systems with stiffness
ranging from %140 N/m to %50 N/m. These values can be
compared with those for graphene obtained from DFT-PBE
(335 N/m),45,46 which is in agreement with the experimental
value of 340 6 40 measure via nanoindentation in an atomic
force microscope.47 We also observe that within the 2H
monolayers, the WX2 systems are consistently stiffer than the
MoX2 monolayers. HfX2 monolayers exhibit a slightly higher
stiffness than the SnX2 systems, but the overall stiffness of
these systems is low ranging from 55 to 75 N/m.

In order to analyze the implications of the softening
with increasing bond distance, let us consider a system with
quadratic bonds between nearest neighboring atoms. The
energy as a function of strain (e) can be written (for isotropic
deformations) as: Es ¼ Z

4 KðaeÞ2, where Z, K, and a are the
coordination number, bond stiffness, and equilibrium bond

TABLE I. Basic properties of MX2 monolayers. a0 refers to the optimized

lattice parameter, Egap is the band gap calculated with the PBE
exchange-correlation functional, d and i indicates direct or indirect band
gap, respectively. Ef is the formation energy per unit formula of the MX2

single-layer with respect to the bulk material. I refers to the in-plane stiffness
and ! the Poisson’s ratio. The in-plane stiffness for single-layer MoS2 was

measured by Bertolazzi et al.44 to be 180 Nm$1.

2H structures a0(Å) Egap (eV) Ef (eV/u.f.) I (N/m) !

MoS2 3.19 1.59(d) 0.18 120.09 0.25

MoSe2 3.33 1.33(d) 0.18 101.48 0.23

MoTe2 3.55 0.93(d) 0.22 72.5 0.25

WS2 3.19 1.55(d) 0.18 135.18 0.22

WSe2 3.32 1.27(d) 0.19 112.35 0.20

WTe2 3.55 0.80(d) 0.25 90.95 0.18

1T structures a0(Å) Egap (eV) Ef (eV/u.f.) I (N/m) !

HfS2 3.66 1.26(i) 0.19 74.28 0.19

HfSe2 3.79 0.49(i) 0.19 64.09 0.20

SnS2 3.71 1.55(i) 0.19 66.04 0.24

SnSe2 3.87 0.73(i) 0.20 55.28 0.24
FIG. 2. Calculated 2D stiffness as function of lattice parameter.
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distance, respectively. In 3D, the stiffness of such a material
scales with a$1. For example, the bulk modulus is

B % a$3 @2Es
@e2

% &
¼ Z

2a. In 2D, we use in-plane stiffness,

1=A0
@2Es

@e2 , due to the ambiguity in the definition of volume.

In this case, the spring model leads to stiffness independent
of lattice parameter. Thus, to first order, the predicted soften-
ing relates directly to a decrease in bond stiffness.

IV. ELECTRONIC STRUCTURE AND THE ROLE OF
STRAIN

A. Band Structure of monolayer transition metal
dichalcogenides

The absence of adjacent MX2 layers induces strong modi-
fications to the electronic structure of the monolayer systems
due to quantum confinement. For systems consisting of M ¼
Mo, W and X ¼ S, Se, Te, we observed a transition from
indirect band gap in the bulk material to direct band gap in the
single-layer with the VB maximum and CB minimum cen-
tered at the K point of the first Brillouin zone; Figures S2 and
S3 in the supplementary material48 show the electronic band
structure of all the MX2 single-layer systems investigated in
this work. This observation is consistent with experimental
evidence showing the direct band gap character in MoS2

monolayers19,49,50 and prior calculations.16,23,29 Although
there is no experimental observation of direct band gap in
WS2 or WSe2, we expect our results to be accurate based on
the ability of ab initio methods to successfully describe the
electronic structure of other bulk and few-layer transition
metal dichalcogenides that have been previously studied
experimentally, as is demonstrated for the MoS2 case. On the
other hand, our simulations show that monolayers consisting
of Sn and Hf atoms do not exhibit a direct band gap, as shown
for HfS2 and SnS2, see Figure S3.48 However, the VB maxi-
mum shifts from %0.5 CK in bulk to %0.3 CM in the
single-layer, while the CB minimum shifts from L to M.

Band alignment of all unstrained materials is presented in
Figure S4 (Ref. 48). Consistent with recent studies,21,22,29 we
observe that the band edges of 2H MX2 monolayers increase in
energy as we move down in the chalcogen row, from S to Te.
Overall, the VB maximum and CB minimum of WX2 systems
are energetically higher than MoX2 structures.29 On the other
hand, for the SnX2 monolayers, the VB maximum increases in
energy when X is changed from S to Se, while the CB mini-
mum remains essentially unchanged at about $5.1 eV (remem-
ber these energies are referenced to the vacuum potential). In
the case of single-layer HfX2, the energy position of the VB
maximum and CB minimum is consistent with the trends
observed for (Mo,W)X2 systems. As was recently reported,22

(Hf, Sn)(S, Se)2 monolayers are good candidates to form
type-III heterostructures with Mo(Se, Te)2 and W(Se, Te)2.
The main challenge is now determining how strain affects the
band alignments of the possible heterostructures.

B. The role of strain

To study to role of mechanical deformation, we apply a
uniform biaxial strain in the range of $5% to 5% to all

systems. As shown in Figure 2, all the monolayers studied,
with the exception of HfSe2, remain semiconductors within
the applied strain range. Figure 3 shows that the electronic
properties of these materials have a strong and complex de-
pendence on strain. A 1% increase in the lattice parameter of
Mo(W)S2 monolayers results in a reduction of the band gap
of approximately 0.2 eV while for HfS2 and HfSe2 the same
strain increases the band gap by 0.1 eV. The band gap of
Sn(S,Se)2 is significantly less sensitive to deformation:
approximately 0.02 eV change per 1% strain. As mentioned
above, these band gaps come directly from the DFT calcula-
tions and the real values are expected to be approximately
50% larger.

In order to discuss band alignment in possible hetero-
structures, Figure 4 shows the band edge energies with
respect to vacuum for selected MX2 monolayers as function
of the lattice parameter. The significant sensitivity of the VB
maximum and CB minimum energies to slight variations in
the lattice parameter suggests significant flexibility in tuning
the band edge positions for specific applications but also

FIG. 3. Band gap as function of the lattice constant for the different MX2

monolayers studied. Each monolayer was strained biaxially in the range
ofþ/$5%. The red arrow indicates the equilibrium lattice constant.

FIG. 4. Absolute VB maximum and CB minimum position for selected
cases as function of lattice constant. The vacuum level has been taken as ref-
erence and biaxial strain is varied from $5% to 5% in steps of 1% with
respect to the equilibrium lattice constant for each system. The red arrows
indicate the equilibrium lattice parameter for each material.
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point to the fact the small levels of strain can affect device
performance.

The 2H sulfide monolayers exhibit a minimum in the
VB at their equilibrium lattice parameter (arrows in Figure
4); this minimum move towards larger strains (tension) as
we move down the chalcogen row to Se and Te. A maximum
in the CB minimum is observed in all 2H monolayers under
approximately 2% compression; this maximum marks the
transition from direct to indirect character of the band struc-
ture. On the other hand, the VB maximum and CB minimum
of the 1T monolayers exhibit a monotonic behavior with
respect to strain. The difference in behavior of the CB mini-
mum with strain for HfS2 and SnS2 are responsible for the
significant difference in strain sensitivity of these two
materials.

C. Strain effects on band structure

Analysis of the partial density of states and atomic-
orbital-resolved band structure of 2H-MX2 monolayers pro-
vides insight into the origin of the strain effects discussed
above. Let us focus first on the 2H structures and their abrupt
changes in slope of the VB maxima with tension and that of
the CB minima in compression, see Figure 5. These changes
in slope are a direct consequence of transitions in the k vec-
tor associated the band edges. The VB local maxima at K is
dominated by dx2$y2 þ dxy (in-plane) metallic states, while
the local maxima at C is dominated by metallic dz2 (out-of-
plane) states, see Figure 5(a). As the in-plane lattice

parameter is increased (tension), the X-M-X angle is reduced
and, consequently, the overlap of metallic dz2 and chalcogen
p states is reduced while the coupling of metallic dx2$y2 þ
dxy and chalcogen p states is strengthened. The increased
overlap of in-plane orbitals with tension can explain the
decrease in energy of the VB edge around K (dominated by
dx2$y2 þ dxy orbitals) with respect to those around C (dz2

orbitals). As a result, tensile strain leads to the band gap
becoming indirect with VB maximum and CB minimum
centered at C and K, respectively.

On the other hand, the CB local minima at K is primar-
ily derived from metallic dz2 states and the local minima
along C$K is dominated by metallic dx2$y2 þ dxy states.
Consistent with the explanation above, compressive strain
has the effect of shifting the energy levels of the dx2$y2 þ dxy

anti-bonding states lower than that of the dz2 anti-bonding
states, resulting in an indirect band gap with VB maximum
centered at K and CB minimum centered at CK. These
observations are consistent across all the studied monolayers
belonging to the 2H structure, that is, Mo(S,Se,Te)2 and
W(S,Se,Te)2.

In the case of the 1T-MX2 monolayers, the electronic
band structures of SnX2 and HfX2 have similar features,
however, they differ in the atomic orbital character that give
rise to the bonding and anti-bonding bands.

The VB maximum of SnS2 along CM is mainly derived
from chalcogen px þ py states while the bonding states
around CK originate from pz states. Upon tensile strain, the
energy levels of the in-plane bonding p states become lower

FIG. 5. (a) Computed character band structure of unstrained MoS2 monolayer. The thickness of the bands is proportional to metallic dx2$y2 þ dxy and dz2 states,
and chalcogen px þ py and pz states. (b) Computed band structure for strained MoS2 monolayer in the range of $4% to 4%.
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than that of the bonding out-of-plane p states, resulting in a
crossover of the VB maximum from CM to CK, thus the
band gap remains indirect but now with CB minimum cen-
tered at M and VB maximum centered at CK. In compres-
sion, the energy levels of the out-of-plane p states are lower
than that of the in-plane p states, thus the VB maximum is
pinned at CM for all the compressive strain states studied.
On the other hand, the lower anti-bonding band is derived
mainly from Sn’s s and chalcogen in-plane p states, as shown
in Fig. 6(a). Although the energy of the CB shifts up and
down for compressive and tensile strain, respectively, it is
observed that the CB minimum does not shift in wave vector.
It should be noted that according to the general trend for ten-
sile strain it is expected that the CB minimum will transit
from M to C for strains greater than 8%.

Similarly, we notice that within the strain states applied,
the HfX2 monolayers conserve an indirect band gap with VB
maximum centered at C and CB minimum at M. As shown in
Figure 7(a), the VB at C is mostly derived form chalcogen
px þ py states while the VB at CK is derived from chalcogen
pz states. Consistent with the trends shown by the VB of SnX2

monolayers, tensile strain has the effect of lowering the rela-
tive energy between the VB maximum at C (in-plane p) and
CK (out-of-plane p). On the other hand, the CB at M is
derived from metallic dxz þ dyz and dz2 states and its response
to strain differs from all the other studied systems. Modulation
of the overlap of dxz þ dyz and dz2 atomic orbitals caused by
strain has the effect of shifting the CB minimum up for tensile
and down for compressive strains.

D. Implications for heterostructure design

Recent developments51 in the fabrication of hybrid
MoS2-graphene52 and WS2-graphene53 vertical heterostruc-
tures have raised much interest in the possibility of synthe-
sizing free standing MX2 heterostructures tailored to a wide
variety of applications. In this context, we discuss the possi-
bility of forming type-III heterostructures with the studied
MX2 monolayers. In order to account for the known underes-
timation of the band gap in the Kohn Sham DFT-PBE band
structures the discussion includes the GW-based 50% correc-
tion, mentioned above.32

The strong dependence of band edge energies on strain
provides great flexibility in the design of heterostructures if
strain could be independently controlled on the two materials
but restricts options in epitaxial heterostructures, i.e., when
the two materials share the same lattice parameter. While bro-
ken gap heterostructures cannot be formed with unstrained 2H
materials, our results show that strain may enable them. For
example, our calculations predict that MoS2 or WS2 in tension
combined with MoTe2 or WTe2 under compression would
form broken gap heterostructures even after the 50% GW cor-
rection is applied. This would occur for a lattice parameter of
approximately 3.35 Å and would require a significant strain on
both materials (about 5%); while large this might be possible
at the nanoscale and for 2D materials.54 Broken gap hetero-
structures could also be formed between Mo and W tellurides
and 1T 2D materials over a larger range of lattice parameters
and involving smaller strains.

FIG. 6. (a) Computed character band structure of unstrained SnS2 monolayer. The thickness of the bands is proportional to metallic s and d states, and chalco-
gen px þ py and pz states. (b) Computed band structure for strained SnS2 monolayer in the range of $4% to 4%.
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V. CONCLUSIONS

In summary, we performed a systematic study of the
electronic properties of monolayer transition metal dichal-
chogenides as a function of strain. While some of these 2D
materials have not been experimentally realized, their stabil-
ity indicates no thermodynamic obstacles to their synthesis.
The band alignment across the series shows significant flexi-
bility in building heterostructures consisting of single-layers
semiconducting materials of interest in a variety of applica-
tions. Our predictions indicate several options to create type-
III, broken gap, heterostructures and that strain should be
carefully considered in such designs.
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Atomic origin of ultrafast resistance switching in
nanoscale electrometallization cells
Nicolas Onofrio, David Guzman and Alejandro Strachan*

Nanoscale resistance-switching cells that operate via the electrochemical formation and disruption of metallic filaments
that bridge two electrodes are among the most promising devices for post-CMOS electronics. Despite their importance, the
mechanisms that govern their remarkable properties are not fully understood, especially for nanoscale devices operating at
ultrafast rates, limiting our ability to assess the ultimate performance and scalability of this technology. We present the
first atomistic simulations of the operation of conductive bridging cells using reactive molecular dynamics with a charge
equilibration method extended to describe electrochemical reactions. The simulations predict the ultrafast switching observed
in these devices, with timescales ranging from hundreds of picoseconds to a few nanoseconds for devices consisting of Cu
active electrodes and amorphous silica dielectrics and with dimensions corresponding to their scaling limit (cross-sections
below 10 nm). We find that single-atom-chain bridges often form during device operation but that they are metastable, with
lifetimes below a nanosecond. The formation of stable filaments involves the aggregation of ions into small metallic clusters,
followed by a progressive chemical reduction as they become connected to the cathode. Contrary to observations in larger
cells, the nanoscale conductive bridges often lack crystalline order. An atomic-levelmechanistic understanding of the switching
process provides guidelines for materials optimization for such applications and the quantitative predictions over an ensemble
of devices provide insight into their ultimate scaling and performance.

A fter decades of successful scaling of CMOS technology,
alternative designs are becoming increasingly critical for the
electronics industry, and devices based on reversible changes

in resistance are emerging among the most promising options1,2.
Metal–insulator–metal cells capable of reversibly switching between
low- and high-resistance states in response to an external voltage
have elicited significant interest for possible use in logic and
memory applications. In this Article we focus on electrochemical
metallization (EM) cells, also known as conductive bridging cells;
they operate via the formation and dissolution of metallic filaments
that bridge between the two metal electrodes. Filament growth
and dissolution involve a series of complex and coupled processes,
including electrochemical reactions at solid–solid interfaces, ionic
diffusion and aggregation (nucleation) in the electrolyte and at
interfaces, aswell as electronic transportwhen the conductive bridge
is formed. Despite their complex operation, these devices exhibit
truly remarkable characteristics, including switching times down
to a few nanoseconds, low power consumption and scalability to
the nanometre scale3,4. In addition to the small size of the cells,
crossbar array5 and three-dimensional architectures open the way
to ultrahigh-density memory. Unfortunately, the mechanisms that
govern the formation and dissolution of the metallic filaments and
their stability remain poorly known for nanoscale devices operating
at ultrafast rates; this lack of knowledge hinders our understanding
of the ultimate performance and scaling limits of this technology.
In this Article we present the first atomistic description of the
operation of EM cells via molecular dynamics (MD) simulations.
A new method to describe electrochemical reactions using reactive
interatomic potentials implemented in a parallel code enables
attainment of the time and spatial scales required to simulate devices
at their scaling limit and provides a view of filament formation and
rupture with unprecedented resolution.

Copper or silver are often used as the active electrode, with
electrochemically inert metals such as tungsten, platinum or gold
forming the counter electrode. The dielectric is either an electrolyte
(chalcogenides GeS/GeSe (ref. 6) or Ag2S (refs 7,8)) or a metal
oxide (Al2O3 (ref. 9), CuO or WO3 (ref. 10), SiO2). Application
of an external voltage of the appropriate polarity results in the
anodic dissolution of the active electrode (oxidation) into the
electrolyte, the drift of these ions through the solid electrolyte
under the voltage-induced electric field, their aggregation, and
electrodeposition into the inactive electrode (reduction). These
processes eventually lead to the formation of a metallic bridge that
short-circuits the two electrodes, resulting in an abrupt decrease
in electrical resistance. The as-fabricated cells are subjected to an
initial electroforming phase, which often requires higher voltages
and longer times than the subsequent programming cycles11,12.
Reversing the voltage switches the cell back to the high-resistance
state (off) by disrupting the filament (reset) and the cell can be
switched on again (set) with a voltage of the same polarity as
the forming cycle. The electrical current in the cell is externally
limited; thus the applied voltage is significantly reduced when the
cell switches to the on state. Interestingly, this compliance current
governs the resistance of the on state, potentially enablingmultilevel
bit storage13.

Recent experimental and theoretical work has resulted in
significant insight into the operation and physics of these devices.
Electrical characteristics and electrochemical measurements have
revealed qualitative and quantitative information about the kinetics
of the various processes involved; this is critical information to
explain and improve device operation and may contribute towards
understanding their ultimate scalability. The fact that the set voltage
was observed to be independent of dielectric thickness in Cu/SiO2
cells was interpreted as an indication that nucleation of a metallic
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cluster with critical size to enable their growth into the conductive
filament rather than diffusion is the rate-limiting step12. This
information has informed the development of models to predict
kinetics of switching in SiO2 cells14. However, the observation that
partially grown filaments often persist after the forming step12,15

indicates that the effective diffusion length is different from the
cell thickness and this also contributes to the observed insensitivity
of the set voltage to cell thickness. The development of a metallic
nucleus of critical size was also identified as the rate-limiting step in
an atomic switch involving a vacuum gap and a scanning tunnelling
microscope tip16. Cyclic voltammetry experiments enabled the
identification of oxidation and reduction reactions, the charge state
of the ions, and a quantification of the free-ion concentration
and their diffusivity, providing important atomic insights into
the operation of these cells. However, extracting quantitative
information from these experiments remains challenging, and
involves several assumptions when multiple charge carriers are
present17. We foresee that atomic-level simulations such as the ones
described here will provide important insights and quantitative
information to help interpret such experiments. The key processes
involved in the operation of EM cells depend on the nature of its
materials, both in terms of composition and processing conditions
as well as on the operating environment. Because many of these
mechanisms are thermally activated, their relative importance
depends on the operating temperature18,19 or voltage; such is the case
for Ag/AgI cells, whose global kinetics can be dominated by either
nucleation or charge transfer14. The presence of counter charges and
moisture also affects cell operation and is another manifestation of
the complexity of the switching processes19,20.

The mechanism of filament growth and its stability has
also been the subject of intense experimental and theoretical
investigations, as it dominates switching times and the stability
of the bridging filament. Atomically resolved filament growth has
been demonstrated in gap-type cells1,16 and superionic electrolytes21
which exhibit quantized conductance. It has been postulated that
the growth of this initial filament during the forming state can
create nanochannels in the solid electrolyte, facilitating subsequent
switching15,22, and that partially grown filaments provide shorter
paths between the electrodes12,15. The observation that the resistance
of the on state is independent of the cell cross-section is often taken
as an indication of the presence of a single conductive filament.
A decrease in resistance of the on state with compliance current
can indicate an increase in the cross-sectional area of this single
filament; however, the formation of multiple filaments can also
explain the observed behaviour and can not be ruled out23. Given
the complexity of the processes involved, a complete understanding
of these cells will emerge only from direct observation and, thus,
extensive microscopy studies have been carried out4,24–26. Lu and
collaborators characterized filament formation and dissolution
in various material combinations using transmission electron
microscopy15, identifying two growth processes depending on the
character of the electrolyte. They also found that the narrowest
section of the filament is always near the inactive electrode.

Despite this impressive progress in a short time span, several key
questions remain unanswered. Importantly, we at present have a
limited understanding of how device size and operating frequency
affect the processes that govern the operation of nanoscale cells
switching in nanosecond timescales. Microscopy and detailed
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electrochemical studies lack the spatial and temporal resolution
needed to explore this regime—atomistic simulations can help
fill this gap. The significant switching nonlinearities observed
experimentally indicate that extrapolations of mechanisms, and
even physical properties, should be performed with care. Our
atomic-level simulations of devices at the scaling limit show that
stable bridging involves the formation of small, sub-critical, metallic
clusters in the electrolyte and their stabilization via electrochemical
reduction as they become connected to the inactive electrode.
Interestingly, we find that single-atom chains are unstable and do
not contribute to stable switching. Also, although the disruption
of the filament during reset starts at the inactive electrode, leaving
a partial filament connected to the active electrode, this filament,
surprisingly, dissolves before a new bridge is established.

In this Article we focus on Cu/SiO2 cells at the expected scaling
limit of the technology: approximately 7×7 nm2 cross-sections and
a dielectric thickness between 1 and 4 nm (the total cell thickness
including electrodes is∼6 nm). The surface of the active electrode is
patterned into triangular or conical shapes to mimic the roughness
in experimental samples (see Fig. 1), whereas that of the counter
electrode is taken to be flat. We generated an ensemble of EM
cells, ten with triangular electrodes (denoted T1 to T10) and four
with conical electrodes (C1 to C4). The devices in each class are
nominally identical, differing only in the atomistic configuration
of the amorphous SiO2 layers obtained by annealing independent
molten structures to room temperature (see Methods).

Even at this miniaturization limit, EM cells are too large
and switching timescales too long to be studied directly by
ab initio MD simulations. Thus, atomic interactions need to
be computed using empirical interatomic potentials; fortunately,
reactive interatomic potentials capable of describing the complex
chemical reactions in EM cells have been developed over the
past decade for a variety of materials. We use the ReaxFF
force field with environment-dependent charges obtained via
charge equilibration (QEq, ref. 27), which has been modified to
describe electrochemical reactions. Simulating EM cells requires the
application of an electrical potential difference, or voltage, between
the two electrodes, a particularly challenging task because their
shape evolves dynamically during switching. When the cell is in
the high-resistance state the external voltage leads to charging of
the atoms in the electrodes and generates an electric field across
the dielectric. A self-consistent description of this electrostatic

potential and its effects on partial atomic charges is critical for a
realistic description of the EM cell operation. To accomplish this
we extended the QEq method by modifying the electronegativity
parameter of the atoms in the electrodes (defined on the fly during
the simulation) to account for the external voltage28 (see Methods).
With this approach partial atomic charges are adjusted self-
consistently, based on the atomic configuration and applied voltage
at every time step during the dynamical simulation. Reducing the
electronegativity of the active electrode makes the metallic atoms
near its free surface electropositive and facilitates their dissolution
into the electrolyte. This is illustrated in the atomic snapshots
of Fig. 1b–e, which show electronegativity (bottom) and atomic
charges (top) as predicted by QEq for an applied voltage φ= 8V
during the forming, reset and set processes of one of the cells studied.
Although lower forming voltages, ranging from 4V to several mV
(refs 12,29,30), are usually applied to Cu/a-SiO2 cells, values as high
as 11V have been reported19. Our choice of voltage is motivated
by our interest in observing switching within the relatively short
timescales accessible to MD simulations. During switching, atoms
leave and join the electrodes, thus changing their shapes. To account
for the effect of this dynamical evolution of the electrodes on
electrostatics we periodically perform a cluster analysis based on a
distance cutoff to identify the atoms that belong to each electrode
and adjust the electronegativities accordingly; atoms dissolved in
the electrolyte and not in contact with either electrode are assigned
standard QEq electronegativity (see Fig. 1). Finally, when a filament
connects the two electrodes we linearly vary the electronegativity of
its constituent atoms according to their position between the two
electrodes (Fig. 1c,e).

Our many-body description captures, explicitly, all possible
atomic processes involved in the operation of EM cells, including
electrochemical dissolution, ionic transport, nucleation and
growth, including the dynamic evolution of atomic charges
during reactions and electric field enhancement around evolving
asperities and filaments. Extensive validation tests (see Methods
and Supplementary Methods for details) demonstrate the ability
of our approach to describe the electrochemistry in these
devices, both in terms of the thermodynamic driving force for
electrochemistry as well as the associated kinetics. At the same time,
a description of processes with such complexity necessarily involves
approximations. We do not include electronic transport when the
cell is in the on state, thus neglecting possible Joule heating and
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electromigration effects. Owing to the nanoscale dimensions of
our filaments, ballistic transport of electrons is expected and most
of the heat would be dissipated at the contacts and not within
the filaments, limiting Joule heating31. On the other hand, even
elastic scattering can lead to electromigration. Recent experimental
work on electromigration in metallic nanojunctions shows that the
voltage required to disrupt the contact is approximately equal to the
activation barrier for ion migration, which for Cu in SiO2 is of the
order of an electron volt3. When a filament forms during the SET
process the current is externally limited, resulting in low voltages
and negligible electromigration. However, during reset, the applied
voltages are large enough to cause electromigration; yet given
the significantly longer timescales involved in electromigration
studies (tens of seconds) its effect on switches operating in the few-
nanosecond regime is unclear. The force-field description of atomic
interactions also introduces uncertainties in the simulations, and
the Supplementary Methods includes an extensive set of validation
tests. The force field overestimates the interaction of Cu with the
dielectric and, thus, the dissolution. To estimate the effect of such
uncertainties we studied how switching timescales and mechanism
are affected by the modification of a key force-field parameter: the
interaction between Cu and O atoms that governs the energetics of
dissolution and migration (see Section 3.5 in the Supplementary
Methods). A reduction of 10% in this key force-field parameter
leads to slower Cu dissolution and longer switching timescales.
Importantly, an increase in voltage of only 0.5 V compensates for
the change in force-field parameter and yields the original switching
times; this provides an estimate of the uncertainties in our model in
terms of the applied voltage.

Starting with the thermalized cells, we simulate the initial
forming process at T = 300K and with an applied voltage of 8V.
After a stable, conductive filament is formed we turn the switch
off by reversing the applied potential and then back on again to
explore switching after the forming process. A movie of the full
cycle can be found in the Supplementary Methods files accessible
online. Figure 1a shows the results of such a simulation in terms
of the time evolution of the resistance state of the cell. Atomic
snapshots illustrating key events in the process are shown in 1b–
e. The cell is defined to be in the on state if a bridge of Cu atoms
connects the two electrodes (based on the cluster analysis described
above) and in the off state otherwise. We note that this binary
definition of the on/off state does not reflect the continuous increase
in conductance as the filament forms, but we find it useful and
efficient to analyse the dynamics of switching. As the initial forming
voltage is applied (notice the difference in electronegativity between
the active and inactive electrodes) the Cu atoms near the surface
of the active electrode become positively charged (blue atoms in
the top snapshot of Fig. 1b); this partial charge favours dissolution
into the SiO2 electrolyte. The simulations show that these dissolved
atoms form the first bridging filaments within one nanosecond.
Interestingly, these early, single-atom chain connections are short-
lived metastable states and the device alternates between the on and
off states for a further nanosecond until a stable filament develops.
The stability of the filament and the forming time will be discussed
in detail below, where an ensemble of EM cells will be analysed
for better statistics; we now describe the general mechanism of
the forming and programming processes. The stable nanofilament
bridging the electrodes can be observed in the snapshots of Fig. 1c
together with other partially grown filaments connected to the
inactive electrode. During erasing, a negative bias of−8V is applied,
as can be seen by the electronegativity shown in the bottom snapshot
of Fig. 1d; this leads to the rupture of the conductive bridge within
less than two nanoseconds. The filament breaks near the inactive
electrode, leaving a partially grown filament, this time connected to
the active electrode (see Fig. 1d). Notice that Cu atoms in contact
with either electrode match their electronegativity and Cu ions

dissolved into the electrolyte and isolated from the electrodes have
the standard electronegativity value from ReaxFF. Following the
first RESET phase, a programming voltage is applied and a new
bridge is formed in a very short time, switching the device back on
(see Fig. 1e).

These simulations provide a complete, atomic picture of
the operating mechanisms, with a time resolution inaccessible
experimentally, and we now describe the key steps in the forming
and programming sequences (see Fig. 2). As the Cu ions from the
active electrode dissolve into the electrolyte a large fraction of them
(∼50%) aggregate into small clusters (Fig. 2b). These aggregates are
relatively stable owing to the presence of metal–metal bonds that,
among other things, lead to lower partial charges as compared to
isolated atoms surrounded by electronegative oxygen atoms. As will
be discussed below, these clusters play a key role in the formation of
a stable conductive bridge.When positively charged Cu ions, driven
by the electric field, come in contact with the inactive electrode the
associated change in electrochemical potential reduces their atomic
charge significantly (this reduction process results in essentially
neutral atoms), leading to the creation of metallic nanofilaments
attached to the inactive electrode (see Fig. 2c). Thus, the applied
voltage stabilizes the filaments connected to the inactive electrode
(neutral Cu atoms are unlikely to dissolve in silica) whereas those
growing from the active electrode (positively charged) more easily
dissolve into the dielectric. The diffusivity of atoms in contact with
the inactive electrode is orders of magnitude slower than that of
ions dissolved in the dielectric (see Supplementary Section 4.3). In
this manner, a stable filament grows from the inactive electrode
by the progressive reduction of small clusters in the dielectric as
they become connected to it (see Fig. 2b,c). This process eventually
leads to the formation of a stable bridge, as shown in Fig. 2d.
Note that at this point our method imposes a gradient in the
atomic electrochemical potential across the contacting filament,
whereas in the experiments the applied voltage will be limited by
the compliance current.

When the voltage is reversed to reset the cell, the inactive
electrode becomes electropositive. Consequently, Cu atoms of
the filament in close proximity to the inactive electrode become
positively charged and, thus, more likely to dissolve into the
electrolyte. Therefore, the nanoscale filament dissolves near the
inactive electrode (see Fig. 2e) leaving a stable filament connected
to the active electrode (the small or even negative charge of these
Cu atoms stabilizes these non-bridging filaments). Both the filament
growth direction during forming and the location of its rupture
predicted in the simulations are consistent with experimental
reports onmuch larger EMcells with a-SiO2 electrolytes15, providing
additional validation to our approach.

When the applied voltage is reversed again to start a new
programming step the partial nanofilament attached to the active
electrode becomes electropositive and quickly dissolves into the
electrolyte (Fig. 2f,g). This is quite unexpected, as it is often assumed
that, after the initial forming step, switching involves growth of
pre-existing filaments and marks a striking difference between
nanoscale devices at the scaling limit and their larger counterparts.
Our simulations unequivocally show that partial dissolution and
regrowth are key steps in programming nanoscale cells. Despite
the dissolution of the existing filament, a new, stable filament is
re-established within a very short timescale owing to the large
concentration of Cu ions from the dissolution of the previous
filament (Fig. 2h). To quantify the heredity of subsequent bridges, we
calculated that the second bridge contains 85%of the atoms involved
in the first bridge created during the forming phase. Interestingly,
both stable filaments (Fig. 2d,h) have a conical shape and are thicker
at the active electrode, consistent with microscopy observations in
larger cells15. This shape could be mistaken as indicating growth
from the active to the inactive electrodes, whereas the dynamical
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Figure 3 | Switching characteristics of an ensemble of independent EM cells. a–c, Switching state of the cell (a), percentage of copper dissolved in the
solid electrolyte (b) and average coordination number of the atoms in the filament (c) for an ensemble of conical cells (left) and triangular-shaped
electrodes (right). The switching state evolution has been averaged using a moving window of 0.2 ns for clarity.

simulations clearly show a different process. Contrary to what has
been previously postulated22, an analysis of the atomic structure
of the solid electrolyte after switching does not show significant
structural changes in the electrolyte matrix caused by the formation
of the nanoscale filaments (see snapshots in the Supplementary
Fig. 4.1); an atomic volume calculation around Si andO atoms using
Voronoi tessellation shows a change of only 0.5% as a conductive
bridge is dissolved during reset.

One of the most intriguing results of our work is the formation
of short-lived metastable bridging filaments before a stable
switching is achieved. Although rapid fluctuations in the electrical
current during forming have been reported experimentally26, our
simulations show that this phenomena is pervasive at the nanoscale.
Thus, we now focus on quantifying filament stability. Figure 3
shows the switching behaviour of an ensemble of devices with
conical active electrodes (C1–C4) as well as cells with triangular
shapes (T1–T4); results for all cases studied are included in the
Supplementary Fig. 4.4. The on/off state in these plots is shown
as running averages over 0.2 ns timescales. We find that although
all devices switch within the 3 to 4 ns duration of the simulations,
only five of the eight cells form a stable bridge. The simulations
predict first-switching times ranging from 0.1 to 3 ns in these
devices, but longer times are required to establish stable bridges.
The large range in switching times is a direct consequence of the
intrinsic atomic-level variability of the amorphous electrolyte, and
the nanoscale dimensions of EM cells is critical to assess the ultimate
scalability of this technology. Switching times from a few to tens of
nanoseconds have been reported in Cu/a-SiO2 cells11,12,22, consistent
with our simulations. This provides an important semiquantitative
validation of our approach involving no adjustable parameters.
However, it is important to stress that a variety of factors influence
the switching time, and direct comparison between simulations and
experiments is challenging. Cell geometry, processing conditions
that affect the atomic structure of the dielectric and its interface
with the electrodes30,32, as well as the amount ofmetallic ions initially
dissolved in the electrolyte20,24,29 all affect switching timescales.

Multiple phenomena contribute to the timescales of stable
switching, including anodic dissolution, ionic transport and
reduction, and we now focus on their quantification for our
nanoscale devices. We observe a rapid dissolution of Cu ions
during the early stages of the forming phase, but within a fraction
of a nanosecond dissolution slows down, limited by the high
concentration of ions in the dielectric (Fig. 3b). The amount of
Cu dissolved into the electrolyte shows little sample-to-sample
variability (see Fig. 3b), and, although stable switching only occurs

when the concentration of Cu in the dielectric is over 12% per SiO2
formula unit, reaching a critical concentration of dissolved ions
is not sufficient for stable switching (see Fig. 3). The simulations
show that dissolution and transport are relatively fast processes—
and not rate-limiting for stable switching. This is consistent with
experiments and confirmed by simulations with 1 at.% of copper
atoms initially dissolved into the electrolyte that show comparable
switching timescales to those of pure SiO2 cells.

Given that the density of dissolved ions is not a good indicator
of switching, we now focus our attention on the aggregation
of Cu ions into small metallic clusters—that is, nucleation. A
detailed analysis of the atomistic trajectories over the ensemble of
devices indicates that the average metallic coordination (number
of metal–metal bonds) of the atoms in the filament is the key
factor determining the stability of the conductive bridge. Figure 3c
shows the average metallic coordination number of the atoms in
contact to either electrode during the simulation. The three devices
that do not form a stable filament during the simulation (C4, T3
and T4) exhibit the lowest metallic coordination of the ensemble.
Note that the density of dissolved Cu ions in these devices is
not particularly low. Stable switching (within the scales of the
simulations) is observed only if the filaments have an average
metallic coordination over three (that is, in average each atom
makes over three metallic bonds). The importance of metallic
coordination for stable switching highlights the key role aggregation
plays in stable switching at the nanoscale. A cluster analysis over the
dissolvedCu ions (Supplementary Section 4.2) shows that the largest
metallic clusters reach approximately ten atoms in size. Contrary to
whatwas observed experimentally in larger cells, these cluster donot
reach the critical nucleus size for growth before device switching.
Thus, in nanoscale cells operating at fast timescales, the bridging
filament is formed by the percolation of small, sub-critical clusters
that are stabilized by their electrochemical reduction.

Our simulations provide interesting insights into the atomic
structure of the nanoscale bridging filaments. We find that
reduction alone12 is not enough: the filament in device T3 short-
circuits the two electrodes for just over a nanosecond before
breaking up. This filament, shown in Fig. 4a, represents the weakest
possible bridge, a single chain of copper atoms. Unfortunately,
although this configuration would be attractive as the ultimately
scaled-down filament, our simulations show them to be only
metastable. In this configuration, each atom in the bridge makes
two bonds with its copper neighbours, leading to a low average
metallic coordination (approximately two in Fig. 3c). The stability
of such configurations has been assessed by considering a thermally
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Figure 4 | Atomic structure of bridging filaments in nanoscale EM cells. a–d, In all snapshots, colour represents the atomic charges ranging from red
(−0.3e) to blue (+0.3e). Amorphous SiO2 has been hidden for clarity.

excited particlewithin a potential biased by the electrostatic field11,22.
These calculations estimate that an energy landscapewith activation
energies in the range 1.4–1.5 eV would stabilize such single-atom
chain configurations for data retention3. Our explicit simulations
of the process show that single-atom chains of Cu in SiO2 do
not exhibit lifetimes beyond approximately one nanosecond. Note
that neglecting electrical currents when the switch is on in the
simulations would lead to an overestimation of the stability of the
bridges; this indicates that our observation of single-atom chains
being unstable is robust. All devices that exhibit stable switching
show an average coordination number between three and four
(cells C1, C2, C3, T1 and T2 in Fig. 3). Stable filaments exhibit
structures ranging from few-atom-thick chains to configurations
showing ordered and disordered regions, as represented in the
snapshots of Fig. 4b,c. The bridges responsible for switching in
cells C1 and C2 (see Figs 2d and 4b respectively) are two to three
atoms thick and once the stable configuration of the filament is
achieved after 2 ns, the cells remain switched on for the remainder
of the simulation. A different bridge configuration is observed
for device T2 in Fig. 4c. This disordered bridge contains copper
atoms with a local coordination of two to four and seems to be
stabilized by multiple paths to the inactive electrode. We note that
the electrochemical potential during forming or set steps stabilizes
the atoms in contact with the inactive electrode; thus stable bridges
can be thinner near the inactive electrode. Finally, we note that
a large metallic coordination is necessary—but not sufficient—
for stable switching. For example, the partially grown filaments in
cell C2 have an average metallic coordination greater than three,
but no percolation is achieved before three nanoseconds. Both
high metallic coordination numbers and percolation of clusters are
needed for stable switching. The results of the remaining cases
T5–T10 are consistent with these observations and detailed in the
Supplementary Methods.

In summary, amethod to describe electrochemical reactionswith
reactive molecular dynamics enables the first atomistic description
of the full operation of EM cells with sizes corresponding to their
scaling limit. The simulations predict switching on the nanosecond
timescales and provide a detailed picture of their operating
principles. The formation of stable conductive bridges necessitates
the aggregation of metallic ions into small, sub-critical nuclei,
as well as their percolation through the dielectric, stabilized by
electrochemical reduction. Surprisingly, the shape of the filaments,
often conical and thinner near the inactive electrode, does not
indicate the growth mechanism but is a result of the higher stability
ofmetallic atoms near the negatively charged inactive electrode.Our
simulations show that single-atom chains are metastable and break
up easily; this is unfortunate, as such a chain represents the ultimate
nanofilament. Fortunately, thin nanobridges with a few atoms in
cross-section are significantly more stable and can form and be
disrupted within nanoseconds. Dielectrics capable of increasing
the stability of single-atom chains would be attractive from a
miniaturization standpoint. We note that the simulations have no

adjustable parameters, as the reactive force field was parameterized
based on fundamental physical and chemical data unrelated to the
current application. In this sense, the simulations are predictive and
should be useful to guide experimental design by exploring other
materials/designs. Finally, the method developed and validated to
describe electrochemical processes with reactive MD simulations
is generally applicable and could be extended to explicitly account
for integer charge transfer, as in the redoxSQE method33, and to
enhance current state-of-the-art modelling of nanoscale batteries33
and capacitors34.

Methods
Atomic interactions are described with the reactive force field ReaxFF with a
parameterization based on the silica force field of ref. 35 and with Cu–O
interactions obtained from ref. 36. This provides an accurate description of the
energetics, structure and charge transfer for a Cu ion dissolved in SiO2 (see
Supplementary Section 2.2). Covalent interactions in ReaxFF are described in
terms of bond orders and electrostatic interactions by partial atomic charges
which are calculated self-consistently at every step of the dynamics using the
charge equilibration (QEq) formalism27. These charges (qi) are
environment-dependent and obtained by minimizing an expression for the total
electronic energy subject to the constraint of constant total charge. The total
electronic energy is written in terms of the atomic electronegativities χi and
hardnesses Hi as

∑
i χiqi+1/2Hiq2i + Jcoul, where Jcoul is the total electrostatic

interaction energy between atoms. To describe electrochemical reactions induced
by an external voltage φ, the electronegativities of the atoms in the active
electrode are set to χ0−φ/2 and those of the inactive electrode to χ0+φ/2;
where χ0 is the standard QEq parameter. Thus the difference in energy between
an electron in the active electrode and in the inactive electrode is eφ. We verified
our model by comparing the electric field generated by the application of a
potential difference between two electrodes separated by vacuum with the
analytical electrostatic solution (see Supplementary Section 3.2). Moreover, the
relative energetics of various atomic configurations of CB cells during switching
as a function of applied voltage show an accurate description of the effect of
voltage on the energy landscape that drives ion dissolution and migration,
including the energy barrier associated with a first layer of dissolved ions (see
Section 3.3 in the Supplementary Methods). Furthermore, the MD simulations
exhibit a larger number of Cu ions dissolved into the dielectric near the vertex of
the electrode asperity (see Section 4.6 in the Supplementary Methods), due to
field enhancement. The atoms of the inactive electrode are kept fixed during the
simulation to mimic their lack of electrochemical activity. The atomic structure of
the amorphous silica was obtained using an annealing approach known to
generate realistic structures37 and described in detail in Supplementary
Section 2.1. All simulations are performed using a modified version of the
simulation code LAMMPS (ref. 38), where we implemented our method to
describe electrochemical reactions. An important validation of the overall method
is that the simulation of cyclic voltammetry (Section 3.4 in the Supplementary
Methods) shows that our method captures non-trivial kinetics of the
electrochemistry, including hysteretic current–voltage curves.
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We use density functional theory (DFT) to study the thermodynamic stability and migration of
copper ions and small clusters embedded in amorphous silicon dioxide. We perform the
calculations over an ensemble of statistically independent structures to quantify the role of the
intrinsic atomic-level variability in the amorphous matrix affect the properties. The predicted
formation energy of a Cu ion in the silica matrix is 2.7 6 2.4 eV, significantly lower the value for
crystalline SiO2. Interestingly, we find that Cu clusters of any size are energetically favorable as
compared to isolated ions; showing that the formation of metallic clusters does not require
overcoming a nucleation barrier as is often assumed. We also find a broad distribution of activation
energies for Cu migration, from 0.4 to 1.1 eV. This study provides insights into the stability of
nanoscale metallic clusters in silica of interest in electrochemical metallization cell memories and
optoelectronics. VC 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4921059]

I. INTRODUCTION

The dissolution and clustering of metallic ions in dielec-
tric materials is important for a wide range of applications
including microelectronics where metallic interconnects can
dissolve into its surrounding dielectric,1–4 photonics where
metallic nanoclusters are used to engineer optical proper-
ties,1,5 and electrochemical metallization (ECM) cells for
resistive switching random access memory (RRAM). RRAM
devices operate by switching between low and high resist-
ance states and ECM cells are promising candidates for next-
generation non-volatile memory due to the potential of high
scalability, fast switching speeds, and ultra low power opera-
tion.6–10 ECM cells consist of an electro active electrode
(typically Cu or Ag) and an electro-inactive electrode sepa-
rated by a dielectric like SiO2

8,11 or solid electrolyte such as
GeS12 or GeSe.13 The resistive switching mechanism is
based on the dissolution of the active electrode into the
dielectric under the application of a voltage of the appropri-
ate polarity, the migration of the metallic ions through the
dielectric toward the inactive electrode, the formation of
small clusters and, eventually, the formation of a conductive
metallic bridge that short-circuits the electrodes.14 Thus, the
low resistance state is achieved by the electrochemical
formation of a metallic filament (a process called SET),
while the electrochemical dissolution of the filament results
in a high resistance state (RESET).

In this paper, we study the energetics of dissolution and
clustering of Cu ions in amorphous SiO2 as well as their
mobility using a combination of molecular dynamics with
reactive interatomic potentials and density functional theory.
The Cu/SiO2 system is of significant interest for ECM cell
applications7,15–17 due to desirable properties such as bipolar
switching11 and high compatibility with back-end-of-line
processing in CMOS integrated circuits.18 Both experimental

studies19–21 and atomistic simulations14 have shown the for-
mation of small, stable clusters to be the rate-limiting step in
the switching on nanoscale ECM cells. Reactive MD simula-
tions showed that the SET process involves the dissolution
of nanoscale filaments and the formation of new clusters that
are stabilized by reduction. Recent in situ electron micros-
copy studies revealed the electrochemical-driven dynamics
of small metallic clusters and the results used to explain
switching behavior.22 However, the energetics and kinetics
that govern this process remain unknown; for example, does
the formation of Cu clusters involve nucleation and growth
as postulated in Ref. 20 and prior work? If so, what is the
critical nucleus size and surface energy? Our ab initio results
show that the formation of clusters is always energetically
favorable and does not require overcoming a nucleation
barrier, if the process involves long timescales that allow the
silica atoms to relax around the Cu cluster. In addition, we
find relatively low activation barriers for Cu diffusion in
amorphous silica (in the range 0.4 to 1.1 eV); this finding
supports cluster formation as the rate-limiting step in nano-
scale devices.

The rest of the paper is organized as follows. Section II
describes the MD and DFT simulations in detail; in Sec. III,
we discuss the formation and clusterization energy of Cu
ions and clusters in amorphous silica. Section IV presents
activation energies for diffusion of copper in amorphous
silicon dioxide. Conclusions are provided in Sec. V.

II. SIMULATION DETAILS

We report on the thermodynamic stability of non-
interacting Cu ions and small clusters in amorphous SiO2

based on first-principles density functional theory calcula-
tions. In order to generate the initial structures for the DFT
calculations, we annealed a set of independent liquid struc-
tures using MD with the ReaxFF reactive force field.23

This procedure was shown to generate accurate amorphous
structures of silica24,25 and silicon nitride.26 The use of an

a)Author to whom correspondence should be addressed. Electronic mail:
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ensemble of structures is critical to capture the intrinsic
atomic-level variability in the amorphous matrix. We also
studied the diffusion of Cu ions in amorphous silica using
transition state theory based on the nudged elastic band
method.27,28 Subsections II A–II C provide details of the
simulations.

A. Amorphous structures models

The procedure to generate structure starts with a
3! 3! 2 orthorhombic supercell of a-cristobalite SiO2 from
which the two central unit cells are removed to accommo-
date the copper atoms or clusters. The cells contain 64 SiO2

formula units (192 atoms) and the number of Cu atoms was
varied between 1 and 8. The atomic interactions are
described with the ReaxFF force field23 described in Ref. 14
and all MD simulations are carried out using LAMMPS.29

The initial structures are heated to 4000 K (above the
melting temperature) and thermalized for 0.5 ns under iso-
thermal, isobaric conditions (NPT ensemble) using MD with
a time step of 0.5 fs. In the liquid state, the simulation cells
are deformed to a cubic shape maintaining the cell volume
constant. The liquid samples are then equilibrated for 1.5 ns
under isothermal, isochoric conditions (NVT) and 50 statisti-
cally independent melt samples are extracted from these sim-
ulations. Each of these structures is subsequently annealed to
300 K in 4.0 ns using a stepwise cooling scheme, resulting in
well-relaxed, statistically independent, structures. These
50 relaxed MD geometries are subsequently used as initial
structures for the DFT calculations, as discussed in
Subsection II B. Figure 1 shows representative structures
amorphous SiO2 structures with Cu clusters generated with
the procedure described above.

For the generation of copper clusters embedded into the
amorphous SiO2 matrix, we use fictitious bonds to keep the
Cu atoms together as a cluster at high temperatures, while
the silica matrix is melted around it. In contrast, for the
amorphous silica with non-interacting Cu ions no bond con-
straints are imposed on the Cu atoms and are allowed move
freely within the SiO2 matrix. We studied planar, linear
(Figure 1 top two rows of snapshots) and equiaxed clusters
(Figure 1 bottom panels). Prior DFT calculations in vac-
uum30,31 have shown planar structures to be energetically
favorable up to a size of 6 atoms and we aim to quantify if
this hold for Cu clusters dissolved in amorphous SiO2. In
addition to planar and equiaxed configurations, single-atom
chains are attractive for ECM cell memories as the ulti-
mately scaled filament. Similar to the copper clusters, the Cu
chains are generated by imposing fictitious bonds between
the atoms and constraining the bond angle to force the cop-
per atoms to remain in a linear chain configuration during
the melting process. For the last steps of equilibration at
300 K, all fictitious bonds and constrains are removed.

B. Density functional theory calculations

The geometry optimization and electronic structure cal-
culations were carried out using DFT as implemented in the
Vienna ab-initio simulation package (VASP).32,33 Projector-
augmented-wave (PAW) potentials34 were used to account

for the electron-ion interactions, and the electron exchange-
correlation potential was calculated using the generalized
gradient approximation (GGA) within the Perdew-Burke-
Ernzerhof (PBE)35 scheme. The kinetic energy cutoff for all
calculations was set to 500 eV and due to the relatively large
simulation size only the gamma-point was used for the
k-space sampling.

The structural relaxation of all structures was performed
using a conjugate gradient (CG) algorithm with a force toler-
ance of 0.01 eV/Å and the electronic relaxation was carried
out with a tolerance of 1! 10"5 eV.

C. Nudged elastic band characterization of migration

We used the nudged elastic band (NEB) method as
implemented in VASP28 to determine minimum barrier
energy diffusion paths between known initial and final
geometries representing metastable configurations of the
Cu/SiO2 system. The NEB calculations start from a set of
geometries interpolating36 between initial and final struc-
tures; then, the ionic positions of the different geometries are
iteratively optimized using only the ionic-force components
perpendicular to the hypertangent. The energy along the path
is later determined by spline interpolation based on the total
energy of the individual geometries and the tangential pro-
jection of the 3 N force components on each geometry.

The computation of energy barriers via the NEB method
in amorphous systems is not straightforward since the
method requires a priori knowledge of initial and final con-
figurations of the transition state chain. Due to the random
nature of amorphous structures there is no direct way to
determine metastable configurations of the Cu/SiO2 system.
In order to identify meaningful configurations to be used in
the NEB calculations, we performed MD simulations at
800 K of a copper ion diffusing in amorphous SiO2 using
ReaxFF and identified subsequent metastable configurations
between Cu jumps. We note that at 800 K the amorphous
silica matrix is not molten and we do not observe a signifi-
cant diffusion of oxygen and silicon ions. However, to avoid
possible contributions to the activation energy for diffusion
of copper originating from concerted diffusion of oxygen
and silicon ions, the initial and final configurations for the
NEB calculations are obtained using the same positions for
the Si and O atoms; only the Cu atom position changes. Of
course, during NEB calculation the constraint atomic relaxa-
tion is applied to all atoms in the system.

III. FORMATION AND CLUSTERIZATION ENERGIES

We define the formation energy of n Cu atoms dissolved
in amorphous SiO2 using fcc Cu and amorphous silica as
reference states using

Ef orm ¼ EðCun=SiO2Þ " ½hEðSiO2Þi þ nEf ccðCuÞ(;

where EðCun=SiO2Þ is the total energy of the simulation with
n Cu atoms dissolved in the silica matrix, hEðSiO2Þi is the
average energy of amorphous SiO2 samples with the same
number of formula units as the system of interest, and
Ef ccðCuÞ is the energy per atom of a fcc Cu unit cell.
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Blue histograms in Figure 2 show the distribution of for-
mation energies of equiaxed copper clusters with size 1 to 8
atoms. Interestingly, the distribution of formation energies is
quite broad with standard deviations between 2.4 and 3.8 eV,
see Table I. This is not surprising, as defect formation ener-
gies in amorphous silica25 show similar fluctuations and so
does the cohesive energy of amorphous silica samples,
shown for reference as red histograms in Figure 2 (with a
mean value shifted to zero).

Figure 3 shows the formation energy of isolated Cu ions
(blue) and clusters (red) as a function of the number of atoms
dissolved in the cell or clusters size. The linear dependence
of the energy with the number of atoms in the case of iso-
lated atoms indicates that interactions between Cu ions are
negligible. The average energy required to move a Cu atom

for the fcc metal into the silica matrix is 2.7 6 2.4 eV. We
are unaware of prior experimental or theoretical values for
this quantity but the predicted value can be compared with
formation energy of a copper impurity in a-cristobalite SiO2,
which has been determined from DFT to be 4 eV.37 As could
be expected we find that the formation energy in the amor-
phous phase is lower than for the crystals, where atoms have
less freedom to adjust around the dissolved ion.

Importantly, the clusters are energetically favorable as
compared to the isolated ions for all sizes studied. Figure 4
shows the clusterization energy, which is the energy differ-
ence between isolated copper atoms dissolved in silica and
its cluster counterpart, of Cu clusters with size 2–8 atoms.
We also plot the clusterization energy for cluster with planar
structure and single-atom chains of interest as the ultimate

FIG. 1. Snapshots of relaxed Cu/SiO2 structures with clusters for 1 to 8 atoms. The structures of three- and four-atom linear chains and planar structures are
also shown. These structures correspond to the final DFT relaxations after MD annealing using ReaxFF. dCu-Cu is the average Cu-Cu bond.
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nanoscale conductive bridge. Unfortunately for ECM appli-
cations, the single atom chains are less stable than the corre-
sponding equiaxed clusters indicating that such ideal
filaments might be difficult to obtain in practice during the
operation of ECM cells. This is in agreement with recent
results from MD simulations.14 Interestingly, we find that
equiaxed clusters are energetically favorable over planar
structures when the clusters are embedded in silica, the op-
posite trend as in vacuum. In addition, we show the

formation energies of Cu clusters in vacuum; these results
are in good agreement with prior DFT results.30,31 We note
that the relative stability of clusters with respect to the iso-
lated atoms is stronger in vacuum that in the silica matrix.

The partial pair correlation functions (or radial distribu-
tion functions) for Cu-Si and Cu-O provide insight into the
atomic arrangements around the Cu ions or clusters. Figure 5
shows these functions around Cu ions for equiaxed clusters
ranging from 1 to 8 atoms in size. For all copper cluster
sizes, we observe that the first shell around Cu atoms consist

FIG. 2. Formation energy distributions
of equiaxed Cu clusters 1–8 atoms in
size. The red distributions correspond
to the total energy distribution of
a-SiO2, which is the same for all cases.
The blue distribution represents the
energy of forming a Cu cluster of n
atoms by implanting Cu atoms in a-
SiO2 from its most stable phase (FCC).

TABLE I. Average and standard deviation values of the formation energy and Bader electrons of copper ions and equiaxed clusters embedded in amorphous
silica; data in parentheses indicate values for planar clusters.

Isolated ions Clusters

# Atoms Eform (eV) Charge (e) Eform (eV) Charge (e)

1 2.7 6 2.4 0.59 6 0.17

2 5.8 6 2.4 0.55 6 0.18 5.1 6 2.5 0.42 6 0.19

3 7.8 6 2.1 0.50 6 0.12 6.9 6 2.8 0.37 6 0.11

4 11.6 6 3.8 0.49 6 0.09 7.6 6 2.7 (7.5 6 2.7) 0.31 6 0.07 (0.29 6 0.09)

5 14.7 6 2.5 0.48 6 0.10 8.6 6 2.8 (9.7 6 2.7) 0.26 6 0.09 (0.27 6 0.07)

6 17.4 6 3.0 0.48 6 0.06 10.7 6 2.7 (11.5 6 3.1) 0.27 6 0.07 (0.21 6 0.07)

7 19.1 6 3.1 0.47 6 0.05 11.1 6 2.4 0.22 6 0.06

8 21.7 6 2.9 0.46 6 0.08 13.0 6 2.4 0.21 6 0.06

FIG. 3. Calculated formation energy of non-interacting Cu atoms and equi-
axed Cu clusters embedded in a-SiO2.

FIG. 4. Clusterization energy for small Cu clusters 1-8 atoms. Equiaxed cop-
per clusters in silica are shown in red diamonds, equiaxed copper clusters in
vacuum in blue triangle, Cu chains in dark blue triangles, planar structures
in silica and vacuum are shown in purple and green open squares,
respectively.
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of oxygen atoms at an average distance of ) 1.8 Å. This is
consistent with strong chemical reactivity between copper
and oxygen. Figure 5(a) shows a slight shift of the Cu-O cor-
relations as the number of copper atoms in the cluster
increases; we see a slight increase in Cu-O bond distance
with increasing cluster size and attribute this trend to the
increasing metallicity of Cu indicated discussed below.
Interestingly, this first shell is rather broad indicating the dis-
ordered nature of the matrix. A sharp peak corresponding to
Cu-Si is observed at approximately 3.2 Å. As expected, the
pair correlation for Cu-O and Cu-Si decreases as the size of
the copper cluster increases from 1 to 8 atoms.

Understanding the ionicity of the Cu atoms and clusters
is important to understand their bonding and their role in
ECM cells. Calculations of the atomic charges via Bader’s
atoms in molecule method38,39 for the Cu clusters and chains
are shown in Figure 6 and also displayed in Table I. The
high electron transfer (the charge on the isolated Cu ions is
close to þ 0.6 e) is consistent with strong Cu-O interaction
also highlighted in the partial pair correlation functions. The
calculations show that the average atomic charge is reduced
by a factor of two for 5- and 6-atom clusters as compared
with the single ion. This shows that relatively small clusters

show some metallic character, which is important to under-
stand the electrical conductivity of the nanoscale filaments in
ECM cells. Interestingly, the average charge on the isolated
Cu atoms decreased with increasing density of ions dis-
solved. Thus, even though the energetics shows little interac-
tions between ions, their electronic structure is changing. We
note that the predicted Bader charges are significantly higher
than the Mulliken populations reported previously, see
supplementary material of Ref. 14. We attribute this differ-
ence to the different methods used to extract it.

IV. ACTIVATION ENERGY FOR DIFFUSION

Figure 7(b) shows six representative energy landscapes
for Cu diffusion in amorphous SiO2. We note that in all but
one cases the energy of the initial and final states (obtained
from subsequent metastable states during a high-temperature
MD simulation) represent local minima. This is a good vali-
dation of the approach to combine high-temperature MD
simulations to identify metastable configurations with NEB
at the DFT level.

We obtain a wide range of energy barriers associated
with the migration of Cu ions through the amorphous net-
work. Activation energies range from 0.2 eV to just over
1 eV with an average value of 0.60 eV obtained from NEB
calculations over an ensemble of independent diffusion
paths, see Figure 7(a). Experimental studies40–42 show a
strong dependence of diffusion on the material processing
technique. Reported activation energy for diffusion of copper
in amorphous silicon dioxide ranges from 0.7 eV observed in
porous SiO2 to 1.1 eV in thermal deposited silica. The spatial
distribution of barriers is also important to understand ion
migration and obtain an effective activation energy for diffu-
sion; this is beyond the scope of this paper.

V. DISCUSSION

A fundamental knowledge of the dissolution, clusteriza-
tion, and migration of Cu in SiO2 is important in a variety of
applications, including ECM cells optoelectronics and nano-
electronics. In this section, we discuss the implications of

FIG. 5. Cu-O and Cu-Si partial pair
correlation functions of the Cun/SiO2

system with n¼ 1-8.

FIG. 6. Average Bader atomic charge of copper clusters (blue) and chains
(red).
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our results for ECM cells as dynamical switching and inter-
faces present additional challenges. It is well known that the
response of ECM cells depends strongly on processing con-
ditions and the resulting dielectric structure. For example,
results in Ref. 43 suggest a direct relationship between the
threshold voltage and the annealing conditions, leading to a
modulation of the switching (threshold) voltage after each
cycle. Thus, it is important to highlight that the results in our
paper correspond to well annealed, non-porous amorphous
silica. The atomistic structures have been shown to exhibit
defects consistent with those observed experimentally24,25

and the relatively high cooling rates in the simulation result
in higher defect densities compared to high-quality
amorphous silica.24

Experimental results on ECM memory devices20,44 sug-
gest that the rate-limiting step for switching (SET/RESET) is
the nucleation of stable copper cluster in SiO2. Other
reports22,44 proposed different filament growth and migration
regimes depending on the ionic mobility within the amor-
phous dielectric matrix and the redox rates of the metallic
inclusions. Importantly, our results show that the formation
of copper clusters in amorphous silica is always energetically
favorable and that no critical nucleus size exists. This
indicates that the formation of small clusters may not be hin-
dered by a nucleation barrier. However, the details of the
simulations may affect this observation. First, we note that
our results represent formation energies and do not include
the contribution of configurational entropy. Second, the sim-
ulations correspond to neutral charge states and the effect of
the applied voltage during the operation of the cell is not
included. Charge state calculations on these Cu clusters
would provide additional insight but are outside the scope of
this paper. In addition, clusterization at or near the interface
between the dielectric and the inactive electrode would fol-
low different energetics. Finally, in the simulations described
so far the oxide is allowed to relax around the metallic clus-
ters and, thus, the energetics presented here may not be
applicable for ultra-fast switching devices. The following

paragraph describes the results of additional simulations
designed to test the effect of the formation mechanism of
dimers on their energetics.

To test the effect of relaxation kinetics on the energetics
of clusterization during the dynamical formation of copper
clusters, we carried out steered molecular dynamics
(SMD)45–47 simulations of the formation of a copper dimer
embedded in amorphous silicon dioxide starting from two
non-interacting Cu ions. For this study, we used an ensemble
of 50 statistically independent amorphous silica structures
with two isolated copper impurities; using SMD, the copper
ions are pulled together at constant velocity to form a dimer
with an average bond distance of 2.45 Å. In order to simulate
the fast formation of Cu dimers of interest in ECM applica-
tions, the pulling velocity was set to 1.5! 10"2 Å/ps, leading
to total simulation time of approximately 0.5 ns; we use of a
spring constant for 2 000 kcal/mol-Å2 to exert force on the
two Cu ions. The dimer structures generated are then relaxed
with DFT as described in Sec. II B. Figure 8 compares the
distribution of clusterization energies from the SMD-
generated dimers (blue with an average of "0.8 eV) to the

FIG. 7. (a) Distribution of activation energy values of Cu in amorphous silicon dioxide obtained via transition state theory. (b) Representative minimum energy
paths corresponding to the activation energies in (a).

FIG. 8. Clusterization energy distributions of copper dimers embedded in
amorphous silica. The red distribution corresponds to the annealed Cu
dimers and the blue distribution corresponds to the SMD generated dimers.
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annealed ones (red with an average of "0.6 eV) and SMD
generated (blue). Very interestingly, these results show that
the dynamical formation of Cu dimers does not result in an
energy penalty with respect to fully annealed cases; i.e., the
matrix has enough flexibility to adjust to the formation of the
dimer. The SMD technique could be used to study the forma-
tion of larger clusters and confirm or deny whether this ob-
servation for dimers applies to larger systems.

VI. CONCLUSIONS

We presented an atomistic study of the dissolution, clus-
terization, and migration of Cu ions in amorphous silica ma-
trix combining MD simulations with reactive potentials to
predict structures and DFT to refine them and predict the
quantities of interest. Our results suggest that the clustering
of copper atoms in silica is always energetically favorable if
the matrix is able to relax around the metal cluster.
Furthermore, we found that Cu atomic chains are substan-
tially less stable compared to their cluster counterpart. The
broad distribution of formation energies suggests a strong de-
pendence on the local environment imposed by the amor-
phous matrix; this effect is also observed in the wide range
of activation energies for diffusion obtained along different
paths.

The results presented in this paper provide insight into
the operation of ECM cells and quantitative values for funda-
mental materials properties that can be used in continuum
models of these devices and is also of fundamental impor-
tance for other applications including optoelectronics.
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We describe a new method that enables reactive molecular dynamics (MD) simulations of electrochemical

processes and apply it to study electrochemical metallization cells (ECMs). The model, called EChemDID,

extends the charge equilibration method to capture the effect of external electrochemical potential on

partial atomic charges and describes its equilibration over connected metallic structures, on-the-fly,

during the MD simulation. We use EChemDID to simulate resistance switching in nanoscale ECMs; these

devices consist of an electroactive metal separated from an inactive electrode by an insulator and can be

reversibly switched to a low-resistance state by the electrochemical formation of a conducting filament

between electrodes. Our structures use Cu as the active electrode and SiO2 as the dielectric and have

dimensions at the foreseen limit of scalability of the technology, with a dielectric thickness of approxi-

mately 1 nm. We explore the effect of device geometry on switching timescales and find that nanowires

with an electroactive shell, where ions migrate towards a smaller inactive electrode core, result in faster

switching than planar devices. We observe significant device-to-device variability in switching timescales

and intermittent switching for these nanoscale devices. To characterize the evolution in the electronic

structure of the dielectric as dissolved metallic ions switch the device, we perform density functional

theory calculations on structures obtained from an EChemDID MD simulation. These results confirm the

appearance of states around the Fermi energy as the metallic filament bridges the electrodes and show

that the metallic ions and not defects in the dielectric contribute to the majority of those states.

1. Introduction

Electrochemical processes are at the heart of a wide range of
established and emerging applications from energy storage1

and materials processing to nanoelectronics2–5 and neuro-
morphic computing.6,7 In nominally all applications of current
interest the operation of devices is an emergent phenomenon
that originates from the interplay between processes with dis-
parate time and length scales; these include: electrochemical
reactions at complex interfaces, dissolution and deposition of
ions, their transport and aggregation, injection and trapping
of electrons and holes, changes in composition, phase and
valence changes in the electrolytes, Joule heating and electro-
migration. Remarkably, some of these devices can be scaled
down to the nanoscale and operate at nanosecond timescales,8

opening not only exciting potential applications but also com-
plicating their experimental characterization. As a result, the
atomistic mechanisms that govern the operation of devices

like batteries, pseudocapacitors and electrochemical metalliza-
tion cells are not fully understood. Given these significant
challenges and the increasingly important role of molecular
dynamics simulations in materials science, it is perhaps sur-
prising that the first attempts to describe electrochemical pro-
cesses using empirical force field methods date back only a
few years.9–11 In this paper we describe the electrochemistry
dynamics with implicit degrees of freedom, the EChemDID
method, which enabled the first fully atomistic simulations of
electrochemical metallization cells (ECMs) that can exhibit
ultra-fast resistance switching, and apply it to explore the role
of device geometry and atomic processes in the switching
of ECMs.

Nanoscale resistance switching electrochemical devices
hold great promise as memory and logic elements in future
nanoelectronic devices with the potential to contribute to the
extension of Moore’s law beyond the rapidly approaching end
of scaling and even enable neuromorphic computing. Resist-
ance- and threshold-switching electrochemical cells are fascinat-
ing devices that can reversibly or irreversibly change their
electrical resistance with an applied voltage via a variety of pro-
cesses induced by electrochemistry.12–14 Their deceptively
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simple structure, consisting of two metallic electrodes separ-
ated by a solid dielectric or electrolyte, seems at odds with the
wide range of I–V characteristics that can be achieved by the
appropriate choice of materials:13 from linear to non-linear
bipolar and nonpolar resistance switching to threshold switch-
ing (an abrupt but reversible change in resistance). Impor-
tantly both from the applied and basic science points of view,
these devices can exhibit switching in nanosecond timescales8

and scaling to approximately ten nanometers,15 where the dis-
tinction between material and device becomes meaningless.
Despite the significant experimental and theoretical efforts
devoted to these devices in recent years the underlying
material processes responsible for their remarkable properties
are not fully known. Even the switching mechanisms, inter-
facial reactions, and the nature of the conducting paths are
not known in many cases.13 Recent experimental studies
based on high-resolution transmission electron microscopy
imaging16 and scanning tunneling microscopy17,18 are provid-
ing key insights and quantitative information regarding the
fundamental physics of these devices. However, these tech-
niques are not without limitations, especially when dealing
with devices at their miniaturization limit (few nanometers)
and operating at ultra-fast speeds (nanoseconds). In section 3
of this paper we use EChemDID to explore the resistive switch-
ing of nanoscale ECMs consisting of Cu as the active electrode
and SiO2 as the dielectric. We focus on the effect of device geo-
metry on switching dynamics and find that nanowire geometry
tends to facilitate the creation of the metallic filament. Inter-
estingly, the simulations show that switching occurs with neg-
ligible changes in the atomic structure of the amorphous
dielectric. Section 4 introduces multiscale simulation coupling
EChemDID to ab initio electronic structure calculations to
study the electrical characteristics of the systems. We find an
increased number of states around the Fermi energy of the
dielectric as a metallic filament bridges the electrodes and
that these states predominantly originate on the metallic ions
and not on defects in the dielectric.

2. Reactive molecular dynamics of
electrochemistry
2.1 Reactive MD simulations

The use of many-body, partial bond-orders to describe covalent
interactions19,20 together with charge equilibration methods
(QEq, initially proposed by Rappe and Goddard21 and by
Mortier et al.22) to obtain geometry dependent partial atomic
charges led to the development of powerful reactive force
fields such as ReaxFF,23 COMB24 and REBO.25 These reactive
potentials enable large-scale (multi-million atoms) molecular
dynamics of material processes involving chemistry. Examples
of recent successes include areas as disparate as shock-
induced decomposition of explosives,26 combustion,27 water
reactions in cement,28 and reactions in nanomaterials.29 In
this paper we use the reactive force field ReaxFF that has been
parameterized to describe Cu, SiO2 and its interactions30,31 to

model the ECMs of interest. A detailed description of the
potential including extensive validation tests and sensitivity
analysis are included in the ESI of ref. 10 and will not be
repeated here. The following subsection describes how
EChemDID enhances reactive MD simulations enabling the
description of an external electrochemical potential to reactive
metallic electrodes.

2.2 EChemDID simulations

Over the last 10 years Strachan and collaborators have develo-
ped a family of simulation techniques denoted dynamics with
implicit degrees of freedom (DID)32 that was recently extended
to describe electrochemistry. DID couples particle dynamics
with the evolution of degrees of freedom that are not captured
explicitly in the particle description. For example, an impor-
tant application of DID is the capability of describing the
thermal role of electrons in MD simulations of metals via an
implementation of the two-temperature model.33

DID describes time evolution of the local electronic tem-
perature in the vicinity of an atom i (Telei ) using the atoms as a
grid and coupling to the atomistic dynamics via the position
update equation:33

Ṙi ¼ Vi þ γiFi ð1aÞ

V̇ i ¼
Fi
Mi

ð1bÞ

Ėele
i ¼ CiṪele

i ¼ γjFij2 þ κ ele∇2Tele
i ð1cÞ

where the subscripts denote atoms, R, V, F and M are the
atomic position, velocity, force and mass, and κele is the
thermal conductivity of the valence electrons. The dynamical
parameter γi governs the strength and directionality of the
energy transfer between the electronic and atomic subsystems
at location i. It is defined as: γi ∝ μ(Tioni − Telei ), where Tioni is
the local atomic temperature in the vicinity of atom i and μ is
the strength of the electron–phonon coupling. The Laplacian
in eqn (1c) is solved numerically via:32,33

∇2Tele
i ¼

X

j=i

Ti � Tj

Rij
2 ωðRijÞ ð2Þ

where ω is a localized weighting function that defines the
extent of the local neighborhood of the calculation; see ref.
32 and its ESI document. The range of this local weighting
function is a few atomic distances and its details do not
affect the results in an appreciable manner; this is due to
the fact that in the applications of interest the local elec-
tronic temperature and its Laplacian do not vary significantly
within atomic distances. The DID formulation has several
desirable properties, total energy (ions plus electrons) is con-
served, the equations are Galilean invariants and we demon-
strated the strong foundations of the approach in statistical
mechanics.33 The method was recently extended to accu-
rately describe metal/semiconductor and metal/insulator
interfaces by enabling direct electron–phonon coupling across
the interface.34
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We recently combined the DID method with a modified
version of charge equilibration to enable the application of
external voltages in reactive MD simulations. This new
method, called EChemDID, enabled the first atomistic simu-
lation of an electrochemical metallization cell.10 In the QEq
formalism, partial atomic charges are computed on the fly
during molecular dynamics simulations from a self-consistent
minimization of the total electrostatic energy, written as:21,22

EðfRigfQigÞ ¼
XN

i

χiQi þ
1
2
HiQi

2
� �

þ
XN

i,j

QiQjJðRijÞ ð3Þ

where J (R) is the distance dependence of the electrostatic inter-
action (often shielded Coulomb). QEq requires the atomic
electronegativity χi and hardness Hi parameters as input and is
often parameterized against partial charges obtained from ab
initio. The application of an external electrochemical potential
difference Δϕ between atoms in two electrodes causes an
energy difference in an electron of eΔϕ; this can be accom-
plished within QEq by changing the electronegativity in one
electrode to χi → χi + Δϕ/2 and to χi → χi − Δϕ/2 in the other.
To simulate the effect of an external electrochemical potential
EChemDID assigns an additional dynamical variable to each
metallic atom to represent the local external electrochemical
potential ϕi. This value is added to the atomic electronegativity
used for charge equilibration, thus affecting the charge distri-
bution and enabling electrochemical processes.

The challenge is to dynamically equilibrate the electro-
chemical potential in connected metallic regions during a
reactive simulation, including atoms dissolving into the dielec-
tric or depositing from it. EChemDID describes this equili-
bration process using a diffusion equation for ϕi:

ϕ̇i ¼ kϕ∇2ϕi; ð4Þ

where kϕ is an effective diffusivity for the electrochemical
potential. This fictitious dynamics (instead of solving Max-
well’s equations) is chosen for computational convenience.
The electrochemical potential propagates at the speed of light
and, consequently, its equilibration occurs much faster than
any atomistic processes. For our purposes the details of this
ultra-fast equilibration are irrelevant and sufficiently fast
diffusive equilibration meets our needs. We numerically solve
eqn (4) on-the-fly during the MD simulation using atoms as a
grid and a local weighting function as in the DID method
described above, eqn (3).

Fig. 1 exemplifies EChemDID in the two devices of interest
in this paper: (i) a configuration with a fin-shaped active elec-
trode and (ii) a core/shell nanowire. The snapshots show the
metallic atoms in the systems (the dielectric is not shown for
clarity) and atoms are colored by electrochemical potential in
the top panels and partial atomic charge in the bottom ones.
In these simulations an electrochemical potential difference of
8 V is applied to a group of atoms in the active (electropositive,
blue) and inactive (negative, red) electrodes far away from the
electro-active interfaces. As seen in the top panels, EChemDID
equilibrates the applied electrochemical potential throughout

the metallic structures and affects the atomic charges, bottom
panels. We see that the charges appropriately localize at the
free surface of the metallic structures.

An important by-product of EChemDID is its ability to
describe resistive electron transport when a metallic filament
bridges between two electrodes kept at different potentials. This
originates from the diffusive nature of eqn (4) used to equili-
brate the electrochemical potential. We note that under
diffusive electrical transport the gradient of the electrochemical
potential is proportional to the electronic current density; thus,
the Laplacian in the RHS of eqn (4) represents the divergence of
the current density around site i (i.e., time derivative of the total
charge density around the site). The details of the calculation of
the electronic current are explained in ref. 11 and will not be
repeated here in the interest of brevity. EChemDID has been
implemented in the parallel molecular dynamics package
LAMMPS from Sandia National Laboratories35 and is available
for download from our website.36

2.2.1 EChemDID summary. In concluding this section, we
point out that simulations presented here involve no tunable
parameters and are, thus, predictive. The inputs are force field
parameters that were obtained from ab initio simulations
designed to describe the various interactions but not specifically
designed for electrochemistry or ECM simulations. The EChem-
DID parameters to describe the equilibration of electrochemical
potential have a negligible role in the simulations and are only
chosen so that the equilibration of the voltage occurs fast com-
pared with atomic processes. We also highlight that simulations
of this complexity necessarily involve approximations, neglect
processes and include uncertainties. These include the use of a
force field to describe atomic interactions, limitations intrinsic
to the charge equilibration method used, and the neglect of
electronic transport when the conducting filament forms. As
discussed in section 5 we believe these approximations do not
affect the main results of our simulations.

Fig. 1 Atomic structure of the ECM devices studied and the equili-
brated local electrochemical potential under an applied voltage of 8 V
(top) as well as the corresponding partial atomic charges (bottom).
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In addition to the use of an interatomic potential to
describe interactions, EChemDID does not describe electron
transport (including trapping defects). Consequently, Joule
heating and electron migration are not modeled at this point.
These processes would not play an important role until a brid-
ging filament is formed, enabling electronic current. However,
a compliance current is imposed to limit electron flow and
control the conductivity of the filament;37,38 thus limiting
Joule heating. The characteristic time for thermal equilibration
can be estimated as the ratio between the characteristic length
squared (taking into account the oxide thickness we can take
this as ∼4 nm2) and the thermal diffusivity (a typical value for
oxides is 10−6 m2 s−1). This yields 4 ps, indicating that the
thermal equilibration occurs in timescales significantly shorter
as compared with switching and justifies our neglect of Joule
heating and the use of a thermostat to maintain constant
temperature throughout the simulations. The neglect of Joule
heating in the current version of EChemDID implies that
RESET is governed by electrochemical dissolution and not
aided or driven by Joule heating. This is consistent with experi-
mental observations in bi-polar devices where erase voltages
are lower than those required for significant Joule heating39

but would not apply to unipolar devices.3

2.3 DFT electronic structure calculations

Ab initio electronic structure calculations of the operation of
the ECMs of interest here will be computationally prohibitively
expensive for the foreseeable future; yet, only such calculations
can provide answers to some of the key open questions in the
field such as the nature of electronic transport. To bridge this
gap, we performed EChemDID MD simulations on small simu-
lation cells (275 atoms) and extracted a series of atomistic con-
figurations to study their electronic structure using density
functional (DFT) calculations.

The geometry optimization and electronic structure calcu-
lations were carried out with DFT using the Vienna ab initio
simulation package (VASP).40,41 Projector-augmented-wave
(PAW) pseudopotentials42 were used to describe core electrons,
and the electron exchange–correlation potential was computed
within the generalized gradient approximation (GGA) as pro-
posed by Perdew–Burke–Ernzerhof (PBE).43 The kinetic energy
cutoff was set to 500 eV and only gamma-point calculations
were carried out due to the relatively large simulation cells.
The conjugate gradient method was used for the structural
relaxation with a maximum force tolerance of 0.01 eV Å−1 and
the self-consistent field electronic relaxation proceeds until a
tolerance of 1 × 10−5 eV is reached.

3. ECM simulations: role of dielectric
chemistry and structure on switching
3.1 Systems of interest and simulation details

We study ECM cells with Cu as the active electrode and amor-
phous SiO2 as the electrolyte; this system is attractive due to

the wide availability of experimental data and compatibility
with CMOS processing. In order to study the effect of device
geometry on switching timescales and filament stability, we
focus on three classes of devices, see Fig. 2: (i) a parallel elec-
trode setup with an active electrode patterned in a conical
shape, as described in our previous study,10 (ii) a nanowire
geometry with a shell made of the active electrode and an in-
active electrode core separated by the dielectric (center panels
of Fig. 2), and (iii) a structure with a fin shaped active electrode
(right panels in Fig. 2). We impose periodic boundary con-
ditions in two dimensions for the parallel electrodes and fin
devices and 1D periodic boundary conditions in the nano-
wires. For better statistics, we generated an ensemble of struc-
tures of each type of device differing only in the atomic
structure of the amorphous dielectric; these will be denoted
C1–C4 (conical electrode), NW1–NW4 (core–shell nanowires)
and F1–F4 (for the fins). In order to isolate the effect of device
geometry on switching timescales, the nanowire and fin
devices both have dielectric thicknesses of 1 nm; this is also
the separation between the tip of the cone and the inactive
electrode in the parallel plate device. In this way, the distance
ions need to migrate to reach the inactive electrode is nomin-
ally identical in all cases. For simplicity, the inactive electrode
is modeled using the Cu interatomic potential but all atoms
are kept at fixed positions throughout the simulation.

The number of atoms in the devices range from 20 594 to
47 847 and the MD simulations of switching involve up to
2.5 ns timescales. Such system sizes and timescales are beyond
the capabilities of ab initio simulations today and in the near
future, highlighting the importance of empirical approaches
like EChemDID and reactive force fields. Even with EChem-
DID/ReaxFF, the simulations presented here are computation-
ally intensive; for example, a 1.5 nanosecond simulation of the
NW1 device takes 670 hours of wall clock time running on
32 cores of Purdue University’s Conte compute cluster.

Fig. 2 Geometry of the three types of ECM cells studied: parallel elec-
trodes with patterned active electrodes, core/shell nanowires, and fin
active electrodes. Top panels show relaxed geometries and bottom
show open representations of the structures.
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Generating well-relaxed amorphous structures for the
dielectric is critical for the reliability and reproducibility of the
simulations. We start from an amorphous SiO2 (a-SiO2) system
with 30 000 atoms generated following a melt and quench pro-
cedure as described in our previous work.45 The a-SiO2 is then
patterned in the desired shape and inserted between the active
and inactive electrodes. Additional Si and O atoms are added
to the electrolyte in order to maintain the overall stoichiometry
of a-SiO2. The dielectric is then re-annealed in the presence of
the electrodes; we heat the SiO2 to T = 4000 K and maintain
this temperature for 50 ps while keeping the atoms in the elec-
trodes as a rigid body. We follow this high-temperature relax-
ation by an annealing to T = 300 K in 370 ps (cooling down at
10 K ps−1). The last step in the preparation of the cells for
electrochemical switching is thermalization of the entire
system (including electrodes) at a temperature of 300 K. The
final cells are stress free and the densities of the a-SiO2 dielec-
tric are consistent with the previous work and in good agree-
ment with the experiment.

All simulations are performed using the parallel MD simu-
lator LAMMPS35 with atomic interactions described using
ReaxFF as described in ref. 10. All simulations use the follow-
ing EChemDID parameters. The range of the weighting func-
tion that describes the equilibration of the electrochemical
potential is set to 4 Å and the parameter kϕ that describes the
fictitious electrochemical diffusivity is 4 Å2 fs−1.

3.2 Reactive MD simulations of switching

Before operation, i.e. the periodic switching of the device to
the low-resistance state (SET) and the high-resistance state
(RESET) the devices need to be FORMED, i.e. switched for the
first time. This initial switching often requires higher voltages
and longer times than the subsequent SET processes. In order
to simulate the FORMING of the devices described in section
3.1 we apply an electrochemical potential of 8 V across the cell,
setting an electrochemical potential of +4 V to the active elec-
trode and −4 V to the inactive one. The electrochemical poten-
tial is externally set for a metallic group of atoms away from
the electrochemically active interfaces and EChemDID equili-

brates the potential across the two metallic electrodes, see
Fig. 1.

The top panels of Fig. 3 show the EChemDID current (see
eqn (10) in ref. 11) between the electrodes as a function of
time during the FORM simulations. A non-zero value indicates
the presence of the bridging metallic filament between the
active and inactive electrode. The results are consistent with
our previous simulations on parallel electrode setups with pat-
terned active electrodes.11 These simulations showed switch-
ing timescales ranging from approximately 0.5 ns to 5 ns and
intermittent switching in many cases caused by metastable
single-atomic chain filaments. These switching timescales
are consistent with experimental results;5 we consider this
agreement quite remarkable given that none of the model
parameters were tuned to describe either ECM cells or electro-
chemical reactions.

Interestingly, the simulations reported in Fig. 3 show that
the nanowire devices tend to switch at shorter times than the
FIN ones. Devices NW3 and NW2 switch within ∼0.5 and
∼1.2 ns of the application of the voltage while no FIN device
switches before 1.7 ns. Devices NW4 and NW1 exhibit inter-
mittent switching before 1.5 ns (denoted by a weak and fluctu-
ating current). We found that the NW switching timescales are
consistent with the geometries studied in ref. 10 composed of
conical and triangular patterned active electrodes. As the Cu
ions dissolve into the dielectric and move towards the inactive
electrode core, their density increases and so does the chance
of forming nanoscale Cu clusters that are critical for switching.
Fig. 3 (bottom panels) shows the time evolution of the density
of Cu atoms dissolved in the dielectric. The density of Cu ions
in the dielectric increases faster in the NW devices. The
EChemDID currents and Cu concentration in Fig. 3 indicate
that reaching a threshold density of Cu dissolved in the dielec-
tric is a necessary condition for stable switching but it is not
sufficient. Consistent with ref. 10, our results indicate that
stable switching requires at least 4% Cu per SiO2 atom but
that this alone does not guarantee stable switching. We attri-
bute the slower switching timescales of the FIN devices to
the large fraction of their electrode/dielectric interface being

Fig. 3 Electrical current computed with EChemDID (top) for nanowire (left) and fin shaped (right) structures as well as the corresponding concen-
tration of Cu dissolved in the solid electrolyte (bottom).
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atomically flat (perfectly flat interfaces tend to slow the copper
dissolution and therefore increase switching time, as will be
discussed in section 4). In addition, the nanowire geometry
leads to a convergence of the dissolved ions into smaller areas
as they approach the inactive core electrode favoring the for-
mation of Cu clusters and the conductive filament.

Following the FORMING simulations, we RESET one device
of each geometry (NW2 and F1) by reversing the voltage. The
results are shown as dotted lines in Fig. 3. When the voltage is
reversed, a large amount of current is detected because the
electrochemical potential has to be re-equilibrated in both
electrodes, hence the peaks at 1.5 ns and 2.5 ns observed for
the NW2 and F1 structures, respectively. Device F1 switches
OFF in a short period of time (in approximately 10 ps) whereas
it takes an order of magnitude longer time to switch OFF the
NW device (∼100 ps). This last observation correlates with the
high concentration of Cu dissolved in the electrolyte for the
NW case, slowing down the RESET process. As with FORMING,
we expect significant device-to-device variability and study
involving several structures and multiple SET/RESET cycles
will be required to draw more rigorous conclusions.

3.3 Atomic structure of bridging filaments and
dielectric structures

We now focus on the atomistic structure of the nanoscale fila-
ments responsible for the low-resistance state of the devices
and the effect of the metallic ions on the amorphous dielec-
trics. Knowledge of the shape of the bridging filament is
important to predict its electrical characteristics and can
provide insight into the process of their formation as well as

stability. Similarly important is to understand the processes
that occur in the dielectric as it accommodates the ions during
switching. For example, it has been postulated that nanoscale
voids or cavities created during the FORMING process contrib-
ute to subsequent switching steps.44

Fig. 4 shows snapshots of the bridging filaments of the
various devices. For clarity only metallic atoms are shown and
they are colored according to their partial charges (blue rep-
resents positive charge and red negative). The snapshots
clearly show the positive charge of the metallic atoms on the
surface of the active electrode and ions dissolved into the
dielectric. In addition, inspection of atoms that have come
into contact with the inactive electrode reveals their electro-
chemical reduction as described by EChemDID. This chemical
reduction stabilizes the atoms in contact with the negative
electrode (electro-positive ions in contact with the active elec-
trode are favored to dissolve into the dielectric while dis-
solution is unfavorable for neutral or negatively charged Cu
atoms). As we found for planar geometries, stable switching
requires filaments a few atoms thick near the active (positive)
electrode but chemical reduction enables thinner (even single
atom) shapes near the inactive electrode. This leads to fila-
ments with approximately conical shapes, thicker near the
active electrode. We stress that this shape has its origin in the
relative stability of Cu near either electrode and not in the
growth process.

We now turn our attention to the atomistic structure of the
dielectric during switching. Specifically, we focus on possible
defects generated as Cu ions migrate through the amorphous
structure. A perfect amorphous SiO2 network consists of SiO4

Fig. 4 Snapshots of the metallic filaments observed in the simulations. The top and bottom snapshots show filaments observed in NWs and FIN
geometries, respectively. The colors represent partial atomic charges ranging from −0.2e (red) to +0.2e (blue) and the amorphous silica has been
hidden for clarity.
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tetrahedra bridged by shared O atoms and deviations from
this coordination indicate point defects. Thus, we characterize
the local coordination of each Si and O atom in the dielectric
during switching and identify defects as sites that deviate from
the perfect network (i.e. Si with coordination other than four O
atoms and O atoms with coordination other than two Si).
Fig. 5 shows the temporal evolution of the fraction of defective
atoms in the simulations. As in all amorphous structures a
level of intrinsic defects is present from the outset.45 The
small device to device variability denotes the reproducibility of
the structure generation procedure and that of the simulation
results in general. Quite surprisingly, the density of defects
does not increase during the FORMING process, the amor-
phous structure is able to accommodate the electrochemically
dissolved metallic ions. This is an important result and it indi-
cates that the process of FORMING does not generate perma-
nent defects or channels that could subsequently be used for
switching during SET and RESET. In addition, this result indi-

cates that structural changes or defects in the dielectric are not
likely to contribute to the electronic transport. This obser-
vation applies to the nanoscale devices studied here and it is
possible that nanoscale pores or channels form in larger
devices.

4. Multiscale modeling of electronic
structure during switching
4.1 Systems of interest and simulation details

In order to characterize the electronic structure of the electro-
chemical metallization cells during switching we performed
DFT calculations of atomic configurations obtained during the
switching of a small device as described in section 2.3. The
device, see snapshots in Fig. 6, consists of parallel, flat electro-
des and a 1.3 nm thick dielectric. The cross-sectional area of

Fig. 5 Total point defect density (silicon and oxygen) in the a-SiO2 electrolyte for various ECM cells (left: NWs and right: FIN geometries) as a func-
tion of switching time.

Fig. 6 Projected density of states for small electrochemical metallization cell devices and snapshots of the atomic structure throughout the switch-
ing process. The density of states has been projected on the atoms of the solid electrolyte region.
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the simulation cell is 1.05 × 1.05 nm. The generation of the
atomistic structure of the smaller devices only differs from the
one laid down in section 3.1 in the selection of electrode ter-
mination and switching voltage. Due to the limited number of
atoms, we use atomistically flat terminations for the electro-
chemically active and inactive electrodes which makes the
initial dissolution of ions into the dielectric more difficult. As
in section 3, the switching process is driven by a potential
difference of 8 V across the device.

The total MD simulation time of the small device is
8.25 ns, and copper ion dissolution is initially observed to
take place around 3.5 ns. The insets in Fig. 6 show the atomic
snapshots of the metal–insulator–metal device at different
stages of the switching process and these select structures are
used for the DFT calculations. The MD generated structures
are fully relaxed with DFT–GGA using the settings and toler-
ances discussed in section 2.3. The electronic density of states
(Kohn–Sham eigenvalues) of the relaxed structure is calculated
and projected on the atomic sites of the dielectric region to
study how the addition of Cu ions changes its electronic
structure.

4.2 Electronic structure evolution during switching

Fig. 6 shows the electronic density of states of the dielectric
region (amorphous silicon dioxide and dissolved Cu ions) at
several stages of the switching process. We observe a relatively
small availability of states in the vicinity of the Fermi level
(located at zero in all cases) during the first 3.5 ns of the simu-
lation when no copper ions have been dissolved. In these
plots, the valence band edge is right below zero and the con-
duction band starts at near 4 eV. As expected, intrinsic defects
lead to electronic states within the band gap and we attribute
the slight variation in the density of states before any copper is
embedded in the electrolyte to variations in the amorphous
structure.46 A detailed analysis of the electronic structure of
the initial amorphous SiO2 including the effect of defects and
surface states is beyond the scope of this paper where we focus

on the effects on the dissolution of Cu. The dissolution of the
first ion takes place at approximately 3.7 ns and this is fol-
lowed by the rapid dissolution of several nearby ions and the
formation of an ultra-thin filament, see snapshots at 3.75 and
4.0 ns. The presence of these metallic ions leads to a sharp
increase in the density of states of the dielectric region around
the Fermi energy. Further analysis of the density of states via a
projection on Si and O atoms (shown as green lines in the
bottom panels or Fig. 6) indicates that their contribution to
the states around the Fermi energy is minimal. Thus, the elec-
tronic states responsible for electronic transport are contribu-
ted by the metallic ions and not by defects induced in the
dielectric. This is in agreement with other DFT calculations47

on crystalline silicon dioxide with copper inclusions where
copper derived states show a dominant contribution to the top
of the valence band and the bottom of the conduction band.
Pandey et al. reported an increase in the number of localized
states in the mid-gap with increasing concentration of copper
and complete metallization for concentrations greater than
3.3 × 1022 cm−3. Our simulations at 4 ns have a Cu concen-
tration of 2.0 × 1022 cm−3. It is also worth noting that the geo-
metric shape of the copper clusters in the amorphous silicon
dioxide is consistent with previous MD/DFT studies48 where it
is suggested that the most stable clusters adopt an equiaxed
geometry, as observed for the copper tetramer shown in the
inset of Fig. 6 at t = 4.0 ns.

Fig. 7 shows a measure of the change in the electronic con-
ductance of device during switching, we show the density of
states integrated in a Fermi window of ±0.2 eV as a function of
simulation time. As described above, there is a sudden
increase in the number of states around the Fermi level when
copper ions are embedded in the silicon dioxide. The DFT cal-
culation (blue circles) is compared with the EChemDID elec-
tronic current obtained from eqn (4). Both methods show very
similar trends lending credence to the EChemDID current cal-
culation as an accurate estimator. We note that these simu-
lation cells are smaller than those described in section 3,

Fig. 7 Integrated density of states in a Fermi window of ±0.2 eV. The variation of the number of states in the early stages of the simulation is associ-
ated with the continuously changing atomic structure of the amorphous silicon dioxide. The sudden increase in states available for conduction is
attributed to the inclusion of copper ions in the solid electrolyte.
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which would result in quantum confinement and other size
effects that affect the predictions.

5. Conclusions and outlook

In summary this paper describes EChemDID, a model to
perform large-scale reactive atomistic simulations of electro-
chemical processes, and its application to simulate resistive
switching in nanoscale ECMs. MD simulations provide unpar-
alleled resolution for devices at their scalability limit (nano-
meter dimensions) and at ultra-fast switching conditions of
interest in many applications. The simulations, with no adjus-
table parameters, predict switching in nanosecond timescales
and significant device to device variability, this is consistent
with experimental observations. The simulations indicate that
nanowire devices consisting of active electrode shells and
where ions move in a convergent geometry towards the inactive
electrode core switch at a shorter timescale than those invol-
ving parallel electrodes. Given the significant device to device
variability a larger number of simulations would be required
to assess the distribution of performance (e.g. switching time-
scales, filament stability) of the various devices. The simu-
lations confirm that a threshold density of dissolved ions is
necessary for switching (in the case of Cu/SiO2 systems this
value is 4% Cu per silica formula unit); but this condition is
not sufficient. The formation of a stable filament required the
formation of small Cu clusters that help stability especially
near the active electrode. Electrochemical reduction stabilizes
thin filaments near the inactive electrode leading to filaments
thinner near the negative electrode.

A detailed characterization of the atomic structure of the
dielectric during switching shows no indication of the disrup-
tion of the amorphous network during the dissolution of the
ions and the formation of a nanoscale conductive bridge. The
amorphous network accommodates the ions with little distor-
tion and this is confirmed by electronic structure calculations
using density functional theory that shows that during switch-
ing the electronic states near the Fermi energy responsible for
conductance are predominantly associated with the Cu ions.

We stress that no model parameter was adjusted to describe
the ECMs or even electrochemistry; in that sense the models
described in this paper are predictive. Of course, the simu-
lations make several approximations that need to be taken into
account when interpreting the results. The ReaxFF force field
(as any other method to compute energies and interatomic
forces, including most ab initio ones) provides an approximate
description of the interactions. For example, the potential we
use slightly underestimates the dissolution energy of Cu into
SiO2; the uncertainties introduced in the simulations due to
this effect have been discussed in detail in ref. 10. The atomic-
based charge equilibration method used here has limitations
that have been documented in recent papers.49,50 Important
for our specific application is that we neglect integer charge
transfer processes (a dissolved ion or defect in the dielectric
trapping a hole or an electron); we consider the Cu ions to

carry an average charge as they migrate through the dielectric.
Müser and collaborators recently proposed an approach to
capture such processes51 and used it to simulate a model
battery.52 Combining this approach with EChemDID would be
worthwhile and its parameterization could be performed from
first principles calculations.46 Our simulations also neglect
electric transport when the filament forms. Performing a
detailed calculation of the possible Joule heating and electro-
migration on the nanoscale filaments predicted by EChem-
DID, accounting for possible ballistic effects on electron
transport, would provide significant insight into their role in
switching. This is particularly important to understand the
dissolution of the filament during the RESET process and the
current is externally limited during filament formation.

Finally we point out that EChemDID is quite generally
applicable and could be used in conjunction with reactive
force fields to simulate a wide range of devices including
pseudo capacitors and batteries in addition to ECMs.
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Layered transition metal dichalcogenides are emerging as key materials in nanoelectronics and energy
applications. Predictive models to understand their growth, thermomechanical properties, and inter-
action with metals are needed in order to accelerate their incorporation into commercial products.
Interatomic potentials enable large-scale atomistic simulations connecting first principle methods and
devices. We present a ReaxFF reactive force field to describe molybdenum ditelluride and its interac-
tions with copper. We optimized the force field parameters to describe the energetics, atomic charges,
and mechanical properties of (i) layered MoTe2, Mo, and Cu in various phases, (ii) the intercalation of
Cu atoms and small clusters within the van der Waals gap of MoTe2, and (iii) bond dissociation curves.
The training set consists of an extensive set of first principles calculations computed using density
functional theory (DFT). We validate the force field via the prediction of the adhesion of a single layer
MoTe2 on a Cu(111) surface and find good agreement with DFT results not used in the training set.
We characterized the mobility of the Cu ions intercalated into MoTe2 under the presence of an external
electric field via finite temperature molecular dynamics simulations. The results show a significant
increase in drift velocity for electric fields of approximately 0.4 V/Å and that mobility increases with
Cu ion concentration. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4967808]

I. INTRODUCTION

The integration of single-layer and few-layers transi-
tion metal dichalcogenides (TMDs) into nanoelectronics1 is
paving the way for future developments of low power, ultra-
thin electronic devices.2,3 Versatile chemical composition, the
existence of various layered crystal structures, and the abil-
ity to grow single- and few-layer TMDs result in a wide
range of electronic properties from metallic to wide band gap
semiconductors.4 Additionally, these properties can be further
tuned via hybridization and integration with other materials
including intercalation,5,6 doping,6,7 heterostructure,6,8 and
interfaces.9 In terms of applications, although the majority
of efforts so far have focused on TMD-based transistors,10,11

TMDs are rapidly finding other applications such as metallic
interconnects12 (see also Cu-graphene hybrids13), non-volatile
memory devices,14–16 and electro/mechanical switches have
been predicted from theory.17,18

An important limitation of TMD-based electronics lies in
the poor hybridization between metals and TMDs resulting in
high interface resistance.9 Therefore, in addition to the inher-
ent Schottky barrier at the metal/semiconductor interface, a
tunneling barrier arise from the van der Waals (vdW) nature
of the metal-TMD interaction. Moreover, the vdW interac-
tion between multiple layers of TMDs also limits the carrier
injection at the interface with the metal contact. Various met-
als have been investigated in order to improve contacts19 as
well as local TMD processing such as intercalation, phase

a)Author to whom correspondence should be addressed. Electronic mail:
strachan@purdue.edu

engineering,20 and chemical doping.10 Due to the wide compo-
sitional flexibility of TMDs and the various metals of interest,
brute force experimental optimizations are likely to be ineffec-
tive, and predictive computational techniques can help narrow
down experimental studies to the most promising candidates.
Electronic structure calculations using density functional the-
ory (DFT), including corrections for the nonlocal dispersive
forces part of vdW interactions,21,22 have played and continue
to play a key role in this field.11,23–25 However, the computa-
tional intensity of DFT calculations has limited its application
to relatively small size, model systems composed of few hun-
dreds of atoms. Thus, most of the DFT studies have focused
on defect free TMD/metal interfaces (limited by the small size
of the supercell) and little is known about the nanostructure of
the interface.

Direct synthesis of single to few layers TMDs have
been demonstrated, however, even with sophisticated chemical
vapor deposition (CVD) techniques,26,27 TMDs present high
defect density.28 Understanding the defect formation in TMDs
would not only enable the synthesis of large area, defect-
free layers but would also provide the knowledge for defect-
controlled TMD growth. Structural defects in TMDs, includ-
ing point defects and grain boundary, influence its electronic,
thermal, and mechanical properties.29–31 Unfortunately, the
atomistic mechanisms of nucleation and growth during the
CVD process remain unclear.

Large-scale atomistic simulations would be critical to
study the interactions between defects and interfaces and to
provide atomistic insight into the process of synthesis and
growth of these materials. This paper contributes to bridge
the gap between first principles calculations and experiments

0021-9606/2016/145(19)/194702/10/$30.00 145, 194702-1 Published by AIP Publishing.
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via the development of the first reactive force field capable of
describing a TMD, a metal, and their interactions, specifically
molybdenum ditelluride and Cu. We use the ReaxFF formal-
ism that has shown the flexibility to describe a wide range of
materials including metals, semiconductors, their oxides,32,33

and molecular materials.34–36 The force field is parameterized
to describe various phases of Cu, Mo, and MoTe2 as well as
the corresponding interfaces, the intercalation of Cu atoms
and small clusters in the vdW gap of multiple layers of MoTe2
including a proper description of the relative energies, charges,
and mechanical properties.

The rest of the paper is organized as follows. In Section II,
we present details about the simulations and methods.
Section III describes the optimized force field and presents
its comparison with DFT calculations. In Sections IV and V,
we study the interface between monolayer MoTe2 and a copper
slab and the dynamics of Cu-intercalated MoTe2 under various
external voltages, respectively. We finally draw conclusions in
Section VI.

II. FORCE FIELD OPTIMIZATION APPROACH
AND METHODS

ReaxFF is a bond order interatomic potential and naturally
allows bond breaking and forming during molecular dynam-
ics (MD) simulations.37 The total energy is defined as the
sum of various contributions including covalent (bond stretch,
angles, torsions, and over/under coordination) and non-bonded
interactions (van der Waals and Coulomb); additional terms
to account for lone pair and bond conjugation. Electrostatic
interactions are described using environment-dependent par-
tial atomic charges which are computed at each step of the
simulation using the charge equilibration method38,39 (QEq).
All contributions to the covalent energy depend on the partial
bond order between atoms, a function that smoothly decays
to zero when the bond between atoms is broken. Details on
the mathematical form of ReaxFF can be found in the original
paper, Ref. 37 and a recent review of applications in Ref. 40. In
order to determine the parameters that describe the functional
form of the interaction, the force field has to be optimized
against a training set consisting of first principles calcula-
tions or a combination between first principles calculations
and experiments. The parameterization of such a force field is
complex due to the large number of parameters and the need
for extensive training sets and time-consuming optimization
cycles. Thus, despite the enormous progress to date,40 several
materials of technological importance lack accurate force field
descriptions.

A. DFT simulation details

All DFT calculations have been performed with the
Vienna Ab initio Simulation Package (VASP)41,42 within the
generalized gradient approximation as proposed by Perdew,
Burke, and Ernzerhof (PBE).43 In addition, we use the non-
local vdW density functional (vdW-DF) of Langreth and
Lundqvist44,45 throughout the paper to correct for the Lon-
don dispersion, poorly described by PBE functionals. Atomic
structures have been relaxed until energies and forces reach
a tolerance of 1⇥ 10�4 eV and 1⇥ 10�2 eV/Å, respectively.

The kinetic energy cutoff for the plane-wave basis was set
to 500 eV, and we integrate the k-mesh with various num-
bers of points depending on the size of the supercell. We
use a dense 8⇥ 8⇥ 8 k-mesh for bulk Cu and Mo, an inter-
mediate 4⇥ 4⇥ 2 grid for bulk MoTe2 and Cu-intercalated
MoTe2, and gamma point calculations have been performed on
large cells used to compute Cu mobility. We verified that the
kinetic energy cutoff chosen provides well converged struc-
tures with respect to energy, force, and stress. Diffusion of
Cu ions in the vdW gap of MoTe2 and minimum energy path
between H! T0 phases of MoTe2 have been computed using
the nudged elastic band46 (NEB) method, as implemented
in VASP. Additionally, we performed ab initio MD simula-
tions at 500 K with a kinetic energy cutoff of 300 eV and a
timestep of 1.5 fs in order to overcome the energy barrier cor-
responding to the dissociation of a Cu3 cluster intercalated in
MoTe2.

B. Parameter optimization

In order to optimize the force field, we use an in-house
code written in Python that implements a Monte Carlo (MC)-
based simulated annealing algorithm47 and coupled to the
LAMMPS simulator48 (via its Python interface) to evaluate
energies, forces, pressures, and charges of molecules and crys-
tals included in the training set. This method has been used
previously to optimize force fields for oxides49 and metals.50

The training set is included as an XML database of DFT
calculations describing the dissociation of small molecules
and equation of states for crystals. The goal of the simulated
annealing optimization is to minimize a total error function
(✏ tot) defined as the sum of individual discrepancies between
the force field and DFT data, corresponding to energy (E),
force (f), pressure (P), and charge (Q) as

✏ tot =
X

X=E, f ,P,Q

⇣
X

ReaxFF � X
DFT
⌘2

N
2
X

, (1)

with NX a set of normalization constants chosen such that each
individual error appears with equivalent weight; these param-
eters are also used to establish the relative importance between
different quantities in the training set.

Before starting the simulated annealing run, we perform
an initial sensitivity analysis for each parameter in the force
field in order to determine the steps by which each param-
eter will be stochastically modified during the MC run. A
Metropolis criterion allows the random selection of some
“non-optimum” parameters in order to expand the exploration
space and avoid the force field function becoming trapped in
local minima. The temperature used for the Metropolis accep-
tance is decreased during the simulation in order to converge
towards the global minimum. We note that the QEq parameters
are optimized first in order to reproduce partial atomic charges
of the structures in the training set obtained from the Bader
analysis51 of the DFT runs. This is done by setting ✏E , ✏ f , and
✏P to zero in the energy expression so that only partial charges
are compared. The simulated annealing code distributes MD
simulations in parallel (using IPython for parallel computing)
and at its current stage of development can perform 1000 single
point calculations in approximatively 5 s over 64 cores.
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III. Cu–MoTe2 REACTIVE FORCE FIELD

MoTe2 has recently received significant attention because
of the discovery of a metallic T0 phase52,53 energetically close
to its ground state semiconducting H phase,17,18 common to
group VI TMDs. Therefore, we decided to develop parameters
for MoTe2 rather than the more studied molybdenum disul-
fide (MoS2), already explored by MD.54 Copper is the metal
of choice for electrodes and metallic interconnects; hence,
we studied the system Cu–MoTe2. Subsections III A–III D
describe the training data used in the force field parameteriza-
tion and compare the optimized ReaxFF with the DFT training
data. All data presented in Section III are part of the training
set, summarized in Table I.

A. Initial parameters and charge equilibration

We built an initial force field with parameters for Mo
and Te extracted from Ref. 55 and Cu from Ref. 56. The
general parameters were re-optimized in order to improve
the atomic features including equation of state and forma-
tion energy, as described in details in Secs. III B–III D.
Therefore, the parameters presented here are not transferable

to the initial ReaxFF they belong to and the new force field
we propose corresponds to a new branch of the ReaxFF
tree, as defined in Ref. 40. Additionally, we introduce three
angular terms corresponding to Te–Mo–Te, Te–Cu–Te, and
Cu–Te–Cu in order to describe the subtle energy difference
between MoTe2 phases and the potential energy landscape of
Cu diffusion in MoTe2. We first optimized the QEq param-
eters, traditionally named �EEM , �EEM , and ⌘EEM represent-
ing the shielding distance for Coulomb interactions, elec-
tronegativity, and hardness parameters, respectively. Partial
atomic charges were optimized on each atom against Bader
charges. We show in Table I the root mean square error of
charges per atom computed between the optimized ReaxFF
and DFT. ReaxFF describes accurately charges with an aver-
age error of 0.037 ± 0.015 e per atom compared to Bader
charges.

B. Bulk phases and bond dissociation

A key feature of ReaxFF lies in its ability to describe atoms
in various chemical environments, corresponding to different
coordinations. Therefore, we fit ReaxFF against various bulk

TABLE I. Root mean square error per atom (Err.) between the DFT (vdW-DF) and ReaxFF charges (Q), forces (f), and pressures (P) as well as formation
energies (Ef ), equilibrium volumes (V0), and elastic properties (bulk moduli B0 and elastic constants C11) for various compounds included in the training set

vdW-DF/ReaxFF

Err. Qa Err. fa Err. Pa Ef
b V0

c B0
c or C11

d

Crystal/molecule (e) ((kcal/mol)/Å) (atm) (kcal/mol) (Å3) (GPa)

Cu bcc · · · · · · 6.35 �79.8/�80.1 12.0/12.3 135.2/116.5
Cu fcc · · · · · · 11.42 �80.7/�81.1 11.9/12.4 139.5/117.9
Cu sc · · · · · · 18.96 �69.9/�67.6 13.9/15.4 101.7/104.2

Mo bcc · · · · · · 18.05 �157.2/�159.1 15.8/16.1 259.8/189.6
Mo fcc · · · · · · 21.12 �148.4/�152.6 16.0/17.2 237.9/156.5
Mo sc · · · · · · 39.39 �127.3/�124.0 17.6/18.2 197.2/145.7

MoCu (CsCl) 0.06 0.00 10.57 X 26.5/26.3 48.2/47.2

MoTe2 H + 0.125 Cuh 0.03 0.88 2.50 27.2/26.2 25.8/25.2 2.4/2.6d

MoTe2 H + 0.25 Cuh 0.03 1.20 2.64 28.4/26.1 25.3/24.5 2.6/2.6d

MoTe2 H + 0.375 Cuh 0.03 1.12 3.63 28.9/25.6 24.6/23.8 3.4/4.0d

MoTe2 H + 0.5 Cuh 0.04 1.06 4.60 29.1/25.1 24.0/23.2 3.7/4.6d

MoTe2 H + 0.125 Cut 0.03 1.42 2.42 28.2/28.3 25.9/25.7 2.4/2.4d

MoTe2 H + 0.25 Cut 0.04 1.72 1.44 30.9/29.5 25.6/25.6 2.4/3.1d

MoTe2 H + 0.375 Cut 0.04 2.18 1.50 28.8/28.8 24.7/24.4 3.1/3.7d

MoTe2 H + 0.5 Cut 0.04 2.46 2.55 24.2/24.7 24.9/24.9 4.2/5.8d

MoTe2 H 0.04 1.51 5.26 �31.4/�31.9 26.2/26.4 45.3/43.6
MoTe2 T 0.06 1.21 6.53 �27.4/�30.0 25.8/25.5 47.3/58.0
MoTe2 T0 0.06 4.46 6.97 �31.2/�28.6 26.5/26.3 48.2/47.2

MoTe2 3Cu diss 0.03 1.02 1.47 X X X
MoTe2 diss 0.05 1.18 0.70 · · · · · · · · ·
Te2 diss 0.00 2.99 0.00 · · · · · · · · ·

NEB H! T0 0.05 2.72 2.03 X X X
NEB path1 0.02 0.49 1.35 · · · · · · · · ·
NEB path2 0.02 0.56 1.29 · · · · · · · · ·

aRMSEi =

q
(ivdW-DF � iReaxFF)2

/N
2
i

.
bExample for MX2: Ef = EMX2 � (E0

M
+ 2E

0
X

).
cFrom Murnaghan equation.
dFrom parabola E = E0 + C11V

2/2.
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FIG. 1. Equation of states for various bulk phases of Mo (a) and Cu (b) computed with vdW-DF (left) and ReaxFF (right) as a function of the volume of the
unit cell. The minimum energy of the EOS has been shifted to the enthalpy of the formation of the corresponding crystal.

phases of Cu and Mo including simple cubic (SC), face
centered cubic (FCC), and body centered cubic (BCC).
Figure 1 shows various equations of state (EOS) computed
with DFT and ReaxFF, with minimum energy shifted to their
corresponding enthalpies of formation (see Table I for details).
For both Mo and Cu, ReaxFF describes with accuracy the
ground state structures, only the simple cubic phases present
some discrepancy with respect to DFT. However, the simple
cubic phases lie tens of kcal/mol higher than the ground state
and therefore do not represent important contribution to their
chemistry; it is only important that they remain energetically
prohibited.

MoTe2 has been observed in the stable H and T0 phases
as well as a metastable T phase, corresponding to trigonal

prismatic, distorted octahedral, and octahedral geometries,
respectively. The semiconducting H phase has been shown to
be the ground state configuration for Mo-based TMDs while
the metallic T0 phase lies few meV above the H for MoTe2. A
transition from H to T0 has been predicted from DFT calcu-
lations by mechanical strain in the range of 0.3%–3%17 or an
applied electrostatic gate voltage.18 Figure 2 shows the EOS
corresponding to various phases of bulk MoTe2 computed with
DFT and ReaxFF and shifted to their binding energy. The bind-
ing energy is defined as the total energy of the MoTe2 phase
minus the total energies of bulk Mo in its ground state BCC
phase and the diatomic molecule Te2. The force field predicts
the H phase to be the ground state; however, the T0 phase
appears higher than the T phase. Additionally, we computed

FIG. 2. Equation of states for various bulk phases of MoTe2 computed with vdW-DF (left) and ReaxFF (right) as a function of the volume of the unit cell. The
minimum energy of EOS has been shifted to the binding energy of the corresponding phase.
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FIG. 3. Potential energy surface corresponding to the transition of rectangular
monolayer MoTe2 from the phase H! T0 computed with vdW-DF (solid) and
ReaxFF (dashed) as a function of the reaction coordinate.

the potential energy surface corresponding to the transition
between H ! T0 within the rectangular unit cell constrained
to the initial H phase, as depicted in Figure 3. We found
that ReaxFF predicts the energy barrier between H and T0
phases EA = 32.3 kcal/mol in good agreement compared to
35.7 kcal/mol computed from DFT calculations. In summary,
ReaxFF is able to capture the overall energetics and stability
of the various phases of MoTe2.

The bond order nature of ReaxFF enables dynamical
connectivity during molecular dynamics simulations and the
ability to describe the dissociation (and formation) of chem-
ical bonds. Therefore, the training set includes various bond
dissociation curves, such as Te–Te and Mo–Te bonds in the
Te2 molecule and monolayer MoTe2, respectively. The cor-
responding energies versus bond distance plots are shown in
Figure 4. We found good agreement between ReaxFF and DFT
even though the force field predicts slightly lower dissociation
energies for both Te–Te and Mo–Te dissociations.

C. Cu-intercalated MoTe2

The intercalation of Cu atoms within the vdW gaps
of ground state H–MoTe2 can occur either at octahedral
(or hollow, noted “h”) or tetrahedral (“t”) sites. Figure 5
shows the energetics of h- (Fig. 5(a)) and t- (Fig. 5(b))
intercalated CuxMoTe2 as a function of the volume for Cu
concentrations x = 0.125, 0.25, 0.375, and 0.5. We show
energy as a function of the volume upon uniaxial deforma-
tion along the direction perpendicular to the plane of the
TMD in order to better test the interactions between Cu and
the TMD. The energy curves in Figure 5 are referenced to

FIG. 4. Dissociation curve of the Te2 molecule (left) and Te atom from 4 ⇥ 4 monolayer MoTe2 (left) computed with vdW-DF (solid) and ReaxFF (dashed) as
a function of the corresponding bond distance.

the perfect TMD and FCC Cu as E
Cu

f
= ECuxMoTe2 � EMoTe2

� xECu, where ECuxMoTe2 , EMoTe2 , and ECu are the energies of
CuxMoTe2, bulk MoTe2, and Cu in its ground state fcc phase,
respectively.

The overall ReaxFF description of the structures and
energetics is very accurate. The force field predicts the
low-concentration Cu intercalation energy in the h-sites to
be E0.125h

f
= 26.2 kcal/mol, lower than the corresponding

t-intercalated energy E0.125t

f
= 28.3 kcal/mol; capturing the

subtle difference predicted by DFT: 27.2 and 28.2 kcal/mol,
respectively. The force field also captures the energy-volume
curvature around the minimum and the concentration depen-
dence of the intercalation energy for the t-sites. However, our
force field does not capture the trends of the intercalation
energy corresponding to the h-sites. The intercalation of Cu
in h-sites MoTe2 involves a narrow range of energies between
27.2 and 29.1 kcal/mol, which is challenging to be resolved
by the force field.

Figure 6 shows the potential energy surface corresponding
to the migration of Cu between neighboring octahedral sites
as well as 2nd neighbor octahedral sites along a different path
in bulk MoTe2. DFT predicts energy barriers for Cu diffusion
from octahedral to tetrahedral and between two tetrahedral
sites Eh!t

A
= 9.2 kcal/mol and Et!t

A
= 13.1 kcal/mol, respec-

tively. The force field slightly overestimates the energy barriers
Eh!t

A
= 11.5 kcal/mol and Et!t

A
= 20.2 kcal/mol.

In order to capture the proper dynamics of Cu diffusion
and clusterization inside the vdW gap of MoTe2, we performed
ab initio MD simulations of Cu3 cluster intercalated MoTe2.
As shown in the inset of Figure 7, we start the MD simulation
with a Cu3 cluster located around a tetragonal site with each
atom in the cluster seating in the corner of an octahedral site.
MD simulation at 500 K shows the dissociation of the Cu3
cluster into three isolated Cu atoms moving away from each
other toward an opposite tetrahedral site. Nine snapshots along
the dissociation have been relaxed with DFT constraining the
xy (in-plane) dimensions of the Cu atoms, and we extracted
the potential energy surface presented in Figure 7. DFT calcu-
lations predict that Cu3 needs to overcome an energy barrier
EA = 28.1 kcal/mol for dissociation. On the other hand, ReaxFF
overestimates the barrier by a factor of 1.75 leading to an
activation energy of EA = 49.4 kcal/mol.

In addition, we compare on Figure 7 (right panel) the
charges on each atom along the dissociation of the Cu3 cluster
computed with the Bader analysis and ReaxFF’s QEq. Charges
on each atom are roughly constant, and we found very good
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FIG. 5. Energies corresponding to the uniaxial deformation along the axis perpendicular to the MoTe2 layer for various concentrations of Cu intercalated at h-
and t-sites computed with vdW-DF (left) and ReaxFF (right) as a function of the volume of the unit cell.

agreement between charges computed with the force field and
DFT.

D. Summary
To summarize, we report in Table I the root mean square

error per atom corresponding to charges, forces, and pressures
computed between DFT and ReaxFF as well as the various
formation energies. We also include elastic constants (bulk
moduli or C11). The force field described a very large set
of properties, and the main deviations with respect to DFT
calculations are related to the energy barriers for the Cu dif-
fusion and cluster dissociation. The overestimation of diffu-
sion barriers suggests ReaxFF will underestimate the ionic
mobility.

In addition to the energetics analysis, we evaluated the
capacity of ReaxFF to describe the mechanical response

FIG. 6. Potential energy surface corresponding to the migration of a copper atom within the vdW gap of 4⇥ 4 bulk MoTe2 computed with vdW-DF (solid) and
ReaxFF (dashed) as a function of the reaction coordinate. Cu diffusion between neighboring octahedral sites through a tetrahedral site (left) and Cu diffusion
between 2nd neighbor octahedral sites via two tetrahedral sites.

of the structures included in the training set. Equilibrium
volumes, bulk moduli, and elastic constants are reported
in Table I, computed with both DFT and ReaxFF. ReaxFF
describes with great accuracy the moduli corresponding to var-
ious MoTe2 phases. Moreover, ReaxFF describes the gradual
stiffening of intercalated MoTe2 with increased number of Cu
intercalant, consistent with DFT calculations. The stiffness of
the metals is described less accurately with deviations between
15% and 52% in the description of bulk moduli for bulk Cu and
Mo. Since the main purpose of the presented force field lies
in the description of Cu-intercalated MoTe2, we consider this
large error acceptable. Finally, in order to verify the stability of
the force field, we performed molecular dynamics simulations
of bulk and monolayer MoTe2 in the microcanonical ensem-
ble with a timestep of 0.5 fs. We found little drift in the total
energy (⇠1 ⇥ 10�6 kcal mol�1 ps�1 atom�1) suggesting a good
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FIG. 7. Potential energy surface corresponding to the dissociation of a copper cluster Cu3 intercalated inside the vdW gap of 4 ⇥ 4 bulk MoTe2 computed with
vdW-DF and ReaxFF (left) and the corresponding Bader and QEq partial charges (right) as a function of the average Cu–Cu distance in the Cu3 cluster.

stability of the force field. The full set of force field parameters
is included in electronic form in the Supplementary material.

IV. FORCE FIELD VALIDATION: Cu/MoTe2 INTERFACE

We used the force field to compute the interaction between
a single layer of MoTe2 and a (111) Cu surface. We fol-
low the strategy developed in Ref. 57 to define supercells
and minimize strain, chosen to be applied to the metal slab
because of the corresponding small effect on the electronic
structure of the interface.25 We develop the in-plane supercell
lattice vectors ~T1 = n1~a1 + n2~a2 and ~T 01 = m1~b1 + m2~b2 over
the primitive hexagonal cells of MoTe2 {~a1,~a2} and the Cu
slab {~b1,~b2}, respectively. From the optimized lattice param-
eters of the monolayer MoTe2 and Cu slab computed with
both DFT and ReaxFF, we minimize the lattice mismatch
� = (|~T1 |� |~T 01 |)/|~T1 | and select two interfaces with equivalent
strain, as reported in Table II.

Figure 8 shows the adhesion energy (the energy of the
interface minus the energy of the Cu slab minus the energy
of the MoTe2 layer) computed with DFT and ReaxFF. We
find very good agreement between the force field and DFT
calculations even though such data were not included in the
force field parameterization. This indicates the type of regimes
the force field is expected to be extrapolated to. However, as
with any force field, care should be exercised when using it
away for the conditions for which it was trained.

V. DIFFUSION OF Cu-INTERCALATED MoTe2

The relatively small computational intensity of ReaxFF
enables the simulations of large scale systems, providing a
unique tool for exploring ionic transport, fracture, and the
effect of defects on mechanical properties and growth. In this
section, we focus on the first of these examples; specifically, we

TABLE II. Parameters corresponding to the supercell construction of a
Cu/MoTe2 interface with minimal lattice mismatch (�). The two sets (n1, n2)
and (m1, m2) correspond to the coefficients of the in-plane supercells for
MoTe2 and Cu, respectively. We note that the two supercells have been rotated
by the angle ↵

Method n1, n2 m1, m2 ↵ (deg) � (%)

ReaxFF 5, 4 7, 5 1.8 1.5
Vdw-DF 2, 1 3, 1 5.2 1.3

are interested in ionic mobility under the action of an external
electric field and the possible effect of the Cu concentration.

The first principles calculations presented above show
that the activation energy associated with the migration of Cu
ions intercalated in MoTe2 varies between 9 and 13 kcal/mol
(0.39-0.56 eV) range, depending on the intercalation site.
The ReaxFF force field predicts energies between 11.5 and
20.2 kcal/mol (0.50-0.88 eV). These values are intermedi-
ate between the extreme cases of a good ion conductor like
metal doped chalcogenide glasses with EA ⇠ 0.2 eV58 and
amorphous silica with in average EA ⇠ 0.8 eV.59 These ener-
gies used in the training set were obtained by marching atoms
along specified paths. In order to confirm these calculations,
we performed MD simulations of Cu-intercalated bulk MoTe2
at various temperatures ranging from 340 to 380 K and eval-
uated the diffusion coefficient D from the time dependence of
the mean squared displacements on the Cu ions. As described
in detail in the supplementary material, we obtain diffusion
coefficients in the range [10�7-10�8] cm2/s. These values fol-
low an Arrhenius temperature dependence from which we
extracted the associated activation energy. The value obtained
from the finite temperature simulations is 13.6 kcal/mol in
good agreement with the previous NEB calculations.

We note that the thermal-activated ionic migration at room
temperature is negligible for the time scales accessible to MD,
and now we focus on the room temperature ionic drift under
an external bias, relevant to estimate the electromobility of
Cu-intercalated ions in the MoTe2-based device operation. In
particular, we are interested in understanding whether mobility

FIG. 8. Adhesion energy as a function of the minimum separation between
a slab of Cu(111) and MoTe2 computed with vdW-DF (solid) and ReaxFF
(dashed).
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FIG. 9. Drift velocity of Cu ions as a function of the electric field for various Cu fractions (left) and as a function of the Cu fraction for various electric fields
(right). The error bars have been evaluated from the standard deviation of the drift velocity over 4 independent samples, and the data points between curves have
been slightly shifted in order to visualize the error bars.

is affected by the concentration of the intercalant. We per-
formed MD simulations of Cu-intercalated bulk H–MoTe2 in
the canonical ensemble at 300 K for up to 2 ns and applied
various external electric fields ranging from 0.0 to 0.6 V/Å.
The external field is simply modeled as an external force on
each atom i proportional to their charge Fi = Eqi. The direction
of the electric field was chosen to be aligned with the in-plane
lattice parameter of the hexagonal cell of MoTe2, as shown in
the inset of Figure 9.

We varied the concentration of Cu ions from 1% to 4%
with respect to MoTe2 and studied their mobility. In order to
improve statistics, we performed simulations over an ensem-
ble of 4 independent samples differing by the initial position
and velocity of copper atoms. We compute the drift velocity vd

from the average position of the Cu ions as a function of time
< X(t) >, as < X(t)> = X0 + vdt. The mobility u can then be
obtained from the applied electric field E and drift velocity
u = vd/E.60 Figure 9 shows the computed drift velocity of
Cu-intercalated MoTe2 as a function of the electric field (left)
and the Cu fraction (right). We find that a minimum electric
field of approximately 0.4 V/Å is required to displace the Cu
ions in the vdW gap of MoTe2 within MD time scales. More
importantly, we find that the ionic mobility increases with
concentration. Finally, since ReaxFF predicts slightly higher
diffusion barriers, with respect to DFT calculations, we expect
the electric field threshold for the drift diffusion to be lower
than 0.4 V/Å predicted here.

VI. CONCLUSIONS

We presented a parameterization of ReaxFF to describe
the interactions between MoTe2 and copper and showed that
such force field can be used to study large scale atomistic sim-
ulations of interest for emerging electronics. We believe this
force field can contribute to our understanding of the growth of
MoTe2, defects, and mechanical properties. The optimization
of the force field against first principles calculations shows that
ReaxFF reproduces with accuracy the energetics, charges, and
mechanical properties of various systems composed of MoTe2
and Cu and slightly overestimates the energy barrier for Cu
diffusion in the vdW gap of the TMD. Additionally, we demon-
strated the good transferability of the force field to describe
Cu/MoTe2 interfaces. As for any force field, care must be taken
when used outside of the conditions used during parameteri-
zation. For example, the force field has not been optimized to

describe defect formation energies and extensive validations
must be performed in order to study growth, as we envisage in
the future.

SUPPLEMENTARY MATERIAL

See Supplementary material for the includes the cal-
culation of diffusion coefficient from the time dependence
of the mean squared displacements of Cu-intercalated bulk
MoTe2 at various temperatures and the ReaxFF parameters
corresponding to the present optimization.
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45J. Klimeš, D. R. Bowler, and A. Michaelides, “Van der waals density
functionals applied to solids,” Phys. Rev. B 83(19), 195131 (2011).

46G. Henkelman, B. P. Uberuaga, and H. Jónsson, “A climbing image nudged
elastic band method for finding saddle points and minimum energy paths,”
J. Chem. Phys. 113(22), 9901–9904 (2000).

47S. Kirkpatrick, “Optimization by simulated annealing: Quantitative stud-
ies,” J. Stat. Phys. 34(5-6), 975–986 (1984).

48S. Plimpton, “Fast parallel algorithms for short-range molecular dynamics,”
J. Comput. Phys. 117(1), 1–19 (1995).

49A. Strachan, T. Çağin, and W. A. Goddard III, “Phase diagram of MgO
from density-functional theory and molecular-dynamics simulations,” Phys.
Rev. B 60(22), 15084 (1999).

50A. Strachan, T. Çağin, O. Gülseren, S. Mukherjee, R. E. Cohen, and
W. A. Goddard III, “First principles force field for metallic tantalum,”
Modell. Simul. Mater. Sci. Eng. 12(4), S445 (2004).

51G. Henkelman, A. Arnaldsson, and H. Jónsson, “A fast and robust algorithm
for bader decomposition of charge density,” Comput. Mater. Sci. 36(3),
354–360 (2006).

52X. Qian, J. Liu, L. Fu, and J. Li, “Quantum spin hall effect in
two-dimensional transition metal dichalcogenides,” Science 346(6215),
1344–1347 (2014).

53D. H. Keum, S. Cho, J. H. Kim, D.-H. Choe, H.-J. Sung, M. Kan, H. Kang,
J.-Y. Hwang, S. W. Kim, H. Yang et al., “Bandgap opening in few-layered
monoclinic MoTe2,” Nat. Phys. 11(6), 482–486 (2015).

54T. Liang, S. R. Phillpot, and S. B. Sinnott, “Parametrization of a reactive
many-body potential for Mo–S systems,” Phys. Rev. B 79(24), 245110
(2009).

55K. Chenoweth, A. C. T. van Duin, and W. A. Goddard, “The ReaxFF Monte
Carlo reactive dynamics method for predicting atomistic structures of disor-
dered ceramics: Application to the Mo3VOx catalyst,” Angew. Chem., Int.
Ed. 48(41), 7630–7634 (2009).

56A. C. T. van Duin, V. S. Bryantsev, M. S. Diallo, W. A. Goddard,
O. Rahaman, D. J. Doren, D. Raymand, and K. Hermansson, “Development
and validation of a ReaxFF reactive force field for Cu cation/water inter-
actions and copper metal/metal oxide/metal hydroxide condensed phases,”
J. Phys. Chem. A 114(35), 9507–9514(2010).

146 



194702-10 Onofrio, Guzman, and Strachan J. Chem. Phys. 145, 194702 (2016)

57H.-P. Komsa and A. V. Krasheninnikov, “Electronic structures and optical
properties of realistic transition metal dichalcogenide heterostructures from
first principles,” Phys. Rev. B 88(8), 085318 (2013).

58R. Soni, P. Meuffels, A. Petraru, M. Weides, C. Kügeler, R. Waser, and
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We characterize the energetics and atomic structures involved in the intercalation of copper and
silver into the van der Waals gap of molybdenum disulfide as well as the resulting ionic and
electronic transport properties using first-principles density functional theory. The intercalation
energy of systems with formula (Cu,Ag)xMoS2 decreases with ion concentration and ranges from
1.2 to 0.8 eV for Cu; Ag exhibits a stronger concentration dependence from 2.2 eV for x¼ 0.014 to
0.75 eV for x¼ 1 (using the fcc metal as a reference). Partial atomic charge analysis indicates that
approximately half an electron is transferred per metallic ion in the case of Cu at low concentra-
tions and the ionicity decreases only slightly with concentration. In contrast, while Ag is only
slightly less ionic than Cu for low concentrations, charge transfer reduces significantly to approxi-
mately 0.1 e for x¼ 1. This difference in ionicity between Cu and Ag correlates with their intercala-
tion energies. Importantly, the predicted values indicate the possibility of electrochemical
intercalation of both Cu and Ag into MoS2 and the calculated activation energies associated with
ionic transport within the gaps, 0.32 eV for Cu and 0.38 eV for Ag, indicate these materials to be
good ionic conductors. Analysis of the electronic structure shows that charge transfer leads to a
shift of the Fermi energy into the conduction band resulting in a semiconductor-to-metal transition.
Electron transport calculations based on non-equilibrium Green’s function show that the low-bias
conductance increases with metal concentration and is comparable in the horizontal and vertical
transport directions. These properties make metal intercalated transition metal di-chalcogenides
potential candidates for several applications including electrochemical metallization cells and con-
tacts in electronics based on 2D materials. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4975035]

I. INTRODUCTION

Transition metal dichalcogenides (TMDCs) are layered
materials with formula MX2, where M is a group IV, V, or VI
transition metal and X is a chalcogen atom. The TMDC layers
are held together via van der Walls (vdW) interactions and the
X-M-X intra-layer bonds have covalent-ionic character. The
ability to exfoliate and synthesize single and few layer
TMDCs and the range of properties achievable make them
attractive for a wide range of applications. Quantum confine-
ment and significant flexibility in terms of chemistry lead to a
range of electronic properties, in contrast to the gap-less gra-
phene. In addition to chemistry and size, their properties can
be modulated via strain, doping, alloying, and combining dis-
similar materials to create heterostructures.1–4 These proper-
ties and progress in fabrication enabled the demonstration of
several devices, including transistors, photovoltaic cells that
require thin and transparent semiconductors, and flexible elec-
tronics.5–7 Recently, the semiconductor-to-semimetal phase
transition in two-dimensional materials via gate voltage has
been investigated by ab initio first principles methods8 sug-
gesting potential applications in non-volatile memory devices9

and other bi-stable electronics.10

In addition to these applications, the presence of a vdW
gap between layers makes TMDCs attractive as potential
hosts for intercalation with electron donor or acceptor spe-
cies. Recently, intercalation of group VI TMDCs with alkali
metals has been investigated for nanoelectronics, energy
storage, and catalysis applications. Lithium intercalation of
MoS2, for example, has been reported to improve the optical
transmission and electrical conductivity due to changes in
the electronic structure and large injection of free carriers,11

and potassium intercalated MoS2 has been investigated as a
promising catalyst for the synthesis of alcohols.12 Reversible
intercalation/deintercalation of Li, Na, and Mg in MoS2

opens the potential for battery13–16 and pseudocapacitor17

applications.
From a basic science point of view, metal intercalation

enabled the exploration of interesting material properties; for
example, 3d transition metal species such as V, Cr, Mn, Fe,
Co, and Ni intercalated into group V TMDCs form ordered
superlattices that exhibit ferromagnetic and antiferromag-
netic orderings depending on the concentration and tempera-
ture.18 Cu, Cs, and Li intercalated TaS2 and TaSe2 exhibit a
charge density wave phase at room temperature,19 and Cu
intercalated TiSe2 has been recently explored for low tem-
perature thermoelectric applications.20 Interestingly, it is
known that upon intercalation of various atomic speciesa)Electronic mail: strachan@purdue.edu
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some TMDCs exhibit semiconductor-to-metal transition21

and even the development of a superconducting state for
copper into TiSe2 and potassium into MoS2.22–24

Despite significant interest in the intercalation of group
VI TMDCs with metallic ions, several questions remain
unanswered. For example, the energetics of the intercalation
process and the resulting atomic structures as a function of
intercalate concentration are not known, nor are the ionic
mobility and the evolution of the electronic structure during
metallic loading. In this paper, we report on density func-
tional theory (DFT) calculations to answer these questions
with the objective of helping assess the possible use of inter-
calated TMDCs in applications of interest in nanoelectronics
and energy storage.

The calculations in this paper demonstrate that electro-
chemical intercalation is possible up to very high metal con-
centrations with an accompanying reduction in electrical
resistance. The high-mobility predicted for the metallic ions
within the vdW regions between the TMDC layers indicates
that these materials are mixed ionic-electronic conductors
and that copper ions could be made to migrate through the
vdW gaps under relatively low external bias.

The remainder of the paper is organized as follows.
Section II describes the metal intercalated MoS2 models and
details the energetics, diffusion, and transport simulation
methods; in Section III, we discuss the intercalation energy
as a function of metal concentration as well as the activation
energy for diffusion of metal ions in MoS2. Section IV A
presents the electronic band structure and density of states of
the intercalated systems. The electronic transport properties
are discussed in Section IV B and conclusions are provided
in Sec. V.

II. SIMULATION DETAILS

A. Density functional theory calculations

All structural optimizations and total energy calculations
were carried out using DFT as implemented in the Vienna ab
initio simulation package (VASP).25,26 For the electron-ion-
core interactions, we use the projector-augmented wave
(PAW) description,27,28 and the electron exchange-
correlation potential is calculated within the generalized gra-
dient approximation as proposed by Perdew, Burke, and
Ernzerhof (GGA-PBE).29 It is well known that London dis-
persion forces, originating from induced-dipole induced-
dipole interactions, are not captured by DFT based on the
Born-Oppenheimer approximation. To account for such
interactions, we use a non-local van der Waals correction to
the total energy (DFT-D3) as proposed by Grimme et al.30,31

The D3 flavor of dispersion-corrected DFT has been used in
a wide variety of materials to predict their energetic, thermo-
dynamic, and kinetic properties,32,33 as well as intercalation
chemistry in layered materials.34–36

In DFT-D3, the total energy of the system is obtained as

EDFT"D3 ¼ EDFT þ Enon"local; (1)

where EDFT is the Kohn-Sham energy obtained self-
consistently using GGA-PBE as the exchange-correlation

functional,37 and Enon–local is the dispersion correction,
which contains the sum of a two- and a three-body term.30

The D3 method is more sophisticated than its predecessor
D238 in the sense that the dispersion coefficients CAB

n are
dependent on the local environment of atoms A and B.

B. Metal intercalated MoS2 models

We start with the hexagonal trigonal prismatic 2H-MoS2

unit cell (space group P63/mmc) with experimental lattice
parameters a¼ b¼ 3.16 Å and c¼ 12.294 Å.39–41 A metasta-
ble phase of MoS2 is known to exist with an octahedral coor-
dination (1 T);42 however, this phase shows a metallic
character and its stability is contingent upon certain environ-
ments that require electron donation to the TMD layers.43,44

Furthermore, we predicted the 1 T phase to be about 0.8 eV
per formula unit higher in energy than the 2 H phase. This
work focuses only on the stable 2H phase of MoS2.

The lattice parameters and atomic positions of the 2H-
MoS2 model are fully optimized using the DFT flavor men-
tioned above. The Brillouin zone integrals are approximated
using a Monkhorst-Pack45 k-mesh of 15$ 15$ 3 points for
the structural optimization and 21$ 21$ 3 for the total ener-
gies and calculation of the electronic properties. The kinetic
energy cutoff for the plane-wave basis is set to 500 eV, the
energy convergence tolerance for the self-consistent field
calculation is taken as <1$ 10"5 eV, and the force conver-
gence tolerance for the conjugate gradient ionic positions
and lattice optimization is set to <0.01 eV/Å.

The predicted lattice parameters for the pristine 2H-
MoS2 bulk crystal are a¼ b¼ 3.160 Å and c¼ 12.334 Å, and
a¼b¼ 90% and c¼ 120%. Our DFT-D3 calculations capture
the experimental in-plane lattice constant and tend to slightly
overestimate the out-of-plane lattice parameter by 0.36%.
For completeness, we used a van Der Waals density func-
tional (vdW-DF)46–48 to compute the lattice parameters of
bulk MoS2; we obtained that the in-plane and out-of-plane
lattice constants are overestimated with respect to the experi-
ment by 1% and 0.8%, respectively. To check the influence
of the vdW correction on the lattice parameters of bulk
MoS2, we performed the calculation with GGA only and
found that a remains unchanged while c increases by as
much as 5% with respect to the experimental value. We con-
centrate on the DFT-D3 geometries and energies throughout
this study.

To model the metal intercalation of MoS2, we use the
optimized structure to construct a hexagonal 2$ 2$ 1 super-
cell where the desired number of copper or silver is placed in
the vdW gap of the bulk MoS2. The metal ions can occupy
either octahedral sites (H sites) or tetrahedral sites (T sites),
as shown in Figure 1. For the supercell size we use, eight
configurations of MxMoS2 can be constructed with
x¼ 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, and 1.0. For
each configuration, the metallic atoms are distributed
between the two van der Waals gaps maximizing the dis-
tance between neighboring intercalates. To better probe the
intercalation energy, we generated more diluted systems
where only one metal atom was intercalated in 6$ 6$ 1,
5$ 5$ 1, 4$ 4$ 1, and 3$ 3$ 1 supercells corresponding
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to metallic concentrations of x¼ 0.014, 0.02, 0.031, and
0.053, respectively. All configurations are fully optimized
(atomic positions and lattice constants) using the same setup
used for the optimization of pristine bulk MoS2. For all
MxMoS2 systems, the partial occupancies for each orbital are
determined using the order-1 Methfessel-Paxton49 scheme
with an electronic temperature of r¼ 0.2 eV.

C. Ion mobility

To compute the activation energy for diffusion and min-
imum energy paths (MEPs) of metal ions diffusing through
the vdW gap of MoS2, we use the nudged elastic band
(NEB) method as implemented in VASP.50 The NEB calcu-
lations start from a set of geometries interpolating between
initial and final states; then, the ionic positions of all the
geometries are iteratively optimized using only the ionic-
force components perpendicular to the hypertangent. The
minimum energy path is then determined from spline inter-
polation of the total energy of the individual images and the
tangential projection of the 3N force components on each
image. The initial and final geometries are obtained by trans-
lating the metal ion between equivalent octahedral or tetra-
hedral sites within the MoS2 hexagonal lattice. Three
possible paths were optimized using NEB, namely, octahe-
dral ! bridge ! octahedral (H ! B ! H), octahedral !

tetrahedral ! octahedral (H ! T ! H), and tetrahedral !
octahedral! tetrahedral (T! H! T), refer to Section III.

D. Electronic transport

The electronic transport through Cu and Ag intercalated
MoS2 is treated in the ballistic regime within the phase-
coherent approximation of self-consistent non-equilibrium
Green’s function (NEGF) method. All electronic transport
computations are carried out using the TranSiesta code,51

implemented in the SIESTA package.52–54 Double zeta plus
polarization (DZP) numerical orbital basis sets are used for
all atomic species and the exchange-correlation potential is
calculated within the GGA-PBE29 functional. To account for
non-local long range interactions, we include a dispersion
correction to the total energy as prescribed by Grimme,38

known as DFT-D2. All structures are relaxed at the DFT-D2
level of theory using a maximum force tolerance on each
atom of <0.01 eV/Å with a Monkhorst-Pack45 k-mesh of
15$ 15$ 3 points for the ionic relaxation.

The device model for the electronic transport adopts a
two probe configuration where the central region is modeled
as a rectangular 2$ 2

ffiffiffi
3
p
$ 1 supercell built from the previ-

ously fully relaxed MxMoS2 geometries (Sec. II B). The left
and right electrodes have the same composition as the central
region, as discussed in detail in Section IV B. A k-mesh of

FIG. 1. Configurations of metal intercalated MoS2. Top views of MxMoS2 structures with metallic intercalate occupying octahedral (left panel) and tetrahedral
(right panel) sites. Red and cyan represent metallic atoms intercalated in the middle and top van der Waals gaps, respectively. The sample side view corre-
sponds to a metal concentration of 0.25.
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4$ 4$ 100 was used for the computation of the electrodes
self-energy while the transmission spectroscopy was carried
out on an 8$ 8 k-grid.

III. INTERCALATION AND MOBILITY

A. Energetics and structure of intercalation

To assess the energetics associated with the intercalation
of metallic atoms into the vdW gap of MoS2, we computed
the intercalation energy per metal atom

Eint ¼
1

nx
EMxMoS2

" EMoS2
" nxEmetal½ '; (2)

where EMxMoS2
is the total energy of the intercalated system

with metal concentration x, nx is number of intercalants in
the simulation cell, EMoS2

is the total energy of the pristine
host with the same number of formula units as the interca-
lated system, and Emetal is the total energy per atom of the
metal in its ground state crystal structure (fcc).

The upper panels in Fig. 2 show the intercalation energy
of metal intercalated MoS2 as a function of concentration for
Cu [Fig. 2(a)] and Ag [Fig. 2(c)]. Intercalation of a single Cu
atom in a 6 $ 6 $ 1 MoS2 supercell from the fcc metal
requires an energy 1.2 eV; additional atoms require less
energy and the average intercalation energy for x¼ 1 is
0.8 eV. In the case of Ag, the concentration dependence is
significantly stronger; intercalating the first Ag atom requires
approximately 2.2 eV; while for x¼ 1, the average energy is
just above 0.5 eV.

To better understand the nature of the interaction
between the ions and the TMDC, we characterized how the
intercalation modifies the lattice parameter of the TMDC

and charge transfer between the metal and host. As the metal
concentration increases, the in-plane lattice parameters
increase slightly, but, as expected, the largest expansion
occurs in the out-of-plane direction, as shown in Figs. 2(b)
and 2(d). Atomic charge of the intercalated species were cal-
culated via Bader Atoms in Molecules (AIM) analysis;55,56

and are shown in Table I. In the case of Cu, the charge at the
lowest concentration studied is þ0.57 e and þ0.51 e for H
and T site occupancy, respectively. We observe a weak
decrease in ionicity with concentration (to þ0.48 e in the H
site and þ0.44 in the T site for x¼ 1). This is consistent with
the relatively weak dependence of the c lattice parameter
with concentration, see Figure 2(b). Insertion of like ions
results in a gradual expansion of the lattice parameter. The

FIG. 2. Intercalation energies. Intercalation energy and c lattice parameter for copper (a), (b) and silver (c), (d) intercalates. Blue and red dots correspond to
octahedra (H) and tetrahedra (T), respectively.

TABLE I. Average Bader charge of copper and silver atoms at octahedral
(H) and tetrahedral (T) intercalation sites.

Copper charge jej Silver charge jej

Concentration (x) H-site T-site H-site T-site

0.014 0.566 0.512 0.480 0.434

0.020 0.532 0.511 0.441 0.432

0.031 0.532 0.510 0.445 0.418

0.056 0.545 0.509 0.454 0.413

0.125 0.531 0.509 0.402 0.359

0.250 0.551 0.496 0.404 0.354

0.375 0.518 0.491 0.355 0.272

0.500 0.507 0.508 0.335 0.311

0.625 0.495 0.490 0.303 0.247

0.750 0.492 0.477 0.284 0.241

0.875 0.486 0.453 0.230 0.212

1.000 0.480 0.438 0.098 0.190
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relatively constant intercalation energy with Cu concentra-
tion indicates a balance between the increase electrostatic
repulsion between the ions and their attractive interactions;
for reference, at the highest concentration, the Cu ions are
separated by a distance of 3.16 Å, compared to 2.55 Å bond
distance in the fcc crystal. Silver intercalation exhibits differ-
ent physics. The ionicity of the Ag atoms decreases very sig-
nificantly with concentration; from 0.48 e (H site) and 0.43 e
(T site) for the lowest concentrations to 0.1 e and 0.2 e for H
and T sites, respectively, for x¼ 1. This increase in metallic-
ity and, thus, the increase in atomic size result in a significant
expansion of the c lattice parameter with concentration. The
reduction in atomic charge as more Ag atoms are interca-
lated also reduces the Coulomb repulsion (unlike the case of
Cu); this is consistent with the significant decrease in Ag
intercalation energy with concentration.

In order to obtain additional insight into the concentra-
tion dependence of intercalation energies, we computed the
ideal binding between the intercalants in the absence of the
TMDs. These calculations were performed by removing the
Mo and S atoms from the relaxed simulation cells and calcu-
lating the total energy of the Cu/Ag atoms in their interca-
lated positions (no relaxation). We find that increasing
concentration from x¼ 0.125 to x¼ 1 results in a reduction
in energy (that is, more binding) of approximately 2 eV per
atom for both metals; tables with the calculated energies are
included in the supplementary material. This shows that
interaction of Cu with the TMD layers, including charge
transfer, has a strong effect on the interaction between
intercalants.

The energetics and partial charges are consistent with
the fact that Cu is more electroactive than Ag and indicate
that these metals could be electrochemically intercalated into
MoS2. For comparison, electrochemical dissolution of Cu in
amorphous silica is known to occur in resistive switching
electrochemical metallization (ECM) cells57–59 and the ener-
getics associated with the process involve a dissolution
energy of 2.7 6 2.4 eV.60 Given the similarity of the interca-
lation energies of Cu/Ag at H and T sites, we would expect
these competing metastable sites to be both occupied. This is

supported by the calculation of the ion migration energy bar-
rier through H and T, which differs by only a few meV, see
Section II C.

B. Ion mobility

We now switch our attention to the mobility of copper
and silver ions within the vdW gaps of MoS2. With knowl-
edge of the stable geometries of the ions in the MoS2 host,
the activation energy for diffusion was computed by finding
the minimum energy path (MEP) between two equivalent
positions within the lattice, as explained in Section II C.

As shown in Figure 3(a), the diffusion of Cu between T
sites involves a curved path that approaches the H sites and
involves two transition states with an activation energy of
0.32 eV. Note that the H site in this path is not a transition state
but rather a metastable configuration; once a copper ion falls in
this state, it requires about 0.18 eV to complete the full T-to-T
hop. For completeness, we studied a direct path between H
sites involving the bridge state (denoted B) located on the pro-
jection of a Mo-S bond, see Figure 3(b). We find that this path
yields a higher energy barrier than the zig-zag path alternating
T and H sites and this should not play a significant role in ion
transport.

The minimum energy path found by the nudged elastic
band is consistent with the computed intercalation energy
profiles shown in Figure 2 where we observed that interca-
lates seating in T sites are more stable. Ag diffusion involves
similar paths but higher activation energies, 0.38 eV between
T sites and 0.61 eV between H sites as shown in Figure 4.

The calculated activation energies for diffusion of copper
in MoS2 (0.38 eV) are comparable to that of ionic conductors
used as solid electrolytes. For example, the activation energy
for diffusion of Liþ in the LMPX (M¼Ge, Si, Sn, and Al and
X¼O, S, and Se) family of super ionic conductors has been
reported to be as low as 0.18 eV for M¼Ge and X¼S and as
high as 0.36 eV for M¼Ge and X¼O.61–63 Other DFT stud-
ies64 based on GGA-PBE reported the activation energy of Li
in MoS2 to be 0.24 eV. In contrast, copper diffusion in amor-
phous SiO2 involves significantly higher activation energies
in the range 0.4–1.2 eV.60

FIG. 3. Copper diffusion. Minimum
energy paths and activation energy for
diffusion of copper diffusing in MoS2.
(a) Copper diffusion between neigh-
boring tetrahedral sites through an
octahedral site. (b) Diffusion between
neighboring octahedral sites through a
bridge.
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IV. ELECTRONIC STRUCTURE AND TRANSPORT

A. Band structure and density of states

In this section, we study the effect of copper and silver
intercalation on the electronic structure of the material
Figure 5(a) shows the electronic band structure of pristine
MoS2 along the high symmetry points shown in the Brillouin
zone in Figure 5(b). The shaded regions highlight the elec-
tronic band structure along the out-of-plane directions C–A,
L–M, and K–H. As is expected, in pristine MoS2, we observe
very few bands close to the Fermi level along these out-of-
plane (vertical) directions due to the weak interaction
between layers.

Figures 6 and 7 show the electron band dispersions and
densities of states of Cu- and Ag-intercalated TMDC at dif-
ferent concentrations, respectively. In all cases, we observe a
semiconductor-to-metal transition upon intercalation. The
general features of the electronic band structures of the inter-
calated systems are similar to that of neat MoS2. The main
effect of intercalation is bringing the conduction band closer
to the Fermi level, eventually crossing it at several points in
the Brillouin zone. As the metallic concentration increases,
more bands cross the Fermi energy, resulting in an increase
in the density of states at the Fermi energy and conduction as
will be shown in Section IV B. These effects are relatively
independent of the location of the intercalant (T or H sites).

Additionally, we note that a significant amount of bands
crosses the Fermi energy at multiple points in momentum
space along out-of-plane directions.

In order to obtain additional insight into the effects of
the intercalation on the electronic structure, we projected the
electronic density of states on the various elements and the
results are shown as green, red, and blue curves in the DoS
plots for Cu/Ag, Mo, and S, respectively. Interestingly, the
states near the Fermi level are contributed by molybdenum d
and sulfur p bands, while the intercalated metal derived
states are well below the Fermi energy.

Despite the qualitative similarities in the electronic band
structures between H and T intercalated systems (upper and
lower panels in Figures 6 and 7), the different atomic arrange-
ments lead to differences in the density of states at the Fermi
energy with consequences in the electron transport properties
of the intercalated systems. We find a higher density of states
at the Fermi energy for ions in the H sites than in the T sites.
For example, for x¼ 1 in H sites the density of states at EF is
20 and 10 states/eV for Cu and Ag, respectively, while for the
T we find 10 and 2 states/eV. Therefore, the degree of metalli-
zation is higher for Cu/Ag ions at the H sites than for the T
sites, which correlates with higher charge transfer, see Table
I. Also worth noting is the relatively low dispersion of the
bands in the out-of-plane direction when Cu is intercalated in
T sites, this will result in lower vertical conductance.

FIG. 4. Silver diffusion. Minimum
energy paths and activation energy for
diffusion of silver diffusing in MoS2.
(a) Silver diffusion between neighbor-
ing octahedral sites through a tetrahe-
dral site. (b) Diffusion between
neighboring octahedral sites through a
bridge.

FIG. 5. Band dispersion and Brillouin
zone of bulk MoS2. (a) Electronic band
structure of MoS2 computed along the
high symmetry points shown in the
Brillouin zone (b). Light gray shaded
regions correspond to the band disper-
sion along out-of-plane directions.
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B. Electronic transport

To characterize the semiconductor to metal transition
due to intercalation, we studied the electronic transport
through the intercalated MoS2 within the ballistic regime
using the DFT non-equilibrium Green’s function (NEGF)51

formalism as implemented in TranSIESTA.65 Figure 8 shows
the two-probe configuration used for the transport calcula-
tions. The left and right leads of the systems have the same
composition as the central region to avoid the effect of inter-
faces. The size of the device corresponds to a 1$ 1$ 3 rect-
angular supercell of the intercalated systems described in

FIG. 6. Band dispersion and DOS of copper intercalated MoS2. Electronic band structure and density of states for CuxMoS2 systems with copper atoms occu-
pying H sites (top panel) and T sites (bottom panel) for (a) x¼ 0.125, (b) x¼ 0.5, and (c) x¼ 1. The shaded region represents the total DOS and the green, red,
and blue lines correspond to the Cu, Mo, and S contributions to the partial DOS, respectively. Light gray shaded regions correspond to the band dispersion
along out-of-plane directions.

FIG. 7. Band dispersion and DOS of silver intercalated MoS2. Electronic band structure and density of states for AgxMoS2 systems with silver atoms occupy-
ing H sites (top panel) and T sites (bottom panel) for (a) x¼ 0.125, (b) x¼ 0.5, and (c) x¼ 1. The shaded region represents the total DOS and the green, red,
and blue lines correspond to the Ag, Mo, and S contributions to the partial DOS, respectively. Light gray shaded regions correspond to the band dispersion
along out-of-plane directions.
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Fig. 1. The supercell is oriented in such a way that the c lat-
tice vector matches the direction of transport. In order for the
left and right leads to have the same composition as the
channel, we use 1$ 1$ 1 rectangular supercells of the metal
intercalated MoS2 as extended electrodes. The self-energies
of the electrodes are extracted from a standard DFT

calculation and the non-equilibrium charge density matrix is
computed using NEGF.

Figures 9 and 10 show the equilibrium conductance as a
function of copper and silver concentration for the T and H
cases, respectively. In all cases, we show horizontal (in-
plane) and vertical transport. We find that conductance

FIG. 8. Two probe device configura-
tion. Device setup used for the calcula-
tion of electron transport properties in
the horizontal (upper panel) and verti-
cal (lower panel) directions of the Cu
and Ag intercalated MoS2.

FIG. 9. Equilibrium conductance of T
site MxMoS2. Horizontal (red) and ver-
tical (blue) equilibrium conductance of
Cu (left) and Ag (right) intercalated in
tetrahedral sites of MoS2 as a function
of metal concentration.

FIG. 10. Equilibrium conductance of
H site MxMoS2. Horizontal (red) and
vertical (blue) equilibrium conduc-
tance of Cu (left) and Ag (right) inter-
calated in octahedral sites of MoS2 as a
function of metal concentration.
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increases with concentration of the intercalant except in the
case of vertical transport for Cu on T sites where we observe
a saturation. These results correlate with the observed
increase in DoS at the Fermi energy with increasing concen-
tration. In most cases, Cu intercalation results in higher con-
ductance than Ag, except in the case of vertical transport
across the Cu intercalated at T sites which is consistent, as
discussed above, with the almost dispersion-less bands near
the Fermi energy in the out-of-plane directions C–A, L–M,
and K–H, as shown in the upper panel of Figure 6. In con-
trast, the band dispersion in the in-plane directions of
Cu(Ag) intercalated in H(T) sites is comparable to that of the
out-of-plane directions leading to a similar behavior of equi-
librium conductance. The fact that the cross-plane electronic
transport is comparable to that of the in-plane transport
opens the possibility of designing top electrodes for transis-
tor applications.

V. DISCUSSION AND CONCLUSIONS

We presented an ab initio study of metal intercalation of
Cu and Ag into MoS2 based on density functional theory.
Intercalating Cu at low concentrations requires approxi-
mately 1.0 eV per ion, while Ag requires over 2 eV; these
values indicate the possibility of electrochemical intercala-
tion. We also note a decrease in the ionic character of the
intercalated metal as its concentration increases. Even
though the charge transfer of copper and silver at low con-
centration is comparable, silver becomes practically metallic
(neutral) at high concentration (x¼ 1.0).

Nudged elastic band calculations indicate relatively
small activation energy for diffusion of copper and silver in
the vdW gap between TMDC layers, ranging from 0.3 eV for
Cu to 0.4 eV for Ag. Finally, the simulations show that inter-
calation of Cu or Ag in MoS2 induces a semiconductor to
metal transition. The origin of this transition is that charge
transfer from the metallic ions pulls the conduction band of
the TMDC lower in energy and across the Fermi level. The
conductance depends on concentration and the site of the
intercalant.

The ability to electrochemically intercalate metallic ions
into TMDCs could be of interest for several potential appli-
cations such as electrochemical metallization cells (ECMs)
and contacts for TMDC based electronic devices. ECM cells
are resistance switching devices which are of interest for
memory and logic.66–70 These devices switch between low
and high resistance states via formation of a metallic fila-
ment as an active electrode, which is electrochemically dis-
solved into a dielectric. Other DFT studies have found that
the filament formation is attributed to the increase of metal
coordination and strong binding energy between metal
ions.71,72 Current ECMs use either an oxide (like SiO2,
Al2O3, and WO3)73,74 or a chalcogenide solid electrolyte
(such as GeS, GeSe, and Ag2S)75–77 as the dielectric and lay-
ered TMDCs could represent an interesting alternative. Also
related to resistance switching memories, materials whose
resistance decreases sharply at a threshold voltage (so called
threshold switching) are of significant interest as access devi-
ces in high-density memory.78,79 We note that in this study

we focused on configurations with evenly distributed interca-
lants, see Figure 1. We believe a study of the possible aggre-
gation of intercalants, including dimerization and the
possible formation of one dimensional paths would be very
valuable

Metal-doped TMDCs also have the potential to address
a major challenge in TMDC-based electronics, namely, the
fact that they tend to form high Schottky barriers (SBs) with
most of the commonly used metal contacts. Several solutions
to this challenge have been explored including doping the
contact regions to reduce the SB or selecting contact materi-
als with appropriate work functions.80 Several metals have
been proposed as contact materials to monolayer TMDC as
well as different contact configurations leading to the conclu-
sion that edge contacts are more desirable over top contacts
due to an enhancement of the electron injection into the
TMDC monolayers.81,82 The development of techniques and
novel materials to accurately control contact resistance is
key for the realization of TMDC applications in electronics83

and spintronics.84,85 The intercalation of metal ions in the
contact regions could address some of these issues.

SUPPLEMENTARY MATERIAL

In the supplementary material, the phonon dispersion of
copper intercalated systems with concentration x¼ 0.125 is
shown in Sec. S1 along with the partial phonon density of
states (Fig. S1). In Sec. S2, the binding energy of the interca-
lants (Cu and Ag) is presented in Table S1.
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We characterized the interface between fcc Cu and various single-layer transition metal dichalcogenides
(TMDs) using density functional theory calculations. We found that monolayer Mo, W, Nb, Ti, and V disulfides,
diselenides, and ditellurides are stable on Cu(111) with binding energies higher than those of h-BN and graphene.
An analysis of the electronic structure of the interfaces indicates partial covalent bonding and a complex
redistribution of electronic density, consisting of electron accumulation in the gap region, depletion near the
Cu and TMD surfaces, and charge density oscillations within both materials. The resulting net electric dipoles
significantly alter the electron work function of the Cu surface. Interestingly, capping Cu(111) surfaces with
group-IV and -V TMDs leads to an increase in the work function of up to 1 eV, while group-VI TMDs can decrease
the work function by up to 1 eV. Finally, the complex charge distributions at the Cu/TMD interfaces include
opposing dipoles and explain the fact that net dipoles associated with Cu/TMD interfaces are comparable to or
smaller than those of Cu/graphene and Cu/h-BN, even though the Cu/TMD binding energies are significantly
higher.

DOI: 10.1103/PhysRevMaterials.1.034001

I. INTRODUCTION

Monolayer transition metal dichalcogenides (TMDs) com-
bine scalability to the near atomic level with a wide range
of optoelectronic properties, from direct electronic bandgaps
to metallic conduction and even superconductivity [1,2]. The
unique properties of TMDs, progress in their synthesis [3–6],
and integration into devices make them ideally suited for a
wide range of applications, including field effect transistors
with high on/off ratios and rapid switching [7,8], molecular
sensors [9], phototransistors [10], sensitizers for photocata-
lysts [11,12], and photovoltaics [13–15]. Integration of TMDs
with other materials is critical in all the applications mentioned
above, and achieving desirable contact properties has been the
focus of much effort. Previous work has provided interesting
insight into the behavior of metal/TMD interfaces. For exam-
ple, the indirect band-gap photoluminescence of metal/TMD
junctions increases tenfold compared to SiO2/TMD junctions,
while the photoluminescence of the direct band gap remains
unchanged [16]. Additionally, experiments examining the
growth of metals on TMDs have shown how metal/TMD
interactions affect the resulting morphologies; for example,
Pd grows on MoS2 as a uniform layer while Au and Ag
grow in clusters [17]. Computational studies also suggest
that it is possible to control Schottky barriers at metal/TMD
interfaces by inserting a monolayer of h-BN between the
metal and TMD [18]. Despite such progress, engineering
the interfaces between TMDs and other materials remains
a significant challenge and efforts so far have been based
on physical intuition involving trial and error; we lack a
fundamental knowledge about the physical and electronic
properties of these interfaces across a wide range of TMDs.
Most studies examining TMDs for device applications have
focused on Mo- and/or W-based TMDs, but the small band
gaps or metallic character of group-IV and -V dichalcogenides

*Corresponding author: strachan@purdue.edu

may also be useful for nanoscale applications where greater
electrical conductivity is required.

Acquiring fundamental knowledge of metal/TMD inter-
faces is valuable for understanding the stability of such
interfaces, and because the character of the chemical inter-
actions (e.g., the degree of covalent bonding vs ionicity)
affects the electronic properties of the interface, including
charge transfer, the formation of Schottky barriers [19], and
transport properties [17,20]. For instance, encapsulation of
Cu nanowires with graphene has been shown to enhance
both electrical and thermal conductivity [21] and could thus
be used to improve the performance of interconnects for
nanoelectronics. An additional feature of these hybrid wires is
that the graphene acts as an ultrathin, but effective diffusion
barrier between the metal nanowire and surrounding dielectric.
The wide range of electronic properties among TMDs makes
them an attractive alternative for nanowire encapsulation over
graphene—using metallic TMDs could provide an alternative
conduction channel and improve transport. However, progress
in this field is hindered by our poor understanding of the
interactions between TMDs and metal surfaces.

Farmanbar and Brocks [19] studied the interaction between
MoS2 and various metal surfaces (including Au, Ag, Cu, and
Ni) and found that MoS2 interacts more strongly with early
transition metals compared to late transition metals and simple
metals. However, the interactions between metal surfaces
and other TMDs—particularly those that are metallic in the
ground state—have not been sufficiently studied, leaving a
number of open questions. How does the chemistry of the
TMD influence the degree of van der Waals vs covalent
bonding at the interface? For a given TMD, does greater
lattice mismatch between the metal surface and TMD give
rise to different behavior? Finally, how does the nature of
the TMD affect the electronic properties of the metal/TMD
interface, such as the formation of electric dipoles and Schottky
barriers? We seek to address these questions by focusing
on interfaces between Cu(111) surfaces and several TMDs
with the formula MX2, where M is a transition metal and
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X a chalcogen. We explore the semiconductor TMDs of
group VI (M = Mo, W) as well select group-IV and -V
TMDs, which range from magnetic semiconductors to metals
(M = Nb, Ti, V). For each transition metal, we examine the
three possible dichalcogenides (X = S, Se, Te). We find that
adsorption of both semiconductor and metallic TMDs on
Cu(111) results in hybridization and partial covalent/ionic
bonding in addition to van der Waals interactions. As charge
is redistributed upon adsorption, an electric dipole is formed
at the interface, the net direction and magnitude of which
depends on the band structure of the TMD relative to that of
Cu. Finally, we characterize the Schottky barrier that forms at
the Cu/TMD interface when the TMD is a semiconductor.

The remainder of this article is organized as follows:
Section II provides the simulation details of the study, followed
by discussions of interface adhesion and stability in Sec. III and
electronic structure in Sec. IV. Our conclusions are presented
in Sec. V.

II. SIMULATION DETAILS

A. Electronic structure calculations

Structural optimization and electronic properties calcula-
tions were carried out using density functional theory as
implemented in the Vienna ab initio simulation package
(VASP) [22,23] using projector-augmented wave (PAW) pseu-
dopotentials [24,25]. The generalized gradient approxima-
tion (GGA) as proposed by Perdew-Burke-Ernzerhof (PBE)
[26] was used as the exchange-correlation functional. Since
London dispersion interactions are not captured by Born-
Oppenheimer–based DFT, we employed Grimme’s DFT-D3
energy correction scheme to account for these dispersion
interactions [27–29]. In the DFT-D3 scheme, the Kohn-Sham
DFT energy is corrected by adding a pairwise interaction that
depends on the local environment of each atom and has been
parameterized for multiple exchange-correlation functionals.
All calculations use a kinetic energy cutoff of 500 eV. Since
we dealt with several different Cu/TMD interfaces and thus
supercells of various sizes, we attempted to construct k grids
with a uniform spacing between k points. For structural
relaxations across all systems, we employed �-centered k grids
of sizes 4 × 4 × 1 to 8 × 8 × 1, depending on the size of the

supercell, resulting in linear grid spacings of 0.10–0.15 Å
−1

(7–10 k points per Å
−1

). We found that the total energies of
these systems do not change appreciably if a smaller spacing is
used. Each self-consistent field cycle was terminated when the
energy change between cycles fell below 10−5 eV, and struc-
tural relaxations were terminated when all forces fell below
0.01 eV/Å. We also included a dipole correction perpendicular
to the interface to remove nonphysical interactions between
out-of-plane periodic images.

For calculations involving the vanadium dichalcogenides,
we included spin polarization and the on-site Coulomb U

parameter based on the Hubbard model in addition to the
present level of theory to account for high electron correlations
and the magnetic ground states [30,31]. For the vanadium
3d orbitals, we used U = 2.00 eV and J = 0.87 eV as in
Ref. [30]. These parameters are a theoretical estimate of U

and J for vanadium originally from Ref. [32] and reproduce

the semiconducting states of VS2 and VSe2 predicted by
hybrid functional calculations [30,31] while also yielding
lattice parameters in good agreement with experiment. We
also considered adding the Hubbard U parameter to our
calculations for Nb dichalcogenides, which are expected to
exhibit electron correlations but less so than V dichalcogenides
[31,33], but we found that parameters Ueff = U − J = 1 eV
and Ueff = 5 eV do not notably change the electronic structure
and that both Ueff values result in lattice parameters that are
in poorer agreement with experiment than our results without
the U parameter. Thus, we did not pursue further calculations
including the Hubbard U parameter for Nb dichalcogenides.

As a first assessment of the accuracy of the level of
theory, we compared our calculated bulk lattice parameters
and cohesive energies for the range of TMDs of interest here
to available experimental data. As expected, in-plane lattice
parameters, dominated by strong chemical bonding, compare
well with experiments with a root-mean-square percentage
error (RMSPE) of 0.88% for GGA-PBE with DFT-D3 and
0.91% for pure GGA-PBE. The out-of-plane lattice parameter
c is governed by weak van der Waals interactions and is thus
poorly described by standard DFT, with an RMSPE of 12.63%
for GGA-PBE; the D3 correction results in significantly better
agreement with experiments, with an RMSPE of 1.15%. The
cohesive energies of the bulk TMDs are also described with the
accuracy expected from DFT, with an RMSPE of 8.80% for
GGA-PBE + DFT-D3 and 7.11% for GGA-PBE. Details of
these calculations can be found in the Supplemental Material
[34].

The electronic structure of each relaxed interface was
analyzed to extract the electrostatic potential step that develops
due to the redistribution of charge around the interface leading
to a net electric dipole and, in semiconductor TMDs, a Schottky
barrier. The details of this analysis are presented together with
the results in Sec. IV.

B. Cu(111)/TMD interface model and binding
energy calculation

Monolayer TMDs tend to crystallize into one of two
structures: one with prismatic symmetry (denoted H) and one
with antiprismatic or octahedral symmetry (denoted T). For all
TMDs we characterized both the H and T structures regardless
of which one is the ground state, since many TMDs can often be
found in, or be manipulated to adopt, metastable phases [35].
For example, theoretical predictions suggest MoTe2 undergoes
an H-to-T transition under applied strain [36].

We modeled the Cu(111)/TMD interface as a Cu(111)
slab consisting of six atomic layers (i.e., two sets of ABC
stacking) with a monolayer TMD deposited on the top free
surface. We have chosen to investigate Cu(111) surfaces,
as these closed-packed surfaces have the lowest energy in
fcc crystals [37] and thus are favored during growth. A
vacuum layer thickness of at least 25 Å was added to ensure
negligible interactions between out-of-plane periodic images.
Since periodic boundary conditions are required to avoid
spurious end effects, the orientation and size of the individual
Cu and TMD simulation cells in the hybrid system were
carefully chosen to minimize strain at the interface while
ensuring a commensurate supercell. Therefore, the
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Cu(111)/TMD interfaces were generated following the
approach described in Refs. [19,38]: we searched for
integers n1, n2, m1, and m2 such that the in-plane cell

vectors of the TMD and Cu,
⇀

T TMD = n1
⇀

aTMD + n2
⇀

bTMD

and
⇀

T Cu = m1
⇀

aCu + m2
⇀

bCu where
⇀

a and
⇀

b are the DFT-D3
primitive unit cell vectors of the TMD and Cu(111) surface,
were as close in magnitude as possible. We took the
combinations of n and m that resulted in the two lowest

δ = ‖⇀
T TMD‖−‖⇀

T Cu‖
‖⇀
T Cu‖

with the constraint that the resultant

supercell contained less than 200 atoms. Using these
constraints, the two lowest strains (δ) for all interfaces were
less than 3%. The Cu/TMD supercell was constructed by

straining the Cu slab so that
⇀

T TMD and
⇀

T Cu had the same
magnitude and by rotating the TMD monolayer above the

Cu(111) surface to make
⇀

T TMD and
⇀

T Cu coincide. We chose
to strain the Cu and maintain the TMD at its equilibrium
lattice parameter because the electronic structure of the TMD
is highly sensitive to deformation [39]. This may appear
counterintuitive as, given strong interfacial interactions, the
thin TMD layer would deform instead of the Cu slab. Indeed,
experimental studies of MoS2 grown on nonmetallic substrates
have found strains of 0.8–1.5% in the TMD [40–45], and
noble metals grown on MoS2 impart a strain of 0.8–1.0% to
the monolayer [17]. Our decision to strain Cu is motivated by
the relatively weak effect of strain on the Cu electronic
structure in contrast to its effect on TMDs: straining the
TMD in contact with a metal in a DFT calculation can yield

nonphysical results [19]. The coinciding vectors
⇀

T TMD and
⇀

T Cu form one supercell vector; the second in-plane supercell
vector was obtained by a 60◦ rotation of the first (an equivalent
supercell can be constructed using a 120◦ rotation). This
process is illustrated in Fig. 1. The strains, DFT-D3 lattice

FIG. 1. Construction of the hybrid supercell: (1) Identify multi-
ples of the primitive lattice vectors that have approximately the same
magnitude; (2) rotate the TMD monolayer relative to the Cu surface
and strain the Cu surface to match the TMD monolayer; (3) create
the supercell by constructing a second in-plane cell vector rotated 60◦

relative to the first.

parameters, and supercell sizes for all TMDs studied are given
in the Supplemental Material [34].

Equilibrium structures were obtained by relaxing the
supercells while keeping the bottom three layers of the Cu
slab fixed. The relaxed structures were used to calculate the
equilibrium separation distances and binding energies between
the TMD monolayer and the Cu(111) surface. The interfacial
binding energy per formula unit Eb is given by

Eb = − 1

N

[
Ehyb − (

ECu + EMX2

)]
, (1)

where N is the number of formula units of MX2 in the
supercell, Ehyb is the total energy of the Cu(111)/TMD hybrid,
ECu is the energy of the corresponding relaxed Cu slab, and
EMX2 is the energy of the relaxed TMD monolayer. We also
report interfacial energy normalized by surface area.

III. Cu(111)/TMD INTERFACES: ENERGETICS
AND STRUCTURE

A. Interfacial adhesion

Figures 2–4 show our predictions of equilibrium separation
distance between the top atomic layer of the Cu(111) surface
and the bottom chalcogen atoms of the TMD (Fig. 2) and
energetics of the Cu(111)/TMD interfaces. Binding energies
per formula unit are shown in Fig. 3, and binding energies
per unit of interfacial surface area are shown in Fig. 4. The
panels on the left show the results for the ground-state structure
of each TMD, and those on the right show results for the
metastable configuration. In each case, the TMD phase is
indicated as H or T. Note that we treat the H phase of WTe2 and
the T phase of VTe2 as the ground state, even though we find
that the T′ phase is slightly lower in energy. We use H-WTe2

and T-VTe2 as the ground state because this energy difference
is small (about 86 meV for WTe2, in agreement with other
computational experiments [46–48], and 36 meV for VTe2),
and because achieving an interface with less than 5% mismatch
in both in-plane directions with the Cu(111) surface requires
a supercell too large for DFT calculations. The figures show
results for the two lowest strain Cu/TMD simulation cells and
demonstrate that the relatively small strain on Cu (less than
3%) has a minimal effect on structure and binding energies.
(The amount of strain for each Cu/TMD interface is given in
the Supplemental Material [34].)

1. Accuracy of the calculations

Before discussing the implications of and trends in our
results, we first address their accuracy. We are unaware
of experimental results for Cu/TMD interfacial energies or
separation distances, so we compare results for h-BN and
graphene on Cu(111). Our calculations for graphene yield
a binding energy of 0.50 J/m2 and a separation distance
of 3.25 Å, slightly underestimating the experimental binding
energy of 0.72 J/m2 obtained from delamination studies [49].
For h-BN we obtain a binding energy of 0.54 J/m2 and a
separation of 3.23 Å, overestimating the experimental binding
energy of 0.18 J/m2, calculated from an observed energy
upshift in the surface state dispersion curve after adsorption
[50]. In comparison with other theoretical methods, our
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FIG. 2. Equilibrium separation distances of the TMD monolayers on Cu(111) for (a) the ground-state and (b) higher-energy phase of the
TMD. Distance increases with the size of the chalcogen. Symbols indicate DFT + U results for VX2. TMD phase is indicated as H or T.

predictions result in shorter interfacial distances and stronger
binding for h-BN, graphene, and MoS2. For H-MoS2 on
Cu(111), we compare our results with Ref. [19], which used
a modification [51,52] of the Becke88 functional [53] (known
as “opt-B88”) to describe exchange, LDA to describe local
electron-electron correlation, and the van der Waals density
functional (vdW-DF) of Dion et al. [54] to describe nonlocal
electron-electron correlations, to obtain a binding energy and
separation distance of 0.40 eV/MX2 and 2.5 Å. Our simula-
tions, with the PBE functional and DFT-D3 corrections, result
in a binding energy and separation distance of 0.85 eV/MX2

and 2.25 Å. The same trend is observed in graphene and h-BN,
where optB88-vdW-DF predicts 0.20 J/m2 and 3.26 Å for
graphene [55], and 0.42 J/m2 and 3.27 Å for h-BN [56]. These
results are consistent with prior observations for adsorption

of H2 on Cu(111) surfaces [57], where DFT-D3 predicts
shorter separation distances and stronger binding than vdW-
DF–based methods. In summary, our DFT-D3 predictions
generally overbind with respect to optB88-vdW-DF and are
in better agreement with delamination studies of graphene on
Cu(111). On the other hand, both DFT-D3 and optB88-vdW-
DF predict stronger binding between Cu(111) and h-BN than
experiment. Thus, the relatively small number of experimental
studies and intrinsic uncertainties in the theoretical methods
used to date result in uncertainties regarding the energet-
ics and structure of TMD/metal interfaces that are poorly
understood. With this in mind, our primary objective is to
observe and explain trends in stability, adhesion, and electrical
properties of Cu(111)/TMD interfaces with changing TMD
chemistry.

FIG. 3. Binding energy per formula unit for the TMDs on Cu(111) for (a) the ground-state and (b) metastable phase of the TMD. In the
ground state, the group-IV and V TMDs bind more strongly to the Cu surface than the group-VI TMDs. Symbols indicate DFT + U results for
VX2. TMD phase is indicated as H or T.
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FIG. 4. Binding energy per unit area for the TMDs on Cu(111) for (a) the ground-state and (b) metastable phase of the TMD. In the ground
state, the group-V sulfides bind most strongly per unit area. Symbols indicate DFT + U results for VX2. TMD phase is indicated as H or T.

2. TMDs vs graphene and h-BN

All Cu/TMD hybrids studied exhibit greater binding
energies and shorter separation distances than those pre-
dicted for Cu/graphene (0.50 J/m2 and 3.25 Å) and Cu/h-BN
(0.54 J/m2 and 3.23 Å), suggesting a degree of chemical
bonding and hybridization between the TMDs and Cu(111).
This hybridization can affect the electronic and transport
properties of the interface, which is discussed in Sec. IV.

3. Chemistry and role of the chalcogen atom

As shown in Fig. 2, the separation distances between
the TMDs and Cu(111) are primarily governed by the size
of the chalcogen atom, which increases from S to Te, and
depend weakly on the transition metal atom. Interestingly, the
binding energies per formula unit (Fig. 3) for group-VI TMDs
increases down the periodic table from S to Te, indicating

stronger interactions even as the separation distance increases.
Group-IV and -V TMDs do not follow this trend and the
interaction energies are rather independent of chemistry. An
important result of our simulations is that group-IV and -V
TMDs interact more strongly with Cu(111) compared to the
group-VI TMDs, both per formula unit and per unit area. This
indicates the possibility of greater hybridization between Cu
and group-IV and -V TMDs.

B. Structural stability and transitions on Cu(111)

Following the energetics of the Cu(111)/TMD interfaces,
we examine the structural stability of H- and T-phase TMDs
on Cu(111). As a measure of local structural distortions, we
compare the range in metal-chalcogen (M-X) bond length for
the vacuum-facing (“top”) and Cu-facing (“bottom”) bonds
for each TMD after adsorption on Cu(111), see Fig. 5. This is

FIG. 5. Range of bond lengths for (a) ground-state TMDs adsorbed on Cu(111) and (b) higher-energy phase TMDs adsorbed on Cu(111).
“Top” refers to M-X bonds facing vacuum, and “Bottom” refers to M-X bonds facing the Cu(111) surface. Symbols indicate DFT + U results
for VX2. The phase of the TMD is indicated by H or T.
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FIG. 6. Relaxed Cu(111)/T-MoS2 and Cu(111)/T-WSe2 inter-
faces. The T phase polymorphs of monolayer MoS2 and WS2

reconstruct to resemble the T′ phase during the geometry relaxation.

motivated by the prior observations of structural instabilities
in freestanding TMD monolayers [58,59]. Figure 5(a) shows
the local bond distortions when the ground-state structure
for all monolayer TMDs studied is relaxed on Cu(111). We
find that the ground-state TMDs exhibit small distortions,
and we attribute these small variations in bond length to the
local fields created by the Cu surface. On the other hand,
high-energy crystal structures [Fig. 5(b)] exhibit much larger
ranges in bond length, suggesting significant distortion upon
adsorption. Interestingly, all H-phase TMDs appear stable on
Cu(111), regardless of whether the H phase is the ground state;
conversely, T-phase TMDs only appear stable if the T phase
is the ground state. The exception is VTe2, for which there is
only a small energy difference between the H and T phases.

For the second-lowest strain orientation of T-MoS2 and
lowest strain orientation of T-WS2 on Cu(111), we also ob-
served reconstruction of the TMD upon adsorption. A simple
geometry relaxation of the interface produces a structure
resembling the T′ phase, shown in Fig. 6.

We also consider the possibility that the interaction with
Cu(111) may affect the relative stability of the H and T phases.
We quantify the relative stability of the H and T phases for a
freestanding TMD by computing the difference between their

total energies per formula unit:

�EH−T
free = EH

free − ET
free. (2)

A positive value indicates that the T phase is more stable
than the H phase. When a TMD adheres to a Cu(111)
surface, the energy of the hybrid system (per TMD formula
unit) decreases by the binding energy Eb from Eq. (1). This
interaction changes the relative energy of the H and T phases,
and their relative stability in the hybrid system can be defined
as

�EH−T
hyb = (

EH
free − EH

b

) − (
ET

free − ET
b

)
. (3)

We note that a direct comparison between the energies of
the hybrid structures is not possible due to the different strains
and number of Cu atoms in each.

Figure 7 shows the relative stability between the H and T
phases for the freestanding (�Efree) and adsorbed (�Ehyb)
TMDs. In most cases, absorption on the Cu(111) surface
stabilizes the metastable phase relative to the ground state.
This occurs for Mo, W, and Ti dichalcogenides and can be
understood as the high-energy phase being more reactive.
Still, this stabilization is not enough to reverse the energetics.
Therefore, we do not expect a change in structure induced
by adsorption for TMDs in the ground state. However, these
results indicate that switching between crystal structures
may be facilitated by interaction with a metallic surface.
Niobium and vanadium dichalcogenides exhibit only a small
energy difference between the T and H phases, and here
the interactions with the Cu surface tend to stabilize the
low-energy phase. Since we do not expect changes in the
ground-state structures induced by absorption, our studies of
electronic properties focus on the ground-state TMDs when
describing the electronic structure of the Cu/TMD interface.

IV. NATURE OF BONDING AND ELECTRONIC
STRUCTURE

We now examine the electronic properties of the
Cu(111)/TMD interfaces. Our motivation is not only to
contribute to the understanding of transport across and along

FIG. 7. Energy difference between H- and T-phase TMDs adsorbed on Cu(111). For all TMDs except VTe2, the ground-state phase remains
the preferred polymorph upon adsorption. Symbols indicate DFT + U results for freestanding VX2.
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FIG. 8. (a) Schematic of the electronic structure of the Cu and semiconductor TMD monolayer at large separation, where each subsystem
has its own Fermi level. (b) Schematic of the electronic structure of the Cu/TMD hybrid. (c) Characteristic xy-planar average of the local
potential for a Cu/TMD hybrid showing the work function of the metal at the free surface WM , work function of the metal at the TMD-capped
end WM|TMD, the potential step �V , and the Fermi level of the hybrid EF . (d) Planar-integrated charge density corresponding to the local
potential in (c).

these interfaces, but also to obtain additional insight into the
interaction between Cu and several families of TMDs.

A. Schottky barriers

To begin, consider a semiconductor TMD monolayer and
a Cu slab separated by a large gap such that interactions
between the two fragments can be neglected. Both materials
share the same vacuum level and each has its own Fermi level,
as shown in Fig. 8(a). When the Cu slab and semiconductor
TMD monolayer are brought into contact [Fig. 8(b)], their
electronic structure evolves to equate the Fermi energies of
the two interacting subsystems. The resulting redistribution of
electronic density results in a net electric dipole around the

interface and, consequently, in an electrostatic potential step.
Assuming an ideal infinite two-dimensional (2D) interface,
the vacuum level is thus different on either side of the slab.
Ignoring band bending near the interface, the energy difference
between the Fermi level of the hybrid system and the TMD
conduction band is the Schottky barrier at the interface. Since
the conduction band edge of the semiconductor cannot be
extracted in a direct manner from a DFT calculation of
the hybrid material, the Schottky barrier of the hybrid φ is
computed in DFT calculations as [19]

φ = W ′
M − χTMD − �V, (4)

where W ′
M is the work function of a freestanding Cu slab

and χTMD is the electron affinity of the freestanding TMD

FIG. 9. xy-planar average of the local electrostatic potential for Cu(111)/H-MoS2 and Cu(111)/H-NbS2 hybrids with labels for the potential
step �V , work function at the bare metal surface WM , and work function at the TMD-capped surface WM|TMD. The potential step is positive
for MoS2 and negative for NbS2.
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FIG. 10. Representation of Schottky barrier formation in the
Cu/TMD hybrids as a result of the potential step: the Schottky barrier
in the semiconductor TMDs is the vertical offset φ from the lower
line, which has slope 1. Note that χTMD for the metallic TMDs is
simply the Fermi level. Open symbols indicate DFT + U results. The
phase of the each TMD is the favored freestanding structure as shown
in Fig. 7.

monolayer (both obtained from the Kohn-Sham eigenvalues).
The potential step �V = WM − WM|TMD is the difference
in vacuum level Evac between the exposed metal surface
in the hybrid WM and the metal surface capped by the
TMD WM|TMD. We note that for all the Cu/TMD hybrids
studied, the TMD does not affect the work function of the
free metallic surface and WM ≈ W ′

M , with the difference
|WM − W ′

M | being no larger than 17 meV. The potential step
is illustrated schematically in Fig. 8(b) alongside its practical
counterpart in Fig. 8(c), calculated from the xy-planar average
of the local electrostatic potential in the hybrid system. A
comparison between the local potentials of Cu(111)/H-MoS2

and Cu(111)/H-NbS2 hybrids is given in Fig. 9, illustrating
the variation in potential and potential step between hybrids.

To characterize the Schottky barriers in the Cu/TMD hybrid
systems across the range of TMDs studied, we find it useful
to plot W ′

M − χTMD against �V (Fig. 10), where the vertical
deviation from the y = x line represents a Schottky barrier.
The metallic TMDs fall along the y = x line and therefore
we predict that, as expected, they do not form Schottky
barriers with Cu(111). Most semiconductor TMDs fall along
a line y = x + φ, and the offset φ can be interpreted as the
Schottky barrier in the hybrid. The simulations predict that
within the semiconductor TMD families studied, the Cu/TMD
Schottky barriers do not depend strongly on chemistry and are
approximately 0.5 eV in height. While H-VS2 is predicted to be
a metal by GGA-PBE, see Fig. 11, the Hubbard U correction
predicts H-VS2 to be a semiconductor with a Schottky barrier
similar in height to the semiconductor group-VI TMDs.
H-VSe2 is predicted to be a semiconductor with and without
the U correction, but DFT + U predicts a smaller Schottky
barrier. T-VTe2 is predicted to be a metal with and without
the U correction. We also predict that h-BN forms a Schottky
barrier of 2.91 eV with Cu(111), and that graphene does not
form a Schottky barrier with Cu(111).

B. Interface potential step

We now expand upon the simple model of Sec. IV A used
to describe Schottky barrier formation in the Cu/TMD hybrids
and focus our attention on the development of the potential step
�V . Specifically, we characterize the origin of the electric
dipole that causes the potential step to explain whether the
dipole originates from a simple charge transfer between the
TMD and Cu or if there is significant charge rearrangement
within either component.

The sign of the potential step can be determined by the
band alignment of the freestanding Cu and TMD systems, see
Fig. 11(a). For most group-IV and -V TMDs, the Fermi level
of the freestanding TMD lies below that of the Cu slab. As a
result, when a group-IV or -V TMD adsorbs on a Cu surface,
electrons are transferred from the Cu to the TMD, resulting in
a negative potential step for an electron traveling from the Cu
to the TMD and an increase in electron work function when

FIG. 11. Band alignment for (a) freestanding TMDs in the ground-state phase and (b) the hybrid Cu(111)/TMD slabs with the Fermi energy
of a pure copper slab EF,Cu, long horizontal black line for comparison. The Fermi level EF , conduction band minimum (CBM), and valence
band maximum (VBM) are given for each freestanding and hybrid structure as the short black, red, and blue horizontal lines. Half-length lines
indicate the Fermi level, CBM, and VBM obtained from DFT + U for VX2. The phase of the TMD is indicated by H or T.
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the Cu is capped. In TiTe2 and VTe2, the Fermi level of the
freestanding TMD is higher than that of Cu, and electrons
are transferred from the TMD to the Cu to yield a positive
potential step. These effects can be seen in Fig. 11(b), where
we show the Fermi energy of each hybrid with respect to
the vacuum level on the TMD side (or, equivalently, the
negative of the work function of the TMD-capped surface
in the hybrid systems). The long horizontal line in Fig. 11(b)
shows the work function of the freestanding Cu slab, and since
this value is essentially identical to that of the free Cu(111)
surface of the hybrid system, the difference is the potential
step in the hybrids.

For semiconductor TMDs, the situation is more complex
and cannot be understood solely based on charge transfer, as
will be discussed below. A comparison of Figs. 11(a) and 11(b)
shows that the potential step tracks the difference between the
Fermi energy of the freestanding Cu slab and the position of
the conduction band of the freestanding monolayer TMDs.
For the group-VI TMDs, the potential energy step is positive,
resulting in a decrease of the work function when the Cu
surface is capped.

Figure 12 summarizes the potential steps predicted for
all Cu/TMD hybrids studied, along with Cu/graphene and
Cu/h-BN hybrids for comparison. Clear trends emerge: going
down the periodic table from S to Te, the potential step
becomes more positive (for group VI) or less negative (for
groups IV and V). Quite surprisingly, the potential energy
step for Cu(111)/graphene and Cu(111)/h-BN is larger than
those associated with most TMDs, even though the TMDs bind
more strongly with the Cu(111) surface. One might expect
that the weaker, nonbond interactions between Cu(111) and
graphene or h-BN would result in smaller potential steps, but
this is not the case. Our prediction for the Cu/h-BN poten-
tial step (0.78 eV) underestimates slightly the experimental
potential step (0.84–1.14 eV) [50].

In order to understand the physical origin of the potential
step and the differences between the various 2D materials,

FIG. 12. Potential step for hybrids with TMDs in the ground state
and for the two orientations of the TMD on Cu(111) that result in
the least amount of strain at the interface. The potential step becomes
more positive (or less negative) from S to Se to Te. Symbols indicate
DFT + U results for VX2. The TMD phase is indicated as H or T.

FIG. 13. Relationship between the electric dipole formed at the
Cu/TMD interface and the potential step. The potential step can be
calculated directly from the interface dipole, and the relation holds
for all hybrids. Open symbols indicate DFT + U results. The phase
of the each TMD is the favored freestanding structure as shown in
Fig. 7.

we examine the local electron density around the Cu/TMD
interface and its associated electric dipole. We compute the
electric dipole per unit area in each hybrid system from
the difference in electron densities of the hybrids and their
freestanding components:

μ

A
=

∫
z�n(z)dz, (5)

where

�n(z) = nhybrid(z) − nTMD(z) − nCu(z) (6)

FIG. 14. Planar-averaged electron density difference at equilib-
rium separation for a Cu(111)/h-BN hybrid. The positions of the Cu
slab and h-BN monolayer are given by the dashed and dash-dot lines,
respectively. In contrast to the Cu/TMD hybrids, in the Cu/h-BN
hybrid electrons accumulate just above the Cu surface, and only a
single dipole exists in the van der Waals gap.
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FIG. 15. Planar-averaged electron density difference at various separation distances for Cu(111)/H-NbS2 and Cu(111)/H-MoS2 hybrids.
The top and bottom atomic layers of the Cu slab and TMD monolayer are given by the dashed and dash-dot lines, respectively.

is the difference between the xy-planar averages of the electron
density in the hybrid, freestanding TMD, and freestanding Cu
slab. For the purpose of these calculations, the atomic positions
of the freestanding TMD and Cu were obtained from the
relaxed hybrid system and were then kept fixed in space when
calculating n(z). To validate the calculation of the electric
dipoles per unit cross-sectional area, we plot them against the
potential step in Fig. 13. As expected, the two quantities are
related by the equation [56]

�V = − e2

Aε0
μ. (7)

The interface dipole arises from a combination of exchange
repulsion [60] and covalent/ionic bonding between the TMD
and the Cu surface, and important insight into these physics can

be gained from examining �n(z) for the hybrid. To elucidate
the formation of the interface dipole, first consider the simpler
case of a Cu(111)/h-BN hybrid, see Fig. 14. We observe
electron depletion in the gap region between the two materials
and accumulation on the h-BN monolayer and the top atomic
layer of the Cu slab; this can be attributed to Pauli exchange
repulsion [56]. We note that in the Cu/h-BN system, electrons
accumulate predominantly near the Cu surface, resulting in a
net electrical dipole at the interface.

In contrast to Cu/h-BN, the charge distributions around the
Cu/TMD interfaces are more complex. Figure 15 shows �n(z)
for Cu(111)/H-NbS2 and Cu(111)/H-MoS2 hybrids at various
separation distances. In order to understand the development
of the interfacial charge density, we start with the metallic
group-V TMD at relatively large distances from the Cu surface,
see bottom panels of Fig. 15. At separations greater than 1.5 Å
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above the equilibrium distance, Cu/H-NbS2 hybrids show a
simple dipole within the Cu/TMD gap region, with charge
depletion near the Cu surface and accumulation on the metallic
TMD. For shorter distances (within 1 Å of the equilibrium
separation) we observe electron accumulation in the gap
region, charge depletion near the Cu and TMD surfaces, and
charge oscillations in both the metal and TMD. This charge
redistribution denotes a degree of covalent bonding. Cu/H-
MoS2 hybrids show a behavior similar to that of Cu/H-NbS2

for short separation distances, with electron accumulation in
the gap region between the Cu and the TMD and electron
depletion just outside the Cu and TMD surfaces. Similar trends
are also observed for H-MoSe2 and H-NbSe2.

We take the charge accumulation in the gap region in
Cu(111)/TMD interfaces to indicate partial covalent bonding,
where electrons are shared between the two fragments and
the electron density in the Cu and TMD is perturbed [56].
This is consistent with the observation of stronger bonding
in Cu/TMD hybrids compared to Cu/graphene and Cu/h-
BN, where depletion is observed only near the adsorbate
and �n(z) changes sign only once in the gap region. The
complex charge redistribution around the Cu/TMD interfaces
can be thought of as two dipoles of opposite direction
within the gap region combined with charge redistribution
within both Cu and the TMD. The multiple, competing
dipoles in the Cu/TMD systems result in relatively small net
dipoles (and, consequently, small potential steps) compared
to Cu/h-BN and Cu/graphene. For this reason, Cu/h-BN
and Cu/graphene hybrids exhibit higher potential steps than
the Cu/TMD hybrids, even though they do not bind as
strongly.

V. CONCLUSIONS

We have demonstrated that both semiconductor and metal-
lic monolayer TMDs of groups IV, V, and VI are stable on
Cu(111) surfaces with binding energies per unit area 3–5 times
larger than other 2D materials like h-BN and graphene. We find
that group-IV and -V TMDs interact more strongly with the Cu
surface than group-VI semiconductor TMDs, noting that the
interaction is a combination of charge redistribution, exchange
repulsion, and covalent bonding. The energetics indicate that

both semiconductor and metallic TMDs of groups IV, V, and
VI could be used to cap Cu nanowires, resulting in hybrid
conductors of interest for interconnect applications.

A detailed characterization of the electronic structure of
the Cu(111)/TMD interfaces shows that the electron work
functions of the metal can tuned significantly by the TMD,
resulting in a decrease of up to ∼1 eV with group-VI TMDs
and an increase of up to ∼1 eV in the case of group-IV and -V
TMDs. The modulation of the work function is a result of a
complex charge redistribution at the interface that yields a net
interfacial dipole. The trends in the potential step across Mo-,
W-, Nb-, Ti-, and V-based TMDs are consistent with the band
alignment of the Cu/TMD hybrid systems.

A. Outlook

In order to fully evaluate the performance of Cu/TMD hy-
brid nanowires, e.g., for interconnects in nanoelectronics, it is
necessary to evaluate the transport properties of the Cu/TMD
wires. We have shown that adsorption of a TMD on Cu perturbs
the electron density within the Cu, but how this perturbation
affects electron transport through the nanowire should be
quantified. Further investigation, both computationally and
experimentally, should thus be targeted to assess transport in
Cu/TMD hybrid nanowires and provide a rationale for any
observed behavior. Additionally, it is important to study how
the number of TMD layers affects interfacial properties. Our
preliminary results of bilayer H-MoSe2 and H-NbS2 adsorbed
on Cu(111) show no notable change in interface structure. The
Cu/TMD interface potential step is mildly affected, decreasing
from 0.52 eV to 0.46 eV for H-MoSe2 and from −0.99 eV to
−1.19 eV for H-NbS2. We attribute the greater change for
H-NbS2 to its stronger interaction with Cu(111). Our full
results for these simulations can be found in the Supplemental
Material [34], and further study across additional metallic and
semiconductor TMDs is needed.
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Using ab initio molecular dynamics based on density functional theory, we study the atomic and electronic
structure, and transport properties of copper-doped germanium-based chalcogenide glasses. These mixed ionic-
electronic conductor materials exhibit resistance or threshold switching under external electric field depending on
slight variations of chemical composition. Understanding the origin of the transport character is essential for the
functionalization of glassy chalcogenides for nanoelectronics applications. To this end, we generated atomic struc-
tures for GeX3 and GeX6 (X = S, Se, Te) at different copper concentrations and characterized the atomic origin of
electronic states responsible for transport and the tendency of copper clustering as a function of metal concentra-
tion. Our results show that copper dissolution energies explain the tendency of copper to agglomerate in telluride
glasses, consistent with filamentary conduction. In contrast, copper is less prone to cluster in sulfides and selenides
leading to hysteresisless threshold switching where the nature of transport is dominated by electronic midgap
defects derived from polar chalcogen bonds and copper atoms. Simulated I -V curves show that at least 35% by
weight of copper is required to achieve the current demands of threshold-based devices for memory applications.

DOI: 10.1103/PhysRevMaterials.1.055801

I. INTRODUCTION

Materials that change their electronic resistance under
the action of an applied voltage are of interest for various
applications in electronics. In recent years, significant ef-
forts have been devoted to study resistance and threshold
switching devices [1–5] since their remarkable properties,
including ultrafast switching (nanoseconds) and scalability to
the nanometer regime, make them attractive for memory and
logic applications. Despite their simple metal-insulator-metal
(MIM) structure, these devices exhibit a wide range of elec-
tronic characteristics: including nonpolar and bipolar response
as well as threshold switching. These characteristics emerge
from a range of coupled processes including electrochemical
reactions, ionic migration, electron and hole trapping, filament
formation, among others that are not completely understood.

Resistance switching electrochemical metallization cells
are devices with a MIM configuration that can reversibly
switch between high and low resistance states via the elec-
trochemical formation and dissolution of metallic filaments
embedded in the dielectric [2,6]. The phenomenon has been
applied to develop a new class of nonvolatile random access
memory known as conductive bridge random access memory
(CBRAM) that can be scaled down to the nanometer scale
and shows fast switching, outstanding retention, and low
power operation [7,8]. Closely related to resistance switching,
threshold switching elements are devices that exhibit an abrupt,
reversible, and nonlinear change in resistance but do not
exhibit memory. Threshold switching elements are of interest
as selector or access devices (ADs) [9] to control current
leakage in high density memory arrays [10–12]. Among
the desirable characteristics of ADs are wide band gaps for
improved compatibility with a wide range of memory element
technologies, ability to support high current densities, and low
power dissipation.

*strachan@purdue.edu

Recent progress in experimental characterization [13–15]
and modeling [16–23] of these materials and devices is
beginning to shed light into the physics of resistance and
threshold switching and provided a pathway for industrial
applications. The mechanism for filamentary conduction in
MIM devices based on electrochemical metallization cells
is fairly well understood: under an applied electric field, an
electroactive metal is dissolved into the dielectric where small
metallic clusters start to grow. The clusters grow and merge
until they reach the counterelectrode where the filament is
stabilized by reduction and a conductive path is created.
In contrast, the mechanisms for conduction in threshold
switching materials do not involve the formation of filaments
or physical conduction paths between the electrodes. For ex-
ample, empirical models have been proposed [24,25] to explain
the current-voltage characteristic of copper-containing mixed
ionic-electronic conductors accounting for the interaction of
Cu+, V−

Cu, and conduction electrons; however, the electronic
processes that lead to conduction are not fully understood.

Glassy chalcogenides are an interesting class of materials
with outstanding flexibility in terms of structural and electronic
properties which can be modulated through chemical com-
position for specific applications. Depending on composition
these glasses have applications in fiber optics and infrared
technology [26], phase-change and conductive bridge mem-
ory devices [27–30], and recently, access devices [31]. For
example, amorphous GeTe supports the formation of silver
filaments via electrochemical processes [32], while copper-
doped germanium sulfides [33] exhibit threshold switching
desirable for AD applications. However, the relationship
between the glassy chalcogenide chemical composition and
its tendency to support filamentary or threshold switching has
not been established yet. Other key open questions are what
is the metal concentration needed to support the high currents
in ADs and what germanium-chalcogen combination yields
wide and clean band gaps?

Motivated by the need to characterize how composi-
tion affects atomic and electronic structure of metal-doped
chalcogenides and their transport properties, we use density

2475-9953/2017/1(5)/055801(13) 055801-1 ©2017 American Physical Society
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functional theory (DFT) to characterize a family of mixed
ionic electronic conductors (MIEC), copper-doped germanium
chalcogenides. They have been shown to exhibit threshold
switching and memory behavior with relatively small changes
in composition and are of technological interest. We are
interested in understanding the atomic structure of Cu-doped
glassy chalcogenides with compositions GeX3 and GeX6 (X
= S, Se, and Te) and the underlying physical mechanisms
for electronic transport, which is currently poorly understood.
Our results show that Cu has a tendency to agglomerate at
high concentrations specially in tellurium glasses consistent
with filamentary conduction. We find that sulfide glasses
yield wider and cleaner optical band gaps among the studied
chalcogenide glasses and that midgap states are associated with
polar chalcogen-chalcogen bonds at low copper concentration
while at higher Cu concentration the states in the gap are
mostly derived from metallic atoms. Finally, we predict that
a copper concentration of at least 35% by atomic weight is
required to achieve the high current demands of ADs.

The rest of the paper is organized as follows: In Sec. II
we describe the methods used to generate the amorphous
models and the analysis used to characterize the structural and
electronic properties. The glass formation energies and copper
dissolution energy are discussed in Sec. III along with the ionic
diffusion of copper. In Sec. IV we discuss the electronic density
of states and band gaps. Section V deals with the atomic origin
of midgap states and electron transport. Conclusion are given
in Sec. VI.

II. SIMULATION DETAILS

A. General framework

To generate amorphous models for the copper-doped Ge-
based glassy chalcogenides we use a melt and anneal approach
using Born-Oppenheimer ab initio molecular dynamics (MD)
based on DFT as implemented in VASP [34,35]. We use
projector-augmented wave (PAW) [36,37] pseudopotentials

for the description of the electron-ion-core interactions. The
approach implemented in VASP is based on exact DFT-based
evaluation of the instantaneous electronic ground state at finite
temperature (with a free energy as variational quantity) at
each MD step. The electron exchange-correlation potential
is calculated within the generalized gradient approximation
as proposed by Perdew, Burke, and Ernzerhof (GGA-PBE)
[38]. The � point of the supercell is used to expand the wave
functions with a kinetic energy cutoff of 500 eV. A time step
of 2 fs is used for the integration of the equations of motion
and the electronic and ionic temperature is controlled via a
Nose-Hoover thermostat [39,40].

B. Generation of amorphous structures

We focused on compositions with formulas Cun(GeX3)1−n

and Cun(GeX6)1−n where X is sulfur, selenium, or tellurium
and n is the copper content in atomic percent. The number
of atoms are kept constant for the various Cu contents, 240
and 245 atoms for X3 and X6 systems, respectively, and the
metal content is n = 0%, 5%, 20%, 25%, 35%, and 50%.
The amorphous models were generated using the melt and
quench method using the heating-cooling profile shown in
Fig. 1. We begin by randomly placing atoms in a cubic
simulation cell according to the desired composition. To avoid
unrealistic interatomic distances or overlapping atoms we use
a minimum acceptable distance of 2 Å. The size of the cubic
cell was chosen to make the density of these glasses close to
the experimental [41] value of known Ge-based chalcogenide
glasses at compositions close to those in our simulations. For
example, for GeS3 (240 atoms) and GeS6 (245 atoms) we
use a simulation cell size of 18.60 and 18.66 Å, respectively,
with corresponding density 5.0 and 5.1 g/cm3. The structures
are annealed and thermalized at 4000 K under isothermal-
isochoric conditions (NVT) until dynamical quantities such as
total energy and pressure have stabilized and well equilibrated
melts are obtained. This process takes about 30 ps. The melts

FIG. 1. Typical heating and cooling curve of the method used to generate amorphous structures with molecular dynamics. The insets show
typical radial distribution functions (RDFs) of melt (4000 K), liquid (1000 K), and amorphous network (300 K).
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are then cooled to 1000 K using a stepwise cooling scheme at
a rate of 50 K/ps. We note that the structure and properties of
glasses depend on the cooling procedure and, while extremely
fast as compared with experiments, the rates used here are
typical in atomistic simulations.

The systems are equilibrated at 1000 K for 10 ps followed
by an anneal to 300 K at a rate of 25 K/ps. The amorphous
structures are equilibrated at 300 K for an additional 10 ps. The
total simulation time of the melt-and-quench process is about
140 ps. The amorphous structures undergo a final optimization
of atomic positions and cell parameters using the conjugate
gradient algorithm to quench the structures to 0 K. The atomic
positions were optimized using a threshold of 0.1 eV/Å for
the maximum interatomic force and the pressure reduced to
less than 0.5 GPa.

C. Validation of predicted structures

Density. As described above, the simulation cell of the
amorphous structures is optimized by minimizing the pressure
and the final mass density is evaluated. The densities of the un-
doped materials are predicted to be 2.07, 3.70, and 5.37 g/cm3

for GeS3, GeSe3, and GeTe3, respectively and 1.85, 3.71, and
5.60 g/cm3 for GeS6, GeSe6, and GeTe6, respectively. We
note that the mass density of GeTe6 corresponds to a particle

number of 0.028 Å
−3

which is in excellent agreement with
the experimental density [41]. Copper doping has the effect of
increasing the mass density as Cu concentration increases. For
selenium glasses the density as a function of copper content for
both compositions (Se3 and Se6) remains almost unchanged.
Figure S1 in the Supplemental Material [42] summarizes our
findings.

Radial distribution functions. To further characterize the
structural properties of the glassy chalcogenides, we computed
the radial distribution functions. Figures S2 and S3 in the
Supplemental Material [42] show the partial radial distribution
functions for the pairs Ge-X and X-X, respectively, with X =
S, Se, or Te. We find that the first peak of the Ge-X and
X-X correlations is shifted towards larger bond distances as
we move from sulfur to tellurium. Our simulated structures
of GeTe6 are consistent with other ab initio [43] simulations
refined using reverse Monte Carlo analysis of x-ray and
neutron diffraction measurements of tellurium glasses with
a similar composition to those studied here. Compared to
experimental observations, our simulations overestimate bond
lengths by 2%–3% which fall in the standard accuracy of the
level of theory used in this study. Figure S4 in the Supplemental
Material [42] shows the total radial distribution functions
for copper-doped GeX3 and GeX6 glasses at different metal
concentrations. The first correlation peak has a tendency to
shift towards shorter bond distances as copper concentration
increases. This effect is more pronounced in tellurium glasses.

Coordination numbers. Table I summarizes the local struc-
ture characterization of the un-doped glassy chalcogenides in
terms of total and partial coordination number and average
bonding distances. The coordination numbers are calculated
using a cutoff of 3.0–3.4 Å depending on the chemistry of the
glass.

Spin-orbit interactions. For systems containing heavy
atomic species, like Ge and Te, the effect of spin-orbit coupling

TABLE I. Coordination numbers and bonding distances of GeX3

and GeX6. NT (Ge) and NT (X) are the total coordination number of
Ge and X = S, Se, and Te. nα-β is the partial coordination of the α-β
pair. rmax

α-β and rmin
α-β are the distances to the first correlation maximum

and minimum of the partial radial distribution function of the α-β
pair.

Structure GeS3 GeSe3 GeTe3 GeS6 GeSe6 GeTe6

NT (Ge) 3.53 3.77 4.32 3.37 3.80 3.55
NT (X) 2.16 2.12 2.51 2.08 2.00 2.50
nGe-Ge 0.04 0.20 0.43 0.05 0.11 0.05
nGe-X 3.49 3.57 3.88 3.32 3.69 3.50
nX-Ge 1.16 1.19 1.29 0.56 0.61 0.58
nX-X 1.00 0.39 1.21 1.52 1.39 1.92
rmax

Ge-X (Å) 2.33 2.75 2.72 2.30 2.74 2.77

rmin
Ge-X (Å) 2.93 3.37 3.30 2.81 3.35 3.45

rmax
X-X (Å) 2.04 2.86 2.87 2.06 2.87 2.91

rmin
X-X (Å) 2.40 3.41 3.42 2.40 3.42 3.43

(SOC) may be non-negligible. We carried out additional
simulations to quantify the effect of SOC on structures and
the formation energies of GeTe6 as a function of copper
concentration (see Fig. S5 in the Supplemental Material [42]),
we found no changes in the simulation cell size and no atomic
rearrangement due to spin-orbit interaction. We observe that
SOC reduces the formation energy of the alloys between 15%
and 20% but leaves the relative values unchanged. Thus, we
conclude SOC does not affect any of the conclusions drawn in
this paper. This is also supported by several theoretical papers
[44–46] dealing with crystalline GeTe and SnTe where the
difference between the lattice parameters and bulk modulus
calculated with and without SOC is negligible.

D. Ionic diffusion

The temperature dependent diffusion coefficients were cal-
culated from mean-square displacement (MSD) calculations at
500, 700, 900, and 1100 K. All the studied systems are heated
to the specific temperature and thermalized for a short period
of time, followed by a 60 ps NVT simulation. The MSD is
computed and averaged for the last 30 ps of the simulation
according to Eq. (1):

MSD(�t) = 〈r(t + �t)2 − r(t)2〉, (1)

where r(t) is the position of the atoms at time t , and 〈· · · 〉
denotes averaging over time.

E. Electronic structure

The relaxed structures at the end of the procedure described
in Sec. II B are used to calculate the electronic structure based
on Kohn-Sham states obtained from PBE [38] and a hybrid
functional as proposed by Heyd, Scuseria, and Ernzerhof
(HSE) [47]. This hybrid functional has been previously
reported to correctly predict the band gap in chalcogenide
materials [48]. We analyzed the Kohn-Sham eigenvalues close
to Fermi level including valence and conduction band tails and
midgap defective states.
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F. Maximally localized Wannier functions analysis
and bond analysis

We use maximally localized Wannier functions (MLWFs)
[49,50] to analyze the electronic structure of the amorphous
networks and correlate atomic structure to electronic features
like midgap defects. Following the standard procedure as
implemented in the Wannier90 code [51], the Wannier func-
tions and corresponding centers of charge are obtained as
unitary transformation of the Kohn-Sham orbitals. Since this
transformation is not unique, maximally localized Wannier
functions select the set of functions that minimizes the wave
function spatial extension, known as spreading [Eq. (2)],

� =
∑

n

(〈ωn|r2|ωn〉 − 〈ωn|r|ωn〉2), (2)

where ωn are the Wannier orbitals given by Eq. (3),

ωn(r) =
∑

i

[∏
p

exp
(−A

p

i,n

)
ψi(r)

]
, (3)

where A
p

i,n is the Berry phase connector matrix, p is the order
of the iteration, and i is the wave vector [49]. The initial
choice of the atomic orbitals for the projection of Bloch states
are described in Sec. S3 of the Supplemental Material [42].

The topological analysis of the amorphous networks is
performed using a combination of bond distance cutoff-based
and Wannier centers analysis. Following the bonding analysis
scheme described in Ref. [52], we use the Wannier centers of
charge to define whether two atoms within a bond distance
criteria are bonded. For two atoms to be bonded they need
to (1) be within a bond cutoff distance given by the first
minimum of the partial radial distribution function for the
specific pair of atomic species and (2) have a Wannier center
located along the bond line bounded by the position of the two
atoms being analyzed. Besides bonding information, Wannier
centers are also used to identify lone pairs and extract bond
polarization which we find useful to interpret the atomistic
origin of electronic defects.

G. Electronic transport

The electronic transport through the copper-doped glassy
chalcogenides is treated in the ballistic regime within the
phase-coherent approximation of self-consistent nonequilib-
rium Green’s function (NEGF) method. All electronic trans-
port computations are carried out using TranSiesta code [53],
implemented in the SIESTA package [54–56]. Double zeta
plus polarization (DZP) numerical orbital basis sets are used
for all atomic species and the exchange-correlation potential is
calculated within the GGA-PBE [38] functional. All structures
are relaxed at the DFT-PBE level of theory using a maximum
force tolerance on each atom of <0.01 eV/Å and the Brillouin
zone is sample only at the � point.

III. ENERGETICS AND IONIC DIFFUSION

We start by analyzing the stability of the glasses and their
propensity to dissolve Cu by characterizing the formation
energy and the Cu dissolution energies of the various glasses.
Copper diffusion is analyzed as a function of temperature and
metallic content and we find a correlation with the copper
dissolution energy.

Energetics and Clustering. We define the formation energy
per atom as

Eform = 1

nCu + nGe + nM

× [EGlass − (nCuμCu + nGeμGe + nMμM)], (4)

where nCu, nGe, and nM represent the number of copper,
germanium, and chalcogen atoms, respectively. EGlass is the
DFT total energy of the glass and μ is the chemical potential
per atom of each species in the glass. The chemical potential is
taken as the total energy of the most stable phase of the element,
that is, fcc crystal for copper, diamond crystal for germanium,
and diatomic molecule in the triplet state for sulfur, selenium,
and tellurium.

The formation energy of a substance is a direct mea-
surement of the stability of the chalcogenide glass relative
to the stable phase of its individual constituent elements.

FIG. 2. Formation energy of GeX3 (left panel) and GeX6 (right panel) as a function of copper composition.
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FIG. 3. Energy required to dissolve copper into the glassy matrix with composition GeX3 (left panel) and GeX6 (right panel). A positive
energy means that embedding copper in the glass cost energy.

Figure 2 shows the formation energies of the various systems
as a function of copper composition. We find that the
thermodynamic stability of the glasses is not very sensitive
to the chalcogen specie or composition; however, we note
a decrease in stability with increasing copper concentration.
Interestingly, the GeS3 glasses exhibit a smaller decrease in
formation energy with metal concentration.

In order to assess the propensity of Cu to aggregate
into metallic clusters or filaments we calculate the copper
dissolution energy as the energy required to remove a Cu
atom from the fcc crystal and dissolve it into the glass. The
dissolution energy per copper atom is computed as

Ediss = 1

n
{E[Cun(GeX3,6)m] − (mE[GeX3,6] + nE[Cufcc])},

(5)

where n is the number of copper atoms, m is the number of
GeX3,6 formula units, E[Cun(GeX3,6)] is DFT total energy of
the copper-doped chalcogenide glass, E[GeX3,6] is energy per

formula unit of the pure glass, and E[Cufcc] is the energy per
atom of the fcc Cu crystal.

Figure 3 shows the copper dissolution energy in GeX3

and GeX6 glasses as a function of copper concentration. We
observe that for sulfur and selenium the dissolution energy
is negative, indicating that dissolution into the amorphous
chalcogenide in energetically favorable. On the other hand,
the dissolution energy of copper into Te glasses is small and
positive indicating that the dissolution is not favorable as
compared to metallic Cu. For comparison, the dissolution of
Cu in SiO2, where aggregation and filament formation is well
established [6], is approximately +2.5 eV [57]. These results
indicate that the sulfide glasses show the least proclivity to Cu
aggregation, followed by the selenides and tellurides.

In order to confirm that lower (negative) dissolution
energies imply a decrease in tendency for aggregation, we
performed a cluster analysis of the Cu ions for the equilibrated
structure. We define two Cu atoms as belonging to the same
cluster if they are separated by a distance of less than 2.8 Å.
Figure 4 shows the normalized size [cf. Eq. (6)] of the largest

FIG. 4. Normalized copper cluster size as a function of concentration for GeX3 (left panel) and GeX6 (right panel).
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FIG. 5. Average MSD over copper, germanium, and tellurium atoms in GeTe6 at 500, 700, 900, and 1100 K. The trend lines show the
diffusive regime segment of the MSD.

copper cluster in GeS3, GeSe3, and GeTe3 (left panel), and
GeS6, GeSe6, and GeTe6 (right panel) as a function of copper
concentration:

Normalized Cluster Size

= Number of Cu Atoms in Largest Cluster

Total Number of Cu Atoms
. (6)

We observe that copper clusters in tellurium glasses are
larger than in selenium or sulfur glasses, this is consistent with
the dissolution energies of copper in the chalcogenide glasses.
Due to the positive dissolution energies of Cu in telluride
glasses and the tendency to form bigger metallic clusters, we
predict that the switching mechanism in this glasses is via

filament formation. This explains experimental observations
[58,59]. Negative dissolution energies, as found in sulfide and
selenide glasses, mean that copper ions have a tendency to
remain dissolved in the glass and the interaction among them
is weak.

Ionic diffusion. We now turn our attention to the mobility of
the copper ions dissolved in the chalcogenide glasses and its re-
lation to the dissolution energies. To compute the temperature
dependent diffusion coefficient, we ran isothermal-isochoric
(NVT) ab initio MD simulations for 60 ps (cf. Sec II D) at
different temperatures and extracted the diffusion coefficients
from mean-square displacement vs time relationships, as
shown in Fig. 5 for the select case of 5% copper in GeTe6.

FIG. 6. Temperature dependent diffusion coefficients for copper in glasses with composition GeX3 (upper panel) and GeX6 (lower panel).
Blue and red filled circles correspond to copper concentration of 5% and 20%, respectively.
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FIG. 7. Projected density of states on Cu, Ge, and chalcogen species for various copper concentration in GeX6. The Fermi energy (Ef ) has
been shifted to zero for all cases.

Figure 5 shows two different slopes, the first corresponds to
the ballistic regime where the displacement is proportional to
t and the second corresponds to the diffusive regime where the
displacement is proportional to

√
t .

Figure 6 shows the temperature dependent diffusion coef-
ficients of copper in GeX3 and GeX6 with 5% and 20% Cu
concentration. We find that the diffusion of copper is slower
in sulfur glasses and increases as we move to selenium and
tellurium. Concentration of copper or germanium-chalcogen
ratio do not have a significant effect on Cu mobility. We
find that the trends of copper diffusion in the chalcogenide
glasses is consistent with the Cu dissolution energies. Lower
dissolution energies imply stronger interactions with the glass
and consequently slower diffusion.

Based on our simulations we predict the activation energy
for diffusion of copper in the glassy chalcogenides to be in
the range of 0.2 and 0.3 eV (see Fig. S6 in the Supplemental
Material [42]) which compares very well with other known
super ionic conductors such as Li+ in the LMPX (M = Ge,
Si, Sn, and Al and X = O, S, and Se) family for which the
activation energies for diffusion are as low as 0.18 eV for M =
Ge and X = S and as high as 0.36 eV for M = Ge and X = O
[60,61]. The activation energy for diffusion of silver in GeTe4

has been reported to be in the range of 0.35 to 0.45 eV de-
pending on the concentration of metal [62]. Other DFT studies
have reported the activation energy for diffusion of copper in
the two-dimensional material MoS2 to be 0.38 eV [63].

IV. ELECTRONIC DENSITY OF STATES AND BAND GAPS

As discussed in Sec. II E, in order to obtain a more
accurate electronic structure of the chalcogenide glasses we

used a hybrid functional to describe the electron exchange-
correlation potential. Figure 7 shows the total and partial DOS
projected on copper, germanium, and chalcogen atoms. The
DFT predictions show that sulfides have wider and cleaner
band gaps, followed by selenium and tellurium. An interesting
finding is the shift of the Fermi level toward the valence
band as the concentration of copper increases. This suggests
that transport in these doped glasses is dominated by holes,
consistent with experimental observations [9,24]. For low
copper concentration, the projected DOS shows that states
in the vicinity of the Fermi energy are mostly contributed
by chalcogen atoms. However, for higher concentrations
(>25%) copper derived states dominate the DOS near the
Fermi level. This indicates a change in conduction mechanism
from chalcogen dominated at low Cu concentration to copper
dominated for higher Cu content (cf. Sec. V A).

Optical Band Gaps. The optical band gap of the pristine
and copper-doped chalcogenide glasses is extracted from
the optical absorption spectra using the Tauc plot, which is
based on the assumption that the energy-dependent absorption
coefficient α [64] can be expressed with the empirical relation
Eq. (7),

αhν = β(hν − Eg)n, (7)

where β is the inverse of the band edge parameter, hν is the
photon energy, and Eg is the band gap. n is a number that
characterizes the transition process which may take the values
1/2, 1, 3/2, or 2, depending upon the nature of the electronic
transition responsible for the absorption. In amorphous insu-
lators and semiconductors, optical transitions are described to
first approximation by nondirect transitions with no conserva-
tion of electronic momentum, for these conditions n takes the
value of 2 [65].
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FIG. 8. Optical band gaps of glassy chalcogenides obtained
through Tauc plots as a function of copper concentration.

We find that the optical band gaps of the pristine glasses
decreases as we go from sulfur to tellurium and with increasing
copper concentration, as shown in Fig. 8. These trends are
consistent with experimental measurements of the optical band
gaps in silver-doped GeTe4 [62] where they observed a drop
in optical band gaps from 0.65 to 0.55 eV with increasing
concentration of silver between 0% and 20% atomic weight.

Local Structure. In order to understand the significant
increase in the density of midgap states with the nature of
the chalcogen, we analyze the topology of the amorphous
network. Specifically, we studied the coordination numbers of
Ge and chalcogen atoms for the various cases.

Figure 9 shows the distribution of coordination number
of Ge in Cu-free glasses. Ideally, germanium should have a
fourfold coordination which is confirmed by the coordination
number distribution centered at 4. However, as we substitute
the chalcogen atom from S to Te the distribution broadens
reaching up to two- and fivefold Ge coordination. For

tellurium-based glasses three- and four-coordinated germa-
nium atoms have nearly the same frequency suggesting less
short range order in the amorphous material. Thus, we find
that the overall amorphous network gets more disordered
when moving from sulfur to tellurium. For the pristine glasses
(no copper doping), the increasing disorder of the network
correlates with decreasing optical band gaps and broader
mobility edges, as shown in Fig. 7 for x = 0.

Figure 10 shows the distribution of the coordination number
for germanium corresponding to 0%, 5%, and 20% copper
concentration. Similarly to the pristine glasses, the Cu-doped
amorphous structures also show a decrease in short range order
as we substitute the chalcogen specie from sulfur to tellurium.
Furthermore, we observe that even the lowest concentration of
copper introduces significant disorder to the overall amorphous
network which keeps increasing with metal content. We note
that this increase in disorder in the metal-doped glass correlate
with the appearance of midgap states, as shown in Fig. 7 for
x > 0. Interestingly, the midgap electronic defects are not
entirely contributed by copper-derived states but rather we
observe a change in the atomic origin of these defects from
chalcogen to copper dominated, as was briefly stated earlier in
this section.

V. ELECTRONIC TRANSPORT

We now turn our attention to electronic transport in these
materials. We focus on the atomic origin of the electronic states
responsible for transport at low copper concentrations and the
current densities that can be achieved.

A. Atomic origin of gap states

While we have established a correlation between network
defects and electronic states in the gap we have not identified
the specific defects responsible for gap states and electronic
conduction. As it was briefly noted before, the projected

FIG. 9. Average coordination number (CN) of Ge-X pair in undoped GeX3 and GeX6.
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FIG. 10. Average coordination number of the Ge-X pair of copper-doped GeX3 and GeX6 systems with 0%, 5%, and 20% copper.

density of states shown in Fig. 7 reveals that midgap defects
are derived mainly from chalcogen atoms for low copper
concentration. As metal content increases, the midgap states,
and hence, conduction is dominated by copper derived states.

Having established that chalcogen atoms contribute pre-
dominantly to gap states, the remaining puzzle is to determine
the nature (i.e., bonding environment) of the specific atoms
responsible for these electronic states. We analyzed the
local coordination number of the chalcogen atoms based
on the hypothesis that electronic defects would be related
to under- or overcoordinated atoms. However, we found no
correlation. Based on prior work on similar materials [23], we
characterized the bond polarization of the chalcogen atoms. In

this context, the bond polarization is defined in terms of the
relative position of a Wannier center laying along the bond line
between two bonded atoms, that is d(Xi−WC)

d(Xj −WC) , where Xij and
WC are the positions of the bonded atoms and Wannier center,
respectively. A nonpolar bond is a bond between two atoms
with the same electronegativity and therefore the position of
the Wannier center lies in the middle of the bond line, that is
d(Xi−WC)
d(Xj −WC) = d(Xj −WC)

d(Xi−WC) = 1. However, due to the heterogeneous
environment in the amorphous structure, we find that some
chalcogen-chalcogen bonds are polar, with a nonsymmetric
Wannier center. We define polar bonds when the charge center
deviates more than 15%, that is, for a polar bond the Wannier

FIG. 11. (a) Projected density of states of GeS3 showing the inverse participation ratio for all Kohn-Sham eigenvalues (blue bars). The inset
shows the amorphous model and the band decomposed electron density isosurface that corresponds to the midgap states indicated. The black,
red, orange, and green lines correspond to the total DOS, projected DOS on sulfur atoms with polar bonds, projected DOS on sulfur atoms not
showing polar bonding, and projected DOS on germanium atoms, respectively. (b) Atomic configuration responsible for the midgap state and
Wannier centers indicating bonds and lone pairs.
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FIG. 12. Total density of states in the gap (black) and discriminated contributions from chalcogen atoms with polar X-X bonds (red), other
X atoms (yellow), Ge atoms (green), and Cu atoms (blue).

center is allowed to deviate from the middle of the bond
between 0.16 and 0.22 Å when the average chalcogen bond
distance ranges between 2.2 and 3.0 Å. Quite interestingly, we
found that gap states originate predominantly from chalcogen
atoms that exhibit polar bonding to other chalcogen atoms.
Figure 11(a) shows the projected density of states of GeS3

along with the inverse participation ratio (IPR) of all Kohn-
Sham eigenvalues. The IPR measures the level of localization
of the states, which is a small value of the IPR corresponding
to a delocalized state while a large value corresponds to a
localized state. We observe a Kohn-Sham state at −0.25 eV
which is localized around a group of atoms with defective
coordination (inset). Figure 11(b) shows the band decomposed
electron density of the localized state at −0.25 eV along with
the Wannier centers which determine the bond polarization.

To quantify this observation, we obtained the total midgap
states by integration of the total density of states between the
valence and conduction band edges. Similarly, the individual
contributions to the midgap states are obtained from the
partial density of states resolved on an atom-by-atom basis.
Figure 12 shows the midgap states for undoped and 5%
Cu-doped chalcogen glasses discriminated by the different
contributions from chalcogen atoms showing polar and non-
polar bonding, germanium, and copper atoms. Based on the
threshold used to determine the polarization of chalcogen
atoms, about 30%–40% of the total number of chalcogen
atoms in the simulation cell are included in the group of
chalcogen atoms that exhibit polar bonding, yet they contribute
over 70% to the total midgap states. For higher Cu content
(>35%), copper contributed states show a strong participation

FIG. 13. Device used to compute IV curves of the Cu-doped GeS6 glasses. Blue, gray, and yellow spheres represent copper, germanium,
and sulfur atoms, respectively.
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FIG. 14. (Left panel) Zero-bias transmission functions of Cu-doped GeS6 glasses for 0%, 5%, 20%, 25%, 35%, and 50% copper
concentration. (Right panel) IV curves of Cu-doped GeS6 glasses as a function of copper concentration.

in the midgap electronic defects as shown in the projected
DOS.

B. Transmission functions and I V curves

In this subsection we characterize electron/hole transport
in our materials to assess the level of doping needed for
AD applications. IV curves in the ballistic regime of the
copper-doped GeS6 glasses are computed using a two-terminal
configuration composed by copper leads and the chalcogenide
glass as the central (or scattering) region, as shown in Fig. 13.
Before carrying out the transport calculations, the devices were
equilibrated with ab initio MD for 10 ps at 500 K followed by
a conjugate gradient quench to 0 K. The atoms in the central
region are allowed to move freely while the copper atoms of
the lead are fixed to their crystalline positions.

Figure 14 shows the transmission function (left panel)
and ballistic IV curves (right panel) for copper-doped GeS6

glasses as a function of copper composition. We find that the
current increases nearly two orders of magnitude when going
from 5% to 50% copper concentration.

Recent reports [24] indicate that ON-state current require-
ments for ADs top nearly 100 μA for 20 nm width devices.
In order to assess the copper concentration required to achieve
the high current demands, we estimate the diffusive currents in
typical ADs from our ballistic currents according to (Ref. [66])

Idiffusive = Iballistic

(
λ

Ld

)(
Ad

A

)
, (8)

where λ is the mean free path of electrons/holes in the glass,
Ld is the length of the device, Ad is the cross section of
the device, and A is the cross section of our simulation
cell. We assume a mean free path λ to be 1 nm based on
the fact that amorphous materials have strong scattering due
to intrinsic defects and random fluctuations of the potential
energy [30,67,68] and recent measurements of the electron
mean free path of other phase change materials [69]. Other
device dimensions (Ld = 20 nm and Ad = 360 nm2) are taken
from Ref. [24]. For this specific condition we predict that
at least 35% by atomic weight of copper is required to
support over 100 μA in a 0.5 V range. The I -V curves for
different electron mean free paths are shown in Fig. S7 in the
Supplemental Material [42].

VI. CONCLUSIONS

In this ab initio molecular dynamics study, we characterized
the structural, electronic, and transport properties of copper-
doped germanium-based chalcogenide glasses. We focused on
understanding the physical mechanisms of electronic transport
and the atomic configurations responsible for defect states
in the band gap. Throughout this work we investigate the
chemistries that exhibit wide and clean band gaps, high copper
mobility, and a tendency to suppress formation of metallic
clusters.

In terms of the topological properties of Cu-doped chalco-
genide glasses, we find that the disorder of the amorphous
network increases as the chalcogen specie is changed from
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sulfur to tellurium generating a large amount of under-
and overcoordinated germanium atoms. A similar trend is
observed when the glass is doped with copper. We find a
correlation between the quality of the amorphous network
and its electronic structure; sulfides exhibit wider and cleaner
band gaps and as we move to selenides and tellurides the band
gap becomes narrower with defective states. Regardless of the
chalcogen specie, addition of copper is only detrimental to the
band gap and introduces a high density of midgap states.

Consistent with the calculated dissolution energies, the
copper ionic mobility increases when changing from sulfur
to tellurium, we note that effect of germanium-to-chalcogen
ratio does not affect diffusion significantly. Interestingly, we

find that tellurium-based glasses show a tendency to readily
form copper clusters, which indicates that a filamentary type
of conduction is supported. Finally, we find that a high level of
copper is required to achieve high ON-state currents necessary
for threshold switching applications.
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Voleská, and T. Wágner, J. Phys.: Condens. Matter 27, 485304
(2015).

[20] J. Kalikka, J. Akola, and R. O. Jones, Phys. Rev. B 94, 134105
(2016).

[21] B. Prasai, M. E. Kordesch, D. A. Drabold, and G. Chen, Physica
Status Solidi (b) 250, 1785 (2013).

[22] M. Celino, S. Le Roux, G. Ori, B. Coasne, A. Bouzid, M. Boero,
and C. Massobrio, Phys. Rev. B 88, 174201 (2013).

[23] F. Zipoli, D. Krebs, and A. Curioni, Phys. Rev. B 93, 115201
(2016).

[24] A. Padilla, G. W. Burr, R. S. Shenoy, K. V. Raman, D. S.
Bethune, R. M. Shelby, C. T. Rettner, J. Mohammad, K. Virwani,
P. Narayanan, A. K. Deb, R. K. Pandey, M. Bajaj, K. V. R.
M. Murali, B. N. Kurdi, and K. Gopalakrishnan, IEEE Trans.
Electron Devices 62, 963 (2015).

[25] A. Padilla, G. W. Burr, R. S. Shenoy, K. V. Raman, D. Bethune,
R. M. Shelby, C. T. Rettner, J. Mohammad, K. Virwani, P.
Narayanan, A. K. Deb, R. K. Pandey, M. Bajaj, K. V. R. M.
Murali, B. N. Kurdi, and K. Gopalakrishnan, in 72nd Device
Research Conference (2014), pp. 163–164.

[26] C. R. Petersen, U. Møller, I. Kubat, B. Zhou, S. Dupont, J.
Ramsay, T. Benson, S. Sujecki, N. Abdel-Moneim, Z. Tang, D.
Furniss, A. Seddon, and O. Bang, Nat. Photon. 8, 830 (2014).

[27] W. Devulder, K. Opsomer, F. Seidel, A. Belmonte, R. Muller,
B. De Schutter, H. Bender, W. Vandervorst, S. Van Elshocht,
M. Jurczak, L. Goux, and C. Detavernier, ACS Appl. Mater.
Interfaces 5, 6984 (2013).

[28] S. R. Elliott, Int. J. Appl. Glass Sci. 6, 15 (2015).
[29] D. Jana, S. Roy, R. Panja, M. Dutta, S. Z. Rahaman, R.

Mahapatra, and S. Maikap, Nanoscale Res. Lett. 10, 833 (2015).
[30] M. Nardone, M. Simon, I. V. Karpov, and V. G. Karpov, J. Appl.

Phys. 112, 071101 (2012).
[31] K. Gopalakrishnan, R. S. Shenoy, C. T. Rettner, K. Virwani, D.

S. Bethune, R. M. Shelby, G. W. Burr, A. Kellock, R. S. King,
K. Nguyen, A. N. Bowers, M. Jurich, B. Jackson, A. M. Friz, T.
Topuria, P. M. Rice, and B. N. Kurdi, in 2010 IEEE Symposium
on VLSI Technology (IEEE, New York, 2010), pp. 205–206.

[32] Y. Imanishi, S. Kida, and T. Nakaoka, AIP Adv. 6, 075003
(2016).

[33] D. Bethune, K. Gopalakrishnan, A. Kellock, and R. Shenoy, US
Patent App. 12/727,746 (2011).

[34] G. Kresse and J. Furthmüller, Comput. Mater. Sci. 6, 15 (1996).
[35] G. Kresse and J. Furthmüller, Phys. Rev. B 54, 11169 (1996).
[36] G. Kresse and D. Joubert, Phys. Rev. B 59, 1758 (1999).
[37] P. E. Blöchl, Phys. Rev. B 50, 17953 (1994).
[38] J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77,

3865 (1996).

055801-12

185 



STRUCTURAL AND ELECTRONIC PROPERTIES OF . . . PHYSICAL REVIEW MATERIALS 1, 055801 (2017)

[39] S. Nosé, Mol. Phys. 52, 255 (2006).
[40] W. G. Hoover, Phys. Rev. A 31, 1695 (1985).
[41] G. J. Cuello, A. A. Piarristeguy, A. Fernández-Martínez, M.

Fontana, and A. Pradel, J. Non-Cryst. Solids 353, 729 (2007).
[42] See Supplemental Material at http://link.aps.org/supplemental/

10.1103/PhysRevMaterials.1.055801 for details of the structural
characterization of the chalcogenide glasses as well as details
of spin-orbit coupling effects, Wannier functions, activation
energies for diffusion of copper, and I-V curves for different
mean free paths.

[43] J. Kalikka, J. Akola, R. O. Jones, S. Kohara, and T. Usuki,
J. Phys.: Condens. Matter 24, 015802 (2012).

[44] K. M. Rabe and J. D. Joannopoulos, Phys. Rev. B 32, 2302
(1985).

[45] K. M. Rabe and J. D. Joannopoulos, Phys. Rev. B 36, 3319
(1987).

[46] K. Hoang, S. D. Mahanti, and M. G. Kanatzidis, Phys. Rev. B
81, 115106 (2010).

[47] J. Heyd, G. E. Scuseria, and M. Ernzerhof, J. Chem. Phys. 124,
219906 (2006).

[48] S. Caravati, M. Bernasconi, T. D. Kühne, M. Krack, and M.
Parrinello, J. Phys.: Condens. Matter 21, 255501 (2009).

[49] N. Marzari and D. Vanderbilt, Phys. Rev. B 56, 12847 (1997).
[50] P. L. Silvestrelli, N. Marzari, D. Vanderbilt, and M. Parrinello,

Solid State Commun. 107, 7 (1998).
[51] A. A. Mostofi, J. R. Yates, G. Pizzi, Y.-S. Lee, I. Souza, D.

Vanderbilt, and N. Marzari, Comput. Phys. Commun. 185, 2309
(2014).

[52] F. Zipoli and A. Curioni, New J. Phys. 15, 123006 (2013).
[53] M. Brandbyge, J.-L. Mozos, P. Ordejón, J. Taylor, and K.

Stokbro, Phys. Rev. B 65, 165401 (2002).
[54] N. Troullier and J. Martins, Solid State Commun. 74, 613

(1990).
[55] P. Ordejón, E. Artacho, and J. M. Soler, Phys. Rev. B 53,

R10441(R) (1996).

[56] J. M. Soler, E. Artacho, J. D. Gale, A. García, J. Junquera, P.
Ordejón, and D. Sánchez-Portal, J. Phys.: Condens. Matter 14,
2745 (2002).

[57] D. M. Guzman, N. Onofrio, and A. Strachan, J. Appl. Phys. 117,
195702 (2015).

[58] W. Devulder, K. Opsomer, G. Rampelberg, B. De Schutter,
K. Devloo-Casier, M. Jurczak, L. Goux, and C. Detavernier,
J. Mater. Chem. C 3, 12469 (2015).

[59] S.-J. Choi, J.-H. Lee, H.-J. Bae, W.-Y. Yang, T.-W. Kim, and
K.-H. Kim, IEEE Electron Device Lett. 30, 120 (2009).

[60] G. Sahu, E. Rangasamy, J. Li, Y. Chen, K. An, N. Dudney, and
C. Liang, J. Mater. Chem. A 2, 10396 (2014).

[61] S. P. Ong, Y. Mo, W. D. Richards, L. Miara, H. S. Lee, and G.
Ceder, Energy Environ. Sci. 6, 148 (2012).

[62] S. Cui, D. Le Coq, C. Boussard-Plédel, and B. Bureau, J. Alloys
Compd. 639, 173 (2015).

[63] D. M. Guzman, N. Onofrio, and A. Strachan, J. Appl. Phys. 121,
055703 (2017).

[64] N. F. Mott and E. A. Davis, Electronic Processes in Non-
crystalline Materials (Oxford University Press, Oxford, 2012).

[65] J. I. Pankove, Semiconductors and Semimetals (Academic, New
York, 1984), Vol. 21.

[66] M. Lundstrom and C. Jeong, Near-Equilibrium Transport:
Fundamentals and Applications (World Scientific, Singapore,
2013).

[67] P.-C. Lacaze and J.-C. Lacroix, Non-volatile Memories (Wiley,
New York, 2014), p. 231.

[68] N. F. N. F. Mott and E. A. E. A. Davis, Electronic Processes
in Non-crystalline Materials (Oxford University Press, Oxford,
2012), p. 590.

[69] J. Kellner, G. Bihlmayer, M. Liebmann, S. Otto, C. Pauly,
J. E. Boschker, V. Bragaglia, S. Cecchi, R. N. Wang, V. L.
Deringer, P. Küppers, P. Bhaskar, E. Golias, J. Sánchez-Barriga,
R. Dronskowski, T. Fauster, O. Rader, R. Calarco, and M.
Morgenstern, arXiv:1708.08787.

055801-13

186 



187 

A.9 Novel doping alternatives for single-layer transition metal dichalco-
genides 



CrossMark 
,f- ,1,ckfor~ ... 

Novel doping alternatives for single-layer transition metal dichalcogenides

Nicolas Onofrio,1,a) David Guzman,2 and Alejandro Strachan2

1Department of Applied Physics, The Hong Kong Polytechnic University, Kowloon, Hong Kong
2School of Materials Engineering and Birck Nanotechnology Center Purdue University, West Lafayette,
Indiana 47906, USA

(Received 10 July 2017; accepted 10 October 2017; published online 8 November 2017)

Successful doping of single-layer transition metal dichalcogenides (TMDs) remains a formidable
barrier to their incorporation into a range of technologies. We use density functional theory to study
doping of molybdenum and tungsten dichalcogenides with a large fraction of the periodic table. An
automated analysis of the energetics, atomic and electronic structure of thousands of calculations
results in insightful trends across the periodic table and points out promising dopants to be pursued
experimentally. Beyond previously studied cases, our predictions suggest promising substitutional
dopants that result in p-type transport and reveal interesting physics behind the substitution of the
metal site. Doping with early transition metals (TMs) leads to tensile strain and a significant reduc-
tion in the bandgap. The bandgap increases and strain is reduced as the d-states are filled into the
mid TMs; these trends reverse as we move into the late TMs. Additionally, the Fermi energy
increases monotonously as the d-shell is filled from the early to mid TMs and we observe few to no
gap states, indicating the possibility of both p- (early TMs) and n- (mid TMs) type doping. Quite
surprisingly, the simulations indicate the possibility of interstitial doping of TMDs; the energetics
reveal that a significant number of dopants, increasing in number from molybdenum disulfide to
diselenide and to ditelluride, favor the interstitial sites over adsorbed ones. Furthermore, calcula-
tions of the activation energy associated with capturing the dopants into the interstitial site indicate
that the process is kinetically possible. This suggests that interstitial impurities in TMDs are more
common than thought to date and we propose a series of potential interstitial dopants for TMDs rel-
evant for application in nanoelectronics based on a detailed analysis of the predicted electronic
structures. Published by AIP Publishing. https://doi.org/10.1063/1.4994997

I. INTRODUCTION

Transition metal dichalcogenides (TMDs) are among
the most promising candidates to replace silicon in next-
generation, ultrascaled electronic devices. Attractive features
of TMDs include a wide range of chemical compositions,
phases, as well as electronic properties that depend not just
on chemistry but also on the number of layers.1,2

Breakthroughs in synthesis have enabled a variety of nano-
devices3 including field-effect transistors,4 memories,5 and
sensors;6 even an entire electronic circuit has been proposed
based on TMDs and graphene.7 However, despite the signifi-
cant promise of TMDs for electronic applications, surpassing
silicon-based devices in performance and reliability is chal-
lenging and will require progress on several fronts; doping is
key among them.

As in bulk semiconductors, controlled doping levels and
charge carrier concentration in single-layer TMDs is critical
to enable digital electronics. Two major doping strategies
have been pursued theoretically and experimentally: chemi-
cal and substitutional doping. Chemical doping consists of
the adsorption of atoms or molecules on the surface of the
TMD leading to the alteration of its electronic structure as a
consequence of surface charge transfer. Javey and coworkers
have pioneered this approach and demonstrated p-type

conduction in NO2 doped WSe2 field effect transistors. The
chemisorption of NO2 acts as surface electron “pumps” and
not only affects carrier density but also dramatically lowers
the contact resistance with various metals.8 The second
approach, substitutional doping of TM and chalcogen atoms
in TMDs, has also been recently demonstrated experimen-
tally. For example, p-type conduction has been measured in
MoS2 by substituting Mo with Nb9 or S with N10 while
strong n-type conduction has been reported when S is
substituted by Cl.11 These doping effects are consistent with
simple models based on the change in the total number of
electrons in the compound by selecting a dopant having one
more or one less electron in its valence shell than the
substituted atom. This has been confirmed from first princi-
ples calculations showing the Fermi level shifting of chalco-
gen substituted TMDs with halogen and group V elements12

as well as TM substitution with Nb.13 Substitutional doping
can induce strain to the TMDs,10 and recent calculations
indicate that phase transitions can occur upon doping.14 An
additional challenge is that defects and the location of con-
duction and valance bands result in intrinsic doping of
TMDs; while this is difficult to compensate for Ref. 9, recent
research suggests the possibility of healing these defects via
oxygen passivation,15 resulting in substitutional doping.

Substitutional doping has been studied via electronic
structure calculations; yet, previous studies are limited in the
number of substituents studied13,16–19 and there is a need to
identify doping trends across the periodic table and across
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the chemistry of TMDs. We believe such knowledge will
contribute to the development of more efficient doping strat-
egies, especially for p-type. Perhaps surprisingly, the possi-
bility of interstitial doping in single-layer TMDs has not
been explored either experimentally or theoretically; to our
knowledge, only intrinsic interstitial defects have been
reported in single-layer TMDs.20 More generally, it is not
clear whether 2D materials, in general, from graphene21 and
boron nitride22 to emerging puckered 2D materials like the
Xenes family (silicene,23 gemanene,24 and stanene25), phos-
phorenes26 can support interstitial doping. Previous studies
show that interstitial sites are energetically favorable in
Xenes;27–29 however, this has not been predicted in TMDs.

In this paper, we use high-throughput density functional
theory (DFT) to characterize substitutional and interstitial
doping of Mo and W dichalcogenides with elements encom-
passing a large fraction of the periodic table. Simulation
details are presented in Sec. II. We characterize the energet-
ics, atomic structure, and electronic properties as a function
of the dopant. In both substitutional and interstitial doping,
interesting trends in energetics and electronic properties
emerge across the periodic table. In addition to known sub-
stitutional dopants, we show in Sec. III that B, Ge, and Sn
substitution of the chalcogen atom are promising for p-
doping, and so is the substitution of the metal site with Ti,
Zr, Si, Ge, Sn, and B. N-type doping is more challenging and
besides the previously studied dopants, we find that V and
Nb substitution of the chalcogen atom and Tc doping of Mo
show significant promise. Figure 1 illustrates the idea of
interstitial doping of single layer TMDs; it shows the molec-
ular structure of a Cu atom at various adsorption sites on a
single-layer of MoTe2 (trigonal prismatic structure) and the
configuration corresponding to an interstitial site. The right
panel of Fig. 1 shows the minimum energy path as a Cu
atom is marched across the freestanding TMD. We can
clearly see that the lowest energy corresponds to the Cu
atom at an interstitial site (I0-site), in a distorted octahedral
configuration formed with 3 Mo and 3 Te neighbors.
Interestingly, we find that a number of possible dopants pre-
fer energetically the interstitial position over the adsorbed
sites, the number increasing as we move from sulfides to
selenides and tellurides. Section IV describes the trends in

energetics and electronic properties of interstitially doped
TMDs.

II. SIMULATION DETAILS

A. DFT details

High-throughput DFT calculations were performed with
the SeqQuest package developed at Sandia National
Laboratories30 within the generalized gradient approximation
proposed by Perdew, Burke, and Ernzerhof (PBE).31 We
included Grimme’s D2 correction to compute the energy of
adsorbed and interstitial positions for a better treatment of
London dispersion. Supercells consist of monolayer TMDs
taken in their ground state trigonal prismatic (H-phase) repli-
cated 4! 4 times along the in-plane lattice directions with
more than 30 Å of vacuum space between layers. Doping with
a single atom corresponds to a concentration of approxima-
tively 7! 1013 cm–2, in agreement with common doping con-
centration for field effect transistor application.9,10 All
structures were fully relaxed including lattice parameters and
ionic positions until energies, forces and pressure reach values
of 0.004 eV, 0.08 eV/Å, and 0.2 N/m2, respectively. Note that
this is in contrast with common practice in bulk materials where
the lattice parameters are usually not relaxed due to lower dop-
ant concentration.32 A 2! 2! 1 k-grid was used for integrals in
reciprocal space in all simulations. The robust Broyden atomic
and cell relaxation algorithm33 implemented in SeqQuest is key
to our methodology, as we found high success rate in the struc-
tural relaxations with the simulation achieving the convergence
criteria within a relatively small number of steps. Moreover,
SeqQuest automatically and exactly eliminates dipole interac-
tions between periodic slab images using the local moment
counter charge method.34 In order to include potential magnetic
effects, each doped TMD has been relaxed at various spin states
up to 3 (corresponding to spin polarizations 1 to 6). To assess
the accuracy of the level of theory, we re-computed selected
doped TMDs using the state-of-the-art Heyd, Scuseria and
Ernzerhof (HSE) exchange correlation potential,35 as imple-
mented in VASP.36 HSE mixes exact exchange and has been
shown to provide an accurate description of atomic and elec-
tronic structures of some TMDs;37,38 unfortunately, the compu-
tational intensity of the method (typically 30 fold increase in
compute time) precludes its use to relax all the configurations
studied in this papers. Finally, we did not include spin-orbit
coupling to the present study since we found negligible effect
on the structural relaxation and energetics of various doped
TMDs (see Sec. S3).

B. Doping procedure

The elements tested include the first five rows of the peri-
odic table, corresponding to 54 elements. Substitutional doping
was achieved at the metal and chalcogene sites in Mo and W
disulfides and diselenides. We did not include ditellurides to the
substitutional doping analysis because of the large fraction of
the doped TMDs leading to ground state distorted octahedral
structure, as it has been observed previously.14 In order to eval-
uate potential interstitial dopants, we compared the energy of
elements adsorbed on the surface of the monolayer with that at

FIG. 1. Side-view of a Cu atom adsorbed at various locations (H, M, and X)
on the surface of a free standing trigonal prismatic TMD and at the intersti-
tial (I’) site (left). Potential energy surface of Cu crossing a single layer of
MoTe2 (right). We define the activation energy EA and the free energy
DGH!I of the doping reaction.
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interstitial sites. Possible adsorption sites, on the surface of tri-
gonal prismatic TMD, are located on the top of a transition
metal (M-site), on the top of a chalcogen atom (X-site) and on
the top of a hollow site (H-site), as detailed in Fig. S7. The equi-
librium distance between the dopant and the TMD varies with
the nature of the TMD and the element adsorbed. We found the
best initial locations to be at approximately 0.5 Å and 1.75 Å
away from the chalcogen atoms at H (as well as M) and X sites,
respectively. We identified two interstitial sites, both with in-
plane positions identical to those of the hollow site and located
in the symmetry plane of the TMD (I-site) or slightly shifted
from the symmetry plane (denoted I’-site and seen for Cu in
Fig. 1). For validation purpose, we analyzed the final relaxed
atomic structures to confirm whether the dopant remained in its
doping site; we found that alkali metals and noble gas do not
interact strongly with the host TMD; therefore, we will not con-
sider them as substituants in the following analysis. Figures S1
and S8 summarize the final (after relaxation) positions of the
dopants with respect to the TMD symmetry plane upon substi-
tutional and interstitial/chemical doping, respectively.

C. Simulation analysis

The formation energy associated with metal or chalco-
gen substitution by dopant D is defined as

EM=X
D ¼ EðnMX2 þ DM=XÞ þ lM=X

h i
& nEMX2

þ lD½ (; (1)

where EðnMX2 þ DM=XÞ is the energy of a periodic system
containing n formula units including dopant D taking the site
of the metal or chalcogen (denoted by superscript M/X),
EMX2

is the energy of a perfect crystal TMD per formula
units and l denotes the chemical potential of various species,
either M, X, or D. In the case of interstitial doping, the for-
mation energy is defined as

EI
D ¼ EðnMX2 þ DIÞ

! "
& nEMX2

þ lD½ (; (2)

where EðnMX2 þ DIÞ is the energy of the TMD sample with
n formula units including an interstitial dopant. We note that
the formation energy for an adsorbed atom is defined follow-
ing Eq. (2) as well. It is clear from Eqs. (1) and (2) that the
formation energies depend on the chemical potential of the
species involved, which are determined by growth condi-
tions. The chemical potentials for the metal and chalcogen
atoms are typically considered between two limits: metal
rich and chalcogen rich. Under metal-rich conditions
{lM& rich

M ; lM& rich
X }, the chemical potential of the metal is set

by its ground state crystal structure and that for the chalco-
gen is set such that the TMD is in equilibrium with the metal
source. In chalcogen-rich conditions {lX& rich

M ; lX& rich
X }, the

chemical potential of the chalcogen is obtained from the di-
atomic molecule and that of the metal obtained assuming
equilibrium with the TMD.13 Thus, we define

lM& rich
M ¼l0

M

lM& rich
X ¼1

2
EMX2

& l0
M

# $
lX& rich

M ¼EMX2
& 2l0

X

lX& rich
X ¼l0

X

;

(8
><

>:
(3)

with l0
M and l0

X the chemical potentials of the metal and
chalcogen atoms taken in their standard conditions, respec-
tively. The chemical potential of the dopants lD was also
calculated in their standard conditions.

In order to graphically showcase trends in the electronic
structure across the entire periodic table, we developed an
algorithm to automatically analyze the electronic density of
state (DoS) and extract conduction and valence band (VB)
edges, Fermi energy, and defects within the bandgap. The
method starts from a DoS obtained from Kohn-Sham eigen-
values with a gaussian smearing of 0.05 eV. The key steps
are summarized as follows:

(i) Starting from the Fermi energy (EF; evaluated by the
DFT code from standard population analysis), we
define an energy range ½EF & d; EF þ d( that extends
well into the valence and conduction bands. The
energy parameter should satisfy: d > EBG with EBG,
the bandgap energy. For our PBE calculations, we
choose the value d ¼ 2.0 eV.

(ii) The DoS is scanned as a function of energy from both
ends toward the Fermi energy and the band edges are
defined when the density becomes less than a thresh-
old energy Ethr (discussed below). For spin-polarized
calculations, we consider the averaged spin up and
down densities.

(iii) In order to identify defects within the bandgap, the
range of energies between the conduction and valence
band edges is scanned for densities larger than Ethr.
For a better detection of defect states in spin-
polarized calculations, both spin channels defects are
considered.

We generated all DoS plots and performed a careful
comparison with the automated band edge plot. We provide
plots of the projected DoS on our website. The analysis53

offers the best resolution, including the location of band
edges and defects with Ethr¼ 0.5 eV–1.

III. SUBSTITUTIONAL DOPING

A. Strain and energetics of doping

Figures 2 and 3 show the formation energy of
substituted MoS2 and MoSe2 calculated in metal- (M-rich)
and chalcogen-rich (X-rich) conditions as well as the corre-
sponding in-plane strain induced to the lattice, respectively.
The figures corresponding to WS2 and WSe2 are reported in
the supplementary material, Figs. S2 and S3. Our predictions
are in good agreement with previous work, as detailed in
Sec. S1.3.

Overall, M-rich conditions lead to a higher chemical
potential for the chalcogen and, consequently, favor substitu-
tional doping of the chalcogen site. Conversely, X-rich con-
ditions favor TM substitutions. Substitutional doping of Mo
(or W) with TMs is predicted to be energetically feasible.
The formation energies are relatively constant for early TMs
and negative in X-rich conditions and increase from mid to
late TMs. The associated strain is tensile for early TMs and
decreases as we move into the mid TMs; the strain increases
again as the d-shell is completed. The induced strain by the
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TMs and formation energy both follow the non-monotonous
trend of atomic radius. In addition to TMs, the predicted
energetics show that Mo (and W) could be substituted by
other metals and semiconductors except for first row ele-
ments (B ! F). We attribute this effect to their localized 2p
electrons being unable to make chemical bonds with the host
TMD. Moreover, we found no correlation between Mulliken
charges on the substituent and the corresponding formation
energies, ruling out significant ionic interactions.

Substitutional doping of the chalcogen atom with other
chalcogens as well as group V elements and halogens is
predicted to be favorable. For group V, VI, and VII ele-
ments, formation energies increase as we move down in
the periodic table. This is consistent with the recent dem-
onstration of plasma doping of MoS2 with N.10 The forma-
tion energies associated with doping the chalcogen site
with group III and IV elements are rather constant. The
overall strain induced to the lattice by chalcogen doping is
slightly compressive, and constant over the entire range of
substituents. Finally, we found almost no difference
between the energetics and strain of molybdenum and
tungsten dichalcogenides.

We note that negative formation energies are not
required for doping to be possible since experimental condi-
tions during synthesis can change the chemical potentials of
the elements and, consequently, the formation energies.
Here, we assume that the TMD is isolated and doping occurs
between a free-standing sheet and the dopant element taken
in its standard conditions. Doping has been reported in vari-
ous phases: liquid,11 gas,9 and recently plasma,10 conditions
that would strongly affect the chemical potential of the dop-
ant. Additionally, it has been demonstrated that the interac-
tion between the TMD and its substrate also plays an
important role in doping.39 We study further the stability of

some key compounds as a function of the chemical potential
of its component in Sec. V A.

B. Electronic structure and potential substitutional
dopants

The principal reason for doping semiconductors is to
tune their electronic structure in order to control carrier con-
duction. To identify potential n-type and p-type dopants, we
analyzed the electronic density of state of all doped TMDs
using the automatic procedure described above. Figure 3
shows the conduction band minima (green line) and Fermi
energy (red) referenced to the top of the valence band (blue)
across the entire set of elements tested. Vertical lines in the
bandgap indicate defect states. The figures corresponding to
MoSe2, WS2 and WSe2 are reported in the supplementary
material, Figs. S4–S6. Whether we consider sulfides or sele-
nides, the overall trends including the variation of the
bandgap, the Fermi energy, and the number of defects are
similar. We note, however, that bandgaps reduce from sul-
fides to selenides.

We start the discussion with the effect of substitutional
doping of the chalcogen atom to the electronic structure [top
panel of Fig. 4(a)]. We found that p-doping can be achieved
by incorporation of group V elements in the X-sites, while
halogens result in n-type. These results are consistent with
prior simulations12,13 and we note that our automated analy-
sis captures subtleties in the electronic DoS such as the pres-
ence of localized states at the Fermi energy right below the
conduction band for halogens (see for example F and I).
Moreover, our results are consistent with experimental data
of N10 and Cl11 doping of MoS2 resulting in p-doping and n-
doping, respectively. In fact, our simulations show that dop-
ing MoSe2 or WSe2 with N should result in improved perfor-
mance due to a significantly reduced density of gap states.

FIG. 2. Formation energy of Mo-substituted (green) and chalcogen-substituted (red) MoX2 (with X¼S, Se) in M-rich (a: top) and X-rich (b: bottom) condi-
tions as a function of substituent.

FIG. 3. In-plane biaxial strain of the lattice consequence of substitutional doping of MoX2 (X¼S, Se) as a function of substituent.
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However, we predict a 20% reduction of the bandgap when
going down the chalcogen column S!Se. Importantly, dop-
ing with B is also predicted to lead to a p-type doping for all
four cases and one can tune the bandgap by choosing the
nature of the TMD. For example, we predict bandgaps of
1.42, 1.38, 1.31, and 1.17 eV for WS2, MoS2, WSe2, and
MoSe2 chalcogen substituted with B, respectively.
Additionally, some group IV elements also result in p-
behavior (Si, Ge, and Sn).

Quite interestingly, substitution of the TM leads to sig-
nificant flexibility for both p- and n-doping. We now focus
on the bottom panels of Fig. 4(b). The predicted bandgap
across the TM family exhibits a maximum for the mid-TMs
with a reduction into the late and early TMs. This trend can
be explained, to a large degree, by the induced strain as ten-
sion is known to reduce the bandgap. Thus, the atomic radius
of the substituent governs the strain and, as a consequence,
the trends in bandgap. The Fermi energy is lowered to the
valence band by substitution with early TMs, leading to a p-
type behavior (Sc, Ti, Zr, V, and Nb), which has been
already demonstrated experimentally with Nb-doped MoS2.9

As the d-shell is filled, the Fermi energy increases relative to
the conduction and valence band edges, and we observe a
transition from p to n-type doping for mid TMs (Tc, Ru, and
Rh). Doping with late TMs results in a large number of gap
states and, thus, we expect poor transport properties. For
example, the substitution of Mo in MoS2 with Mn creates
defects at the Fermi energy, consistent with previous
measurements.39

C. Accuracy of the GGA calculations

It is well known that the PBE exchange-correlation
potential underestimates bandgaps, and various correction
schemes have been proposed. Reports show that the GW
scheme overestimates bandgaps of monolayer TMDs38 and
DFT þ U requires different values of U to be used depending
on the nature of the dopant.40 The hybrid functional HSE,35

including part of the exact Hartree-Fock exchange, provides
the best agreement with experiments, especially to describe
the atomic and electronic structure of bulk37 and some
monolayer TMDs.19 Our calculations of the HSE bandgaps
of free-standing MoS2, MoSe2, and MoTe2 monolayers are

2.00, 1.91, and 1.48 eV, respectively. These values are larger
than reported measurements of 1.90, 1.58, and 1.10 eV.41–43

On the other hand, the PBE functional tends to underestimate
bandgaps (see Table S3 for details). We selected a subgroup
of the substituents presented above for HSE calculations to
evaluate model uncertainties. We fully relaxed various doped
TMDs with the HSE functional including pristine MoS2 and,
chalcogen and TM substituted MoS2 with Cl (as well as N)
and Nb, respectively. We found a very good agreement
between atomic structures computed with PBE and HSE
functionals. Interestingly, formation energies computed with
PBE are similar to that computed with hybrid functional
with less than 0.3 eV error.

Figure 5 shows the electronic DoS computed with PBE
and HSE. Overall, we find that the main features and trends
observed in GGA are confirmed by the HSE calculations.
For pristine MoX2 (with X¼S, Se), PBE bandgaps are
approximatively 20% smaller than experiments, whereas
HSE bandgaps are 15% larger, consistent with recent
reports.44 Defect states calculated with HSE also appear
slightly shifted in energy compared to those calculated with
PBE; we note larger energy splitting between defect states in
different spin states. This has been observed before and our
DoS agree with previous work.19 To summarize, we
acknowledge that the band plots presented in Fig. 4 (as well
as S4-S6) underestimate bandgaps; however, we are confi-
dent in the prediction of the number of defect states and
Fermi energy. Such a high-throughput study has been possi-
ble only because of the reduced computational cost and fast
convergency of PBE calculations.

IV. INTERSTITIAL SITES

A. Energetics of absorbed versus interstitial sites

Figure 6(a) shows formation energies for the entire set
of dopants studied in the three adsorption sites and the I
interstitial site for molybdenum disulfide, diselenide, and
ditelluride. Quite surprisingly, a significant fraction of the
dopants studied favor the interstitial site over the adsorbed
ones. Few elements favor the I0 site over I (for example Cu
in MoTe2) and the energy difference between the two is
small. Therefore, in the following, we will only consider
interstitial sites located at the symmetry plane of the TMD

FIG. 4. Energy of the conduction band (CB, green), fermi level (EF, red), and defects in the bandgap (BG, blue) with respect to the energy of the valence band
(VB, blue line x¼ 0) of S- [(a): top] and Mo- [(b): bottom] substituted monolayer MoS2 as a function of substituents.
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(I-site) for simplicity. Figure S9 contains the complete ener-
getic analysis. The adsorption energies (H, X, and M curves)
are rather independent of the nature of the chalcogen; how-
ever, we find a strong dependence of the interstitial energies
(I curves) on the nature and lattice parameter of the TMD.
The number of elements that energetically prefer interstitial
sites over adsorbed increases from sulfides to selenides and
to tellurides, as summarized in the periodic table of Fig.
2(b). Only two elements (H and C) have a ground state at the
interstitial site in the well-studied MoS2. Interestingly,
twelve elements in MoSe2 and more than half the elements
tested in MoTe2 are predicted to energetically prefer the
interstitial sites. Potential interstitial dopants in MoTe2

include most of the transition metals (TMs) as well as some
first and second row (2p/3p) elements and contain that of
MoSe2 which contain that of MoS2.

Figure 7 shows the strain induced to the lattice of MoS2,
MoSe2, and MoTe2 upon interstitial doping. The strain
decreases from sulfides to tellurides, consistent with the
increase in the size of the lattice parameter of the corre-
sponding host TMD. Moreover, strain correlates with the
size of the dopant and the trends in formation energy of
interstitial doping, increasing as we move down the periodic
table (i.e., increasing atomic radius of the dopant).
Interestingly, light elements (H, B, C, N, O, F, and He)
barely strain the lattice of MoTe2 (<0.2%), suggesting the
possibility of high concentration interstitial doping.

Figure 6 can be used to assess the thermodynamics of
interstitial doping; however, it lacks information about the
kinetics of the doping reaction. The potential energy surface
upon interstitial doping presented in Fig. 1 provides both
kinetics and thermodynamics information. Since TMs are
promising for interstitial doping, we performed NEB calcula-
tions of all TMs to obtain the minimum energy path associ-
ated with moving the dopant from one surface of the MoTe2

monolayer to the opposite side. These curves provide infor-
mation about the activation energy EA and free energy for
interstitial doping DGH!I ¼ EI & EH. These results are sum-
marized in Fig. 8 and reported in Table S4. Only relatively
small activation barriers will be accessible via standard dop-
ing techniques and the kinetics of the doping reaction will
depend on them. Besides d1 and d10 TMs, the energy barriers
for doping are small and the corresponding free energies are
mostly negative, suggesting a favorable doping reaction.
Both activation barrier and free energy for doping describe
an approximate parabolic shape along the d-shell filling with
a minimum around mid-shell similar to the variation of
TMs’ atomic radius. Moreover, 3d elements exhibit lower
activation barriers than their 4d, more voluminous counter-
part. Interestingly, we predict negligible energy barriers
(<0.2 eV) when doping occurs with elements Cr, Mn !Ru
and even no barrier for Co !Ni. From the analysis of the
entire NEB paths, we note the existence of I’ sites for late
TMs ranging from Ni!Ag which represent the ground state

FIG. 5. Projected density of state of
pristine MoS2 as well as various chal-
cogen and TM substituted MoS2 com-
puted with PBE (left) and HSE (right)
functionals.
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among all doping sites in the case of Ni and Cu dopants. For
more details, we provide the paths of TMs crossing free-
standing MoTe2 in Fig. S10.

Finally, we performed AIMD simulations of Nb and Cu
interstitial in MoTe2 at 300 and 500 K to further investigate
the stability of these two representative compounds. The total
energy as well as some snapshots of the atomic structure are
reported in Fig. S11. Overall, we find that both doped struc-
tures conserve their general geometry along the 15 ps of simu-
lations at temperatures up to 500 K, indicating good thermal
stability. According to the energy landscape for doping Cu
and Nb interstitial in MoTe2, we predict barriers for the inter-
stitial atom to escape the structure (EA & DGH!I) equal to
0.82 and 3.93 eV, respectively. We note that Cu interstitial
rapidly hops from its initial I-site to an I’-site at both 300 and
500 K, consistent with the predicted potential energy surface
presented in Fig. 1. Interestingly, a Mo atom located next to
the Nb interstitial hops from its lattice position to a neighbor-
ing interstitial site at 500 K. This mechanism releases some of
the local stress generated by the interstitial Nb atom resulting
in a Mo-vacancy between two interstitial atoms (bottom left
snapshot).

B. Electronic structures and potential interstitial
dopants

Figure 9 shows the (PBE) conduction band energy
(green), Fermi energy (red), and gap states (vertical blue

(a)

(b)

FIG. 6. Formation energy of dopants adsorbed at various sites (H, M, and X) on the surface of molybdenum dichalcogenides as well as at interstitial (I) sites
(a). Potential interstitial dopants in MoS2, MoSe2, and MoTe2 predicted from our analysis (b).

FIG. 7. Biaxial strain induced to the lattice of MoS2, MoSe2, and MoTe2 upon interstitial doping.

FIG. 8. Activation energy and free energy corresponding to interstitial dop-
ing MoTe2 with TMs.
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lines) with respect to the valence band (VB) energy (blue
horizontal line) for interstitial doping of MoS2, MoSe2, and
MoTe2 with all the elements tested. Light regions highlight
dopants for which the interstitial site is favored energetically
as compared to surface states, as discussed in Sec. IV A. The
corresponding figures for the adsorbed sites are reported in
Figs. S12–S14. The overall trends including bandgap, Fermi
energy, and the number of defect states among the three
dichalcogenides studied are similar. We note that bandgaps
reduce from disulfides to ditellurides and, as explained
above, the number of interstitial dopants increases with
increasing lattice parameter of the TMD.

We will focus on MoTe2 as a representative compound
because of the large number of predicted low energy intersti-
tial dopants. It is known that various interstitial or adsorbed
dopants can shift the Fermi energy to the valence band maxi-
mum (corresponding to p-type conduction) or to the conduc-
tion band (n-type), depending on their acceptor/donor
character. However, this simple rule is only qualitative and
the Fermi level shift rigorously depends on the complex
hybridization between the orbitals of the dopant and that of
the TMD host. According to Fig. 9, only Sc and Al dopants
induce p-type conduction. We note a defect state close to the
VB in the case of Sc. Early to mid-TMs (V !Mo) show n-
type conduction with few or no defect states. Late TMs pre-
sent numerous defects in the bandgap, precluding efficient
electronic application. Beside TMs, only phosphorus appears
as a good n-type interstitial dopant. Our analysis also pro-
vides information related to the Fermi level shifting of vari-
ous adsorbed elements. For instance, the adsorption of alkali/
alkali-earth metals leads to n-type conduction, whereas
adsorbed halogens lead to a p-type conduction (consistent
with Ref. 13).

We now discuss with additional details the electronic
structure corresponding to some of the most interesting
doped cases. Figure 10 shows the projected density of states
of some key interstitial-doped MoSe2 and MoTe2 computed
at the HSE level. Based on the discussion above, these HSE
results should be considered as an upper limit for bandgap
size; all PDoS computed with PBE, representing a lower
limit, can be found for comparison on our website.53

All doped TMDs reported in Fig. 10 exhibit a magnetic
ground states with a magnetic moment of 1lB except in the
case of Mo-doping with 2lB. Interstitial doping MoSe2 and
MoTe2 with Nb (which is energetically favorable) shifts the
Fermi energy toward the conduction band leading to n-type
conduction. We note the existence of a Nb occupied defect
state located approximately 0.3 eV below the conduction
band. Similar n-type conduction can be achieved by doping
these TMDs with Mo and V; however, we observe larger
energy splitting of the dopant defect state moving approxi-
mately 0.6 eV into the band gap. An occupied defect state is
observed deeper into the band gap when MoTe2 is doped
with P, located approximately 1.0 eV below the conduction
band. Although an interstitial Mo atom in MoTe2 has a rela-
tively low formation energy of 3 eV, it has been shown that
the probability of forming such defect during chemical
growth conditions is low.20 Mo-interstitials are predicted to
shift the Fermi energy toward the conduction band and con-
tribute to the observed n-type character of these TMDs
mainly attributed to chalcogen and dichalcogen vacancies.
Finally, interstitial doping of MoTe2 with Al costs 2.0 eV
with respect to the fcc metallic phase, and leads to a p-type
conduction with an unoccupied defect state located approxi-
mately 0.6 eV above the valence band.

C. Simulated STM images of interstitial doping in
MoTe2

Given that interstitial doping has not been reported
experimentally, we use the atomic structures computed from
first principle calculations to predict scanning tunnelling
microscopy (STM) images of some key compounds. STM
imaging is a powerful technique to identify defects and struc-
tural transformations in TMDs.45–47 Yet, assignment of
atomistic structure to STM images can be challenging, and
simulated STM images can serve as a guide to experimental-
ist to aid the identification of the doping sites and species,
such as the one proposed in this work. Simulated STM
images of copper and cobalt dopants at M and I sites in
MoTe2 are shown in Figs. 11 and 12. Details of the calcula-
tion are presented in Sec. S4. The contour plots represent the

FIG. 9. Energy of the conduction band (CB, green), fermi level (EF, red), and defects in the band gap (BG, blue) with respect to the energy of the valence band
(VB, blue line x¼ 0) of MoTe2 doped at M, H, X, and I sites as a function of dopant. Light regions correspond to configuration with the lowest dopant forma-
tion energy.
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charge density qSTM(r, Vbias),
48,49 as computed by Eq. (S1),

for various bias voltages ranging between & 1.5 V
and þ 1.5 V. The STM images correspond to a tip-to-sample
distance of d¼ 2.5 Å measured from the topmost atom of the
doped MoTe2 monolayer.

At large reverse bias, the STM image of MoTe2 doped
at the I-site shows similar patterns to the pristine monolayer,
that is, high density regions with circular shape at the top-
most (Te) atoms and, low density regions at the transition
metal sites (see Fig. 11). Therefore, dopants at I-site, lying
underneath the topmost chalcogen plane, cannot be identified
at large reverse bias voltages. By contrast, interstitial Cu in
MoTe2 can clearly be identified at forward bias voltages for
which the STM images show high density regions with trian-
gular shape around the locally distorted structure (due to the
presence of copper), see Fig. 11(a) for Vbias¼þ 1
and þ 1.5 V. Tellurium lattice distortion induced by the
cobalt at the I-site can be identified at Vbias ¼ & 1 V for
which the STM image shows high density regions around
bonds (bonding-like features) and hexagonal-shaped low
density regions at the cobalt site [see Fig. 11(b)].

In the case of dopants occupying M-sites (Fig. 12), we
observed that the highest values of qSTM correspond to the
location of adatoms which are the topmost species on the
surface. The underlying hexagonal structure of the TMD is
better resolved at high bias voltages in Cu-doped MoTe2 at
M-sites than that for Co-doping. This is explained by the fact
that Cu is adsorbed at a longer distance from the first plane

of Te atoms than Co (dCu-Te ¼ 1.34 Å and dCo-Te ¼ 0.86 Å),
hence requiring a stronger bias voltage for the tunnelling cur-
rent to resolve the MoTe2 matrix. Due to the fact that Cu and
Co at M-sites are the topmost atoms, low bias voltages are
enough to identify the adatoms, as shown in Figs. 12(a) and
12(b) for Vbias¼6 0.5 V. To summarize, we found that sim-
ulated STM images of interstitial atoms present specific pat-
terns, different from adsorbed sites which can be used to
guide the identification of dopants in MoTe2.

V. DISCUSSION

A. Substitutional versus interstitial doping

We now discuss the relative stability of the various
potential doping sites as a function of the chemical potentials
of the metal, chalcogen, and dopant. This can be achieved by
a careful inspection of Figs. 2 and 6; however, the large
amount of information makes the task difficult. Moreover,
we remind the reader that substitutional doping was com-
puted at the PBE level, whereas interstitial calculations
included Grimme’s D2 correction. Even though we do not
expect a large energy difference due to the vdW correction,
we relaxed some of the most interesting interstitial dopants
at the PBE level for a better comparison. Our goal is to iden-
tify energetically favorable configuration as a function of the
chemical potential of the metal, chalcogen, and dopant. In
order to reduce the number of independent variables to two,
we linearly vary the chemical potential of the chalcogen and

FIG. 10. Total (gray) and projected
density of states over metal (green),
chalcogen (blue), and interstitial dop-
ant (red) of molybdenum diselenides
(left) and ditellurides (right) with and
without an impurity atom at the inter-
stitial site.
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metal atom between the metal rich and chalcogen rich val-
ues. Thus, we define both chemical potentials as a function
of a variable n

lXðnÞ ¼ l0
Xn þ lM& rich

X ð1 & nÞ
lMðnÞ ¼ l0

Mð1 & nÞ þ lX& rich
M n

:

(

(4)

Equation (4) leads to X-rich conditions when n ¼ 1 and
M-rich when n¼ 0. The second variable is the chemical
potential of the dopant (lD) which varies between its stan-
dard and atomic conditions. Figure 13 shows the stability of
the various configurations as a function of n and lD in
MoSe2. Regions of the chemical potential phase diagram are
colored according to the lowest formation energy among the
configurations: Se substituted, Mo substituted, and interstitial
(I-site). Positive formation energies result in no-doping of
the TMD.

We found that V almost always favors the substitution
of the TM site regardless of its chemical potential and that of
Mo and Se. Only a small region of the chemical potential
phase diagram results in no doping when the chemical poten-
tial of the dopant is close to its standard (Vanadium BCC)
condition in the metal rich limit. Similarly, doping MoSe2

with Al results in Mo substitution; however, we note the pos-
sibility of Se substitution when the chemical potential of Al
increases toward its atomic limit, in metal rich conditions.
Doping with phosphorous favors the substitution of the chal-
cogen site with the possibility of doping the TM site in Se

rich conditions. We found that B dopant favors the intersti-
tial site for a wide range of chemical potentials. The substitu-
tion of Se in MoSe2 by B can be achieved in metal rich
conditions. Although few dopants favor the interstitial site in
MoSe2 (we predict H, B, and C), we expect many more in
MoTe2.

FIG. 11. Simulated STM images of interstitial Cu (a) and Co (b) in MoTe2. The qSTM is shown at a constant height, corresponding to STM current imaging
mode for different values of voltage bias (Vbias). The supercell is shown in with black lines.

FIG. 12. Simulated STM images of Cu (a) and Co (b) adatoms at M-sites in MoTe2. The qSTM is shown at a constant height, corresponding to STM current
imaging mode for different values of voltage bias (Vbias). The supercell is shown in with black lines.

FIG. 13. Phase diagram of the various doping configuration studied for B,
Al, P, and V doped MoSe2 as a function of the chemical potential of the
metal, chalcogen, and dopant. The chemical potential of the dopant was
taken between its standard (std) and atomic (atm) conditions.
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B. Role of possible compensating defects

Compensating defects can have a strong effect on the
ability of engineered defects to change electrical characteris-
tics.50,51 In our case, the most likely culprits are TM and
chalcogen vacancies and anti-site defects (TM on the chalco-
gen site and vice versa). We will base the discussion on
MoS2 as a representative material; we expect similar behav-
ior in the other cases. The formation energy of Mo vacancies
is high (3.7 eV in S-rich conditions and 7.4 eV in Mo-rich
conditions) and, thus, is likely unimportant. A sulfur
vacancy, VS, in the neutral state results in an empty state
about 0.5 eV below the conduction band minima that can
trap electrons, thus limiting the n-type doping. Their forma-
tion energies (3.2 eV in S-rich conditions and 1.4 eV in Mo-
rich conditions) indicate that they will be more preponderant
than VMo but healing the vacancy with a halogen would
reduce the energy and result in n-type doping. Anti-site
defects are also relatively high in formation energies. The
lowest being S in the Mo site under S-rich conditions with a
formation energy of 2.6 eV and could be avoided with less S
favorable conditions.

VI. CONCLUSION

We showed that potential candidates for tuning the car-
rier density in TMDs are not limited to the substitution with
elements that belong to neighboring electronic shell than that
of the constituents. Our DFT simulations indicate that group
III and IV elements should be explored experimentally to
substitute chalcogen atoms and various early TMs are prom-
ising to replace Mo/W leading to p-type conduction.
Interestingly, we predict that a wide range of bandgaps can
be achieved by selecting the nature of boron-doped TMDs.
Moreover, we predict improved electronic properties of N-
doped transition metal diselenides over sulfides owing to a
reduction in gap states. Furthermore, we found that the
trends in formation energy and bandgaps of Mo-substituted
TMDs correlate with the evolution of atomic radius of TM-
dopants. Although single-layer TMDs are less than 1 nm
thick, we demonstrated the possibility of impurity interstitial
with a large fraction of the periodic table. We identified 2,
12, and 25 elements (out of the 54 tested) having low energy
at the interstitial site in MoS2, MoSe2, and MoTe2, respec-
tively. We explored potential interstitial dopants based on
the following criteria: (i) lowest formation energy at the
interstitial site compared to elements adsorbed on the surface
of the TMD; (ii) small activation energy for doping and; (iii)
the Fermi energy shift of the corresponding electronic struc-
ture. The automatic analysis of the electronic structure sum-
marized in Fig. 9 showcases the band diagram of
approximately 5000 doped TMDs and suggests promising
candidates among most of the TMs in MoSe2 and MoTe2.
For instance, Nb interstitial is predicted to achieve an n-type
conduction and we demonstrated a good stability of the
compound.

We believe that the lack of experimental proof of the
existence of interstitial doping is mainly due to the unfavor-
able energies of interstitial in the widely studied MoS2 com-
bined with detection challenges. Simulated STM images

provide a footprint of interstitial dopant in MoTe2 and we
believe that our theoretical demonstration will motivate
microscope experts to identify such impurity in TMDs and
other 2 D materials. Additional properties should be explored
to fully take advantage of this emerging doping technique in
TMDs. Finally, this study can be easily extended to other
TMDs, phases, and dopants. For example, Er-doped MoS2

has recently been achieved experimentally giving rise to
near-infrared photoluminescence.52

SUPPLEMENTARY MATERIAL

See supplementary material for Sections S1 and S2
which show the atomic and electronic structures of
substituted and interstitially doped TMDs, respectively.
Sections S3 and S4 include details on the effect of spin-orbit
coupling to the doping energies and the procedure to com-
pute the simulated STM images. The DoS of all doped
TMDs are provided on our website.53
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