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ABSTRACT

In the era of big data, we are inundated with the sheer volume of data being collected from

various domains. In contrast, it is often the rare occurrences that are crucially important

to many high-impact domains with diverse data types. For example, in online transaction

platforms, the percentage of fraudulent transactions might be small, but the resultant fi-

nancial loss could be significant; in social networks, a novel topic is often neglected by the

majority of users at the initial stage, but it could burst into an emerging trend afterward;

in the Sloan Digital Sky Survey, the vast majority of sky images (e.g., known stars, comets,

nebulae, etc.) are of no interest to the astronomers, while only 0.001% of the sky images lead

to novel scientific discoveries; in the worldwide pandemics (e.g., SARS, MERS, COVID19,

etc.), the primary cases might be limited, but the consequences could be catastrophic (e.g.,

mass mortality and economic recession). Therefore, studying such complex rare categories

have profound significance and longstanding impact in many aspects of modern society, from

preventing financial fraud to uncovering hot topics and trends, from supporting scientific re-

search to forecasting pandemic and natural disasters.

In this thesis, we propose a generic learning mechanism with trinity modules for com-

plex rare category analysis: (M1) Rare Category Characterization - characterizing the

rare patterns with a compact representation; (M2) Rare Category Explanation - inter-

preting the prediction results and providing relevant clues for the end-users; (M3) Rare

Category Generation - producing synthetic rare category examples that resemble the real

ones. The key philosophy of our mechanism lies in “all for one and one for all” - each mod-

ule makes unique contributions to the whole mechanism and thus receives support from its

companions. In particular, M1 serves as the de-novo step to discover rare category patterns

on complex data; M2 provides a proper lens to the end-users to examine the outputs and

understand the learning process; and M3 synthesizes real rare category examples for data

augmentation to further improve M1 and M2. To enrich the learning mechanism, we develop

principled theorems and solutions to characterize, understand, and synthesize rare categories

on complex scenarios, ranging from static rare categories to time-evolving rare categories,

from attributed data to graph-structured data, from homogeneous data to heterogeneous

data, from low-order connectivity patterns to high-order connectivity patterns, etc. It is

worthy of mentioning that we have also launched one of the first visual analytic systems for

dynamic rare category analysis, which integrates our developed techniques and enables users

to investigate complex rare categories in practice.

ii



This thesis is dedicated to my parents, Jun Zhou and Huichun Gu, for their love and

support.

iii



ACKNOWLEDGMENTS

First and foremost, I feel greatly indebted to my advisor Dr. Jingrui He, who is the

best advisor I can hope for. She is a true inspiration to me in research and sets me to a

high standard of being a scholar. Her passion for research and her dedication to science

have deeply influenced me and shaped my research mindset. Moreover, from Jingrui, I

learned that the best way of mentoring is to be supportive. She is always open-minded and

encourages me to get involved in a variety of academic activities, including presenting in

conferences, reviewing papers, giving guest lectures, mentoring students, serving conference

program committees, and organizing tutorials/workshops. Over the past years, she prepared

me not only as a qualified Ph.D. student but also as an independent scholar. To me, Jingrui

is my life-long role model, and I will follow her steps to be a true scholar and also spread

her spirits to the next generation. I would like to sincerely appreciate Dr. Hanghang Tong

for being my great mentor and dear friend. He provided immense help for my job search

by sharing lots of his valuable experiences, encouraging me to maintain a positive attitude

towards setbacks, and providing pertinent feedback on my application materials. I also

would like to express my gratitude to Dr. Jiawei Han, Dr. Heng Ji, Dr. Leman Akoglu for

serving on my thesis committee. Your valuable comments, insightful questions, and generous

support have helped me a lot in improving my thesis work. In particular, I would like to

thank Jiawei for advising me during my job hunting process so that I could avoid taking

detours when making the critical career decisions.

I would like to thank my fantastic group of collaborators: Lecheng Zheng, Si Zhang,

Dongqi Fu, Yada Zhu, Jiawei Han, Jiebo Luo, Jinjie Gu, Ross Maciejewski, Hasan Davulcu,

Nan Cao, K. Selcuk Candan, Wendi Heinzelman, Hongxia Yang, Jianbo Li, Yu Cao, Jae-

sun Seo, and Henry Kautz. It was Yada and Jianbo who introduced me to the area of AI

for Finance and brought me the “real data and real problems”. It was my best research

companions, Lecheng, Dongqi, and Si who influenced me with their precise on research and

always inspired me with novel ideas.

I also would like to thank all the lab members and my wonderful friends: Pei Yang, Arun

Reddy Nelakurthi, Yao Zhou, Xu Liu, Lecheng Zheng, Jun Wu, Dongqi Fu, Yikun Ban,

Haonan Wang, Ziwei Wu, Wenxuan Bao, Yunzhe Qi, Liangyue Li, Chen Chen, Xing Su, Si

Zhang, Boxin Du, Jian Kang, Qinghai Zhou, Lihui Liu, Baoyu Jing, Yuchen Yan, Zhe Xu,

Shweta Jain. I really appreciate and enjoy the time spending with them, from springs to

winters, from Arizona to Illinois, from students to scholars.

iv



At last, I would like to give my special gratitude to my parents (Jun Zhou and Huichun

Gu), who believe in me and support me throughout my life; my wife (Kangyang Wang), who

is an angel lighting up my life and calming my soul; my daughter (Joyce) and son (Jasper),

who are naivete but also my ultimate origin of strength and confidence.

v



TABLE OF CONTENTS

CHAPTER 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Main Modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Contribution and Impact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.5 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6 General Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

CHAPTER 2 LITERATURE REVIEW . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1 Mining Rare Categories in Attributed Data. . . . . . . . . . . . . . . . . . . 13
2.2 Mining Rare Categories in Static Graphs. . . . . . . . . . . . . . . . . . . . 14
2.3 Mining Rare Categories in Time-Series Data . . . . . . . . . . . . . . . . . . 15
2.4 Mining Rare Categories in Temporal Graphs . . . . . . . . . . . . . . . . . . 16

CHAPTER 3 MULTI-VIEW RARE CATEGORY CHARACTERIZATION . . . . . 18
3.1 Overview and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

CHAPTER 4 RARE CATEGORY CHARACTERIZATION ON TIME-EVOLVING
GRAPHS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1 Overview and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4 Query Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.5 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

CHAPTER 5 BI-LEVEL RARE TEMPORAL PATTERN CHARACTERIZATION 55
5.1 Overview and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.4 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

vi



CHAPTER 6 HIGH-ORDER RARE CATEGORY CHARACTERIZATION . . . . 74
6.1 Overview and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.3 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.4 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.5 Generalizations and Applications . . . . . . . . . . . . . . . . . . . . . . . . 90
6.6 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

CHAPTER 7 DOMAIN ADAPTIVE RARE CATEGORY CHARACTERIZATION 102
7.1 Overview and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.3 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.4 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.5 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

CHAPTER 8 RARE CATEGORY REPRESENTATION LEARNING . . . . . . . . 118
8.1 Overview and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.3 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
8.4 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
8.5 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
8.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

CHAPTER 9 VISUAL ANALYTIC TOOL FOR RARE CATEGORY EXPLA-
NATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
9.1 Overview and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
9.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
9.3 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
9.4 System Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
9.5 System Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
9.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
9.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

CHAPTER 10 TEMPORAL INTERACTION NETWORK GENERATION . . . . 162
10.1 Overview and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
10.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
10.3 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
10.4 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
10.5 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
10.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

vii



CHAPTER 11 FAIR GENERATION FOR RARE CATEGORIES ON GRAPHS . . 182
11.1 Overview and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
11.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
11.3 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
11.4 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
11.5 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
11.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

CHAPTER 12 CONCLUSION AND FUTURE WORK . . . . . . . . . . . . . . . . 202
12.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
12.2 Vision and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

viii



CHAPTER 1: INTRODUCTION

(a) (b)

(c) (d)

Figure 1.1: An illustration of Sloan Digital
Sky Survey [1]. (a) The universe map, where
each dot is a galaxy. (b) Known galaxies in the
universe. (c) Uninteresting anomalies (e.g.,
diffraction spikes of satellite trails or the arti-
facts of the telescope). (d) Interesting anoma-
lies that lead to discovery extraordinary ob-
jects (e.g., the bright spiral galaxy M51 and its
fainter companion). It is revealed that 99% of
the anomalies are uninteresting patterns, such
as diffraction spikes shown in (c), and only 1%
are interesting patterns that are worthy of fu-
ture research and may lead to the discovery of
extraordinary objects like (d).

The success of modern artificial intelli-

gence has been partially attributed to the

big data and the advanced data manage-

ment techniques. However, in contrast to

the sheer volume of data being collected,

it is often the rare categories (i.e., the mi-

nority classes with scarce observations) that

are of great importance in many high-impact

domains. For example, in online transac-

tion platforms, the percentage of fraudulent

transactions might be small, but the resul-

tant financial loss could be significant; in

social networks, a novel topic is often ne-

glected by the majority of users at the ini-

tial stage, but it could burst into an emerg-

ing trend afterward; in the Sloan Digital Sky

Survey (Figure 1.1), the vast majority of sky

images (e.g., known stars, comets, nebulae,

etc.) are of no interest to the astronomers,

while only 0.001% of the sky images could

lead to novel scientific discoveries; in the

worldwide pandemics (e.g., SARS, MERS,

COVID19, etc.), the primary cases might

be limited, but the consequences could be

catastrophic (e.g., mass mortality and eco-

nomic recession). Given the profound signif-

icance, the main focus of my research aims

to develop artificial intelligence and machine

learning models and techniques that can systematically investigate the minority examples

and help the end-users gain a better understanding of these rare categories on complex

data. In particular, our work contributes to a wide spectrum of application domains with

diverse data formats, ranging from static rare categories [2, 3, 4] to time-evolving rare cate-

gories [5, 6, 7, 8, 9, 10, 11], from attributed data [2] to graph-structured data [4, 9, 12, 13],
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from homogeneous data [5, 6, 7] to heterogeneous data [2, 14], from low-order connectivity

patterns [9, 15] to high-order connectivity patterns [10, 16, 17, 18], etc.

1.1 BACKGROUND

The branch of data mining concerned with identifying rare events has a longstanding

history. Backtracking to 1980, Douglas M. Hawkins firstly proposed the definition of out-

liers [19] in Def. 1.1. Following the Hawkins’ definition of outliers, the problem of anomaly

detection or outlier detection has been generalized and studied in various contexts, such

as high-dimensional numerical data [20], sequential data [21], time-series data [22], graph

data [23], financial data [24, 25], and thus resulted in many domain-specific names for outliers

and anomalies, such as novelties, events, surprising changes, fraud, outbreaks, etc.

Definition 1.1. Hawkins’ Definition of Outliers [19]

An outlier is an observation that differs so much from other observations as to arouse

suspicion that it was generated by a different mechanism.

Despite the tremendous success of anomaly detection methods in a variety of domains, it

is commonly agreed that not all anomalies are necessarily useful or relevant to the actual

events of interest. In fact, most anomalies are uninteresting data points, which are drawn

from the known distribution of noise or correspond to the combinations of features that

are less valuable to the downstream applications [26]. Recalling the illustrative example

in Figure 1.1, we present a set of sky images captured by ground-based telescopes in the

program of Sloan Digital Sky Survey (SDSS). According to the analytics from SDSS, 99.9%

of the captured sky images (Figure 1.1 (b)) by SDSS can be well explained based on the

known phenomena of the universe (e.g., discovered galaxies, stars, comets, nebulae, etc.)

and only 0.1% of the images (the bottom row of Figure 1.1) are anomalies. Moreover, within

the anomalies, 99% of the images (Figure 1.1 (c)) are of no interest to astronomers and are

caused by the diffraction spikes of satellite trails or the artifacts of the telescope; and only

1% of the abnormal instances (a minuscule 0.001% of the whole SDSS database) are useful,

and the patterns are of interest, which can correspond to unknown objects and may lead to

new scientific discoveries (e.g., Figure 1.1 (d)). Here, we refer to the anomalies that are not

only statistically significant but also interesting as the rare category examples. Meanwhile,

the problem of studying the rare category examples is referred to rare category analysis. In

traditional rare category analysis, we are given an imbalanced data set D that consists of

C distinct classes (majority classes and minority classes). The goal is to identify examples
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(a) (b) (c)

Figure 1.2: The support regions of a majority class and a minority class in a one-dimensional
synthetic data set. (a) Both Assumption 1.1 & 1.2 hold. (b) Only Assumption 1.1 holds.
(c) Only Assumption 1.2 holds.

from the minority classes with high accuracy and recall. In general, we make the following

assumptions regarding the support region of the majority classes and the minority classes.

Assumption 1.1. Smoothness Assumption for Majority Class. Given a highly

skewed data set D, the distribution of the support region of each majority class is suffi-

ciently smooth.

Assumption 1.2. Compactness Assumption for Minority Class. Given a highly

skewed data set D, the minority class examples can be represented as a compact cluster in

the feature space.

These assumptions are made for the purpose that the rare categories are identifiable and

meaningful. To be more clear, let us first look at the example in Figure 1.2 (a), where

the majority class (colored in blue) has a Gaussian distribution with a large variance on

the left while the minority class (colored in orange) corresponds to a peak with a small

variance on the right. If the distribution of the majority class is not smooth and violates

Assumption 1.1 (e.g., the majority class in Figure 1.2 (b) consists of multiple narrow and

sharp peaks just as the minority class), then the minority class cannot be identified with a

clear clue; if the minority class is not compact and violates Assumption 1.2 (e.g., the minority

class in Figure 1.2 (c) is uniformly distributed in the feature space), then no algorithm can

outperform the random-sampling approach.

1.2 OVERVIEW

This thesis aims to provide a generic learning mechanism for rare category analysis on

complex data. As shown in Figure 1.3, it consists of three key modules: (M1) Rare Cat-
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Figure 1.3: Complex rare category analysis.

egory Characterization - how to characterize the rare patterns with a compact repre-

sentation? (M2) Rare Category Explanation - how to interpret the prediction results

and provide relevant clues for the end-users? (M3) Rare Category Generation - how

to produce synthetic rare category examples that resemble the real ones? In addition, the

proposed mechanism operates through a mutually beneficial synergy (shown in Figure 1.3)

among these three modules, where the rare category characterization module serves as the

de-novo step to characterize and identify potential rare category examples without or with

limited annotated data; the rare category explanation module aims to provide a proper lens

(e.g., from the right/relevant data sources, in the subspace spanned by the right/relevant

attributes, at the right/relevant time steps) to examine and interpret the outputs from M1

and M3; the rare category generation module incorporates the raw data as well as the dis-

coveries from M1 and M2 to mimic the underlying data distribution and thus enable data

augmentation.

Complex rare category analysis is confronted with several unique challenges as follows.

• (C1) rarity - the target signals are often extremely rare compared to the massive

background signals.

• (C2) non-separability - the target signals (the minority classes) are often non-separable

4



from background signals (the majority classes) in the given feature space.

• (C3) label scarcity - it is often expensive, or sometimes infeasible, to collect labels of

the target signals (the minority classes).

• (C4) heterogeneity - the real-world scenarios often exhibit data and task heterogene-

ity, e.g., the multi-modal representation of examples and the analysis of similar rare

categories across multiple related tasks.

• (C5) intangibility - due to the “black-box” nature, many advanced machine learning

models are capable of memorizing complex concepts between input features and output

labels, but lack an intuitive and interpretable way to make the underlying process

transparent to the end-users.

• (C6) privacy - With increasing demand for AI systems as service providers in an

expanding list of domains (e.g., finance, healthcare), massive data containing sensitive

information are generated (e.g., sex, income, age), which poses a substantial security

challenge in releasing and sharing them.

The conventional machine learning tools, especially those requiring large, clean, and an-

notated data, may fail in practice with rare examples, which motivates the studies of rare

category analysis in the past decades. Nevertheless, the previous work on rare category anal-

ysis mostly focuses on addressing the challenges associated with the nature rare category

examples (C1, C2, C3), while neglecting the emerging challenges (C4, C5, C6) arising in the

era of big data.

1.3 MAIN MODULES

Our proposed framework focuses on characterizing, interpreting, and even generating rare

category patterns for complex data (e.g., multi-view data, multi-resolution time series, tem-

poral interaction networks, etc.). My thesis research work (shown in Figure 1.3) boils down

to developing principled learning algorithms to tackle the unique challenges associated with

the trinity modules (M1, M2, M3) for rare category analysis as follows.

1.3.1 Rare Category Characterization

Collecting and annotating rare category examples are extremely expensive and time-

consuming (C1, C2, C3). Therefore, directly training conventional machine learning models

5



in the scarcity of labels would introduce inevitable model bias and largely degrade the model

performance in identifying rare category examples. Previous efforts on rare category analysis

mainly rely on semi-supervised learning to characterize rare category patterns in a compact

representation. However, most, if not all, of the previous works only focus on the single

view, single resolution, pair-wised connectivity patterns and the static settings, which might

not be optimal in real-world applications with data heterogeneity (C4).

My work on rare category characterization focuses on understanding the nature and char-

acteristics of rare category patterns in a variety of real scenarios, where the data is repre-

sented with multiple views [27], multiple resolutions [6, 28], high-order structures [10, 16, 17],

and dynamic patterns [6, 7, 10, 17, 29]. For instance, considering that the real data is often

collected from multiple sources and exhibits multiple views, we have proposed an unsu-

pervised algorithm MUVIR [27] that exploits the relationship among multiple views to

estimate the overall probability of each example belonging to the rare categories; to explore

the high-order rare category patterns (e.g., money laundering in the form of loop-structured

transactions), we have made one of the first efforts [16] to model high-order connectivity

patterns (e.g., triangle, loop, star) and have proposed a local graph clustering algorithm

HOSPLOC that can identify structure-rich clusters without exploring the whole graph.

Later on, we have generalized HOSPLOC to the dynamic setting and have developed a

series of algorithms to compute [17] and track [10] structure-rich clusters in temporal net-

works. Compared with the previous work, the running time of our clustering algorithms

only depends polylogarithmically on the size of the graph, which brings a useful tool for

handling massive graphs in the real-world applications, such as synthetic identity detection

in personally identifiable information (PII) networks [16], money laundering detection in

online transaction networks [18], and emerging trend detection in time-evolving scientific

collaboration networks [17].

1.3.2 Rare Category Explanation

Despite the phenomenal success of AI in recent years, many high-stake domains (e.g.,

financial forecasting, fraud detection, medical testing) have to rely on traditional rule-based

mechanisms (e.g., decision tree), which are less effective but much more interpretable to the

end-users. The main reason is that many advanced machine learning tools, especially deep

learning models, often remain as the black-boxes in nature (C5), while many industries have

to follow highly regulated processes - requiring prediction models to be interpretable and

the output results to meet compliance. Therefore, a natural research question here is how

we can make our models transparent to the end-user by identifying the right context (e.g.,
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key factors, representative entities, critical timestamps).

To answer the aforementioned question, my research is mainly carried out from the fol-

lowing two directions: (1) data diagnosis [4, 11, 13, 15] (i.e., how is the data distributed?

which piece of information is more valuable than the others for a given task? ) (2) model

diagnosis [8] (i.e., why does the model make a certain prediction on a particular piece of in-

formation? ). For data diagnosis, we have proposed the first rare-category-oriented network

embedding framework SPARC [4], which aims to learn a salient representation to character-

ize rare category examples. Inspired by the family of curriculum learning that simulates the

cognitive mechanism of human beings, SPARC gradually selects the key network contextual

information and learns the rare category oriented network representation, by shifting from

the ‘easy’ concept to the ‘difficult’ concept. Our results show that (1) SPARC enables users

to visualize the network layout in a salient embedding space, where the majority classes and

minority classes are well separated, and (2) SPARC is able to identify valuable contextual

information, which provides interpretation and guidance in the task of rare category charac-

terization. Later on, to accommodate the data dynamics (C5), we have developed a series of

representation and interpretation frameworks towards various types of data, including multi-

modality time series [15], time-evolving graphs [13] and fine-grained temporal networks [11].

For model diagnosis, we have proposed the first visual analysis system RCAnalyzer (shown

in Figure 1.4) for studying rare category patterns in dynamic systems, which includes: (a)

a timeline view showing the overview of the given dynamic networks; (b) the matrices view

showing the neighborhood contextual information of each node; (c) the example view show-

ing the feature distribution of rare patterns; (d) the label result view showing the history

prediction results as well as the model diagnosis.

1.3.3 Rare Category Generation

The ever-increasing size of data, together with the difficulty of releasing and sharing them

(C6), has made the data generation a fundamental problem that is key in many high-impact

applications, including fraud detection, recommendation, data security, and many more.

Motivated by this, my research aims to develop deep generative models that enable scalable

modeling of real data to extract key contextual information, distill knowledge, and generate

plausible patterns for data augmentation in rare category analysis. In [12], we consider a

practical scenario where the data is represented as a graph, and the target signals might

exhibit hierarchical structures. We have developed a multi-scale graph generative model

named Misc-GAN, which models the underlying distribution of the graph structures at

different levels of granularity, and then ‘transfers’ such hierarchical distribution from the
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Figure 1.4: User interface of RCAnalyzer.

graphs in the domain of interest to a unique graph representation. Nonetheless, many realis-

tic networks are intrinsically dynamic and are presented as a collection of system transactions

(i.e., timestamped interactions/edges between entities). Hence, in [30], we have designed an

end-to-end deep generative framework named TagGen that parameterizes a bi-level self-

attention mechanism to jointly extract structural and temporal context information from

the temporal interaction networks. Our results demonstrate that TagGen is able to (1)

generate high-quality temporal networks, and (2) significantly boost the performance of rare

category detection via data augmentation.

1.4 CONTRIBUTION AND IMPACT

Figure 1.5 summarizes my thesis work, ongoing research, and future plan in a two-

dimensional conceptual space (data v.s. tasks). My ultimate goal is to build a comprehensive

and generic rare category analysis system, which can be applied to solve a variety of tasks,

ranging from rare category characterization for static data to rare category tracking for tem-

poral data; from representing rare patterns in a salient embedding space to interpreting the

prediction results and providing relevant clues for the end-users’ interpretation; from mim-

icking the underlying distribution of rare categories to generating synthetic ones for data
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Figure 1.5: An overview of my thesis work, where the published papers are colored in blue
and the under-review papers are colored in green.

augmentation. In particular, the contributions and impacts of my research are summarized

as follows.

1. My research identified and analyzed the fundamental limits of rare category analysis for

complex data. Motivated by such discoveries, my work aims to characterize, interpret,

and augment a variety of learning tasks in the context of rare category analysis, which

have been the key delivery to multiple funded projects by DARPA and DHS. Moreover,

a variety of developed techniques have been transferred to the real-world systems in

finance [15, 28], security [16], and healthcare [6].

2. My research on rare category analysis results in fifteen first-authored publications in

the prestigious conferences and journals (KDD, WWW, ICDM, AAAI, IJCAI, TKDD,

DMKD, etc.).

3. We have been invited by Computing Research Association (CRA) to showcase our

system for analyzing complex rare categories at the 24th Annual CNSF Capitol Hill

Exhibition1.

4. My tutorials2 on complex rare category analysis attracted over 300 audience members

1https://cra.org/govaffairs/blog/2018/05/2018-cnsf-exhibition/
2https://sites.google.com/view/dawei-zhou/talks?authuser=0
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in the top conferences of data mining and machine learning (BigData’18, SDM’19,

KDD’19).

5. My work on rare category analysis has been adopted as teaching material in graduate

classes at the University of Illinois at Urbana-Champaign and Arizona State University.

Moreover, I was invited to give a keynote talk on graph-based rare category analysis

at DGLMA’19.

6. I am the co-organizer of Workshop on Using Alternative Data to Support Intelligent De-

cision for Financial Services3 at SDM’20 and Workshop on Deep Learning on Graphs4

at AAAI’21.

1.5 ORGANIZATION

This thesis is organized into three main parts: (1) rare category characterization, (2) rare

category explanation, and (3) rare category generation. We enumerate the main problems

of each part in the form of questions in Table 1.1.

1.6 GENERAL NOTATION

We summarize the most common notations used in this thesis in Table 1.2. More specific

notations and definitions will be covered in the corresponding chapters to explain the prob-

lems and the proposed algorithms. In general, we use regular letters to denote scalars (e.g.,

α), boldface lowercase letters to denote vectors (e.g., v), and boldface uppercase letters to

denote matrices (e.g., A).

3https://sites.google.com/view/sdm2020-finance/home
4https://deep-learning-graphs.bitbucket.io/dlg-aaai21/
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Modules Research Problem Chapter

I. Characterization
Multi-View Rare Category Characterization: How
can we identify rare category examples when the given
data exhibit multiple views?

3

Rare Category Characterization on Time-
Evolving Graphs: How can we identify rare category
examples on time-evolving graphs?

4

Bi-level Rare Temporal Pattern Characteriza-
tion: How can we identify rare temporal patterns
at both sequence-level and segment-level on time-series
databases?

5

High-Order Rare Category Characterization: How
can we identify high-order rare categories that are repre-
sented as clusters of high-order connectivity patterns?

6

Domain Adaptive Rare Category Characteriza-
tion: How can we identify rare categories across different
domains and ensure a good generalization performance of
the learned predictor?

7

II. Explanation
Rare Category Representation Learning: How can
we learn a salient embedding space for rare category anal-
ysis, where the minority classes are well separated from
the majority classes?

8

Visual Analytic Tool for Rare Category Expla-
nation How can we visualize the hidden process of rare
category analysis, and make it transparent to the end-
user by identifying the right context (e.g., key factors,
representative entities, critical timestamps)?

9

III. Generation
Temporal Interaction Network Generation: How
can we model and synthesize temporal interaction net-
works for data augmentation in the downstream tasks
(e.g., rare category analysis)?

10

Fair Generation for Rare Categories on Graphs:
How can we enforce the fairness constraints on the graph
generative model so that the protected groups (e.g., rare
categories) are well-preserved in the generated graphs?

11

Table 1.1: Thesis organization.
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Symbol Description

D the given dataset

L the set of labeled examples

U the set of unlabeled examples

Y the class label of D

n the size of D

X = {x1,x2, . . . ,xn} the input data with n attributed examples

xi the ith example of X

yi the class label of xi

S = {x(1), . . . ,x(M)} the input time-series database with M time series

x(m) = {x(m)
1 , . . . , x

(m)

n(m)} the mth time series in S

x
(m)
i the ith timestamp of x(m)

G = (V , E) the input graph

V the set of nodes in G

E the set of edges in G

� Hadamard product

| · | the cardinality of a set

‖ · ‖p p-norm of a vector

Table 1.2: Symbols.
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CHAPTER 2: LITERATURE REVIEW

In this chapter, we provide a literature review of the prior arts and related studies in

mining rare category patterns. We organize this chapter from a data perspective, including

(1) mining rare categories in attributed data, (2) mining rare categories in static graphs,

(3) mining rare categories for time-series data, and (4) mining rare categories in temporal

graphs. In particular, the first two sections focus on identifying rare events in the static

setting, while the latter two sections aim to capture the evolving rare category patterns in

the dynamic setting.

2.1 MINING RARE CATEGORIES IN ATTRIBUTED DATA.

Given an unlabeled data set with n samples D = {x1, . . . ,xn}, and each sample comes

with d-dimensional features, our goal is to identify at least one example from each class

y = 1, . . . ,m with minimum queries. [26] is one of the first attempt for rare category

exploration, which develops a mixture model to fit the data and designed a family of hint

selection methods to select the rare examples with help from a human expert. Experimental

results with different hint selection methods show the efficacy of the proposed rare category

detection framework. [31] further studies the rare category exploration problem when the

minority classes are non-separable from the majority classes. Specifically, the authors develop

a nearest-neighbor-based rare category detection algorithm named NNDM, which gradually

selects examples with the maximum changes in the local density on a certain scale and asks

for the labeling from the oracle. Moreover, theoretical analysis shows that the methods will

effectively select examples both on the boundary and in the interior of the rare categories,

when the rare categories are compact, and the majority class distribution is locally smooth.

Despite the promising results of NNDM with theoretical guarantees, the performance largely

relies on the prior information. To alleviate the restriction of the above methods that

relies on prior knowledge (e.g., the number of classes, the proportion of minority classes),

[32] proposes a prior-free rare category detection algorithm named SEDER. Different from

[31, 33], SEDER picks the potential rare examples with large neighborhood density changes

for labeling, by performing semi-parametric density estimation. In the presence of noisy data

and irrelevant features, [34] formulates the rare category exploration problem as a co-selection

scheme, which recovers the relevant features and the representative examples from the rare

categories. To obtain the optimal sets of relevant features and rare examples, the authors

propose an effective searching procedure (i.e., PALM) based on augmented Lagrangian to
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solve the optimization problem. In particular, PALM is designed in an alternative fashion

to find the relevant features and the minority class examples.

2.2 MINING RARE CATEGORIES IN STATIC GRAPHS.

In many fields, graphs offer a unifying data structure for modeling structured and un-

structured data. As a result, extensive researches on rare category exploration have been

conducted to spot the rare category entities on graph-structured data. In particular, given

an unlabeled graph D = G(V , E), where V and E denote the sets of nodes and edges in G, our

target is to identify initial nodes/edges from each rare categories. [33] extends the idea of

[31] to the graph-structured data, by proposing a graph-based rare category detection algo-

rithm named GRADE. They start from a global similarity matrix motivated from manifold

ranking [35], which is used to get a compact representation for the examples from the mi-

nority classes. Then, a prior-oriented k-nearest-neighbor matrix is computed to capture the

sharp local density changes near the boundary of minority classes and thus make it easier

to capture the rare patterns. On top of GRADE, the authors develop a variation named

GRADE-LI, which only requires an upper bound on the proportion of each rare category.

GRADE-LI can work with the data when detailed class-membership distribution about the

data is not available to the users.

Except for the plain graph, data often exhibit node-level and edge-level heterogeneity for

various critical tasks in security, finance, medicine, and so on. In such data (referred to

as the heterogeneous graph), each node and edge is associated with a specific type. For

example, [36] proposes the notion of neighborhood formation for bipartite graphs, which

computes the relevance score of all nodes to a query node v and defines the neighborhood

of v as the set of nodes with higher relevance scores. Based on the neighborhood formation,

the authors develop an anomaly detection algorithm to spot the abnormal nodes with low

“normality” scores. [37] proposes a non-negative residual matrix factorization framework

named NrMF, which aims to detect the malicious group of entities as well as provide

interpretation of prediction results for data analysts. In particular, NrMF is built upon

the conventional matrix factorization mechanism and imposes a residual constraint on the

residual matrix in order to improve the interpretation for graph anomalies. To solve the

optimization problem, the authors develop a fast optimization algorithm to incrementally

compute the rank-1 approximation on the residual matrix computed from the last iteration,

which runs in linear w.r.t. the size of the graph. [38] studies the problem anomaly detection

in the streaming heterogeneous graphs, by proposing a clustering-based anomaly detection

approach that can simultaneously address the heterogeneity and streaming nature of the
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input data. In particular, the authors introduce a novel embedding mechanism that can

encode the heterogeneous streaming graph into a vector representation, which will be used

to perform clustering and identify the anomalous patterns. [39] proposes a GCN-based

framework for predicting future events by capturing the contextual information from the raw

data. The proposed framework first extracts graph representations of the events documents,

then learns to predict the occurrence of future events and identify the events of interest

(e.g., anomaly patterns). [40] studies the problem of video anomaly detection framework in

the presence of noisy labels. Specifically, a graph convolutional network (GCN) is built to

simultaneously correct noisy labels and spot abnormal actions.

2.3 MINING RARE CATEGORIES IN TIME-SERIES DATA

In the setting of time-series data, early studies of rare category exploration [41, 42, 43, 44,

45, 46, 47, 48] have a close relation to the outlier detection and disorder detection methods.

They largely rely on the distanced-based mechanisms [44, 49, 50, 51] that define various

similarity measurements [22] of and then identify rare patterns deviating from the normal

ones. For instance, in [46], the authors propose a scalable distance-based detection algorithm

for high-volume data streams, which has been demonstrated to be optimal in terms of the

CPU costs; in [45], the authors study the problem of discovering rare time-series motif (i.e.,

repeated subsequences) from unbounded streams. To address the rarity issue of the time-

series motif in a never-ending stream, the authors develop a “sticky cash” algorithm that

adopts a Bloom filter to remember every incoming subsequence and efficiently detects rare

motifs in the unbounded real-valued time series. Moreover, to facilitate the computation of

the distance-based methods, [48] introduces a fast algorithm for time-series subsequence all-

pairs-similarity-search, which shows strong implications and promising results for the task

of time-series motif/discord discovery; [52] introduces a robust random cut data structure to

produce a sketch or synopsis of time-series data. With that, the authors propose a scalable

anomaly detection algorithm by gradually updating the time-series sketch in a continuous

data stream.

A key motivation of the above methods is that the distributions of rare categories (mi-

norities) are deviating from the normal distribution (majorities). However, there are some

obvious caveats to this idea in practice. It is often the case that the identified examples

are not the targets of our interest, which are drawn from noise or combinations of irrelevant

features. In [53], the authors present an unsupervised deep framework for detecting insider

threat in the online data streams, which outputs a ranked list of anomaly scores of individual

user behaviors; in [54], the authors develop a Generative Adversarial Network (GAN) for
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unsupervised multivariate anomaly detection. Different from conventional distance-based

methods and supervised methods, the proposed framework detects rare temporal patterns

by using the GAN trained generator and discriminator to compute the Discrimination and

Reconstruction Anomaly Score (DR-Score).

2.4 MINING RARE CATEGORIES IN TEMPORAL GRAPHS

Many real-world systems are intrinsically dynamic and can be represented as temporal

graphs, such as social networks, communication networks, gene interaction networks, etc.

In past few years, researchers have proposed several rare category exploration models for

temporal graphs [7, 29, 38, 39, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64]. Depending on the way

of collection data in different application domains, the existing work can be summarized as

discrete temporal graphs [65] and continuous temporal graphs [9, 11, 66].

Discrete temporal graph is often referred as time-evolving graphs, where the data D is

presented as a sequence of snapshots G̃ = {S(1), S(2), . . . , S(T )}, and each snapshot S(t) =

(V(t), E (t)), t = 1, 2, . . . , T . To identify rare examples on G̃, it is natural to extend the static

methods to the dynamic setting. For example, [67] proposes a parameter-free model that can

monitor grouped outliers and their changes in a stream of graphs. The algorithm is designed

based on Minimum Description Length (MDL), which allows the user to discover the changes

in both communities as well as the points in time; [68] develops a fast incremental tensor

analysis approach, which can discover both transient and periodic/repeating communities in

dynamic graphs; [55] defines a commute-time distance that captures the node relationships

changes and allows traditional distance-based methods to be performed on discrete temporal

graphs; [60] proposes a discrete-time exponential-family random graph model to identify

clusters on time-evolving graphs; [63] proposes a factorization framework that can jointly

model the distribution of dynamic connections and attributes and track the evolution of

evolving communities. Despite the success, the detection algorithms often suffer from the

expensive computational cost, especially when extensive snapshots are given or in the online

setting. To address this issue, [58] studies the problem of anomaly detection in the dynamic

social networks, where both network structure and node attributes are observed over time.

The proposed framework jointly models two processes, i.e., (1) normal modeling component

and (2) anomaly detection component, to track the abnormal relationship between nodes’

features and link generation in dynamic social networks; [62] introduces a novel community

scoring metric named permanence and proposes an incremental algorithm to track the evo-

lution of network communities in the dynamic setting. The theoretical analysis shows the

updating procedure of the proposed algorithms leads to permanence maximization in the

16



dynamic networks.

Continuous temporal graphs are also named fine-grained temporal graphs or temporal

interaction graphs, where the temporal graph is presented as a sequence of timestamped

edges. Different from the discrete temporal graphs, it is intractable to directly generalize

the static rare category exploration approaches to the continuous temporal graphs. For this

reason, in [38], the authors, for the first time, propose to represent continuous temporal

graphs with a vector representation, which is easy to compute and preserves the context

information of the continuous temporal graphs. With the learned continuous temporal graph

representation, the authors further develop a fast and memory-efficient detection algorithm

to process any incoming nodes and edges and identify anomalies in real-time. Later on,

[59] studies the problem of identifying grouped anomalies in the edge streaming setting. In

particular, the data is presented as a sequence of streaming edges. The authors propose

a streaming algorithm with a theoretical justification that performs graph clustering with

only three integers per node and does not keep any edge in memory; [69] proposes a block-

structured time series model for detecting communities on time-evolving graphs, which are

designed to capture both the link persistence and community persistence over time.
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CHAPTER 3: MULTI-VIEW RARE CATEGORY CHARACTERIZATION

3.1 OVERVIEW AND MOTIVATION

In contrast to the large amount of data being generated and used everyday in a variety of

areas, it is usually the case that only a small percentage of the data might be of interest to

us, which form the minority class. However, without initial labeled examples, the minority

class might be very difficult to detect with random sampling due to the imbalance nature of

the data, and the limited budget for requesting labels from a labeling oracle. Rare category

detection has been proposed to address this problem, so that we are able to identify the very

first examples from the minority class, by issuing a small number of label requests to the

labeling oracle.

In many real-world applications, the data consists of multiple views, or features from

multiple information sources. For example, in synthetic ID detection, we aim to distinguish

between the true identities and the fake ones generated for the purpose of committing fraud.

Each identity is associated with information from various aspects, such as demographic

information, online social behaviors, banking behaviors. Another example is insider threat

detection, where the goal is to detect malicious insiders in a large organization, by collecting

various types of information regarding each employee’s daily behaviors. To detect the rare

categories in these applications, simply concatenating all the features from multiple views

may lead to sub-optimal performance in terms of increased number of label requests, as

it ignores the relationship among the multiple views. Furthermore, among the multiple

information sources, some may generate features irrelevant to the identification of the rare

examples, thus deteriorates the performance of rare category detection.

To address this problem, in this chapter, we propose a novel framework named MUVIR for

detecting the initial examples from the minority classes in the presence of multi-view data.

The key idea is to integrate view-specific posterior probabilities of the example coming from

the minority class given features from each view, in order to obtain the estimate of the over-

all posterior probability given features from all the views. In particular, the view-specific

posterior probabilities can be inferred from the scores computed using a variety of existing

techniques [31, 33]. Furthermore, MUVIR can be generalized to handle problems where the

exact priors of the minority classes are unknown. To the best of our knowledge, this chap-

teris the first principled effort on rare category detection in the presence of multiple views.

Compared with existing techniques, the main advantages of MUVIR can be summarized as

follows.
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1. Effectively leveraging the relationship among multiple views to improve the perfor-

mance of rare category detection;

2. Robustness to irrelevant views;

3. Flexibility in terms of the base algorithm used for generating view-specific posterior

probabilities.

The rest of this chapter is organized as follows. After a brief review of the related work

in Section 3.2, we introduce the proposed framework for multi-view rare category detection

in Section 3.3. In Section 3.4, we test our model on both synthetic data sets and real data

sets. Finally, we conclude this chapter in Section 3.5.

3.2 RELATED WORK

Multi-view Learning. Traditional machine learning algorithms, such as kernel ma-

chines, spectral clustering and support vector machines(SVM), concatenate multiple views

in one view to learn the model. However, the concatenation may cause over-fitting in the

case of a very small size training data or unsupervised learning. Multi-view learning has

been studied extensively in the literature. Co-training [70] is one of the fundamental multi-

view algorithm. They have proved that two independent views could be used to learn the

pattern based on a few labeled and many unlabeled examples. [71] refined the analysis of co-

training and gave a theoretical justification that their algorithm could work on a more relax

independence scenario rather than co-training. [72] proposed an independence expansion

and proved that it can guarantee the success of co-training. CoMR [73] proposed a multi-

view learning algorithm based on a reproducing kernel Hilbert space with a data-dependent

co-regularization norm. In [74], the authors develop a kernel machine for learning in multi-

view latent variable models, which also allows mixture components to be nonparametric and

to learn data in an unsupervised fashion. SMVC [75] proposed a Bayesian framework for

modeling multiple clusterings of data by multiple mixture distributions.

Rare Category Detection. Rare category analysis has also been studied for years. Up

to now, many methods have been approached to address this problem. In this chapter, we

mainly review the following two existing works on rare category detection. The first one is

[31], in which algorithm NNDM is proposed standing on two assumptions: (i) data sets have

little knowledge about labels (ii) there is no separability or near-separability between majority

and minority classes. Both assumptions exactly meet the setting of the problem we want

to figure out. The probability distribution function (pdf) of the majority class tends to
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be locally smooth, while the pdf of minority class tends to be a more compact cluster. In

general, the algorithm measures the changes of local density around a certain point. NNDM

gives a score to each example, and the score is the maximum difference of local density

between one item and all of its neighboring points. By querying the examples with the

largest score, it is able to hit the region of minority class with the largest probability.

Another work about rare category detection is [33], the authors provided an upgraded

algorithm GRADE based on NNDM. In this algorithm, they took the consideration of the

manifold structure in minority class. For example, two examples from the same minority

class on the manifold may be far away in Euclidean distance. In this case, they generate

a global similarity matrix embedded all of the examples from the original feature space.

The items of minority class are made to form a more compact cluster for each minority

class. Based on global similarity matrix, they measure the changes of local density for each

example. The changes of local density has been enlarged, and made the minority classes

easier to be discovered. Furthermore, they provided an approximating algorithm to manage

rare category detection with less information about priors of minority classes.

3.3 ALGORITHM

In this section, we introduce the proposed framework MUVIR for multi-view rare cate-

gory detection. Notice that similar as existing techniques designed to address this problem

for single-view data, we target the more challenging setting where the support regions of

the majority and minority classes overlap with each other, which makes MUVIR widely

applicable to a variety of real problems.

3.3.1 Notation

Suppose that we are given a set of unlabeled examples D = {x1, · · · ,xn}, which come

from m distinct classes, i.e. yi ∈ {1, · · · ,m}. Without loss of generality, assume that yi = 1

corresponds to the majority class with prior p1, and the remaining classes are minority

classes with prior pc. Each example xi is described by features from V views, i.e., xi =

[(x1
i )
T , . . . , (xVi )T ]T , where xvi ∈ Rdv , and dv is the dimensionality of the vth view. In our

method, we repeatedly select examples to be labeled by an oracle, and the goal is to discover

at leaset one example from each minority class by requesting as few labels as possible.

3.3.2 Multi-View Fusion

In this section, for the sake of exposition, we focus on the binary case, i.e., m = 2,

and the minority class corresponds to yi = 2, although the analysis can be generalized to
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multiple minority classes. As reviewed in Section 2, existing techniques for rare category

detection with single-view data essentially compute the score for each example according to

the change in the local density, and select the examples with the largest scores to be labeled

by the oracle. Under mild conditions [31, 33], these scores reflect P (x, y = 2), thus are in

proportion to the conditional probability P (y = 2|x).

For data with multi-view features, running these algorithms [31, 33] on each view will gen-

erate scores in proportion to P (y = 2|xv), v = 1, . . . , V . Next, we establish the relationship

between these probabilities and the overall probability P (y = 2|x).

Theorem 3.1. If the features from multiple views have weak dependence given the class

label yi = 2 [71], i.e., P (x|y = 2) ≥ α
∏V

v=1 P (xv|y = 2), α > 0, then

P (y = 2|x) ≥ C(
V∏
v=1

P (y = 2|xv))×

(∏V
v=1 P (xv)

P (x)

)
(3.1)

where C = α
(p2)V−1 is a constant.

Proof.

P (y = 2|x) =
P (y = 2)P (x|y = 2)

P (x)

≥ P (y = 2)α
∏V

v=1 P (xv|y = 2)

P (x)
(3.2)

= α
P (y = 2)

∏V
v=1

P (y=2|xv)P (xv)
P (y=2)

P (x)

= α

∏V
v=1 P (y = 2|xv)P (xv)

P (x)(P (y = 2))V−1

=
α

(p2)V−1

V∏
v=1

P (y = 2|xv)
∏V

v=1 P (xv)

P (x)

QED.

As a special case of Theorem 3.1, when the features from multiple view are conditionally

independent given the class label, i.e., α = 1, we have the following corollary.

Corollary 3.1. If the features from multiple views are conditionally independent given the

class label, then Inequality 3.1 becomes equality, and C = 1
(p2)V−1 .

Proof. Notice that when the features from multiple views are conditionally independent
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given the class label, we have

P (x|y = 2) =
V∏
v=1

P (xv|y = 2) (3.3)

The rest of the proof follows by changing the inequality in Eq. 3.2 to equality. QED.

Based on the above analysis, in MUVIR, we propose to assign the score for each example

as follows.

s(x) =
V∏
v=1

sv(xv)

(∏V
v=1 P (xv)

P (x)

)d

(3.4)

where sv(xv) denotes the score obtained based on the vth view using existing techniques

such as NNDM [31] or GRADE [33]; and d ≥ 0 is a parameter that controls the impact of

the term related to the marginal probability of the features. In particular, we would like to

discuss two special cases of Eq. 3.4.

Case 1. If the features from multiple views are conditionally independent given the class

label, and they are marginally independent, i.e., P (x) =
∏V

v=1 P (xv), then Corollary 3.1

indicates that d = 0;

Case 2. If the features from multiple views are conditionally independent given the class

label, then Corollary 3.1 indicates that d = 1.

In Section 4, we study the impact of the parameter d on the performance of MUVIR, and

show that in general, d ∈ (0, 1.5] will lead to reasonable performance.

Notice that the proposed score in Eq. 3.4 is robust to irrelevant views in the data, i.e.,

the views where the examples from the majority and minority classes cannot be effectively

distinguished. This is mainly due to the first part
∏V

v=1 s
v(xv) on the right hand side of

Eq. 3.4. For example, assume that view 1 is irrelevant such that the distribution of the

majority class (P (x|y = 1)) is the same as the minority class (P (x|y = 2)). In this case,

the view-specific score s1(x1), which reflects the conditional probability P (y = 2|x), would

be the same for all the examples. Therefore, when integrated with the scores from the other

relevant views, view 1 will not impact the relative score of all the examples, thus it will not

degrade the performance of the proposed framework.

3.3.3 MUVIR Algorithm

The proposed MUVIR algorithm is described in Algorithm 3.1. It takes as input the

multi-view data set, the priors of all the classes (p1, p2, . . . , pm), as well as some parameters,

and outputs the set of selected examples together with their labels.
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Algorithm 3.1: MUVIR Algorithm

Require: Unlabeled data set S with features from V views, p1, . . . , pm, d, ε.
Ensure: The set I of selected examples and the set L of their labels.

1: for v=1 : V do
2: Compute sv(xvi ) for all the examples using existing techniques for rare cate-

gory detection, such as GRADE [33];
3: Estimate P (xvi ) using kernel density estimation;
4: end for
5: Estimate P (xi) using kernel density estimation on all the features combined;
6: for c=2 : m do
7: If class c has been discovered, continue;
8: for t = 2 : n do
9: for v = 1 : V do

10: For each xi that has been labeled by the oracle, if ∀i, j = 1, . . . , n, i 6= j,
and ‖xvi ,xvj‖2 ≤ ε, then sv(xvj ) = −∞;

11: Update the view-specific score sv(xvi ) using existing techniques such as
GRADE [33];

12: end for
13: Compute the overall score for each example s(xi) based on Eq. 3.4;
14: Query the label of the example with the maximum s(xi)
15: If the label of xi is from class c, break; otherwise, mark the class of xi as

labeled.
16: end for
17: end for

MUVIR works as follows. In Step 2, we compute the view-specific score for each example,

which can be done using any existing techniques for rare category detection. In Step 3,

we estimate the view-specific density using kernel density estimation; whereas in Step 5, we

estimate the overall density by pooling the features from all the views together. Finally, Steps

6 to 16 aim to select candidates according to P (y = c|x). To be specific, in Step 7, we skip

class c if examples from this class have already been identified in the previous iterations. Step

10 implements the feedback loop by excluding any examples close to the labeled ones from

being selected in future iterations. Notice that the threshold ε depends on the algorithm used

to obtain the view-specific scores. For example, it is set to the smallest k-nearest neighbor

distance in NNDM [31], and the largest k-nearest neighbor global similarity in GRADE [33].

Step 11 updates the view-specific score for each example with enlarged neighborhood for

computing the change in local density [31, 33]. In Step 13, we compute the overall score

based on Eq. 3.4, and select the example with the maximum overall score to be labeled by

the oracle in Step 14. In Step 15, if the labeled example is from the target class in this

iteration, we proceed to the next class; otherwise, we mark the class of this examples as
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labeled.

3.3.4 MUVIR with Less Information (MUVIR-LI)

In many real applications, it may be difficult to obtain the priors of all the minority classes.

Therefore, In this subsection, we introduce MUVIR-LI, a modified version of Algorithm 3.1,

which replaces the requirement for the exact priors with an upper bound p for all minority

classes. Compared with MUVIR, MUVIR-LI is more suitable in real world applications.

MUVIR-LI is described in Algorithm 3.2. It works as follows. Step 2 calculates the specific

score sv for each example. The only difference from MUVIR is that here we use upper bound

p to calculate sv, which is a less accurate measurement of changing local density than in

MUVIR. The same as MUVIR, we estimate the view specific density and the overall density

by applying kernel density estimation in Step 3 and Step 5. The while loop from Step 6 to

Step 16 is the query processing. We calculate the overall score for each example and select

the examples with the largest overall score to be labeled by oracle. We end the loop until

all the classes has been discovered.

3.4 EXPERIMENTAL EVALUATION

In this section, we will present the results of our algorithm on both synthetic data sets

and real data sets in multiple special scenarios, such as data sets with different number of

irrelevant features, data sets with multiple classes and data sets with very rare categories,

such as class proportion of 0.02%.

3.4.1 Synthetic Data Sets

Binary Class Data Sets. For binary classes, we perform experiment on 3600 synthetic

data sets, and each scenario has independent 100 data sets. We consider the following three

special conditions: (i) different number of irrelevant features, i.e. from 0 to 3 irrelevant

features; (ii) different priors for minority class, i.e. 0.5%, 1%, 2%; (iii) different levels of

correlation between majority class and minority class, ie. minority class stays in the center

of majority class, minority class stays around the center of majority class, minority class

stays at the boundary of majority class. Besides, as the distribution of majority class tends

to be more scattered and the distribution of minority class is more compact, we set each

data set with 5000 examples and σmajority : σminority = 40 : 1.
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Algorithm 3.2: MUVIR-LI Algorithm

Require:
Unlabeled data set S with features from V views, p, d, ε.

Ensure:
The set I of selected examples and the set L of their labels.

1: for v = 1 : V do
2: Compute sv(xvi ) for all the examples using existing techniques for rare cate-

gory detection, such as GRADE-LI [33];
3: Estimate P (xvi ) using kernel density estimation;
4: end for;
5: Estimate P (xi) using kernel density estimation;
6: while not all the classes have been discovered do
7: for t = 2 : n do
8: for v = 1 : V do
9: For each xi that has been labeled by the oracle, if ‖xvi ,xvj‖2 ≤ ε, then

sv(xvj ) = −∞;
10: Update the view-specific score sv(xvi ) using existing techniques such as

GRADE-LI [33];
11: end for;
12: Compute the overall score for each example s(xi) based on Eq. 3.4;
13: Query the label of the example with the maximum s(xi)
14: Mark the class that x belongs to as discovered.
15: end for;
16: end while

In the experiment, we compare MUVIR with GRADE [33] and random sampling. Fig-

ure 3.1 shows the results when the prior of minority class is 0.5%. Using random sampling,

we need to label 200 examples on average to identify the minority class. In most cases,

other approaches outperform random sampling. However, the learning model generated by

GRADE algorithm performs worse with the increasing of irrelevant features. In contrast,

MUVIR is more efficient and stable rather GRADE. The experiment with minority propor-

tions of 1% and 2% are represented in Figure 3.2 and Figure 3.3. In these two experiment,

MUVIR outperforms GRADE and random sampling in each condition with any setting of

d. Comparing these three figures, we have the following observations for binary class data

sets: (i) MUVIR is more reliable especially when dealing with data sets containing irrelevant

features. (ii) In the case of data sets with no irrelevant features, the performance of MUVIR

with different values of d are roughly the same. (iii) In the case of data sets with irrelevant

features, MUVIR with d = 1 outperforms other methods.

Multi-classes Data Sets with Imprecise Prior. For multi-class data sets, we

compare the performances among different approaches. In particular, GRADE-LI [33] and
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Figure 3.1: Prior of minority class is 0.5%
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Figure 3.2: Prior of minority class is 1%
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Figure 3.3: Prior of minority class is 2%

MUVIR-LI are only provided with an upper bound p on the proportion of all the minority

classes. The multi-class data sets consisting of 9000 examples correspond to majority class,

and the other 1000 examples correspond to 4 minority classes. The proportions of minority

classes are 4%, 3%, 2%, 1%. Similar to previous experiments, we will discuss the scenario

data sets contain different number of irrelevant features. Each value we represented in the

figure is the median value of results from 100 same scenario data sets. From Figure 3.4, we can

have the following conclusions: (i) MUVIR outperforms all other algorithms in multi-class

data sets; (ii) GRADE only performs good when data sets have 1 or 0 irrelevant feature; (iii)

MUVIR-LI is more reliable than GRADE-LI in all scenarios. The reason that our models

have better performance is that both MUVIR and MUVIR-LI are capable to exploit the
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Figure 3.4: Multi-class data sets
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Figure 3.5: Learning curves with different degree d

relationship among multiple views and extract useful information to make predictions.

Parameter Analysis. From previous experiments, we found different parameter set-

tings may result in different outcomes. In this experiment, we will focus on analyzing the

impact from degree d and upper bound prior p. To measure the impact of these parameters,

we generate 400 data sets with minority class proportion 1%. The number of irrelevant

features varies from 0 to 3, and each case has 100 data sets. In Figure 3.5, the X axis rep-

resents different values of degree d, and Y axis represents the number of selected examples

on average. From Figure 3.5, we can see that MUVIR performs better when d ∈ (0, 1.5]. In

the following experiments, we will focus on studying the performance of our algorithm with

d in this certain area.

With the same data sets, we studied the learning curves of labeling requests by applying

MUVIR-LI with different upper bound p. In Figure 3.6, the X axis represents different

values of upper bound proportion and Y axis represents the number of labeling requests.

The red line represents the average number of labeling requests by using random sampling.

When data sets without irrelevant features, MUVIR-LI works well even with upper bound

p changing from 1% to 12%. When data sets with irrelevant features, MUVIR-LI can still

outperforms random sampling with upper bound p changing from 1% to 8.5%. However,
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Figure 3.6: Learning curves with different prior upper bound

Views Features

relevant view 1 education, education years, work class

relevant view 2 age, hours per week, occupation

relevant view 3 martial status, relationship, sex

relevant view 4 race, native country

irrelevant view 1 final weight

irrelevant view 2 capital loss, capital gain

Table 3.1: Relevant and irrelevant views in Adult Data set.

when the upper bound exceeds a certain level, the algorithm tends to be random sampling.

3.4.2 Real Data Sets

In this subsection, we will demonstrate our algorithm on two real data sets Statlog and

Adult. Noted that, before we run our algorithms, we have preprocessed both data sets in

order to keep each feature component has mean 0 and standard deviation 1. In the follow-

ing experiments, we will compare MUVIR and MUVIR-LI with the following algorithms:

GRADE, GRADE-LI and random sampling.

Adult data set contains 48842 instances and 14 features of each example. It is a binary

classes data sets. Considering the original prior of minority class in data sets is around

24.93%. To better test the performance of our model, we keep majority class the same and

down sample the minority class to 500 examples. In this way, we generate 24 data sets

with minority prior of 1.3%. The details about relevant and irrelevant views are represented

in Table 3.1. Figure 3.7 shows the comparison results on real data by applying 5 different

approaches. In this experiment, we have not included MUVIR-LI, it is because MUVIR-LI

is mainly developed for multi-class cases and Adult is a binary class data sets. By using
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Figure 3.7: Adult

random sampling, the average number of selected examples is 76. With irrelevant views,

GRADE needs 69 requests, MUVIR with d = 0 needs 60 requests, MUVIR with d 6= 0

needs around 30 to 40 requests. The results totally meet our intuition that: when dealing

data sets with irrelevant views, MUVIR with d 6= 0 outperforms MUVIR with d = 0, and

MUVIR with d = 0 outperforms GRADE. However, when dealing with data sets without

irrelevant views, GRADE needs less labeling requests than MUVIR with d = 0, but more

labeling requests than MUVIR with d around 1.

Different from Adult, Statlog contains 58000 examples and 7 classes. Among 7 classes,

there are 6 minority classes, with priors varying from 0.02% to 15%. In this experiment, we

compare the following 4 methods: GRADE, GRADE-LI with upper bound p = maxmc=2 p
c,

MUVIR with d = 1, MUVIR-LI with d = 1 and p = maxmc=2 p
c. From Figure 3.8, we

can see that MUVIR outperforms all other algorithms. With the same upper bound prior,

GRADE-LI needs 272 labeling requests while MUVIR-LI only needs 168 labeling requests

to discover all the classes. If we apply random sampling, it may needs around 5000 labeling

request to only identify the smallest minority class. Compared with Adult, we have better

results on Statlog. It is because the distribution of majority class and minority classes are

not meshed together as in Adult. Thus, to identify the minority classes in Statlog is a much

easier case.

3.5 SUMMARY

In this chapter, we have proposed a multi-view based method for rare category detection

named MUVIR. Based on MUVIR, we also provided a modified version MUVIR-LI for deal-

ing with real applications with less prior information. Different from existing methods, our

methods exploit the relationship among multiple views and measure the probability belong-

29



 
0 50 100 150 200 250 300

0

0.2

0.4

0.6

0.8

1

# of Selected Examples

P
e
rc

e
n
ta

g
e
 o

f 
C

la
s
s
e
s
 D

is
c
o
v
e
re

d

 

 

GRADE

GRADE-LI

MUVIR

MUVIR-LI

Figure 3.8: Statlog

ing to target class for all examples. Our algorithm works well with multiple special cases:

data sets with irrelevant features, data sets with multiple minority class and various corre-

lation levels between minority class and majority class. The effectiveness of our proposed

methods is guaranteed by theoretical justification and extensive experiments results on both

synthetic and real data sets, especially in the presence of irrelevant views.
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CHAPTER 4: RARE CATEGORY CHARACTERIZATION ON
TIME-EVOLVING GRAPHS

4.1 OVERVIEW AND MOTIVATION

Compared with the tremendous and rapidly changing data, the examples of interest to us

only hold a very small portion. For instance, in financial synthetic identity detection [24],

only a tiny proportion of identities are fraudulent, generated by mixing the identifying

information from multiple sources. Such identities are created with the sole purpose of

committing financial fraud. Another example is insider threat detection [76], where only a

small population amongst a big organization are malicious insiders involved in treacherous

behaviors, such as sabotage, espionage, etc. The small percentage of data of interest to us is

called the minority class or rare category, since such examples are often self-similar. Due to

the rarity of the minority classes and the limited budget on querying the labeling oracle who

can provide the true label of any example at a fixed cost, it is difficult to identify examples

from such classes via random sampling. To efficiently deal with this problem, rare category

detection has been proposed to identify the very first example from the minority class, by

requesting only a small number of labels from the oracle [26].

Most, if not all, of existing rare category detection techniques are designed for static data.

However, in many real-world applications, the data is not static but evolves with time, and

so are the minority classes. Examples of such scenarios are listed as follows.

1. In financial synthetic identity detection, within the transaction network, each identity

could correspond to one specific node, and each transaction activity could correspond

to one edge. Since each identity may keep updating his or her information, such as

daily transactions and real-time online banking activities, the data is evolving over

time. Our goal is to identify the identities and transactions, which have unusual

characteristics and significantly differ from the majorities in the networks.

2. In insider threat detection, the insiders intentionally change their behavior patterns

over time to avoid being caught. In other words, the insiders may not be abnormal

all the time when compared with normal employees. Thus, how to distinguish insiders

and normal employees from evolving data is a challenge.

3. In event detection in social networks, the snapshots of social networks are evolving

every single second with updated vertex sets and updated edge sets, which means the

event related vertex sets may shrink, expand or shift within the time-evolving social
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networks. Hence, how to model, capture and track the changing target events over

evolving social networks would be the main task.

Straight-forward applications of existing RCD techniques in the preceding scenarios would

be very time-consuming by constructing the models from scratches at each time step. Ad-

ditionally, it is critical to allocate queries among different time steps from labeling oracle,

which may help detect the initial rare examples as early as possible to avoid further damage.

Addressing this issue, in this chapter, for the first time, we study the problem of incremen-

tal RCD. Specifically, we first propose two incremental algorithms, i.e., SIRD and BIRD, to

detect the initial examples from the minority classes under different dynamic settings. The

key idea is to efficiently update our detection model by local changes instead of reconstruct-

ing it from scratches based on the updated data at a new time step, so as to reduce the

time cost of redundant and repeating computations. Furthermore, we relax the requirement

of the exact priors with a soft upper bound for all the minority classes to provide a modi-

fied version - BIRD-LI. Finally, we study a unique problem of query distribution under the

dynamic settings, which distributes allocated labeling budget among different time steps,

and propose five query distribution strategies. This chapter is extended from our previous

work [29] in terms of the detailed algorithm, theoretical justification and the comprehensive

experiments on real time-evolving graph data sets.

The rest of the chapter is organized as follows. In Section 4.2, we briefly review the related

work on both RCD and time-evolving graph mining. In Section 4.3, we study incremental

RCD and propose three algorithms, i.e., SIRD, BIRD and BIRD-LI, to address different dy-

namic settings. Then, in Section 4.4, we introduce the unique problem of query distribution

under the dynamic settings, and propose five strategies for allocating the labeling budget

among different time steps. In Section 4.5, we demonstrate our models on both synthetic

and real data sets. Finally, we conclude this chapter in Section 4.6.

4.2 RELATED WORK

4.2.1 Rare Category Analysis

Rare category detection refers to the problem of identifying the initial examples from

under-represented minority classes in an imbalanced data set. Lots of techniques have been

developed for solving the problem of RCD in the past decade. [26] proposed a mixture

model-based algorithm, which is the first attempt in this area. In [31, 33], the authors

developed an innovative method to detect rare categories via unsupervised local-density-
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differential sampling strategy. [77] presented an active learning scheme via exploiting the

cluster structure in data sets. In [78], the authors introduced a novel problem called rare

category characterization, which not only detects but also characterizes the rare categories,

and proposed an optimization framework to explore the compactness of rare categories. More

recently, in [79], two prior-free methods were proposed in order to address the rare category

detection problem without any prior knowledge. In [2], the authors proposed a framework

named MUVIR, which could leverage existing rare category detection models on each single

view and estimate the overall probability of each example belonging to the minority classes.

However, all of the preceding works focus on the static data sets, and few works have been

proposed to address the problem of rare category detection under dynamic settings.

4.2.2 Outlier Detection on Streaming Data

With the improvement of hardware technology on data collection, many applications re-

quire efficient mechanisms to process the outlier detection on streaming data [22]. Tons of

algorithms have been proposed in the past decade. [80] presented an online discounting learn-

ing algorithm to incrementally update a probabilistic mixture model and capture outliers in

data streams. In [81], the authors proposed online clustering methods, which maintained a

dynamic clustering model to identify outliers under dynamic settings. Instead of only updat-

ing parameters of the prediction model, Dynamic Bayesian Network (DBN) [82], a modifiable

model, was proposed to detect anomalies from environmental sensor data. Different from

regular data streams, distributed data streams are collected from distributed sensors over

time. [83, 84] studied the problem of outlier detection on multiple types of distributed

data streams, such as air temperature sensor network data, water pollution sensor network

data and wind sensor network data. Different from outlier detection, rare category detec-

tion assumes that the anomalies belong to multiple distinct classes, in the sense that the

within-class similarities are much larger than the between-class similarities. In this chapter,

we aim to discover these rare categories over a series of time-evolving graphs.

4.2.3 Graph Based Anomaly Detection

In the literature, there are abundant works focusing on anomaly detection in static graphs.

Basically, all of the existing works study two types of static graphs: plain static graphs and

attributed static graphs. Plain graph assumes the only information we have is the structure

of graph. This category of anomaly detection methods aims to exploit the structure of graphs

and mine the unrepresentative pattern of anomalies, e.g., global graph structure methods [85,
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86]; local graph structure methods [87, 88, 89]. Attributed graph assumes both the structure

and the coherence of attributes are given. [90, 91] proposed node outlier ranking methods on

static attributed graphs. Yagada [92] characterized anomalies by discrediting the numerical

attributes into “outlier score”. In [55], the authors proposed a fast algorithm which could

detect the node relationships for localizing anomalous changes in time-evolving graphs.

More recently, an increasing number of research has been conducted under dynamic graph

settings. For examples, in [93], the authors analyzed the properties of the time evolution of

real graphs and proposed a “forest fire” graph-generative model; [94] studied the problem

of community evolution and developed a novel method to measure the movement of indi-

viduals among communities; in [95], the authors focused on the difficulties of conversation

dynamics and proposed a simple mathematical model in order to generate basic conver-

sation structures; in [96, 97], the authors proposed several graph similarity measurements

to detect the discontinuity in dynamic social networks. Besides, to reduce the time com-

plexity, in [98], the authors proposed a fast proximity tracking method for dynamic graphs;

in [99], the authors used tensor decomposition techniques to efficiently obtain the “scores”

for anomalies on dynamic graphs; in [100], the authors proposed a new graph-pattern match-

ing algorithm, which can avoid cubic-time computation; [101] raised a divide-and-conquer

framework, which could find the k-nearest-neighbors efficiently on high volume of time-

evolving graphs. BIRD approach [29] provided a fast updating method for the challenging

problem of RCD on time-evolving graphs. In this chapter, we propose several fast-updating

RCD methods which could incrementally update the models based on local changes on time-

evolving graphs. This chapter extends our previous work [29] substantially by providing the

detailed algorithm, theoretical justification and the comprehensive empirical evaluations on

real-world time-evolving graph data sets, which are not presented in the previous version.

4.3 ALGORITHM

In this section, we introduce the proposed framework of incremental rare category de-

tection. Our methods exploit the time-evolving nature of dynamic graphs and update the

RCD model incrementally based on the local updates from time to time. To the best of our

knowledge, existing rare category detection methods are all designed for static data sets,

while we target a more challenging setting, in which the data is presented as time-evolving

graphs. Notice that we allow the support regions of the majority and minority classes to

overlap with each other in the feature space, which makes our algorithm widely applicable

to a variety of real-world problems.
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Figure 4.1: Incremental Rare Category Detection

4.3.1 Notation

Suppose we are given a series of time-evolving graphs G̃ = {S(1), . . . , S(T )}, which are

shown in Figure 4.1. For any time step t = 1, . . . , T , the vertices in S(t) are identical and

only edges change over time. We assume y
(t)
i = 1 corresponds to the majority class with

prior p
(t)
1 , and the remaining classes are the minority classes with priors p

(t)
c at time step

t. We use ∆S(t) to denote the new edges and updated weights that appear at time step t.

Specifically, we have ∆S(t) = S(t) − S(t−1).

In the following part of this chapter, we use the convention in Matlab to represent matrix

elements, e.g., S(t)(i, j) is the element at ith row and the jth column of matrix S(t), and

S(t)(:, j) is the jth column of matrix S(t), etc. The main symbols we used in this chapter are

listed in Table 4.1.

4.3.2 Static Rare Category Detection

In static RCD, we repeatedly select examples to be labeled by the oracle until all the

minority classes in a static data set are discovered. One approach for static RCD is to

make use of the manifold structure for identifying rare category examples. In [33], authors

developed a graph-based RCD method named GRADE. In GRADE algorithm, they first

construct a pair-wise similarity matrix W ′ and its corresponding diagonal matrix D, whose

elements are the row sums of W ′. Then, they calculate the normalized matrix by W =

D−1/2W ′D−1/2. Based on the normalized pair-wise similarity matrix W , they construct a

global similarity matrix A as follows.

A = (In×n − αW )−1 (4.1)

where α is a small enough positive discounting constant in the range of (0, 1). By construct-
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Symbol Description

n number of nodes

m(t) number of updated edges

xi ith nodes in data set

t time step

C number of classes

p
(t)
c proportion of classes c

α constraint parameter

I identity matrix

S(t) n× n original aggregated adjacency matrix at time t

∆S(t) n× n updating matrix for S(t−1)

M (t) normalized n× n aggregated adjacency matrix at time t

∆M (t) n× n updating matrix for M (t−1)

NN (t) n× n neighbor information matrix at time step t

A(t) n× n global similarity matrix at time step t

Table 4.1: Symbols.

ing the global similarity matrix, the changes of local density would become sharper near the

boundary of the minority classes. Based on this intuition, GRADE could identify minority

classes with much fewer queries than random sampling. However, the time complexity of

calculating the global similarity matrix and finding each example’s (K)th nearest neighbor

is O(n3 +K · n2), which is not efficient enough for time-evolving RCD applications.

4.3.3 Dynamic Rare Category Detection

In this subsection, we introduce two fast-updating incremental RCD algorithms (SIRD

and BIRD) to deal with the RCD problem on time-evolving graphs. Both methods greatly

reduce the computation cost for updating the global similarity matrix and finding each node’s

Kth nearest neighbor. Similar to static rare category detection, we target the challenging

case where the minority classes are not separable from the majority classes.

Single Update. We first consider the simplest case: only one self-loop edge (a, a)

changes at time step t. In other words, there is only one non-zero element (a, a) in 4S(t).
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Similar to [33], we use M (t) to denote the normalized aggregated adjacency matrix, which is

defined as follows.

M (t) = (D(t))−1/2S(t)(D(t))−1/2 (4.2)

Besides, let ∆M (t) denote the updating matrix for M (t), such as ∆M (t) = M (t) −M (t−1).

Clearly, there is also only one non-zero element existing in ∆M (t). Hence, ∆M (t) could

be easily decomposed into the product of two column vectors uvT , where u and v are two

column vectors with only one non-zero element. To address this problem, we first introduce

Theorem 4.1 to update the global similarity matrix A(t) more efficiently.

Theorem 4.1. The global similarity matrix A(t) at time step t can be exactly updated from

global similarity matrix A(t−1) at the previous time step t− 1 by the following equation:

A(t) = A(t−1) + α
A(t−1)uvTA(t−1)

I + vTA(t−1)u
(4.3)

where u and vT are the two vectors decomposed from updating matrix ∆M (t)

Proof. Suppose there is only one edge updated at time step t, and we have ∆M (t) = uvT .

Thus, Eq. 4.1 could be rewritten as follows.

A(t) = (I − αM (t))−1

= (I − αM (t−1) − α∆M (t))−1

= (I − αM (t−1) − αuvT )−1

(4.4)

By applying the Sherman-Morrison Lemma [102], we have

A(t) = A(t−1) + α
A(t−1)uvTA(t−1)

I + vTA(t−1)u
(4.5)

Hence, the global similarity matrix A(t) in our Algorithm 4.1 could be exactly updated at

each time step. QED.

In Theorem 4.1, we can see column vectors u and v are essential for updating the global

similarity matrix A(t). To reduce the computational complexity, in Algorithm 4.1, we use an

approximate method to calculate the two column vectors u and v. The details are described

as follows. We first assume that the updated edges at time step t have little impact on the

row sum of adjacency matrix S(t) when the number of updated edges is extremely smaller
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than the total number of edges. Thus, we have D(t) ∼= D(t−1). To normalize aggregated

adjacency matrix of S(t) and S(t−1), we have

M (t) = (D(t))−1/2S(t)(D(t))−1/2 (4.6)

M (t−1) = (D(t))−1/2S(t−1)(D(t−1))−1/2 (4.7)

By Eq. 4.6 − Eq. 4.7, we have

∆M (t) = (D(t−1))−1/2∆S(t)(D(t−1))−1/2 (4.8)

As ∆M (t) = uvT , we could easily assign u = D(:, a)−1/2 and v = ∆S(t)(a, b)D(:, b)−1/2.

Besides, as the time complexity of constructing a new neighbor information matrix NN (t)

is O(K(t) · n2), we introduce Theorem 4.2 to efficiently update NN (t).

Theorem 4.2. Suppose there is only one self loop edge (a, a) being updated at time step t.

If it satisfies the condition that α
I+vTA(t−1)u

≤ δ
(t−1)
i

A
(t−1)
i,a φa

, the first K(t) elements in NN (t)(i, :)

are the same as NN (t−1)(i, :).

Proof. Based on Theorem 4.1, we have

A(t) = A(t−1) + α
A(t−1)uvTA(t−1)

I + vTA(t−1)u

= A(t−1) + α
A(t−1)∆M (t)A(t−1)

I + vTA(t−1)u
(4.9)

Since u and v are column vectors that contain only one non-zero element, then I+vTA(t−1)u

is a constant value, which means it is just a scalar and will not change the order of elements

in NN (t).

From Eq. 4.9 we also have the updating rule for each element (i, j) in A(t)

A
(t)
i,j = A

(t−1)
i,j + βA

(t−1)
i,a A

(t−1)
a,j (4.10)

where β = α
I+vTA(t−1)u

is also a constant.

Let δ
(t−1)
i = minK

(t)

j=1 {NN (t−1)(i, j)−NN (t−1)(i, j+1)} denote the smallest adjacent difference

among the first K(t) elements in the ith row of NN (t−1), and φa = NN t−1(a, 1) denote the

largest element in row a. Intuitively, as long as the largest value of βA
(t−1)
i,a A

(t−1)
a,j is smaller

than the smallest adjacent gap between any of the first K(t) nodes in the ith row of NN (t),

we can claim that the order of these sorted K(t) nodes will not change. Therefore, based
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on Eq. 4.10, if the condition satisfies α
I+vTA(t−1)u

≤ δ
(t−1)
i

A
(t−1)
i,a φa

, we can claim that the first K(t)

elements in NN (t)(i, :) will not change. QED.

Algorithm 4.1: SIRD Algorithm

Require: M (1), A(1), ∆S(2), . . . ,∆S(T ), p
(t)
c , α.

Ensure: The set I of labeled nodes
1: Construct the n× n diagonal matrix D, where Dii =

∑n
(j=1) S

(1), i = 1, . . . , n.

2: Sort row i of A(1) decreasingly and save into NN (1)(i, :), where i = 1, . . . , n.
3: for t=2:T do
4: Let K(t) = maxCc=2 n× p

(t)
c .

5: Let column vector u = D(:, a)−1/2, and column vector v = ∆S(t)(a, a)D(:
, a)−1/2, where ∆S(t)(a, a) is the non-zero element in ∆S(t).

6: Update the global similarity matrix A(t) = A(t−1) + αA
(t−1)uvTA(t−1)

I+vTA(t−1)u
.

7: for i=1:n do
8: Based on Theorem 4.2, identify whether the first K(t) elements of NN (t)

(i,:) are changed. If true, update the first K(t) elements in NN (t)(i, :);
otherwise, let NN (t)(i, :) = NN (t−1)(i, :).

9: end for
10: end for
11: for c = 2:C do
12: Let kc = n× p(T )

c

13: Find the first kc elements in each row of NN (T ). Set ac to be the largest value
of them.

14: Let KNN c(xi, a
c) = {x|NN (T )(i, j) > ac}, and nci = |KNN c|, where i =

1, . . . , n and j = 1, . . . , n.
15: for index = 1: n do
16: For each node xi has been labeled yi, if A(T ) > ayi , scorej = −∞; else, let

scorei = maxA(T )(i,j)> ac

index
(nci − ncj)

17: Select the nodes x with the largest score to labeling oracle.
18: If the label of x is exact class c, break; else, mark the class that x belongs

to as discovered.
19: end for
20: end for

Based on Theorem 4.2, we can identify the rows of NN (t), in which the order of the K(t)

largest elements will not change. Thus, we only need to update the disordered rows in NN (t).

The single-updated incremental RCD algorithm (SIRD) is shown in Algorithm 4.1. In Step

1 to Step 2, we first initialize the diagonal matrix D and neighbor information matrix NN (1)

at time step 1. In Step 4, let K(t) represent the number of nodes in the largest minority class

at time step t. Then, from Step 5 to Step 6, we update the global similarity matrix at each

39



time step. Step 7 to Step 9 updates the rows in NN (t), of which the K(t) largest elements

are changed. Step 11 to 20 is the query process. First of all, we calculate the class specific

ac at Step 13, which is the largest global similarity to the k
(th)
c nearest neighbor. Then, in

Step 14, we count the number of its neighbors whose global similarity is larger than or equal

to ac, and let nci denote the counts for each node xi. In Step 16, we calculate the score of

each node xi, which represents the change of local density. At last, we select the nodes with

the largest score and let them be labeled by oracle. The query process only terminates as

long as all the minority classes are discovered.

The efficiency of the updating process for Algorithm 4.1 is given by the following lemma.

Lemma 4.1. The computational cost of the updating process at each time step in Algo-

rithm 4.1 is O(n2 + l ·K(t) · n).

Proof. As described before, the computational cost for normalization and decomposition

process is O(n). Then, in Step 6, compared to the straightforward computation, i.e., A(t−1) =

(I − αM (t))−1, we reduce the time complexity from O(n3) to O(n2) by avoiding the matrix

inverse computation. Furthermore, from Step 7 to Step 9, we simplify the resorting process

by only updating the rows, in which the top K(t) elements are disordered. Suppose l is the

total number of rows in NN (t), which does not satisfy Eq. 4.3.3, then the computational cost

is reduced from O(K(t) · n2) to O(l ·K(t) · n). By leveraging each part, the computational

cost of the updating process is O(n2 + l ·K(t) · n). QED.

Batch Update. In most real world applications, we always observe that a batch of

edges change at the same period. Specifically, the updated aggregated adjacency matrix

∆M (t) may have more than one non-zero element. Hence, ∆M (t) cannot be decomposed

into two column vectors, and Theorem 4.2 could not be applied in this condition. In this

part, we introduce Theorem 4.3 to help us update the neighbor information matrix NN (t)

when a batch of edges are changed.

Theorem 4.3. Suppose there are m edges {(a1, b1), · · · , (am, bm)} being updated at time

step t. The first K(t) elements in NN (t)(i, :) are the same as NN (t−1)(i, :), if it satisfies the

condition that α
I+V TA(t−1)U

≤ mini=1,...,m{Ti}, where Ti = min{ δ
(t−1)
i

A
(t−1)

i,ai
φbi
,

δ
(t−1)
i

A
(t−1)

i,bi
φai
}.

Proof. Since the aggregated adjacency matrix M (t) is a symmetric matrix, then, each element

(a, b), where a 6= b, has a symmetrical element (b, a) in M (t). When the two edges (a, b)

and (b, a) are updated at time step t, we have ∆M (t) = ∆M
(t)
1 + ∆M

(t)
2 , where ∆M

(t)
1 has

only one non-zero element (a, b), and ∆M
(t)
2 has only one non-zero element (b, a). Similar
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to Eq. 4.9, we have an approximate updating rule as follows.

A(t) ∼= A(t−1) + α
A(t−1)∆M

(t)
1 A(t−1)

I + (v(1))TA(t−1)u(1)

+ α
A(t−1)∆M

(t)
2 A(t−1)

I + (u(1))TA(t−1)v(1)
(4.11)

where ∆M
(t)
1 = u(1)(v(1))T , ∆M

(t)
2 = v(1)(u(1))T and u(1), v(1) are two column vectors.

Besides, we also have

A(t) = A(t−1) + β(A(t−1)∆M
(t)
1 A(t−1) + A(t−1)∆M

(t)
2 A(t−1)) (4.12)

where β = α
I+(v(1))TA(t−1)u(1)

, and β is a constant. Therefore, A
(t)
i,j = A

(t−1)
i,j + βA

(t−1)
i,a A

(t−1)
b,j +

βA
(t−1)
i,b A

(t−1)
a,j .

Based on Theorem 4.2, we can claim that the largest K(t) elements in NN (t)(i, :) will not

change, if it satisfies
α

I + V TA(t−1)U
≤ T1 (4.13)

where T1 = min{ δ
(t−1)
i

A
(t−1)

i,a1
φb1
,

δ
(t−1)
i

A
(t−1)

i,b1
φa1
}.

Similarly, when there are m(t) pairs of edges being updated at time step t, we can claim that

if it satisfies
α

I + V TA(t−1)U
≤

m(t)

min
m=1
{Tm} (4.14)

where Tm = min{ δ
(t−1)
i

A
(t−1)
i,ac φbc

,
δ
(t−1)
i

A
(t−1)
i,bc φac

}, then the first K(t) elements in NN (t)(i, :) will not

change. QED.

The Batch-update Incremental Rare Category Detection (BIRD) algorithm is shown in

Algorithm 4.2. Step 1 and Step 2 are the initialization step. Step 3 to Step 12 updates

the global similarity matrix A(t) and the neighbor information matrix NN (t). Different from

Algorithm 4.1, Step 5 to Step 8 iteratively updates the global similarity matrix A(t) based

on m(t) changed edges. Another difference is that, in Step 10, T is the minimum value of

the thresholds calculated from m(t) updated edges. At last, Step 13 to Step 20 is the query

process, which is the same as what we have described in Algorithm 4.1.

The efficiency of batch-edges updating in Algorithm 4.2 is proved by the following lemma.

Lemma 4.2. In Algorithm 4.2, the computational cost of the updating process at each time

step is O(m(t)n2 + l ·K(t) · n).
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Proof. Different from Algorithm 4.1, in Algorithm 4.2, we have m(t) updated edges at time

step t. We need to update the global similarity matrix A(t) for m(t) times. Thus, the

computation cost of updating the global similarity matrix is O(m(t)n2). Let l be the number

of rows in NN (t), which do not satisfy equation 4.14. For updating these rows in NN (t), the

computational complexity is O(l ·K(t) ·n). Thus, in total, the computation cost of updating

process at each time step is O(m(t)n2 + l ·K(t) · n). QED.

Algorithm 4.2: BIRD Algorithm

Require: M (1), A(1), ∆S(2), . . . ,∆S(T ), p
(t)
c , α.

Ensure: The set I of labeled nodes
1: Construct the n× n diagonal matrix D, where Dii =

∑n
(j=1) S

(1), i = 1, . . . , n.

2: Sort row i of A(1) decreasingly and save into NN (1)(i, :), where i = 1, . . . , n.
3: for t=2:T do
4: Let K(t) = maxCl=c n× p

(t)
c .

5: for m = 1: m(t) do
6: Let column vector u = D(:, am)−1/2, and column vector v =

∆S(t)(am, bm)D(:, bm)−1/2, where ∆S(t)(am, bm) is the non-zero element in
∆S(t).

7: Update the global similarity matrix,i.e., A(t) = A(t−1) + αA
(t−1)uvTA(t−1)

I+vTA(t−1)u
.

8: end for
9: for i=1:n do

10: Based on Theorem 4.3, identify whether the first K(t) elements of NN (t)

(i,:) are changed. If true, update the first K(t) elements in NN (t)(i, :);
otherwise, let NN (t)(i, :) = NN (t−1)(i, :).

11: end for
12: end for
13: while not all the classes have been discovered do
14: Calculate ni for each node, where i = 1, . . . , n.
15: for index = 1: n do
16: For each node xi has been labeled yi, if A(T ) > a, scorej = −∞; else, let

scorei = maxA(T )(i,j)> a
index

(ni − nj)
17: Select the nodes x with the largest score to labeling oracle.
18: Mark the class that x belongs to as discovered.
19: end for
20: end while

4.3.4 BIRD with Less Information

In many applications, it may be difficult to obtain the exact priors of all the minority

classes. In this subsection, we introduce BIRD-LI, a modified version of BIRD, which
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requires only an upper bound prior p(t) for all the minority classes existing at time step t.

To be specific, BIRD-LI calculates NN (1) and diagonal matrix D at the first time step, which

is the same as BIRD. Then, the global similarity matrix A(t) and the neighbor information

matrix NN (t) could be updated from the first time step to the time step T . The only

difference between BIRD and BIRD-LI is that the size of the minority class K(t) is calculated

based on an estimated upper bound prior instead of the exact ones for all the minority classes.

After the updating process, BIRD-LI calculates an overall score for the minority classes and

selects the nodes with the largest overall score to be labeled by the oracle.

BIRD-LI is described in Algorithm 4.3. It works as follows: Step 1 to Step 2 is the initial

process for calculating NN (1) and the diagonal matrix D at the first time step. Step 3 to Step

12 aims to update the global similarity matrix A(T ) and the neighbor information matrix

NN (T ) from time step 1 to time step T , which is the same as BIRD. The while loop from

Step 13 to Step 20 is the query process. We calculate an overall score for the minority classes

and select the nodes with the largest overall score to be labeled by the oracle. BIRD-LI only

terminates the loop until all the classes are discovered.

4.4 QUERY DYNAMICS

In the previous section, we introduce two incremental RCD methods, i.e., BIRD and

SIRD, which are used for identifying rare categories on time-evolving graphs. Taking the

advantage of BIRD and SIRD, we can efficiently update the initial RCD model at time step

0 to any future time step T . However, in many real word applications, we may not want to

make queries to oracle at each time step or we may only be allowed with a limited number

of queries. In these two cases, we introduce the following two open problems: (1) query

locating (QL): how to find the optimal time step T to discover rare categories; (2) query

distribution (QD): how to allocate limited number of queries into different time steps.

4.4.1 Query Locating

First of all, we introduce the query locating problem. In real world applications, it could

be the case that we are given a series of unlabeled time-evolving graphs S(1), S(2), . . . , S(T ),

and we need to select an optimal time step Topt, so that we can identify the minority classes

with as less queries as possible (ALAP) and as early as possible (AEAP).

Before presenting our methods, let us introduce the two main factors that may affect

the required number of queries in rare category detection. The first factor is P (y = 2|xi),
which is the probability that example xi belongs to the minority class given the features

of xi. A considerable number of works have already studied it before, such as MUVIR [2],
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Algorithm 4.3: BIRD-LI Algorithm

Require: M (1), A(1), ∆S(2), . . . ,∆S(T ), p(t), α.
Ensure: The set I of labeled nodes and the L of their labels

1: Construct the n× n diagonal matrix D, where Dii =
∑n

(j=1) S
(1), i = 1, . . . , n.

2: Sort row i of A(1) decreasingly and save into NN (t)(i, :), where i = 1, . . . , n.
3: for t=2:T do
4: Let K(t) = n× p(t).
5: for m = 1: m(t) do
6: Let column vector u = D(:, am)−1/2, and column vector v = ∆S(t)(am, bm)D(:

, bm)−1/2, where ∆S(t)(am, bm) is a non-zero element in ∆S(t).

7: Update the global similarity matrix, i.e., A(t) = A(t−1)+αA
(t−1)uvTA(t−1)

I+vTA(t−1)u
, where

u and vT are the two vectors decomposed from normalized updating matrix
∆M (t).

8: end for
9: for i=1:n do

10: Based on Eq. 4.14, identify whether the first K(t) elements of NN (t) (i,:) are
changed. If true, update the first K(t) elements in NN (t)(i, :); otherwise, let
NN (t)(i, :) = NN (t−1)(i, :).

11: end for
12: end for
13: while not all the classes have been discovered do
14: Calculate ni for each node, where i = 1, . . . , n
15: for index = 1: n do
16: For each node xi has been labeled yi, if A(T ) > a, scorej = −∞; else, let

scorei = maxA(T )(i,j)> a
index

(ni − nj)
17: Select the nodes x with the largest score to labeling oracle.
18: Mark the class that x belongs to as discovered.
19: end for
20: end while

GRADE [33] and NNDM [31]. Another factor is the density Di at xi, the definition of which

is introduced in Theorem 4.4. When the density Di at example xi is high, it means there

are many other examples close or similar to example xi. Suppose there are two nodes xi and

xj in graph G, where P (y = 2|xi) = P (y = 2|xj) and Di > Dj. Since the density at node

xi is larger than the density at node xj, there is a higher probability that multiple classes

are overlapped in the neighborhood of xi. To some extent, higher density Di implies higher

probability of mis-classifying xi. Thus, the value of P (y = 2|xi) is negatively correlated with

the number of required queries, and the value of density Di is positively correlated with the

number of required labels. For the second factor, we introduce the following theorem to

estimate local density based on the global similarity matrix constructed before.
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Theorem 4.4. For each example xi, the density of xi is positively correlated with D
(t)
i at

time step t, where D
(t)
i = Σn

j=1A
(t)
i,j , i = 1, · · · , n.

Proof. Notice that A(t)(i, j) represents the global similarity between xi and xj. Thus, D
(t)
i =

Σn
j=1A

(t)
i,j is the aggregated global similarity between example xi and all the existing examples

on graph. If the density of example xi is high, then it is always true that there are lots of

examples which are similar or close to xi. In other words, the density D
(t)
i should be large.

Similarly, when the density of xi is low, the value of D
(t)
i should be small. In conclusion, for

any existing example xi in the graph, its density is positively correlated with D
(t)
i . QED.

We let score(t) = P (y = 2|x(t)
i ), which could be obtained using existing techniques such

as MUVIR [2] or GRADE [33]. Under this circumstance, we propose to assign the hardness

of identifying the minority classes at time step t as follows.

I(t) =

{
kc max

i=1,...,kc

score
(t)
i

D
(t)
i

}−1

(4.15)

where kc is the number of examples in the minority class c. In Figure 4.2, the left figure

shows the exact number of queries needed to identify rare categories from a series of time-

evolving graphs. The right figure shows the value of I(t) calculated by Eq. 4.15. We can see

these two curves are highly correlated.

 

Figure 4.2: Correlation

Let RS(t) denote the number of required queries by random sampling at time step t.

Simultaneously, let C = RS(1)−RS(T )

T
. Intuitively, we could achieve optimal solution Topt,

when the difference between the “exact” saved number of queries and the estimated saved
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Algorithm 4.4: Query Distribution Algorithm

Require: Strategy S,M (1),A(1),NN (1),∆S(2), . . . ,∆S(T ),p(t),α.
Ensure: The set I of labeled nodes and the L of their labels.

1: for t = 1:T do
2: Let K(t) = maxCl=c n× p

(t)
l .

3: Calculate B(t) as given Strategy S.
4: Calculate NN (t) as described in Algorithm 4.2.
5: while not all the classes have been discovered do
6: Find the (K(t))th element in each row of NN (t). Set ac to be the largest

value of them.
7: Let KNN c(xi, a

c) = {x|NN (T )(i, j) > ac}, and nci = |KNN c|, where
i = 1, . . . , n and j = 1, . . . , n.

8: for index = 1: B(t) do
9: For each node xi has been labeled yi, if A(T ) > ayi , scorej = −∞; else,

let scorei = maxA(T )(i,j)> ac

index
(nci − ncj)

10: Select the nodes x with the largest score to labeling oracle.
11: If the label of x is exact class c, break; else, mark the class that x belongs

to as discovered.
12: end for
13: end while
14: If all the minority classes are discovered, break.
15: end for

number of queries, i.e., C ∗ Topt, is maximized. The formulation is shown as follows.

max
t=1,...,T

I(1) − I(t)

I(1) − I(T )
· (RS(1) −RS(T ))− C · t (4.16)

4.4.2 Query Distribution

In this subsection, we discuss a more general problem: Query Distribution. In real-world

applications, it could be the case that the updated graphs come as streams, and we need to

allocate our query budget among multiple time steps. Hence, we need a method to allocate

the queries properly among different time steps and enable us to find the minority class

examples with the minimum query budget and time.

To further explore this problem, we generate a synthetic data set containing two classes, in

which the initial proportion of the minority class equals to 0.1%. We increase the proportion

of the minority class by 1% in each time step. In Figure 4.3, each point (Q;T ) represents

the minimum required budget Q for identifying the minority class by time step T , and the
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budget is evenly allocated from time step 1 to time step T . From this figure, we have 3

observations: (i) if we need to finish the task by time step 1, then the largest number of

queries is required; (ii) if we only need to finish the task by the last time step, the smallest

number of queries is required. (iii) the point at time step 3 is likely to hold a good trade-off,

which has a relatively low querying number and early detection time.
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Figure 4.3: Query Allocation

To further study the query dynamics problem, we propose 5 potential strategies for the

query distribution problem:

• S1. Allocate all the budget at the first time step.

• S2. Allocate all the budget at the last time step.

• S3. Allocate all the budget into time step Topt.

• S4. Allocate the query budget evenly among different time steps.

• S5. Allocate the query budget into different time steps following exponential distribu-

tion, such as e−αt, where α > 0.

For query distribution problem, we propose Algorithm 4.4. Different from the query

process of Algorithm 4.2, in Step 3, we need to apply a strategy to calculate the certain

budget B(t) for time step t. If we have not found the minority class within B(t) at time step

t, then we go to the next time step. The overall algorithm stops either when the minority

class is discovered or when there is no budget to use.

We compare the performance of these five strategies with both synthetic data sets and

real data sets in Section 4.5.
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4.5 EXPERIMENTAL EVALUATION

The analysis in Section 3 and Section 4 shows the advantage of our model in rare cat-

egory detection on time-evolving graphs. In this section, we aim to empirically verify the

effectiveness and the efficiency of the proposed algorithms on both synthetic data sets and

real data sets.

4.5.1 Data Sets and Setup

Six time-evolving graph data sets are used for testing our proposed algorithms. Among

these 6 data sets, there is 1 synthetic data set, 3 semi-real data sets and 2 real data sets. In

Table 4.2, we list several statistics of each data set.

Name Instance Time Steps Number of Classes

Synthetic Data 5,000 6 2

Abalone 4,177 6 20

Adult 48,842 6 2

Statlog 58,000 6 6

Epinion 5,665 16 24

Twitter 16,149 5 6

Table 4.2: Statistics of Different Data Sets.

The synthetic data set contains 5,000 instances, and we assume the proportion of the mi-

nority class is increasing over time. Hence, to generate the time-evolving graphs in later time

steps, we let the proportion of a certain minority class increase by 1% and simultaneously

let the proportion of the majority class decrease by 1% at each time step. Meanwhile, we

generate additional 6 time-evolving graphs for 6 more time steps.

The Abalone data set comes from a biology study. In this data set, we need to predict the

age of abalone based on multiple features. The age varies from 1 to 29, which roughly forms a

normal distribution. Specifically, there are very few examples lying in the two extreme sides

of the distribution. We separate the Abalone data set into 5 classes, i.e., one majority class

and 4 minority classes. The proportion of the majority class is 56.93%, and the proportion

of the smallest class is 0.4%. Besides, we choose the minority class with the smallest prior

to evolve over time.

The Adult data set comes from a demographic census, which aims to predict whether the

income of people exceeds $50K per year or not. In Adult data set, there are 48,842 examples
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containing one majority class and one minority class. The majority class is the population

of income below $50K, and the minority class is the population of income above $50K. In

this data set, around 24% of examples belong to the minority class. Since we stand on the

problem of the rare category detection, we keep the majority class the same and only take

500 examples from the minority class. In this way, we can generate 24 data sets with the

minority priors of 1.3%. Notice that all the experimental results for the Adult data set are

calculated from the average values of the 24 sub-data sets.

The Statlog data set comes from a shuttle schedule database, which consists of 58,000

examples and 7 classes. However, we only include the 6 largest classes in our evaluation,

because the smallest class only contains 13 examples. After this modification, the priors of

the 5 minority classes vary from 0.04% to 15%. Same as before, we incrementally increase

the proportion of the smallest minority class by 1% in each time step.

The Epinion data set is a collection of about 5,665 instances and 10,382 features over 16

time steps crawled from Epinion.com. Epinions is a product review site, where users can

share their reviews about products. Users themselves can also build trust networks to seek

advice from others. In this data set, each product is an instance, and the features for each

product are formed by the bag-of-words model upon its reviews. In addition, the smallest

class in Epinion only consists 0.03% vertices while the proportion of the largest class is

17.56%.

The Twitter data set is crawled from Twitter streaming API based on a set of terrorism

related keywords, such as shoot, kidnap, blast and etc.. We include 16,149 English-speaking

twitter users from 6 countries and around 10 millions tweets from 4/25/2015 to 5/5/2015.

Then, we extract 209 features based on users’ profiles, sentiments analysis, topic model

analysis and users’ ego-network analysis. In this data set, there are 56% of users from

Turkey, 0.09% from Syria, 0.3% from Iraq, 1.3% from Iran, 36% from Saudi Arabia and

5.8% from Yemen. We separate the users into 6 classes based on their nationalities and

generate a time-evolving graph in each 2-day interval.

4.5.2 Performance Evaluation

First of all, we demonstrate the effectiveness upon 1,000 synthetic data sets and 3 semi-

synthetic data sets. We generate 1,000 synthetic data sets, and each of them contains 5,000

examples belonging to two classes. Besides, we initialize the priors of the minority classes

as 1% and increase these priors by 1% at each time step. We also make use of 3 real data

sets which meet the scenario of rare category detection. The details of these 3 real data sets

are summarized in Table 4.2. Then, we synthesize additional 6 time-evolving graphs from
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Figure 4.4: Performance on Synthetic and Semi-synthetic Data Sets

time step 2 to time step 7. For these time-evolving graphs, we let the proportion of a certain

minority class increase by 1% and simultaneously let the proportion of the majority class

decrease by 1% at each time step. Figure 4.4(a) shows the comparison results of 4 different

methods: random sampling (RS), BIRD, BIRD-LI and GRADE. Notice that BIRD and

BIRD-LI perform the query process upon the approximate aggregated adjacency matrix,

while GRADE is performed on the exact adjacency matrix at each time step. Besides, we

provide BIRD-LI with a much looser prior upper bound, e.g., we input 5% as the upper

bound instead of using the exact prior of 1%. Then, we perform the same comparison

experiments on 3 semi-synthetic data sets, which are shown in Figure 4.4(b), Figure 4.4(c)

and Figure 4.4(d). At last, we evaluate our algorithms on two real data sets in Figure 4.5 and

Figure 4.6. Different from the previous cases, the proportions of the minority classes vary

randomly instead of increasing over time. In general, we have the following observations: (i)

both BIRD and BIRD-Li outperform random sampling in any conditions; (ii) all of these 4
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methods perform better when the prior of minority class is getting larger; (iii) BIRD gives

a comparable performance as GRADE does; (iv) BIRD-LI is quite robust and requires only

a few more queries than BIRD does in most cases.

Figure 4.5: Performance on Epinion Data Set

Figure 4.6: Performance on Twitter Data Set

4.5.3 Efficiency of Batch Update

We run the experiments with Matlab 2014a on a workstation with CPU 3.5 GHz 4 pro-

cessors, 256 GB memory and 2 T disk space. For both BIRD and GRADE, the most

time-consuming step is updating the global similarity matrix A(t) and neighbor information

matrix NN (t) at each time step. In this subsection, we report the running time of updating
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A(t) and NN (t) from an initial time step to the second time step. To better visualize the

performance, we run the experiment on an increasing size of graph, i.e., from 500 examples

in graph to 1,000 examples in graph. For each certain size, we have 100 identical-setting

data sets. Each point in Figure 4.7 is computed based on the average value of the 100 data

sets under identical settings. As we mentioned before, the computation cost of GRADE

is O(n3), and our method only costs O(n2). From Figure 4.7, we can see the difference of

running time is gradually increasing over time. The difference is limited when the number

of examples is 500. However, when the size of graph goes to 10,000, the running time of

BIRD is 6.227 seconds, while the running time of GRADE is 41.41 seconds, which is 7 times

of BIRD. Moreover, the difference would be even more significant when we run algorithms

on a series of time steps.
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Figure 4.7: Efficiency

4.5.4 Query Dynamics

In this subsection, we show the performance of query locating and query distribution. In

Figure 4.8, we apply the query locating methods on 3 real data sets. As the proportion is

increasing over time, the labeling request is decreasing in general. Besides, we also observe

that Topt is always located at the left bottom of each graph, which meets our ALAP and

AEAP intuitions.

Furthermore, by applying Algorithm 4.4, we perform the results of 5 different strategies

on one binary-class synthetic data set and one binary-class real data set, i.e., Adult. In

both Figure 4.9(a) and F.g 4.9(b), we observe that Strategy S1 is always located at the left

top of the figure, which holds the time optimal; Strategy S2 is always located at the right

bottom of the figure, which holds the budget optimal; Strategy S3 is always located at the
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Figure 4.8: Query Locating

left bottom of the figure, which considers both the time and the budget factors. All of these

3 observations are consistent with our intuitions.

Besides, we also find two interesting observations. The first one is that, in Figure 4.9(a),

Strategy S4 performs slightly better than Strategy S5, while Strategy S5 outperforms Strat-

egy S4 in Figure 4.9(b). The reason is as follows. Strategy S5 always allocates most of the

budget at the earliest few time steps, which is why Strategy S5 could identify minority class

examples at time step 1 in Figure 4.9(b). But, if Strategy S5 cannot discover the minor-

ity class at the beginning, it will finish the task later than Strategy S4, which is why S5

performs worse than S4 in Figure 4.9(a). Strategy S4 allocates its budget evenly among

each time steps. However, when the task is relatively tough at the beginning few time

steps and relatively easy at the end, Strategy S4 may fail. This is what is happening in

Figure 4.9(b). Another interesting observation is that, in Figure 4.9(b), Strategy S3 only

queries 27 examples at time step 3 for discovering the minority class, while Strategy S4 needs
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Figure 4.9: Query Distribution

39 labeling requests. Since the graph is evolving over time, Strategy S4 may automatically

skip some minority-class examples when these examples are pretty similar to the previous

labeled examples, which is the reason why Strategy S4 requires more queries.

4.6 SUMMARY

In this chapter, we mainly focus on the problem of efficiently and incrementally identifying

under-represented rare category examples from time-evolving graphs. We propose two fast

incremental updating algorithms, i.e., BIRD and SIRD, as well as a generalized version

of BIRD named BIRD-LI to handle the problems where the exact priors of the minority

classes are unknown. Furthermore, based on our algorithms, we introduce five strategies

to deal with the novel problem – query distribution. To the best of our knowledge, this is

the first attempt in rare category detection under these dynamic settings. The comparison

experiments with state-of-the-art methods demonstrate the effectiveness and the efficiency

of the proposed algorithms.
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CHAPTER 5: BI-LEVEL RARE TEMPORAL PATTERN
CHARACTERIZATION

5.1 OVERVIEW AND MOTIVATION

In the era of big data, we are exposed to large amount of temporal data, such as biomedical

signals [103], financial transaction records [104], and network traffic [105]. Besides the large

volume of data, we are also facing the following challenges: (1) the class membership is often

highly skewed in the sense that the minority classes (rare temporal patterns) are overwhelmed

by the majority classes (normal temporal patterns); (2) it is usually the case that identifying

the minority classes is more important than identifying the majority classes in the temporal

data; (3) the minority classes are often non-separable from the majority classes. For example,

most of the ECG signals collected by wearable devices are normal, generated by healthy

people, and only a small number of them are abnormal, generated by people with certain

heart diseases such as arrhythmia. Without domain specific knowledge, it can be very

difficult to distinguish between abnormal ECG signals and normal ones. In malicious insider

identification, the daily activities of most employees are normal, and only a small number

of employees are malicious insiders with abnormal activities. Since these guileful insiders

usually try to camouflage as normal employees, these abnormal activities may be very similar

to the normal ones. Furthermore, within the abnormal temporal sequences, there may only

be a few time segments exhibiting similar abnormal patterns, forming a rare category of

temporal patterns. For instance, the ECG signal of an individual with arrhythmia may

only show irregular heartbeats in a few time segments; the malicious insiders may behave

abnormally every now and then. Figure 5.1 illustrates such bi-level structure of the temporal

data, where abnormal sequences contain at least one abnormal time segment, and normal

sequences only contain normal time segments. In this chapter, we aim to detect abnormal

sequences and abnormal segments simultaneously, which correspond to the bi-level rare

temporal pattern detection.

To the best of our knowledge, such bi-level structure (sequence level vs. segment level) is

not exploited in existing works on outlier detection for temporal data, which focus on either

the sequence level, or the segment level. Furthermore, they fail to explore the similarity

among the abnormal time segments, treating them as isolated outliers. On the other hand,

existing works on rare category analysis are mainly focused on static data, which are not

readily applicable to temporal data with rare categories of abnormal patterns.

To bridge this gap, in this chapter, we study the problem of rare temporal pattern de-

tection by exploiting the bi-level structure in the data. Our proposed model is based on
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Figure 5.1: Illustration of the Bi-Level Structure in the Temporal Data.

an optimization framework that maximizes the likelihood of observing the data on both the

sequence level and the segment level. Furthermore, it uses sequence-specific simple hidden

Markov models to generate segment-level labels, and leverages the similarity among the ab-

normal time segments to estimate the model parameters. To solve the optimization problem,

we propose an unsupervised algorithm for detecting rare temporal patterns named BIRAD

and its semi-supervised version named BIRAD-K. Both algorithms are based on Block Co-

ordinate Update, which repeatedly update the sequence-level labels, segment-level labels,

and the model parameters. We analyze these algorithms in terms of convergence and time

complexity, and empirically evaluate their performance on both synthetic and real data sets.

The major contributions of this chapter can be summarized as follows:

1 A novel problem setting of bi-level rare temporal pattern detection;

2 An optimization framework maximizing the likelihood of observing the data on both

the sequence level and the segment level;

3 BIRAD and BIRAD-K algorithms for solving the optimization framework;

4 Analysis of the proposed algorithms in terms of convergence and efficiency;

5 Experimental results on both synthetic and real data sets demonstrating the perfor-

mance of the proposed algorithms from various aspects.

The rest of this chapter is organized as follows. After a brief review of the related work in

Section 5.2, we introduce the bi-level model, the optimization framework, and the proposed

algorithms with performance analysis in Section 5.3. In Section 5.4, we present the experi-

mental results on both synthetic and real data sets, which demonstrate the effectiveness and

efficiency of the proposed framework. Finally, we conclude this chapter in Section 5.5.
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5.2 RELATED WORK

In this section, we briefly review the related work on rare category analysis, outlier detec-

tion for temporal data, and multi-instance learning.

5.2.1 Rare Category Analysis

Rare category detection is the problem of identifying minority classes from the under-

represented feature spaces, while minimizing the number of labeling requests. Up until now,

several techniques have been developed for rare category detection in different scenarios. [26]

introduced the problem setting of rare category detection and experimented with different

hint selection strategies to detect useful anomalies. In [31, 33], the authors presented two

active learning schemes to detect rare categories via unsupervised local-density-differential

sampling strategy. More recently, in [2], the authors studied the problem of rare category

detection on multi-view data and proposed a Bayesian framework named MUVIR, which

exploited the relationship between multiple views and estimated the overall probability of

each example belonging to the minority class. In [29], the authors proposed a fast method for

rare category detection on time-evolving graphs, which incrementally updated the detection

models based on local updates. In this chapter, we further study the problem of rare category

detection on temporal data and aim to exploit the bi-level structure of abnormal temporal

sequences / time segments.

5.2.2 Outlier Detection for Temporal Data

Outlier detection, also called anomaly detection or novelty detection, refers to the prob-

lem of finding instances that do not conform to the expected behavior in the data. This

problem has been studied in various domains, such as heterogenous networks [105, 106, 107],

crowdsourcing [108, 109] and spatiotemporal channels [110, 111]. Prior works mainly fo-

cused on two categories of temporal outliers: outliers in time series databases and outliers

within the given time series [22]. For the first category of outliers, the previous methods

aim to identify a few time series as outliers, such as clustering methods [112], parametric

methods [113], window-based methods [114]. For the second category of outliers, the meth-

ods aim to find particular elements or subsequences on the given time series. For example,

in [115], the authors presented an autoregressive data-driven model to identify outliers in

environmental data streams; in [45], the authors studied a more challenging problem that

outlier detection faced with a never-ending data stream. Different from existing works on
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outlier detection for temporal data, our work focuses on the more challenging case where

the abnormal temporal patterns are non-separable from the normal ones, and we propose to

leverage the relationship between abnormal temporal sequences and abnormal time segments

for the sake of improving the detection accuracy.

5.2.3 Multi-Instance Learning

Multi-instance learning is a variation of supervised learning, where examples are considered

as bags consisting of multiple individual instances. [116] is the earliest literature that

introduced and showed the importance of multi-instance learning. In the past decades,

various techniques were proposed targeting multi-instance learning. In [117, 118], diverse

density based frameworks are proposed for solving the multi-instance learning problem, by

measuring the intersection of the positive bags minus the union of the negative bags. [119]

presented an extended version of support vector machine on multi-instance learning, and

developed a heuristic method to solve the mixed integer quadratic programs. [120] is the

first study on the problem of multi-instance learning under the condition that examples are

not independent and identically distributed (i.i.d) by constructing an undirected graph of

each bag and designing a graph kernel to classify the positive and negative examples. Similar

to multi-instance learning, in our model, the segment-level labels collectively determine the

corresponding sequence-level label. However, here we assume that the relationship among

adjacent time segments is governed by segment-specific simple hidden Markov models, and

many existing works on multi-instance learning can be seen as special cases of our proposed

model.

5.3 ALGORITHM

In this section, we propose a bi-level model for detecting the rare temporal patterns. We

start with notation and problem definition. Then we present the model formulation, followed

by the optimization techniques. Finally, we introduce both the unsupervised algorithm

BIRAD for detecting the rare temporal patterns and its semi-supervised version BIRAD-K.

5.3.1 Notation and Problem Definition

Suppose that we are given a set of M temporal sequences S = {x(1), . . . ,x(M)}, and,

in temporal sequence x(m) where m = 1, . . . ,M , there are n(m) temporal segments, i.e.,

x(m) = {x(m)
1 , . . . , x

(m)

n(m)}. Let y(m) = {y(m)
1 , . . . , y

(m)

n(m)} ∈ {0, 1}1×n(m)
denote the segment-

level labels, or hidden states of temporal segments in x(m), and Y (m) ∈ {0, 1} denote the
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sequence-level label, or hidden state of x(m). Without loss of generality, we assume that: (1)

y
(m)
i = 1 corresponds to abnormal segments, and y

(m)
i = 0 corresponds to normal segments;

(2) Y (m) = 1 corresponds to abnormal temporal sequences, and Y (m) = 0 corresponds to

normal sequences. As the bi-level structure illustrated in Figure 5.1, only a small portion of

temporal sequences in S correspond to abnormal sequences, in which only a small portion

of temporal segments are abnormal segments. Therefore, the abnormal segments would be

extremely rare when considering the whole data set S. Our goal is to identify anomalies in

the sequence level as well as the segment level. For the sake of clarity, we also introduce the

following indicator function I(y(m)) = maxn
(m)

i=1 y
(m)
i .

5.3.2 Model Formulation

Our model lies in inference about the bi-level hidden state process given the observations

S, which involves calculating the following posterior distribution.

Pr(y(m)|x(m)) ∝ Pr(y(m),x(m))

= Pr(x(m))Pr(y(m)|x(m))
(5.1)

Thus, we propose the objective of our model as follows.

argmax
y(1:M)

M∑
m=1

lnPr(y(m),x(m)) (5.2)

As the data could be categorized into normal and abnormal temporal sequences, we can

rewrite Eq. 5.2 as follows.

argmax
y(1:M)

∑
Y (m)=1

lnPr(y(m),x(m))

+
∑

Y (m)=0

lnPr(y(m),x(m))
(5.3)

By introducing sequence-level label Y (m) to the preceding equation, we have

argmax
y(1:M)

M∑
m=1

ln[Pr(y(m),x(m)|Y (m) = 1)

× Pr(Y (m) = 1)]Y
(m)

+ ln[Pr(y(m),x(m)|Y (m) = 0)

× Pr(Y (m) = 0)](1−Y
(m))

s.t. Y (m) = max
i
y

(m)
i

m = 1, . . . ,M, i = 1, . . . , n(t)

(5.4)

Let L0 denote lnPr(y(m),x(m)|Y (m) = 0), and L1 denote lnPr(y(m),x(m)|Y (m) = 1). We

can rewrite Eq. 5.4 as follows.
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argmax
y(1:M)

M∑
m=1

(1− Y (m))[L0(x(m)) + lnPr(Y (m) = 0)]

+ Y (m)[L1(x(m)) + lnPr(Y (m) = 1)]

s.t. Y (m) = max
i
y

(m)
i

m = 1, . . . ,M, i = 1, . . . , n(t)

(5.5)

In order to model the joint probability of the segment-level labels y(m) and the temporal

data x(m), we propose to use simple Hidden Markov Models (HMM) [121]. In particular,

we have the following three assumptions: (1) the Markov assumption, i.e., the next state

is dependent only upon the current state, where the state corresponds to the segment-level

label y
(m)
i ; (2) the stationarity assumption, i.e., state transition probabilities are independent

of the actual time at which the transitions take place; (3) the output independence assump-

tion, i.e., current output (observation) is statistically independent of the previous outputs

(observations). Next we elaborate on modeling normal and abnormal temporal sequences.

Modeling Normal Temporal Sequences: For the sake of exposition, we first model

the normal temporal sequence, i.e., Y (m) = 0. The log likelihood of any normal temporal

sequence x(m) is defined by

L0 = lnPr(y(m),x(m)|Y (m) = 0)

= ln[Pr(x(m)|y(m), Y (m) = 0)× Pr(y(m)|Y (m) = 0)]
(5.6)

Based on the Markov assumption and output independence assumption, we have

Pr(y(m)|Y (m) = 0)] = Pr(y
(m)
1 |Y (m) = 0)×

n(m)∏
j=2

Pr(y
(m)
j |y

(m)
j−1, Y

(m) = 0) (5.7)

By applying the stationarity assumption, we have

Pr(x(m)|y(m), Y (m) = 0) =
n(m)∏
i=1

Pr(x
(m)
i |y

(m)
i , Y (m) = 0) (5.8)

Plugging Eq. 5.7 and Eq. 5.8 into Eq. 5.6, we have

L0 = ln[
n(m)∏
i=1

Pr(x
(m)
i |y

(m)
i , Y (m) = 0)× Pr(y(m)

1 |Y (m) = 0)×
n(m)∏
j=2

Pr(y
(m)
j |y

(m)
j−1, Y

(m) = 0)]

(5.9)

On the other hand, we assume that any normal temporal segment x
(m)
i is drawn from

an unknown Gaussian distribution, although the proposed model can be generalized to

other parametric distributions: Pr(x
(m)
i |y

(m)
i , Y (m) = 0) ∼ N (x

(m)
i , µ0, σ0), where mean µ0

and variance σ0 are not given. Hence, N (x
(m)
i , µ0, σ0) could be interpreted as the emission
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probability of x
(m)
i given hidden state 0.

Then, Eq. 5.9 can be rewritten as follows.

L0 =
n(m)∑
i=1

lnN (x
(m)
i , µ0, σ0) + lnPr(y

(m)
1 |Y (m) = 0)

+
n(m)∑
j=2

lnPr(y
(m)
j |y

(m)
j−1, Y

(m) = 0)

(5.10)

For any normal temporal sequences x(m), there is no segment-level state transition, i.e.,

all temporal segments are normal. Therefore, L0 could be simplified as follows.

L0 =
n(m)∑
i=1

lnN (x
(m)
i , µ0, σ0) (5.11)

Modeling Abnormal Temporal Sequences: As we mentioned before, if temporal

sequence x(m) contains at least one abnormal segment x
(m)
i with y

(m)
i = 1, then we claim

that temporal sequence x(m) is abnormal, i.e., Y (m) = 1. Similar as before, we have the

following log likelihood.

L1 = lnPr(y(m),x(m)|Y (m) = 1) (5.12)

In our model, we assume that the features from abnormal time segments are generated

from the same compact distribution across all abnormal temporal sequences. Similar to

Eq. 5.9, by taking advantage of the HMM assumptions and Bayes’ Rule, we can rewrite

Eq. 5.12 as follows.

L1 = ln[
n(m)∏
(i=1)

Pr(x
(m)
i |y

(m)
i , Y (m) = 1)

× Pr(y(m)
1 |Y (m) = 1)×

n(m)∏
j=2

Pr(y
(m)
j |y

(m)
j−1, Y

(m) = 1)]

(5.13)

For any abnormal temporal sequence x(m), we define the corresponding Hidden Markov

Model [121] λ = (N,O,A,B, π) as follows.

1. N , the number of hidden states in the model. In this chapter, N = 2, i.e., normal and

abnormal states.

2. O, the number of distinct observations. In our model, for any temporal sequence x(m),

the number of observations is the length of x(m).

3. A, N × N , the state transition probability distribution. A is an N × N matrix. In

this chapter, we have: A =

 a00 a01

a10 a11

 , where aij denotes the transition probability
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from state i to state j. And we have aij ∈ [0, 1] and ai0 + ai1 = 1, i ∈ {0, 1}.

4. B, the observation emission probability distribution, which is an N × O matrix. We

assume that normal time segments meet distribution N (µ0, σ0), while abnormal time

segments meet distribution N (µ1, σ1).

5. π, the initial state probability distribution, of which the length is N . In our model, for

any temporal sequence x(m), we define a
(m)
0 as the probability that the initial temporal

segment x
(m)
1 is abnormal. Then, we can write the initial state probability distribution

of sequence x(m) as [1− a(m)
0 , a

(m)
0 ].

Based on the HMM model λ = (N,O,A,B, π), Eq. 5.13 can be rewritten as follows.

L1 =
n(m)∑
i=1

[y
(m)
i lnN (x

(m)
i , µ1, σ1) + (1− y(m)

i ) lnN (x
(m)
i , µ0, σ0)]

+
n(m)∑
j=2

[y
(m)
j−1y

(m)
j ln a11 + y

(m)
j−1(1− y(m)

j ) ln(1− a11) + (1− y(m)
j−1)y

(m)
j ln a01

+ (1− y(m)
j−1)(1− y(m)

j ) ln(1− a01)] + [y
(m)
1 ln a0 + (1− y(m)

1 ) ln(1− a0)]

(5.14)

Overall Objective Function: Plugging Eq. 5.11 and Eq. 5.14 into the objective

function in Eq. 5.5, we have

argmax
y(1:M), a0, a11, µ1, σ1, µ0, σ0

M∑
m=1

Y (m){
n(m)∑
i=1

[y
(m)
i lnN (x

(m)
i , µ1, σ1) + (1− y(m)

i ) lnN (x
(m)
i , µ0, σ0)]

+ [y
(m)
1 ln a0 + (1− y(m)

1 ) ln(1− a0)] +
n(m)∑
j=2

[y
(m)
j−1y

(m)
j ln a11 + y

(m)
j−1(1− y(m)

j ) ln(1− a11)

+ (1− y(m)
j−1)y

(m)
j ln a01 + (1− y(m)

j−1)(1− y(m)
j ) ln(1− a01)] + lnPr(Y (m) = 1)}

+ (1− Y (m)){
n(m)∑
i=1

lnN (x
(m)
i , µ0, σ0) + lnPr(Y (m) = 0)}

s.t. a0, a11, a01 ∈ [0, 1]

Y (m) = max
i
y

(m)
i

m = 1, . . . ,M, i = 1, . . . , n(t)

(5.15)

5.3.3 Optimization

Given any finite observation sequence, it is challenging to maximize the posterior proba-

bility by adjusting the HMM model parameters (A,B, π). In fact, there is not a practical
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method to exactly solve this problem. However, a number of iterative procedures, such as

EM based methods [122] and gradient based methods [122], have been proposed to obtain a

local maximum of this problem. In the following two subsections, we will introduce two sim-

ple and fast algorithms, i.e., BIRAD and BIRAD-K, targeting the novel setting of bi-level

rare temporal pattern detection. Both of these two algorithms are built upon Block Coor-

dinate Update (BCU) method [123, 124, 125], which divides all the variables into multiple

blocks and iteratively updates them. To be specific,

Updating Initial State Probability Distribution: By taking the partial derivative

of Eq. 5.15 with respect to a0, and letting it equal to zero, we have the following closed form

update rule.

a
(m)
0 = y

(m)
1 (5.16)

Updating State Transition Probability Distribution: By taking the partial deriva-

tive of Eq. 5.15 with respect to a11 and a01, and letting them equal to zero, we have the

following closed form update rules.

a11 =

∑M
m=1

∑n(m)

j=2 Y
(m)y

(m)
j−1y

(m)
j∑M

m=1

∑n(m)

j=2 Y
(m)y

(m)
j−1

(5.17)

a01 =

∑M
m=1

∑n(m)

j=2 Y
(m)(1− y(m)

j−1)y
(m)
j∑M

m=1

∑n(m)

j=2 Y
(m)(1− y(m)

j−1)
(5.18)

Updating Observation Emission Probability Distribution: By taking the partial

derivation of Eq 5.15 with respect to µ1, σ1, µ0, σ0, and letting them equal to zero, we have

the following closed form update rules.

µ1 =

∑M
m=1

∑n(m)

t=1 y
(m)
t x

(m)
t∑M

m=1

∑n(m)

t=1 y
(m)
t

(5.19)

σ1 =

∑M
m=1

∑n(m)

t=1 y
(m)
t |x

(m)
t − µ1|22∑M

m=1

∑n(m)

t=1 y
(m)
t − 1

(5.20)

µ0 =

∑M
m=1

∑n(m)

t=1 (1− y(m)
t )x

(m)
t∑M

m=1

∑n(m)

t=1 (1− y(m)
t )

(5.21)
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σ0 =

∑M
m=1

∑n(m)

t=1 (1− y(m)
t )|x(m)

t − µ0|22∑M
m=1

∑n(m)

t=1 (1− y(m)
t )− 1

(5.22)

Updating Bi-level Labels: In this part, we give an easy and fast update strategy

for updating bi-level labels. For updating the sequence-level labels, we first score each

temporal sequence by comparing the log likelihood of the sequence being labeled as abnormal

vs. normal in each iteration. Then, the sequences with higher scores would be labeled as

abnormal and the rests will be labeled as normal. The details will be illustrated in BIRAD

and BIRAD-K. For updating the segment-level labels, there are the following two cases.

When the sequence-level label Y (m) = 0, we can directly label each segment in y(m) as 01×n(m) .

When the sequence-level label Y (m) = 1, we apply Viterbi algorithm [126] to iteratively

update the most likely hidden states, or segment-level labels, y(m), which maximizes the

objective function in Eq. 5.15.

5.3.4 BIRAD Algorithm

Based on the update rules introduced in the previous subsection, we first introduce the

unsupervised method — Bi-level Rare Temporal Anomaly Detection (BIRAD) algorithm. It

is given an unlabeled temporal sequence data set S and the proportion of abnormal sequences

P as inputs. It outputs the hidden states of all temporal sequences and temporal segments

in S. The algorithm iteratively updates the HMM parameters λ = (A,B, π) and the bi-level

hidden states until convergence, or a certain stopping criterion is satisfied. The details of

BIRAD are presented in Algorithm 5.1.

BIRAD works as follows. First, Step 1 initializes the sequence-level/ segment-level labels.

Specifically, one potential way to initialize the bi-level hidden states is to randomly select

M × P temporal sequences and label them as 1, while the rest are labeled as 0. Then, we

can initialize any hidden states of temporal segments to be identical as the hidden state of

the corresponding temporal sequence. Next, Step 2 to Step 18 applies the BCU optimization

process. From Step 3 to Step 5, BIRAD updates the initial probability vector π, transition

probability distribution A and emission probability distribution B based on the updated

labels y(1), . . . ,y(M). In Step 7 to Step 10, BIRAD updates the segment-level hidden states

of x(m) and calculates the scores for each temporal sequence x(m), which estimate the proba-

bility of a sequence being abnormal rather than normal. Step 12 updates the sequence-level/

segment-level labels based on score(m). Step 13 to Step 17 checks if there is any inconsistency

between y(m) and Y (m). If any inconsistency exists, these temporal sequences are labeled as
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Algorithm 5.1: Bi-level Rare Temporal Anomaly Detection (BIRAD)

Require:
Temporal sequence data set x(1), . . . ,x(M)

Proportion of abnormal sequences P .
Ensure:

Y (1), . . . , Y (M); y(1), . . . ,y(M).
1: Initialize sequence-level and segment-level labels.
2: while stopping criterion is not satisfied do
3: Update initial state probability distribution π by Eq. 5.16.
4: Update transition probability distribution A by Eq. 5.17 to Eq. 5.18.
5: Update emission probability distribution B by Eq. 5.19 to Eq.5.22.
6: for m =1: M do
7: Update hidden states y(m) of x(m) by Viterbi Algorithm.
8: Compute L1(x(m)) in Eq. 5.14 based on updated y(m).
9: Compute L0(x(m)) in Eq.5.11 based on updated y(m).

10: Compute score(m) = L1(x(m)) + lnP − L0(x(m))− ln(1− P )
11: end for
12: Label the temporal sequences with positive scores as abnormal, i.e., Y (m) = 1,

and keep the updated prediction labels y(m). Label the remaining temporal
sequences as normal, i.e., Y (m) = 0, and label the segments in these sequences
as normal, i.e., y(m) = 01×n(m) .

13: for m = 1 : M do
14: if I(y(m)) 6= Y (m) then
15: Let Y (m) = 0 and y(m) = 01×n(m) .
16: end if
17: end for
18: end while
19: return Y (1), . . . , Y (M); y(1), . . . ,y(M).

normal. At last, in Step 19, BIRAD returns the predicted bi-level labels.

Next, we analyze the convergence of the proposed BIRAD algorithm. We first derive

Lemma 5.1 and Lemma 5.2, which show that the update rules in Algorithm 5.1 are upper-

bounded and non-decreasing. Lemma 5.1 and Lemma 5.2 lead to Theorem 5.1, which shows

the convergence of BIRAD.

Lemma 5.1 (Upper-bounded). The overall objective function in Eq. 5.15 is upper-bounded.

Proof Sketch. Suppose there exists Bayes error e
(m)
0 in labeling normal temporal sequence

x(m), and e
(t)
1 in labeling abnormal temporal sequence x(t), where m = 1, . . . ,M and

e
(m)
0 , e

(t)
1 ∈ [0, 1].

We can rewrite the overall objective function as follows.
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L = argmax
y(i)

M∑
m=1

lnPr(y(m),x(m))

= argmax
y(i)

M∑
m=1

ln[Pr(y(m),x(m)|Y (m) = 1)× Pr(Y (m) = 1)]Y
(m)

+ ln[Pr(y(m),x(m)|Y (m) = 0)× Pr(Y (m) = 0)](1−Y
(m))

≤ argmax
y(i)

M∑
m=1

(1− Y (m)) ln{(1− e(m)
0 )× (1− P )}

+ Y (m) ln{(1− e(m)
1 )× P}

(5.23)

Due to properties of the parametric distributions of normal and abnormal time segments, as

well as the transition probabilities, it is easy to see that Eq. 5.15 is upper-bounded. QED.

Lemma 5.2 (Non-decreasing). The objective function in Eq. 5.15 is non-decreasing in gen-

eral under the update rules in Algorithm 5.1.

Proof. By separately taking second-order derivatives of Eq. 5.15 with respect to the vari-

ables of initial probability π, transition probability distribution A and emission probability

distribution B, it is easy to see that the three Hessian matrices we obtain are negative semi-

definite. Thus, when all but one block are fixed, Eq. 5.15 is a concave function with respect

to the free block. In other words, the overall objective function Eq. 5.15 is non-decreasing

when we only update the blocks of the initial probability, the transition probability and the

emission probability.

The same conclusion could also be reached when we update the segment-level labels with

other blocks fixed, as the Viterbi algorithm always returns the optimal labels y(m) for any

input sequence x(m). On the sequence-level, the BIRAD algorithm firstly scores each tem-

poral sequence by comparing the log likelihood of the sequence being labeled as abnormal

vs. normal. Then all the temporal sequences with positive scores are labeled Y (m) = 1, and

the ones with negative scores are labeled Y (m) = 0. At last, BIRAD algorithm corrects the

inconsistency between sequence-level and segment-level labels for the following two cases:

(1)Y (m) = 1 and y(m) = 01×n(m)
; (2) Y (m) = 0 and y(m) contains at least one segment-level

label as 1. For case 1, it is easy to see Eq. 5.15 increases by lnPr(Y (m) = 0)−lnPr(Y (m) = 1)

after correction of Y (m), where Pr(Y (m) = 0) � Pr(Y (m) = 1). For case 2, the overall ob-

jective function in Eq. 5.15 keeps the same value after correction of y(m). In this way, the

objective function value with the resulting sequence-level and the associated segment-level

labels is no smaller than any alternative label assignments. Therefore, the objective function

in Eq. 5.15 is non-decreasing under the update rules of Algorithm 5.1. QED.
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Theorem 5.1 (Local Optimum). The proposed BIRAD algorithm converges to the local

optimal.

Proof. According to Lemma 5.1 and Lemma 5.2, the objective function is non-decreasing

and upper-bounded based on the update rules in Algorithm 5.1. Therefore, the proposed

BIRAD algorithm converges to a local optimal. QED.

We also analyze the computational complexity of the BIRAD algorithm in the following

theorem.

Theorem 5.2 (Time Complexity). The time complexity of Algorithm 5.1 (with Viterbi

algorithm) is O(LMO).

Proof. Let L be the required number of iterations for Algorithm 5.1 to converge. The

time complexity of Viterbi Algorithm is O(N2O), where N is the number of hidden states,

and O is the length of a given temporal sequence. In each iteration of Algorithm 5.1, we

call Viterbi Algorithm M times. Thus, we have the time complexity of Algorithm 5.1 as

O(LMO). QED.

5.3.5 BIRAD-K Algorithm

In some cases, we may be able to start with a few labeled examples, i.e., labeled seg-

ments. To accommodate these cases, we introduce a modified semi-supervised version of

Algorithm 5.1 named BIRAD-K in Algorithm 5.2.

To be specific, BIRAD-K is given a temporal sequence data set S with only one labeled

abnormal segment X
(AQ)
AG , where AQ is the sequence-level index and AG is the segment-level

index of X
(AQ)
AG , and prior P as input. Compared with BIRAD, BIRAD-K works better

with noisy data, e.g., data with outliers or changing points. The details of BIRAD-K are

described in Algorithm 5.2. Step 1 initializes the bi-level hidden states. Step 2 calculates

K, which is the number of abnormal temporal sequences in the data set. Step 3 to Step

9 is the BCU process. Identical to BIRAD, we first update the initial probability vector

π, transition probability distribution A and emission probability distribution B based on

the updated labels from the last iteration. Next, we calculate the scores for identifying

abnormal temporal sequences in Step 5. Different from BIRAD in Step 6, we label the

temporal sequences with the top K scores as abnormal and the rest as normal. Step 7

ensures Y (AQ) and y
(AQ)
AG are always labeled as 1. Step 8 checks if there is any inconsistency

between sequence-level labels and segment-level labels. Finally, in Step 10, BIRAD-K returns

all the consistent prediction labels upon convergence.
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Algorithm 5.2: Bi-level Rare Temporal Anomaly Detection with K Segments Se-
lected (BIRAD-K)

Require:
Temporal sequence data set x(1), . . . ,x(M) with only one labeled abnormal seg-
ment x

(AQ)
AG

Proportion of abnormal sequences P .
Ensure:

Y (1), . . . , Y (M); y(1), . . . ,y(M).
1: Initialize sequence-level and segment-level labels.
2: Compute K = m× P
3: while stopping criterion is not satisfied do
4: Update HMM model λ = (π,A,B) as Step 3 to Step 5 in Algorithm 5.1.
5: Update the segment-level hidden states and anomaly score score(m) for each

temporal sequence x(m) as Step 6 to Step 11 in Algorithm 5.1.
6: Label the temporal sequences with the top K scores as abnormal, i.e., Y (m) =

1, and keep the updated prediction labels y(m). Label the remaining temporal
sequences as normal, i.e., Y (m) = 0, and label the segments in these temporal
sequences as normal, i.e., y(m) = 01×n(m) .

7: Correct Y (AQ) or y
(AQ)
AG , if either of them are updated as 0.

8: Check and fix the inconsistency between sequence-level labels and segment-
level labels as Step 13 to Step 17 in Algorithm 5.1.

9: end while
10: return Y (1), . . . , Y (M); y(1), . . . ,y(M).

5.4 EXPERIMENTAL EVALUATION

In this section, we evaluate the performance of our proposed algorithms, i.e., BIRAD and

BIRAD-K, on both synthetic and real data sets in comparison with four state-of-the-art

unsupervised methods, i.e., NNDB [31], GRADE [33], DPCA-T 2 [127], DPCA-Q [127], and

one semi-supervised method, i.e., Semi-DTW-D [128]. The RCD methods, i.e., NNDB and

GRADE, require the exact proportion of abnormal time segments in the entire data set.

This is the reason why the RCD algorithms produce the same precision and recall rate in

the results shown in Figure 5.2. For the two PCA methods, the principal components are

associated with 95% of the total variance explanation. Semi-DTW-D is a semi-supervised

learning method for time series classification. In the comparison experiments, BIRAD-K

and Semi-DTW-D are given a single labeled abnormal segment as training data.

5.4.1 Data Set Description

The synthetic data set is generated from auto-regression model with 3 different coefficients

a1, a2 and a3. It contains 95 normal temporal sequences and 5 abnormal sequences, and
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(a) Synthetic Data

 

(b) Yahoo-web1

 

(c) Yahoo-web2

 

(d) Yahoo-web3

 

(e) Yahoo-web4

 

(f) ECG

 

(g) UIWA

Figure 5.2: Performance Evaluation on Real Data

each temporal sequence consists of 1,000 observations. In normal sequences, all data points

fit the model with coefficients a1. In abnormal sequences, there are 980 normal data points

that fit the model with coefficients a2, and 20 abnormal data points that fit the model with

coefficients a3.

In our experiments, we include 4 temporal data sets from Yahoo! Webscope program 1.

Each data set contains around 80 temporal sequences, and each sequence contains around

1,500 observations. The first data set contains regular anomaly points. The second and

third data sets contain periodic outliers. The third and fourth data sets include anomaly

points as well as changing points. To match the scenario of our studying problem, each data

set is modified as containing 95% synthetic normal sequences and 5% abnormal sequences.

ECG data set is a collection of 100 ECG signal records, which is extracted from a public

ECG database 2. Each record consists of ∼ 300 segments, where each segment corresponds

1https://webscope.sandbox.yahoo.com/catalog.php?datatype=s&did=70
2https://www.physionet.org/physiobank/database/ptbdb/
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to one certain heart beat pulse. In this data set, 10% signal records are abnormal temporal

sequences. Meanwhile, there are around 2% abnormal segments in these abnormal sequences.

Our goal is to detect noisy and unstable heart beat pulses, which may be produced due to

movements or changes of the environment conditions.

At last, ADL data set [129] comprises information regarding the sensor logs of users’ daily

activities during a 35-day interval. The data set is labeled with 10 different daily behaviors,

i.e., “Leaving′′, “Toileting′′, “Showering′′, “Sleeping′′, “Breakfast′′, “Lunch′′, “Dinner′′,

“Snack′′, “Spare − Time′′, “Grooming′′. In this experiment, we consider “Snack′′ as the

abnormal behavior, which only comprises around 5% of data, and the rest as the normal

behaviors. In the end, we aim to identify all the time intervals of “Snack” for each user.

5.4.2 Effectiveness Analysis

In this subsection, we evaluate the effectiveness of BIRAD and BIRAD-K over 1 synthetic

data set and 6 real data sets based on precision, recall and F-score (defined as F-score = 2 ·
Recall · Precision / (Recall + Precision)). Notice that, in these experiments, we are able to

identify all the abnormal temporal sequences, and the following results are respect to y(m),

m = 1, . . . ,M .

First, the proposed algorithms are evaluated on the synthetic data set and 4 Yahoo-web

data sets, all of which are temporal data sets with anomalies. From Figure 5.2(a) to Fig-

ure 5.2(e), we can discover the significant advantages of our proposed methods. The PCA

methods always produce very low recall rate, which indicates that the PCA methods may

not be suitable for capturing anomalies in the subspace with maximized variance. For NNDB

and GRADE, they are very stable for both precision and recall rates, but perform unsatis-

fied when facing more complex conditions, such as changing points. In Figure 5.2(d), both

NNDB and GRADE achieve very low precision and recall rates. This is because they are

built upon static methods, thus not effective in handling the temporal variations. Compared

with BIRAD and BIRAD-K, we find that Semi-DTW-D always achieves good precision

scores, while the recall rates are lower. This is because Semi-DTW-D is designed for time

series classification, which only meaures the distance between temporal segments, but has

not considered the hidden state transition between the adjacent temporal segments. It can

be seen that our proposed methods always outperform the other methods, especially in

the sense of recall rate and F-score rate. Comparing BIRAD and BIRAD-K, it is shown

that BIRAD-K performs slightly better than BIRAD, especially in Figure 5.2(d) and Fig-

ure 5.2(e). This implies that BIRAD-K algorithm may be more suited for applications with

outliers or changing points.
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(a) Objective Value over Iterations

 

(b) F-score over Iterations

Figure 5.3: Convergence Analysis

Next, two challenging real world problems are considered for anomaly detection. In Fig-

ure 5.2(f), we study the problem of anomaly pattern detection on ECG signals. It reveals

that all the methods perform very well on this data set, however our BIRAD and BIRAD-K

algorithms still outperform the others. In addition, in Figure 5.2(g), we apply our algo-

rithms on wireless sensor networks data so as to detect all the abnormal behaviors. Due to

the unremovable randomness in human’s daily behaviors, this problem is more challenging

than the previous 5 data sets. In this experiment, lack of the ability to extract temporal

information is the main reason why GRADE and NNDB get much lower precision than the

others. Compared with BIRAD and BIRAD-K, the PCA methods and Semi-DTW-D get a

lower recall rates because it may not be able to precisely catch the rules of state transition,

especially in the occurrence of randomness. In general, we have the following observations

about our proposed algorithms from these 6 experiments: (1) Both BIRAD and BIRAD-K

outperform our 3 baseline algorithms in most cases; (2) BIRAD produces comparable results

as BIRAD-K in most cases; (3) BIRAD-K performs modestly better than BIRAD especially

in the presence of outliers and changing points.

5.4.3 Convergence and Efficiency Analysis

In this subsection, we first examine the convergence of BIRAD algorithm on the synthetic

data set. Figure 5.3(a) illustrates the non-decreasing and upper-bounded characteristics of

the objective function when applying BIRAD. In Figure 5.3(b), we present the changes of

F-score among different iterations. It is shown that the F-score monotonically increases with

objective values and then saturates, implying that the performance improves with increasing

objective values.
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Figure 5.4: Efficiency Analysis on In-
creasing Number of Temporal Sequences

 

Figure 5.5: Efficiency Analysis on In-
creasing Length of Temporal Sequences

 

Figure 5.6: Parameter Analysis

Then, we examine the running time and parameter sensitivity of BIRAD and BIRAD-K

algorithms. First, we perform our algorithms on a series of synthetic data sets with increasing

number of temporal sequences. Let the prior be 5% and the length of each temporal sequence

be 1,000, we generate a series of synthetic data sets with increasing number of temporal

sequences, from 100 to 1,000. The results are shown in Figure 5.4. After that, we test

our algorithms on a series of data sets with increasing sequence length. Different from the

experiments in Figure 5.4, we let each data set contain 100 temporal sequences and the

prior be 5%, and we generate the series of synthetic data sets with increasing sequence

length, from 500 to 5,000. The results are shown in Figure 5.5. From the preceding two

experiments, we have the following observations: (1) BIRAD is slightly faster than BIRAD-

K; (2) the running time of both algorithms increases linearly in general for both cases, i.e.,

increasing the sequence length and increasing the number of temporal sequences. we run the

experiments with Matlab 2014a on a workstation with four 3.5 GHz CPUs, 256 GB memory

and 2 TB disk space.

5.4.4 Parameter Analysis

In this subsection, we empirically study the parameter sensitivity of BIRAD and BIRAD-

K algorithms on the synthetic data set. Figure 5.6 shows our analysis results. Notice that
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the exact proportion of abnormal temporal sequences is 5% in the data set. For BIRAD-K

algorithm, we can see the F-score increases sharply as the prior changes from 1% to 5%.

This is because BIRAD-K discovers more abnormal sequences with the increase of input

prior (P < 5%). As the prior goes beyond 5%, the F-score of BIRAD-K slightly diminishes

but stabilizes near 0.89. The reason is that several normal temporal sequences are included

in the group of abnormal sequences, as the input prior exceeds the exact prior. Thus, the

input prior would introduce a bias especially when we update the transition probability

distribution A and emission probability distribution B. Different from the previous case,

the experiments show that the precision rate reduces slightly and the recall rate is kept

stable when the input prior (P > 5%) increases. Compared with BIRAD-K, we can see the

F-score rates of BIRAD are more stable. This implies that BIRAD is more reliable than

BIRAD-K in the cases with unprecise priors.

5.5 SUMMARY

In this chapter, we introduce a novel data mining problem - bi-level rare temporal pattern

detection, which aims to fill the gap in the literature by conducting rare category analysis on

temporal data. Specifically, we address the challenging case where the labels of the temporal

data are highly skewed on both the sequence-level and the segment-level. We formulate the

problem as an optimization problem, which maximizes the likelihood of observing the data

on both the sequence-level and the segment-level. To solve the optimization problem, we

propose an unsupervised algorithm BIRAD and its semi-supervised version BIRAD-K, which

iteratively update the model parameters based on the block coordinate update method and

return the bi-level labels that are consistent on the sequence-level and the segment-level.

The comparison experiments with state-of-the-art techniques demonstrate the effectiveness

of our proposed algorithms. In our future work, we will extend the proposed framework

to the cases when multiple types of rare temporal patterns exist such that the number of

hidden states N > 2.
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CHAPTER 6: HIGH-ORDER RARE CATEGORY CHARACTERIZATION

6.1 OVERVIEW AND MOTIVATION

Graph analysis has gained in popularity in the past decade, due to the increasing promi-

nence of network data in a variety of real-world applications, from social networks to col-

laboration networks, from biological systems to e-commerce systems. Graph clustering al-

gorithms represent an important family of tools for studying the underlying structure of

networks. While most existing graph clustering algorithms are inherently limited to lower-

order connectivity patterns [130, 131, 132], i.e., vertices and edges. They fail to explore the

higher-order network structures, which are of key importance in many high impact domains.

For example, triangles have been proven to play the fundamental roles in understanding

community structures [133]; a multi-hop loop structure may indicate the existence of money

laundering activities in financial networks [134]; a star-shaped structure may correspond to

a set of synthetic identities in personally identifiable information (PII) networks of bank

customers [135].

Despite its importance, a key challenge associated with finding structure-rich subgraphs

is the prohibitive computational cost. Many existing works on high-order graph clustering

are either based on spectral graph theory [136, 137], or estimating the frequency of the high-

order connectivity patterns [138, 139]. These methods may not be scalable to large-scale

networks especially when modeling various complex network structures, such as loop-shaped

structures, star-shaped structures and cliques. In this chapter, we aim to answer the following

open questions. First (Q1. Model), it is not clear that how to model various types of high-

order connectivity patterns (e.g., triangles, loops and stars) that exist in the given graphs.

Some motif-based graph clustering algorithms [136, 140, 141] have been proposed recently,

while they are mainly designed for the 3rd-order network structures (e.g., triangle). Second

(Q2. Algorithm), how should we design a fast graph clustering algorithm that produces

structure-preserving graph partitions in the massive real-world networks? This question has

been largely overlooked in the previous studies. Third (Q3. Generalization), how can

we generalize our algorithm to solve real-world problems on various types of graphs such as

signed graphs, bipartite graphs, and multi-partite graphs?

To address above challenges, we propose a novel high-order structure-preserving graph

clustering framework named HOSGRAP, which partitions the graph into structure-rich

clusters in polylogarithmic time with respect to the number of edges in the graph. In

particular, we start with a generic definition of high-order conductance, and define the high-
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Figure 6.1: A synthetic network where vertex 0 is connected with two kinds of network
structures: clique and line. The local clusters found by our approach (within the blue dash-
dot line) and the Nibble algorithm [142] (within the red dotted line) with the same initial
vertex, i.e., vertex 0, where algorithm is conducted on the basis of 3-node line (illustrated
in Table 6.1).

order diffusion core, which is based on a high-order random walk induced by user-specified

high-order network structure. Then, inspired by the family of local graph clustering algo-

rithms [142, 143, 144] for efficiently identifying a low-conductance cut without exploring the

entire graph, we generalize the key idea to high-order network structures and propose our

fast high-order graph clustering framework HOSGRAP, which runs in polylogarithmic time

with respect to the number of edges in the graph. It starts with a seed vertex and iteratively

conducts high-order random walks [140, 145] to explore its neighborhood until a subgraph

with a small high-order conductance is found. Our algorithm operates on the tensor repre-

sentation of graph data which allows the users to specify what kind of network structures

to be preserved in the returned cluster. In addition, we provide analyses regarding the

effectiveness and efficiency of the proposed algorithm. Furthermore, we generalize our pro-

posed HOSGRAP algorithm to the scenarios when the given networks are signed networks,

bipartite networks and multi-partite networks. At last, we perform extensive experiments

to demonstrate the effectiveness and the efficiency of the proposed methods. Figure 6.1

compares the clusters returned by our method and the Nibble algorithm [142], which shows

that our method is better at partitioning a subgraph with the rich user-specified high-order

network structure.

The main contributions of the chapter are summarized below.

1. Problem. We formally define the problems of Structure-Preserving Local Graph Cut

as well as Structure-Preserving Graph Clustering, and identify their unique challenges

arising from real applications.
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2. Algorithms and Analysis. We propose a family of algorithms, i.e., HOSPLOC

and HOSGRAP, to effectively identify structure-rich clusters with a polylogarithmic

time complexity. Theoretical analyses show that our proposed algorithms can capture

near-optimal structure-rich clusters under mild conditions.

3. Generalization and Application. We generalize our proposed HOSPLOC and

HOSGRAP algorithms from binary graphs to signed networks, bipartite networks,

and multi-partite networks in real applications.

4. Evaluation. Extensive experimental results on synthetic and real networks demon-

strate the performance of the proposed HOSPLOC and HOSGRAP algorithms in

terms of effectiveness, scalability, and parameter sensitivity.

The rest of our chapter is organized as follows. A brief overview of related literature

is presented in Section 6.2, followed by the introduction of notation and preliminaries in

Section 6.3. In Section 6.4, we present the proposed HOSGRAP algorithm as well as the

analyses regarding its effectiveness and efficiency. Then, we introduce its generalizations

and applications in Section 6.5. Experimental results are presented in Section 6.6 before we

conclude the chapter in Section 6.7.

6.2 RELATED WORK

6.2.1 Local Spectral Clustering on Graphs

Nowadays, large-scale networks data appear in a broad spectrum of disciplines, from

social networks [11, 146] to collaborative networks [13, 147], from rare category detec-

tion [2, 4, 6, 7, 23, 29, 148] to community detection[149, 150, 151, 152, 153], from data

augmentation [12, 30, 154] to crowd-sourcing [155, 156]. Local spectral clustering techniques

provide a simple, efficient time alternative to recursively identify a local sparse cut C with

an upper-bounded conductance. In [142], the authors introduce an almost-linear Laplacian

linear solver and a local clustering algorithm, i.e., Nibble, which conducts cuts that can be

combined with balanced partitions. In [143, 144], the authors extend Nibble algorithm [142]

by using personalized PageRank vector to produce cuts with less running time on undirected

and directed graphs. More recently, [157] proposes a local graph clustering algorithm with

the same guarantee as the Cheeger inequalities, of which time complexity is slightly super

linear in the size of the partition. In [158], the authors introduce randomized local partition-

ing algorithms that find sparse cuts by simulating the volume-biased evolving set process. To
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model the high-order connectivity patterns, [16] proposes a local graph clustering algorithm

named HOSPLOC that identifies the structure-rich clusters by exploring the high-order

structures in the neighborhood of the initial vertex in the given graph. Meanwhile, [159]

develops a motif-based local graph clustering algorithm that approximately finds clusters

with the minimal motif conductance,a generalization of the conductance metric for network

motifs. Later on, in [160], the authors approach the problem the problem of discovering

user-guided clustering in heterogeneous information networks, by transcribe the high-order

interaction signals (i.e., network motifs) based on a non-negative tensor factorization meth-

ods. More recently, researchers aim to generalize HOSPLOC to the dynamic setting and

develop a series of algorithms to compute [17] and track [10] “structure-rich” clusters in tem-

poral networks. However, to my best of knowledge, this chapter is the first local clustering

framework that focuses on modeling high-order network structures and partitions the graph

into structure-rich clusters in polylogarithmic time with respect to the number of edges in

the graph.

6.2.2 High-order Markov Chain Models

The oth order Markov chain S describes a stochastic process that satisfies [145]

Pr(St+1 = i1|St = i2, . . . , St−o+1 = io+1, . . . , S1 = it+1)

=Pr(St+1 = i1|St = i2, . . . , St−o+1 = io+1)
(6.1)

where i1, . . . , it+1 denote the set of states associated with different time stamps. Specifically,

this means the future state only depends on the past o states. There are many cases that

one would like to model observed data as a high-order Markov chain in different real-world

problems, such as airport travel flows [161], web browsing behavior [162] and wind turbine

design [163]. To solve these problems, many previous works [163, 164, 165] approximate

the limiting probability distribution of high-order Markov chain as a linear combination of

transition probability matrix.

More recently, in [140], the authors introduce a rank-1 approximation of high-order Markov

chain limiting distribution and propose a recursive algorithm to compute it. Later on, [145]

introduces a computationally tractable approximation of the high-order PageRank named

multi-linear PageRank, where the underlying stochastic process is a vertex-reinforced ran-

dom walk. In [166], the authors introduce a novel stochastic process, i.e., spacey random

walk, whose stationary distribution is given by the tensor eigenvector, and show the conver-

gence properties of these dynamics. In [136, 141], the authors propose the similar spectral
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clustering frameworks that allow for modeling third-order network structures and conduct

partition while preserving such structures on the given graph. Followed by [136], [137] pro-

poses a tensor spectral co-clustering method by modeling higher-order data with a novel

variant of a higher-order Markov chain, i.e., the super-spacey random walk. Compared to

the existing high-order Markov chain models, we propose a novel scalable local clustering

algorithm that can identify clusters with a small conductance and also preserve the user-

specified high-order network structures in a polylogarithmic time complexity. Moreover, we

also provide provable theoretical bounds on the effectiveness and efficiency of the proposed

high-order graph clustering framework.

6.3 PRELIMINARIES

In this section, we formally define the structure-preserving graph cut and the structure-

preserving graph clustering problems. Given an undirected graph G = (V , E), where V
consists of n vertices, and E consists of m edges, we let A ∈ Rn×n denote the adjacency matrix

of graph G, D ∈ Rn×n denote the diagonal matrix of vertex degrees, and d(v) = D(v, v)

denote the degree of vertex v ∈ V . The transition matrix of a random walk on graph G is

M = (ATD−1 + I)/2 (6.2)

where I ∈ Rn×n is an identity matrix. For convenience, we define the indicator vector

χC ∈ {0, 1}n as follows.

χC(v) =

1 v ∈ C

0 Otherwise
(6.3)

In particular, the initial distribution of a random walk starting from vertex v could be

denoted as χv.

The volume of a subset C ⊆ V is defined as the summation of vertex degrees in C, i.e.,

µ(C) =
∑

v∈C d(v). We let C̄ be the complementary set of C, i.e., C̄ = {v ∈ C̄|v ∈ V , v 6∈ C}.
The conductance [167] of subset C ⊆ V is therefore defined as

Φ(C) =
|E(C, C̄)|

min(µ(C), µ(C̄))
(6.4)

where E(C, C̄) = {(u, v)|u ∈ C, v ∈ C̄}, and |E(C, C̄)| denotes the number of edges in

E(C, C̄). Besides, we represent the elements in a matrix or a tensor using the convention

similar to Matlab, e.g., M(i, j) is the element at the ith row and jth column of the matrix

78



M , and M(i, :) is the ith row of M , etc.

We let N denote the the kth-order user-defined structure. Table 6.1 summarizes the exam-

ples of network structures N of different orders and the corresponding Markov chain. Notice

that the order of the network structure is different from the order of the Markov chain (or

random walk). For example, the edges in E are considered as the 2nd-order network struc-

tures, and they correspond to the 1st-order Markov Chain (random walk) due to the matrix

representation of E . We use k to denote the order of the network structure N. As what

will be explained next, the kth-order network structures correspond to the (k − 1)th-order

Markov chain (random walk).

N Illustration Order of N Markov Chain Random Walks Graph Clustering Algorithms

Vertex
 

1st-order 0th-order N/A N/A

Edge  2nd-order 1st-order 1st-order 1st-order

3-node Line
 

3rd-order 2nd-order 2nd-order 2nd-order

Triangle
 

k-node Star  kth-order (k − 1)th-order (k − 1)th-order (k − 1)th-order

Table 6.1: Network Structures N and Markov Chains.

With the above notion, our problems can be formally defined as follows:

Problem 6.1. Structure-Preserving Local Graph Cut

Input: (i) an undirected graph G = (V , E), (ii) a user-defined network structure N, (iii)

the initial vertex v.

Output: a local cluster C that largely preserves the user-defined structures N.

Problem 6.2. Structure-Preserving Graph Clustering

Input: (i) an undirected graph G = (V , E), (ii) a user-defined network structure N, (iii)

the number of clusters.

Output: a graph partition D that largely preserves the user-defined structures N in the

returned clusters.
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6.4 ALGORITHM

In the previous section, we introduced the notations and problem definitions. Now, we

generalize the idea of truncated local clustering to produce clusters that preserve the user-

specified high-order network structures. We start by reviewing the basics of the Nibble

algorithm for local clustering on graphs [142], which pave the way for discussion of the

proposed structure-preserving graph clustering algorithm. Then, we introduce the adjacency

tensor and the associated transition tensor based on the user-specified high-order network

structures, followed by the discussion on the stationary distribution of high-order random

walk. After that, we introduce the definitions of high-order conductance and high-order

diffusion core. Finally, we present our proposed HOSPLOC and HOSGRAP algorithms

with theoretical analyses in terms of the effectiveness and efficiency.

6.4.1 Background: Truncated Local Graph Clustering Algorithm

Given an undirected graph G and a parameter φ > 0, to find a cluster C from G such that

Φ(C) ≤ φ or to determine no such C exists is an NP-complete problem [168]. Nibble algo-

rithm [142] is one of the earliest attempts to partition a graph with a bounded conductance

in polylogarithmic time. Starting from a given vertex, Nibble provably finds a local cluster in

time (O(2blog6m)/φ4)), where b is a constant which controls the lower bound of the output

volume. This is proportional to the size of the output cluster. The key idea behind Nibble

is to conduct truncated random walks by using the following truncation operator

[q]ε(u) =

q(u) if q(u) ≥ d(u)ε

0 Otherwise
(6.5)

where q ∈ Rn is the distribution vector over all the vertices in the graph, and ε is the

truncation threshold that can be computed as follows [142]

ε =
1

(1800 · (l + 2)tlast2b)
(6.6)

where l can be computed as l = dlog2(µ(V)/2)e, and tlast can be computed as

tlast = (l + 1)

⌈
2

φ2
ln
(
c1(l + 2)

√
µ(V)/2

)⌉
(6.7)

Then, Nibble applies the vector-based partition method [142, 169, 170] that sorts the
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probable nodes based on the ratio of function Ix to produce a low conductance cut. To

introduce function Ix mathematically, we first define Sj(q) to be the set of top j vertices

u that maximizes q(u)/d(u). That is Sj(q) = {π(1), . . . , π(j)}, where π is the permutation

that follows q(π(i))
d(π(i))

≥ q(π(i+1))
d(π(i+1))

. In addition, we let λj(q) =
∑

u∈Sj(q) d(u) denote the volume

of the set Sj(q). Finally, the function Ix is defined as follows

Ix(q, λj(q)) =
q(π(j))

d(π(j))
. (6.8)

6.4.2 Adjacency Tensor and Transition Tensor

For an undirected graph G, the corresponding adjacency matrix A could be considered as

a matrix representation of the existing edges on G. If each vertex in graph G corresponds

to a distinct state, we can interpret the transition matrix M as the transition matrix of the

1st-order Markov chain. Specifically, the transition probability between vertex i and vertex

j is given by M(i, j) = Pr(St+1 = i|St = j). Moreover, if M is stochastic, irreducible and

aperiodic [171], we can compute a positive and unique vector x̄ = Mx̄, where x̄ ∈ Rn is the

limiting or stationary probability distribution of the random walk.

However, in many real applications, we may want to explore and capture more complex

and high-order network structures. To model the user-specified network structure N, we

introduce the definition of adjacency tensor T and the transition tensor P to represent the

high-order random walk induced by the high-order network structures N.

Definition 6.1 (Adjacency Tensor). Given a graph G = (V , E), the kth-order network

structure N on G could be represented in a k-dimensional adjacency tensor T as follows

T (i1, i2, . . . , ik) =

1 {i1, i2, . . . , ik} ⊆ V and form N.

0 Otherwise.
(6.9)

Definition 6.2 (Transition Tensor). Given a graph G = (V , E) and the adjacency tensor

T for the kth-order network structure N, the corresponding transition tensor P could be

computed as

P (i1, i2, . . . , ik) =
T (i1, i2, . . . , ik)∑n
i1=1 T (i1, i2, . . . , ik)

(6.10)

By the above definition, we have
∑

i1
P (i1, . . . , ik) = 1. Therefore, if each vertex in G is a

distinguishable state, we can interpret the kth-order transition tensor P as a (k− 1)th-order

Markov chain (random walk), i.e., Pr(St+1 = i1|St = i2, . . . , St−k+2 = ik) = P (i1, . . . , ik).
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Intuitively, if i1 6= i′1, and they both form N together with i2, . . . , ik, then the probabilities of

the next state being i1 and being i′1 are the same given St = i2, . . . , St−k+2 = ik. Notice that

the transition matrix M of a lazy random walk defined in Subsection 4.1 can be considered as

a special case of Definition 6.2 with the 2nd-order network structure N, if we allow self-loops.

6.4.3 Stationary Distribution

For the kth-order network structure N and the corresponding (k− 1)th-order random walk

with transition tensor P, if the stationary distribution X exists, where X is a (k − 1)-

dimensional tensor, then it satisfies [145]

X(i1, i2, . . . , ik−1) =
∑
ik

P (i1, i2, . . . , ik)X(i2, . . . , ik). (6.11)

where X(i1, . . . , ik−1) denotes the probability of being at states i1, . . . , ik−1 in consecutive

time steps upon convergence of the random walk, and
∑

i1,...,ik−1
X(i1, . . . , ik−1) = 1.

However, for this system, storing the stationary distribution requires O(n(k−1)) space com-

plexity. For the sake of computational scalability, in high-order random walks, a commonly

held assumption is ‘rank-one approximation’ [136, 140], i.e.,

X(i2, . . . , ik) = q(i2) . . . q(ik) (6.12)

where q ∈ Rn×1
+ with

∑
i q(i) = 1. Then, we have

∑
i2,...,ik

P (i1, . . . , ik)q(i2) . . . q(ik) = q(i1).

In this way, the space complexity of the stationary distribution of high-order random walk is

reduced to O(n). Although q is an approximation of the true stationary distribution of the

high-order random walk, [140] theoretically demonstrates the convergence and effectiveness

of the nonnegative vector q if P satisfies certain properties.

Following [136, 140], in this chapter, we also adopt ‘rank-one approximation’ and assume

the stationary distribution of the high-order random walk satisfies Eq. 6.12. To further

simplify the notation, we let P̄ denote the (k−2)-mode unfolding matrix of the k-dimensional

transition tensor P . Thus, the (k − 1)th-order random walk satisfies:

q = P̄ (q ⊗ . . .⊗ q) (6.13)

where ⊗ denotes the Kronecker product symbol. For example, for the third-order network

structure N (e.g., triangle), the transition tensor P ∈ Rn×n×n can be constructed based on

Definition 6.2. Then, the 1-mode unfolding matrix P̄ of P can be written as P̄ = [P (:
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, :, 1), P (:, :, 2), . . . , P (:, :, n)]. where P̄ ∈ Rn×n2
. In this way, the associated second-order

random walk with respect to the triangle network structure satisfies q = P̄ (q ⊗ q).

6.4.4 High-Order Conductance

Given a high-order network structure N, it is usually the case that the user would like

to find a local cluster C on the graph G such that: (1) C contains a rich set of network

structures N; (2) by partitioning all the vertices into C and C̄, we do not break many such

network structures. For example, in financial fraud detection, directed loops may refer to

money laundering activities. In this case, we would like to ensure the partition preserves

rich directed loops inside the cluster and breaks such structure as less as possible. It is easy

to see that the traditional definition of the conductance Φ(C) introduced in Subsection 4.1

does not serve this purpose. Therefore, we introduce the following generalized definition of

conductance to preserve user-defined high-order network structure N.

Definition 6.3 (kth-order Conductance). For any cluster C in graph G and the kth-order

network structure N, the kth-order conductance Φ(C,N) is defined as

Φ(C,N) =
cut(C,N)

min{µ(C,N), µ(C̄,N)}
(6.14)

where cut(C,N) denotes the number of network structures broken due to the partition of G
into C and C̄, i.e.,

cut(C,N) =
∑

i1,...,ik∈V

T (i1, . . . , ik)−
∑

i1i2,...,ik∈C

T (i1, . . . , ik)

−
∑

i1,...,ik∈C̄

T (i1, . . . , ik)
(6.15)

and µ(C,N) (µ(C̄,N)) denotes the total number of network structures N incident to the

vertices within C (C̄), i.e.,

µ(C,N) =
∑

i1∈C;i2,...,ik∈V

T (i1, i2, . . . , ik)

µ(C̄,N) =
∑

i1∈C̄;i2,...,ik∈V

T (i1, i2, . . . , ik). (6.16)

Claim 6.1. Definition 6.3 provides a generic definition of network conductance with respect

to any network structure, and it subsumes existing measures of network conductance. In
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particular.

• When N represents edges, Φ(C,N) is twice the traditional conductance Φ(C) intro-

duced in Subsection 4.1.

• When N represents triangles, Φ(C,N) is the same as the ‘high-order conductance’ φ3

introduced in [136].

6.4.5 High-Order Diffusion Core

Similar to the Nibble algorithm, we are given a seed vertex v, and our goal is to find a

cluster C containing or near v without looking at the whole graph. The main advantage of

our proposed work is that, given the user-specified high-order network structure N, we are

able to produce a local cluster that preserves such structure within the cluster C and does

not break many such structures by partitioning the graph into C and C̄.

To this end, we perform high-order random walk with transition tensor P defined in

Definition 6.2, starting from the seed vertex v. Let q(t) denote the distribution vector over

all the vertices after the tth iteration of the high-order random walk. Ideally, a seed vertex

chosen within a cluster C with low conductance should lead to the discovery of this cluster.

However, as pointed out in [142], for the 2nd-order network structure and the associated 1st-

order random walk, if the vertices within the cluster are more strongly attached to vertices

outside the cluster than inside it, they may not be good candidates for the seed, as the

random walk will have a relatively high chance of escaping the cluster after a few iterations.

Therefore, they propose the definition of the diffusion core to characterize the subset of

vertices within the cluster, such that the random walks starting from such vertices stay

inside the cluster for a long time. Here, we generalize the definition of a diffusion core to

high-order network structures as follows.

Definition 6.4 (kth-Order ξ-Diffusion Core). For any cluster C, we define Ck,ξ ∈ C to

be the kth-order ξ-diffusion core of C, such that

χTC̄k,ξq
(t) ≤ ξ

cut(C,N)

µ(C,N)
(6.17)

where q(t) denotes the diffusion distribution of t-step high-order random walks, and ξ is a

positive constant that controls the compactness of the diffusion core.

Note that the left hand side of Eq. 6.17, χT
C̄k,ξ

q(t), represents the probability that a high-

order random walk terminates outside the cluster C after t steps, which is also called the
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escaping probability of the cluster C. On the right hand side of Eq. 6.17, the numerator

could be considered as the total number of the kth-order random walk paths to escape cluster

C, while the denominator could be regarded as the total number of the kth-order random

walk paths starting from C. It is easy to see that χT
C̄k,ξ

q(t) is positively correlated with
cut(C,N)
µ(C,N)

. Since, for a given C, χT
C̄k,ξ

q(t) is a computable constant, we consider Eq. 6.17 as the

compactness constraint for the kth-order ξ-diffusion core Ck,ξ ∈ C.

Proposition 6.1. For any cluster C and the kth-Order ξ-diffusion core Ck,ξ ∈ C, we have

χTC̄k,ξq
(t) ≤ ξΦ(C,N). (6.18)

Proof. Given a cluster C ∈ V and a kth-order network structure N, the corresponding kth-

order conductance can be computed as Φ(C,N) = cut(C,N)

min{µ(C,N),µ(C̄,N)} . Obviously, we can divide

the proof into the following two cases.

Case 1 : when µ(C,N) ≥ µ(C̄,N), Φ(C,N) = cut(C,N)

µ(C̄,N)
≥ cut(C,N)

µ(C,N)
.

Case 2 : when µ(C,N) < µ(C̄,N), Φ(C,N) = cut(C,N)
µ(C,N)

.

Thus, we have Φ(C,N) ≥ cut(C,N)
µ(C,N)

. Meanwhile, by Definition 6.4, it turns out that

χT
C̄k,ξ

q(t) ≤ ξ cut(C,N)
µ(C,N)

≤ ξΦ(C,N). QED.

6.4.6 High-Order Structure-Preserving Graph Cut

Basically, the proposed HOSPLOC could be decomposed into three main steps: (1)

approximately compute the distribution of high-order random walk starting at any vertex

from which the walk does not mix rapidly; (2) truncate all small entries in q(t) to 0, thus we

can limit the computation to the neighborhood of the seed; (3) apply the vector-based graph

partition method [142, 169, 170] to search for a structure-rich cut with a small conductance.

Now, we are ready to present our proposed HOSPLOC algorithm. The given inputs

are the transition tensor P, the transition matrix M , the seed vertex v, the conductance

upper-bound φ, the maximum iteration number tmax, and the constants b, c1, ξ. Note that

constant b controls the volume lower bound of the returned set C, i.e., 2b ≤ µ(C), and c1 is a

constant which guarantees that the elements in C have a large probability of staying within

C. Step 1 to Step 4 are the initialization process. Step 1 constructs unfolding matrix P̄ of the

transition tensor P. Step 2 to Step 4 compute the truncation constant ε and the truncated

initial distributions vectors r(m), m = 1, . . . , k−1. The iterative process between Step 5 and

Step 16 aims to identify the proper high-order local cluster C: Step 6 calculates the updated

distribution over all the vertices in current iteration; Step 7 calculates the truncated local

distribution r(t); the iterative process stops when it finds a proper cluster which satisfies the
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Algorithm 6.1: High-Order Structure-Preserved Local Cut (HOSPLOC)

Require:
(1) kth-order transition tensor P,
(2) Transition matrix M ,
(3) Initial vertex v,
(4) Conductance upper bound φ,
(5) Maximum iteration number tmax,
(6) Parameters b, c1, ξ.

Ensure:
Local cluster C.

1: Construct the unfolding matrix P̄ of the transition tensor P.
2: Compute constant ε based on Eq. 6.6.
3: Set initial distribution vectors q(t) = M (t−1)χv, where t = 1, . . . , k − 1.
4: Compute truncated initial local distribution vectors r(t) = [q(t)]ε, t = 1, . . . , k − 1.
5: for t = k : tmax do
6: Update distribution vector q(t) = P̄ (r(t−1) ⊗ . . .⊗ r(t−k+1)).
7: Update truncated distribution vectors r(t) = [q(t)]ε.
8: if there exists a j such that:
9: (a)Φ(Sj(q

(t))) <= φ,
10: (b)2b <= λj(q

(t)),
11: (c)Ix(q

(t), 2b) >= ξ
c1(l+2)2b

. then

12: return C = Sj(q
(t)) and quit.

13: else
14: Return C = ∅.
15: end if
16: end for

three constraints in Step 9 to Step 11, where condition (a) guarantees that the conductance

of C is upper-bounded by φ, condition (b) ensures that the volume of C is lower-bounded

by 2b, and condition (c) enforces that elements in C have a large probability mass.

Next, we analyze the proposed HOSPLOC algorithm in terms of effectiveness and effi-

ciency. Regarding the effectiveness, we will show that for any cluster C, if the seed vertex

comes from the kth-order ξ-diffusion core, i.e., v ∈ Ck,ξ, then the non-empty set C ′ returned

by HOSPLOC has a large overlap with C. To be specific, we have the following theorem

for the effectiveness of HOSPLOC.

Theorem 6.1 (Effectiveness of HOSPLOC). Let C be a cluster on graph G such that

Φ(C,N) ≤ 1
c2(l+2)

, where 2c1 ≤ c2. If HOSPLOC runs with starting vertex v ∈ Ck,ξ and

returns a non-empty set C ′, then we have µ(C ′ ∩ C) ≥ 2b−1.

Proof. Let q(t), t ≤ tmax, be the distribution of t−step high-order random walk when the set
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C ′ = Sj(q
(t)) is obtained. Then, based on Proposition 6.1, we have the following inequality

χTC̄q
(t) ≤ χTC̄k,ξq

(t) ≤ ξΦ(C,N) ≤ ξ

c2(l + 2)
. (6.19)

In Step 11 of Algorithm 6.1, condition (c) guarantees that

Ix(u) =
q(t)(u)

d(u)
≥ ξ

c1(l + 2)2b
(6.20)

where u ∈ Sj(q(t)). Since d(u) ≥ 0 and c1(l + 2)2b ≥ 0, we can infer the following inequality

from Eq. 6.20

d(u) ≤ 1

ξ
c1(l + 2)2bq(t)(u). (6.21)

Let j′ be the smallest integer such that λj′(q
(t)) ≥ 2b. In Step 10 of Algorithm 6.1,

condition (b) guarantees that j′ ≤ j. By Eq. 6.19 and Eq. 6.21, we have

µ(Sj′(q
(t)) ∩ C̄)

=
∑

u∈Sj′ (q(t))∩C̄

d(u)

≤
∑

u∈Sj′ (q(t))∩C̄

1

ξ
c1(l + 2)2bq(t)(u)

≤ 1

ξ
c1(l + 2)2b(χTC̄q

(t))

≤ ξc1(l + 2)2b

ξc2(l + 2)
≤ 2b−1.

(6.22)

Due to 2b ≤ λj′(q
(t)), it turns out that µ(Sj′(q

(t)) ∩ C) ≥ 2b−1. Since j ≥ j′, we have the

final conclusion

µ(Sj(q
(t)) ∩ C) ≥ µ(Sj′(q

(t)) ∩ C) ≥ 2b−1. (6.23)

QED.

Regarding the efficiency of HOSPLOC, we provide the following lemma to show the

polylogarithmic time complexity of HOSPLOC with respect to the number of edges in the

graph.

Lemma 6.1 (Efficiency of HOSPLOC). Given graph G and the kth-order network struc-

ture N, k ≥ 3, the time complexity of HOSPLOC is bounded by O
(
tmax

2bk

φ2k
log3km

)
.

Proof. To bound the running time of HOSPLOC, we first show that each iteration in Algo-
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rithm 6.1 takes time O( 1
εk

). Instead of conducting dense vector multiplication or Kronecker

product, we track the nonzeros in both matrixes and vectors. Here, we let V t denote the

set of vertices such that {u ∈ V(t)|r(t)(u) > 0}, and V(t̂) be the set with the maximum

number of nonzero elements in {V(t)|1 ≤ t ≤ tmax}. In Step 6, the Kronecker product

chain r(t−1) ⊗ . . . ⊗ r(t−k+1) can be performed in time proportion to |V(t−1)| . . . |V(t−k+1)| ≤
|V(t̂)|(k−1) ≤ µ(V(t̂))(k−1). Also, [142] shows that µ(V(t)) ≤ 1/ε for all t. Therefore, to compute

r(t−1)⊗ . . .⊗ r(t−k+1) takes O(µ(V(t̂))(k−1)) ≤ O(1/ε(k−1)) time. After that, the matrix vector

product can be computed in O(µ(V(t),N)) ≤ O(µ(V(t̂),N)) ≤ O(µ(V(t̂)))k ≤ O( 1
εk

). The

truncation in Step 7 can be computed in time O(|V(t̂)|). Step 8 to Step 15 require sorting

the vertices in |V t| according to r(t), which takes time O(|V(t̂)| log |V(t̂)|). In sum, the time

complexity of each iteration in HOSPLOC is O( 1
εk

).

Since the algorithm runs at most tmax iterations, the overall time complexity of HOS-

PLOC is O( tmax
εk

). By Eq. 6.6, we can expand O( tmax

εk
) as follows

O

(
tmax

εk

)
= O

(
tmax

(
2blog3µ(V)

φ2

)k)

= O

(
tmax

2bk

φ2k
log3km

)
.

(6.24)

QED.

Remark 1: The major computation overhead of Algorithm 6.1 comes from Step 6. Note

that O
(
tmax

2bk

φ2k
log3km

)
is a strict upper-bound for considering extreme cases. While, due

to the power law distribution in real networks, we may usually have |V(t)| ≤
√
µ(V(t̂)). Then,

the complexity of Algorithm 6.1 can be reduced toO(tmax/ε
k/2) = O(tmax(2

b/φ2)k/2log3k/2m).

Remark 2: Suppose the maximum iteration number of Nibble and HOSPLOC are both

upper-bounded by tmax, then the time complexity of Nibble is O
(
tmax2blog4m

φ2

)
. Considering

the k = 3 case, the time complexity of HOSPLOC is O
(
tmax

23b

φ6
log9m

)
. Without consider-

ing the impact from the other constants, we can see that similar to Nibble, HOSPLOC also

runs in polylogarithmic time complexity with respect to the number of edges in the graph.

6.4.7 High-Order Structure-Preserving Graph Clustering

We now present the high-order structure-preserving graph clustering algorithm named

HOSGRAP in Algorithm 6.2, that perform structure-preserving graph partitioning by rou-

tinely calling HOSPLOC. The inputs of Algorithm 6.2 are mostly the same as Algorithm 6.1,
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the only differences are that Algorithm 6.2 requires cluster number c and the vertices distri-

bution ψV for sampling initial vertices in order to call HOSPLOC. Step 1 is the initialization

step, while Step 2 to Step 8 are the main loop of HOSPLOC that aims to partition the

graph into c structure-rich subgraphs. Specifically, Step 3 to Step 4 construct the subgraph

G(j) and its corresponding transition tensor P(j) by indexing G and P; Step 5 samples the

initial vertex from G(j) according to ψV , while Step 6 computes the value of b that con-

trols the minimum volume of the returned cluster; in the end, Step 7 calls HOSPLOC to

conduct graph cut by using the above computed parameters. If the returned cluster C in

Step 6 is nonempty, we will update the partition D = D ∪ {C, C̄}, otherwise, we will return

the current graph partition D. The algorithm stops when the graph is partitioned into c

structure-rich subgraphs.

Algorithm 6.2: High-Order Structure-Preserved Graph Partitioning
(HOSGRAP)

Require:
(1) kth-order transition tensor P and transition matrix M ,
(2) Vertex distribution ψV ,
(3) Conductance upper bound φ,
(4) Maximum iteration number tmax,
(5) Parameters c1, ξ,
(6) Partition number c.

Ensure:
Graph Partitioning D = D1 ∪ . . . Dj.

1: Set G(1) = G, P(1) = P, M (1) = M and j = 1.
2: while j < c do
3: Construct the subgraph G(j) = (V(j), E (j)) regarding the largest component

in D.
4: Compute the transition tensor P(j) and the transition matrixM (j) of subgraph

G(j) .
5: Randomly sample a initial vertex in G(j) according to ψV .
6: Choose a b in 1, . . . , dlogme according to

Pr(b = i) =
2−ki

1− 2−kdlogme .

7: Partitioning G(j) into C and C̄ via HOSPLOC algorithm. If C is nonempty,
let D = D ∪ {C, C̄}, and j = j + 1; otherwise, return the current graph
partitioning D.

8: end while

As HOSGRAP calls HOSPLOC via a subroutine, we analyze the complexity of Al-

gorithm 6.2 based on the results from Lemma 6.1. Lemma 6.2 shows that the expected
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running time of HOSGRAP algorithm is bounded by O
(
L tmaxlog3k+1m

φ2k

)
, where L denotes

the iteration number of Algorithm 6.2.

Lemma 6.2 (Efficiency of HOSGRAP). Given graph G and the kth-order network struc-

ture N, k ≥ 3, the time complexity of HOSGRAP is bounded by O
(
L tmaxlog3k+1m

φ2k

)
.

Proof. Based on Lemma 6.1, the expected running time of inner loop (Step 3 to Step 7) in

Algorithm 6.2 can be bounded by

O

dlogm(j)e∑
i=1

2−ik

1− 2−dlogm(j)ek
tmax

2ik

φ2k
log3km(j)


≤ O

dlogme∑
i=1

1

1− 2−dlogmek
tmaxlog3km

φ2k


≤ O

(
tmax

log3k+1m

φ2k

)
(6.25)

where m(j) is the number of edges in the subgraph G(j). Suppose the overall iterations

of HOSGRAP is L, then the expected running time of HOSGRAP is upper bounded by

O
(
L tmaxlog3k+1m

φ2k

)
. Note that the iteration number L is naturally larger than the number of

clusters c. When L=c, it indicates the fact that HOSGRAP successfully identifies a cluster

in each iteration before stopping the algorithm. QED.

6.5 GENERALIZATIONS AND APPLICATIONS

In this section, we introduce several generalizations and applications of our proposed

HOSPLOC algorithm on signed networks, bipartite networks and multi-partite networks.

6.5.1 Community Detection on Signed Networks

First, we extend our proposed framework, i.e., HOSPLOC, to solve problems on signed

graphs. In many real applications, the high-order network structures of interest to us are

presented with signed edges. For instance, Figure 6.2 presents an unstable 3-node network

structure and a stable 3-node network structure based on social status theorem [172]. In

community detection [173], we may want to ensure (1) the stable configurations to be rich
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Figure 6.2: Social Status Theory Example: (Left) A directed “+” edge from node v1 to node
v2 shows that v2 has a higher status than v1. (Right) A directed “-” edge from node v1 to
node v2 shows vice versa.

within communities and sparse in-between different communities; (2) the unstable configu-

rations to be sparse within communities and rich in-between different communities. For this

purpose, the adjacency tensor can be constructed as follows

T (i1, i2, . . . , ik) =


1 {i1, i2, . . . , ik} is stable structure

0 {i1, i2, . . . , ik} is unstable structure

α Otherwise

(6.26)

where {i1, i2, . . . , ik} ∈ V and constant 0 < α < 1. By this way, we can ensure: (1) the

returned cluster of HOSPLOC contains rich stable structures; (2) the partition would most

likely break unstable structures.

6.5.2 User Behavior Modeling on Bipartite Networks

We now turn our attention to the problem of user behavior modeling on the advertisement

networks. Given an advertisement network B = (VB, EB), the bipartite graph B contains two

types of nodes, i.e., user nodes VU and advertiser campaign nodes VA, i.e., VB = {VU ,VA}.
The edges EB only exist between user nodes VU and advertiser campaign nodes VA. Intu-

itively, the customers with similar activities on the advertisement network should be included

in the same cluster. For this reason, we choose 4-node loop as the base network structure

for HOSPLOC algorithm. Specifically, suppose both user nodes u1, u2 have user-campaign

interactions with the advertiser campaign nodes a1 and a2, then we have a 4-node loop,

which is shown in Figure 6.3. In this problem, we consider the advertisement network as an

undirected graph, and the adjacency tensor can be constructed as follows

T (i1, i2, i3, i4) =

1 {i1, i2, i3, i4} form a 4-nodes loop

0 Otherwise
(6.27)
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where {i1, i2, i3, i4} ∈ VB. Starting from an initial vertex, the returned cluster CB by HOS-

PLOC would represent a local user-campaign community, which consists of both similar

users and the users’ favorite advertiser campaigns.

 

Figure 6.3: The illustration of user-advertisement interaction. (a) An example of two users
both participate in two advertisement campaigns. (b) An four-node loop induced from (a).

6.5.3 Synthetic ID Detection on Multi-partite Networks

Here, we explain how to detect synthetic IDs on the PII network by using our proposed

HOSPLOC algorithm. The PII network is a typical multi-partite network, where each par-

tite set of nodes represents a particular type of PII, such as users’ names, users’ accounts, and

email addresses, and the edges only exist between different partite sets of nodes. In synthetic

ID fraud [135], criminals often use modified identity attributes, such as phone number, home

address and email address, to combine with real users’ information and create synthetic IDs

to do malicious activities. Hence, for the synthetic IDs, there is a high possibility that their

PIIs would be shared by multiple identities, which may compose rich star-shaped structures.

In this case, the adjacency tensor can be constructed as

T (i1, i2, . . . , ik) =

1 {i1, i2, . . . , ik} form a k-node star

0 Otherwise
(6.28)

where {i1, i2, . . . , ik} ∈ VB. Note that the returned partition may consist of various types of

nodes. However, it is viable to trace back from the extracted PII nodes and discover the set

of synthetic identities.

6.6 EXPERIMENTAL EVALUATION

In this section, we present the experimental evaluations. The experiments are designed to

answer the following questions: In particular, we aim to answer the following questions:
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• Effectiveness : How effective is the proposed HOSPLOC algorithm for conducting

a local cut with preserving high-order network structures, and how effective is the

proposed HOSGRAP algorithm for performing structure-preserving graph clustering?

• Scalability : How fast and scalable is the proposed HOSPLOC and HOSGRAP al-

gorithms?

• Parameter Sensitivity : How robust is the proposed algorithms with changing param-

eters?

• Case Study : What’s the performance of the proposed algorithms when we are solving

problems on bipartite graph and multi-partite graph.

6.6.1 Experiment Setup

Category Network Type Nodes Edges

Citation Author Undirected 61,843 402,074

Paper Undirected 62,602 10,904

Infrastructure Airline Undirected 2,833 15,204

Oregon Undirected 7,352 15,665

Power Undirected 4,941 13,188

Social Epinion Undirected 75,879 508,837

Review Rating Bipartite 8,724 90,962

Financial PII Multi-partite 375 519

Table 6.2: Statistics of the Networks.

Data sets: We evaluate our proposed algorithm on both synthetic and real-world network

graphs. The statistics of all real data sets are summarized in Table 6.2.

• Collaboration Network: We use two collaboration networks from Aminer 1. In network

(Author), the nodes are authors, and an edge only exists when two authors have a co-

authored paper. In network (Paper), the nodes are distinct papers, and an edge only

exists when one paper cites another paper.

1https://aminer.org/data
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• Infrastructure Network: In network (Airline)2, the nodes represent 2,833 airports, and

the edges represent the U.S. flights in a one-month interval. Network (Oregon) [174] is

a network of routers in Autonomous Systems inferred from Oregon route-views between

March 31, 2001, and May 26, 2001. Network (Power) 3 contains the information of the

power grid of the western states of U.S. A node represents a generator, a transformator

or a substation, and an edge represents a power supply line.

• Social Network: Network (Epinion) [174] is a who-trust-whom online social network.

Each node represents a user, and one edge exits if and only if when one user trusts

another user.

• Review Network: Network (Rating) [175] is a bipartite graph, where one side of nodes

represent 643 users, and another side of nodes represent 7,483 movies. Edges refer to

the positive ratings, i.e., rating score larger than 2.5, on MovieLens website. Note that

this network is a subgraph from the original one, due to storing the 4th-order transition

tensor of the original graph, i.e., 100s K vertices and millions edges, requires too much

memory.

• Financial Network: Network (PII) is a multi-partite graph, which consists of five types

of vertices, i.e., 112 bank accounts, 71 names, 80 emails, 35 addresses, and 77 phone

numbers. Edges only exist between account vertices and PII vertices.

Comparison Methods: In our experiments, we compare our methods with both local

and global graph clustering methods. Specifically, the comparison algorithm includes three

local algorithms, i.e., (1) Nibble [142]; (2) NPR [143]; (3) LS-OQC [176], and two global clus-

tering algorithms, i.e., (1) NMF [177]; (2) TSC [136]. Among these five baseline algorithms,

TSC algorithm is designed based on high-order Markov chain, which can model high-order

network structures, i.e., triangle.

6.6.2 Effectiveness Analysis

The effectiveness comparison results conducted on six real undirected graphs by the fol-

lowing three evaluation metrics. Among them, (1) Conductance [167] in Eq. 6.4 measures

the general quality of a cut on graph, which quantitatively indicates the compactness of a

cut; (2) The 3rd-Order Conductance could be computed based on Eq. 6.14 by treating

2http://www.levmuchnik.net/Content/Networks/ NetworkData.html
3http://konect.uni-koblenz.de/networks/opsahl-powergrid
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Figure 6.4: The average conductance of the returned graph cut. Lower is better.

triangle as the network structure N, which estimates how well the network structure N is pre-

served in the returned cut from being broken by the partitions; (3) Triangle Density [167]

is defined as τ(C) = 3t(C)/w(C), where t(G) is the number of triangles in C and w(C) is the

number of wedges in C. Conventionally, we have t(C) = 0 if there is no wedge in the given

C. Here we use Triangle Density to measure the ratio of how rich the triangle is included in

the returned cluster C.

 

Figure 6.5: The average 3rd-order conductance of the returned graph cut. Lower is better.

A. Quantitative Evaluations for Problem 1. The comparison results for the structure-

preserving local graph cut problem are shown from Figure 6.4 to Figure 6.6. Moreover, to

evaluate the convergence of local algorithms, we randomly select 30 vertices from one cluster

on each testing graph and run all the local algorithms multiple times by treating each of

these nodes as an initial vertex. In particular, the heights of bars indicate the average value

of evaluation metrics, and the error bars (only for local algorithms) represent the standard

deviation of evaluation metrics in multiple runs. We have the following observations: (1)
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Figure 6.6: The average triangle density of the returned graph cut. Higher is better.

 

Figure 6.7: The average conductance over the partitioned subgraphs. Lower is better.

In general, local algorithms perform better than the global algorithm, and our HOSPLOC

algorithm consistently outperforms the others on all the evaluation metrics. For example,

compared to the best competitor, i.e., TSC, on network (Airline), HOSPLOC algorithm

is 97% smaller on conductance, 12.2% smaller on the 3rd-order conductance, 80% larger on

triangle density. (2) High-order Markov chain models, i.e., HOSPLOC and TSC, could

better preserve triangles in the returned cluster. For example, on network (Epinion), both

HOSPLOC and TSC return a cluster with much higher triangle density and much lower

the 3rd-order conductance. (3) HOSPLOC algorithm shows a more robust convergence

property than the other local clustering algorithm by comparing the size of error bars. For

example, among the three local algorithms, only HOSPLOC algorithm returns the identical

cluster on network (Paper) with different initial vertexes.

B. Quantitative Evaluations for Problem 2. The comparison results for the Structure-

Preserving Graph Partition problem are presented in Figure 6.7 to Figure 6.9. For conducting
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Figure 6.8: The average 3rd-order conductance over the partitioned subgraphs. Lower is
better.

HOSGRAP, we manually set the vertex distribution ψV following the degree distribution,

and the partition number c = 5. In Figure 6.7 to Figure 6.9, the height of the bars indicate

the averaged value of the metrics of the partitioned subgraphs, and the error bars represent

the standard deviation of evaluation metrics in 30-times runs. In general, we observe that

our proposed HOSGRAP algorithm outperforms the baseline methods in all the six data

sets across all the metrics.

 

Figure 6.9: The average triangle density over the partitioned subgraphs. Higher is better.

6.6.3 Scalability Analysis

In this subsection, we study the scalability of our proposed Framework. We let triangle

as the user-defined network structure and the partition number c = 3. Since our method is

built on higher order of random walk than Nibble, we consider Nibble as the running time
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(a) The number of vertices (b) The lower bound of C’s volume

Figure 6.10: Scalability analysis w.r.t. the number of nodes n and the the lower bound
volume of the returned clusters 2b.

lower bound of HOSPLOC algorithm. Notice that all the results in Figure 6.10 are the

average values of multiple runs by using 30 different initial vertexes on the same graph. In

Figure 6.10 (a), we show the running time of HOSGRAP, HOSPLOC and Nibble on a

series of synthetic graphs with increasing number of vertices but fixed edge density of 0.5%.

We observe that although HOSGRAP and HOSPLOC require more time than Nibble in

each run, the running time of HOSGRAP and HOSPLOC increases polylogarithmically

with the size of the graph |V|, which demonstrate our scalability analysis in Lemma6.1 and

Lemma 6.2. In Figure 6.10 (b), we show the running time of HOSPLOC and Nibble versus

the lower bound of output volume on the synthetic graph with 5000 vertices and 0.5% edge

density, by keeping the other parameters fixed. Note that HOSGRAP is not included in

Figure 6.10 (b), since the the lower bound of output volume 2b is not an input variable of

HOSGRAP algorithm. We can see that the running time of HOSPLOC is polynomial

with respect to 2b, which is consistent with our time complexity analysis.

6.6.4 Parameter Analysis

In this subsection, we analyze the parameter sensitivity of our proposed HOSPLOC algo-

rithm with triangle as the specified network structure, by comparing with Nibble algorithm

on the synthetic graph with 5000 vertices and 0.5% edge density. Here, we mainly focused on

HOSPLOC algorithm, as HOSGRAP could be considered as multiple runs of HOSPLOC

algorithm with different initialization. In the experiments, we evaluate the conductance and

the 3rd-order conductance of the returned cut with different values of input parameter φ.

In Figure 6.11, we have the following observations: (1) HOSPLOC returns the optimal
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cut even with a very loose conductance upper bound φ. In Figure 6.11 (a), we can see the

output conductance of HOSPLOC converges to the minimum value when φ = 0.4, while

the output conductance of Nibble converges to its minimum value until φ = 0.1. (2) Both

the conductance and the 3rd-order conductance of HOSPLOCś cut are always smaller than

Nibble’s cut with different φ.

 

φ

(a) Conductance

 

φ

(b) The 3rd-order conductance

Figure 6.11: Parameter analysis w.r.t. conductance upper-bound φ. Lower is better.

6.6.5 Case Study

In this subsection, we will consider more complex network structures and perform our

proposed HOSPLOC algorithm on bipartite and multi-partite networks.

Case Study on Bipartite Graph. We conduct a case study on the network (Rating)

to find a local community consisting of similar taste users and their favorite movies. In this
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Figure 6.12: Case study on bipartite network Rating. (a) An example of detected community
by HOSPLOC on Rating. (b) An example of 4-node loop on Rating.

case study, we construct the transition tensor on the basis of 4-node loop based on Eq. 6.27.

Figure 6.12 (a) presents a miniature of the cluster identified by our proposed HOSPLOC

algorithm regarding 4-node loop that illustrated in Figure 6.12 (b). For example, in Fig-

ure 6.12, the highlighted red loop shows that both of the third and the fourth users like the

first and the fourth movies, while the highlighted blue loop represents that both of the third

and the fifth users like the fifth and the last movies. It seems the fifth user does not like the

first movie due to no direct connection between them. While the interesting part is the first,

the fifth and the last movies are from the same series, i.e., Karate Kid I, II, III. Moreover,

the fourth movie, i.e., Back to School, and Karate Kid I, II, III, are all from the category

of comedy. It turns out that our HOSPLOC algorithm returns a community of comedy

movies and their fans.

Case Study on Multi-partite Graph. Here, we conduct a case study on the network

(PII) to identify suspicious systemic IDs. In this case, we treat 5-node star as the underlying

network structure, and the corresponding transition tensor could be generated by Eq. 6.28.

Figure 6.13 (a) presents a subgraph of the returned cut by our proposed HOSPLOC al-

gorithm regarding 5-node star that illustrated in Figure 6.13 (b). We can see that many

PIIs are highly shared by different accounts. For example, the account connected with blue

lines shares the home address and email address with the account connected with purple

lines, while the account connected with red lines shares the holder’s name and phone number

with the account connected with blue lines. Comparing with the regular dense subgraph

detection methods, our method can better identify the IDs who share their PIIs with others,

by exploring the nature structure of PII, i.e., 5-node star, on the given graph.
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Figure 6.13: Case study on multi-partite network PII. (a) An example of detected community
by HOSPLOC on PII. (b) An example of 5-node star on PII.

6.7 SUMMARY

In this chapter, we propose a structure-preserving graph cut algorithm, i.e., HOSPLOC,

that gives users the flexibility to model any high-order network structures and returns a small

high-order conductance cluster which largely preserves the user-specified network structures.

Base on HOSPLOC, we further develop a partitioning algorithm named HOSGRAP that

largely preserves the user-defined structures in the returned clusters. Besides, we analyze

its performance in terms of the optimality of the obtained cluster and the polylogarithmic

time complexity on massive graphs. Furthermore, we generalize the proposed algorithms

to solve real problems on signed networks, bipartite networks and multi-partite networks,

by exploring the useful high-order network connectivity patterns, such as loops and stars.

Finally, the extensive empirical evaluations on a diverse set of networks demonstrate the

effectiveness and scalability of our proposed HOSPLOC and HOSGRAP algorithms.
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CHAPTER 7: DOMAIN ADAPTIVE RARE CATEGORY
CHARACTERIZATION

7.1 OVERVIEW AND MOTIVATION

In the age of big data, graph presents a robust data structure for modeling relational

data from various domains, ranging from physics to biology, from neuroscience to social

science. Graph neural networks (GNNs) [178, 179, 180, 181] provide a powerful tool to distill

knowledge and learn expressive representations from graph structured data. While significant

achievements have been made, most successful GNNs are trained in a supervised manner

that requires abundant task-specific labels. Nevertheless, in many high-impact domains [182,

183, 184] (e.g., brain networks constructed by fMRI), collecting high-quality labels is quite

resource-intensive and time-consuming, which largely restricts the potential of GNNs in

real-world applications.

Inspired by the profound success of the pre-trained models in the vision [185] and lan-

guage [186] domains, the recent advances [187, 188, 189] have focused on pre-training GNNs

by directly learning from proxy signals that are extracted from graphs. The hope is that the

extracted proxy signals are informative and task-invariant, and as such, the learned graph

representation can be generalized to novel tasks that have not been observed before. Never-

theless, the current GNNs pre-training strategies are still at the early stage and suffer from

multiple limitations. Most prominently, the performance of the existing pre-training strate-

gies largely relies on the quality of proxy signals. It has shown that noisy and irrelevant proxy

signals often lead to negative transfer [190] and marginal improvement in many application

scenarios [191]. For example, one may want to predict the chemical properties [183, 192] of

a family of novel molecules (e.g., the emerging COVID-19 variants), while the data available

(e.g., the known coronavirus) for pre-training are mostly homologous but with diverse struc-

tures and disparate feature spaces. In this case, how can we eliminate the risk of negative

transfer and thus guarantee the generalization performance? What is worse, the issue of

negative transfer can be exacerbated when encountering the heterogeneity of graph signals,

where the graph signals are shown in different types (e.g., class-memberships, attributes,

centrality scores) at different granularities (e.g., nodes, edges, subgraphs) within graphs. To

integrate such heterogeneous proxy signals, the current GNNs pre-training strategies are

conventionally hand-engineered or ad-hoc by using some hyperparameters. Consequently,

the inductive bias from humans might be injected into the pre-trained model and deteriorate

the generalization performance in the downstream tasks.

We identify the following challenges. First (Cross-Graph Heterogeneity), how can we
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Figure 7.1: An illustrative example of domain adaptive graph pre-training. (Top) Domain-
adaptive knowledge transfer between the book review network and the movie review network.
(Bottom) Proxy graph signals (red masks) at the granularity of nodes, edges, and subgraphs.

eliminate the negative transfer and effectively translate the knowledge learned in the source

graph to solve novel tasks on the target graph? Second (Graph-Signal Heterogeneity), how

can we efficiently comprehend the contribution of complex graph signals and further enhance

generalization performance in the target domain? To address these challenges, it is crucial to

learn a domain-adaptive representation to enable knowledge transfer from the source domain

to the target domain and carefully select proxy signals relevant to the downstream tasks.

To this end, we propose an end-to-end framework, namely MentorGNN, which seam-

lessly embraces both of the aforementioned objectives for pre-training GNNs. In particular,

to address cross-graph heterogeneity, we propose an encoder-decoder architecture that sum-

marizes contextual information at different granularities of graphs and learns a composition

of nonlinear mappings across different domains. Moreover, to address graph-signal hetero-

geneity, we develop a curriculum learning paradigm [193], where a teacher model (i.e., graph

signal re-weighting scheme) gradually generates a domain adaptive curriculum to guide the

pre-training of the student model (i.e., GNNs) to enhance the generalization performance in

the tasks of interest. We summarize our contributions as follows.

• Problem. We formalize the domain-adaptive graph pre-training problem and identify

unique challenges motivated from the real applications.

• Algorithm. We propose a novel method named MentorGNN, which 1) automati-

cally learns a knowledge transfer function and 2) generates a domain-specific curricu-
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lum for pre-training GNNs across diverse domains. We also present a natural and

interpretable generalization bound for domain-adaptive graph pre-training.

• Evaluation. We systematically evaluate the performance of MentorGNN under two

experimental settings: 1) single-graph transfer and 2) multi-graph transfer. Extensive

results prove the superior performance of MentorGNN under both settings. We

find that MentorGNN largely alleviates the negative transfer issue and leads up to

17.17% accuracy improvement over the non-pre-trained models.

The rest of the chapter is organized as follows. We review the related literature in Sec-

tion 7.2. In Section 7.3, we introduce the preliminary and problem definition, followed by

the details of our proposed framework MentorGNN in Section 7.4. Experimental results

are reported in Section 7.5. Finally, we conclude this chapter in Section 7.6.

7.2 RELATED WORK

In this section, we briefly review the recent advances in the context of pre-training strate-

gies and domain adaption for graphs.

7.2.1 Pre-Training Strategies for Graphs.

To tackle the label scarcity in the graph representation learning, pre-training strategies

for graph neural network models are proposed [187, 188, 189, 194, 195]. The core idea is

to capture the generic graph information across different tasks and transfer it to the tar-

get task to save the amount of labeled data and domain-specific features. Some recent

methods effectively extract knowledge at both the level of individual nodes as well as the

entire graphs via various techniques, including contrastive predictive coding [196], context

prediction [187, 188, 194], and mutual information maximization [187, 197]. To be specific,

in [188], to learn the transferable structural information, the authors design three topology-

based tasks for pre-training GNNs, i.e., link reconstruction, centrality ranking, and cluster

preserving. Also, the authors in [189] propose a pre-training framework for GNNs by combin-

ing the self-supervised pre-training strategy on the node level (i.e., neighborhood prediction

and attributes masking) and the supervised pre-training strategy on the graph level (i.e.,

graph property prediction). However, the current pre-training strategies often lack the capa-

bility of domain adaptation thus limiting their ability to leverage valuable information from

other data sources. In this chapter, for the first time, we propose a novel method named

MentorGNN that enables pre-training GNNs across graphs and domains.
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7.2.2 Domain Adaptation.

To ensure that the learned knowledge is transferable between the source domains (or

tasks) and the target domains (or tasks), many efforts tend to learn the domain-invariant

or task-invariant representations, such as [198, 199]. After the domain adaptation meets the

graph-structured data [200], and many GNNs are proposed [178, 179, 181], the tranferability

of GNNs has been theoretically analyzed in terms of convolution operations [201]. To learn

the domain-invariant representations with GNNs, UDA-GCN is proposed [202] in the unsu-

pervised learning setting to learn invariant representations via a dual graph convolutional

network component. Especially, targeting to efficiently label the nodes on a target graph to

reduce the annotation cost of training, GPA [191] is proposed to learn a transferable policy

with reinforcement learning techniques among full-labeled source graphs, which can be di-

rectly generalized to unlabeled target graphs. Despite the success of the domain adaptation

on graphs, little effort has been contributed to the generalization performance of the deep

learning models on relational data (e.g., graphs). Here we propose a new generalization

bound for domain-adaptive pre-training on graph-structured data.

7.3 PRELIMINARIES

We first introduce the notations used throughout this chapter. Given that, we briefly

review the current pre-training strategies for GNNs and a population-based theoretical model

for domain adaptation.

Notations. We use regular letters to denote scalars (e.g., α), boldface lowercase letters

to denote vectors (e.g., v), and boldface uppercase letters to denote matrices (e.g., A). In

this chapter, we denote the source graph and the target graph using Gs = (Vs, Es,Xs) and

Gt = (Vt, Et,Xt), where Vs (Vt) is the set of nodes, Es (Et) is the set of edges, and Xs (Xt)

is the node attributes in Gs (Gt).
Pre-taining strategies for GNNs. Previous studies [187, 188, 189, 194, 203, 204,

205] have been proposed to use easily-accessible graph signals to capture domain-specific

knowledge and pre-train GNNs. These attempts are mostly designed to parameterize and

optimize the GNNs by predicting the masked graph signals (e.g., node attributes [203, 204],

edges [206], subgraphs [189], network proximity [188, 194], etc.) from the visible ones in

the given graph G. In Figure 7.1, we instantiate the masked proxy signals at the level of

nodes, edges, and subgraphs. To predict any proxy graph signal s ∈ G, we use f : s→ [0, 1]

to denote the true labeling function and h : s → [0, 1] to denote the learned hypothesis by

GNNs. The risk of the hypothesis h(·) can be computed as ε(h, f) := Es∈G[|h(s)− f(s)|]. In
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general, the overall learning objective of pre-training models for GNNs can be formulated as

follows.

argmax
θ

log h(G|Ĝ, θ) =
∑
s∈G

βs log h(s|Ĝ, θ) (7.1)

where Ĝ is the corrupted graph with some masked graph signals, s is the masked graph

signals sampled from the original graph G, βs is a hyperparameter that balances the weight

of the graph signal s, and θ is the hidden parameters of the GNNs h(·). By maximizing

Eq. 7.1, we can encode the contextual information of the selected proxy graph signals into

the pre-trained GNNs h(·). With that, the learned GNNs can be fine-tuned and performed

in the downstream tasks of interest.

Domain adaptation. Following the conventional notations, we let fs(·) and ft(·) be the

true labeling functions in the source domain and the target domain. Given fs(·) and ft(·),
εs(h) = εs(h, fs) and εt(h) = εt(h, ft) denote the corresponding risks in terms of a hypothesis

h(·). With that, Ben-David et al. proved a domain adaptive generalization bound in terms

of domain discrepancy and empirical risks. To approximate the empirical risks, one common

approach [207, 208] is to assume the data points are sampled i.i.d. from both the source

and the target domains. However, due to the relational nature of graphs, samples (e.g.,

two connected nodes) are often connected and non-i.i.d. in the given graphs. Thus, the

generalization bound with empirical risks may not hold in graph-structured data. To get

rid of the i.i.d. assumption, an alternative approach is to define the generalization bound

based on the true data distribution [198, 207]. For instance, Theorem 7.1 [198] provides a

population result, which does not rely on the empirical risks and can be naturally deployed

on graph-structured data.

Theorem 7.1. [198] Let < Ds, fs > and < Dt, ft > be the source and the target domains,

for any function class H ⊆ [0, 1]X , and ∀h ∈ H, the following inequality holds:

εt(h) ≤ εs(h) + dH(Ds,Dt) + min{EDs [|fs − ft|],EDt [|fs − ft|]} (7.2)

As shown in Figure 7.1, our goal is to learn a knowledge transfer function denoted as g(·),
such that the knowledge obtained by a GNN model in the source graph Gs can be transferred

to the target graph Gt and pre-train the GNNs in Gt. Given the above notations, we formally

define the domain-adaptive graph pre-training problem as follows.

Problem 7.1. Domain Adaptive Graph Pre-Training

Given: (i) source graph Gs = (Vs, Es,Xs), (ii) target graph Gt = (Vt, Et,Xt), (iii) user-
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defined graph neural network architecture for pre-training.

Find: (i) the knowledge transfer function g(·), (ii) the pre-trained model h(·) that leverages

the knowledge obtained from both Gs and Gt.

7.4 ALGORITHM

In this section, we introduce our proposed framework MentorGNN (shown in Figure 7.2)

to address Problem 7.1. The key challenges of Problem 7.1 lie in a dual-level heterogeneity,

namely cross-graph heterogeneity and graph-signal heterogeneity. Next, we dive into two

major modules of MentorGNN, i.e., cross-graph adaptation (colored in blue in Figure 7.2)

and curriculum learning (colored in orange in Figure 7.2), that are designed specifically for

addressing the aforementioned two challenges.

7.4.1 Cross-Graph Adaptation via Multi-Scale Encoder-Decoder

The core obstruction of cross-graph adaptation lies in how to effectively translate the

knowledge learned from Gs to Gt without any supervision of cross-graph association (e.g.,

partial network alignments). Specifically, given Gs and Gt, we aim to learn a transformation

function that leverages both network structures and node attributes over the entire graph,

i.e., (Vt, Et,Xt) ' g((Vs, Es,Xs)). This may require a large parameter space and be com-

putationally intractable, especially when both Gs and Gt are large. In order to alleviate

the computational complexity, we propose a multi-scale cross-graph adaption scheme (the

blue region in Figure 7.2) that learns the translation function g(·) at a coarser resolution

instead of directly translating knowledge between Gs and Gt. The intuition is that many real

graphs from different domains may share similar high-level organizations. For instance, in

Figure 7.1 (Top), the book review network (Gs) and the movie review network (Gt) come

from two diverse domains, but may share similar high-level organizations (e.g., alignments

between book genres and movie genres). That is to say, the communities on Gs have related

semantic meanings to the communities on Gt.
Motivated from this observation, we develop an encoder-decoder architecture that explores

the cluster-within-cluster hierarchies to better characterize the graph signals at multiple

granularities. As shown in Figure 7.2, the encoder P learns the multi-scale representation

of Gs by pooling the source graph from the fine-grained representation Xs to the coarse-

grained representation X
(L)
s , while the decoder U aims to reconstruct the target graph from

the coarse-grained representation X
(L)
t to the fine-grained representation Xt. Here we let
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Figure 7.2: An overview of the MentorGNN, which is composed of two modules, namely
cross-graph adaptation (colored in blue) and curriculum learning (colored in orange).

the number of layers L in the encoder and the decoder be the same in order to make Gs and

Gt comparable with each other at different scales.

Encoder: The encoder is defined as a set of pooling matricies P = {P(1), . . . ,P(L)},
where P(l) ∈ Rn

(l)
s ×n

(l+1)
s , n

(l)
s and n

(l+1)
s are the number of super nodes at layer l and layer

l + 1. Specifically, following [209], the differentiable pooling matrix P(l) at layer l is defined

as follows.

P(l) = softmax(GNNl,pool(A
(l),X(l)

s )) (7.3)

where each entry P(l)(i, j) indicates the assignment coefficient from the node i at layer l to

the corresponding supernode j at layer l + 1, and GNNl,pool is the corresponding surrogate

GNN to generate the assignment matrix P(l). In our implementation, we consider the output

dimension of GNNl,pool as a hyper-parameter which is the maximum number of supernodes

in the layer l + 1. With that, the lth-layer coarse-grained representation X
(l)
s of G∫ can be

approximated by

X(l)
s = P(l−1)′ . . .P(1)′Xs (7.4)

Decoder: The decoder is composed of a translation function g(·) and a set of differentiable

unpooling matrices U = {U(1), . . . ,U(L)}. To be specific, the translation function g(·) learns
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a non-linear mapping between Gs and Gt at the coarsest level L. In this chapter, we define

g(·) as a multilayer perceptron (MLP) with ReLU, and the differentiable pooling matrix

U(l) ∈ Rn
(l+1)
t ×n(l)

t at the layer l is defined as follows.

U(l) = softmax(GNNl,unpool(A
(l),X(l))) (7.5)

In contrast to GNNl,pool, GNNl,unpool is an opposite operation that aims to reconstruct X(l−1)

from its coarse representation X(l). With the learned translation function g(·) and the

differentiable unpooling matrices U , the hidden representation of Gt can be computed as

follows.

X̂t = U(1)′ . . .U(L)′X̂
(L)
t (7.6)

where X̂
(L)
t = g(X

(L)
s ) is the translated embedding from Gs to Gt at the Lth layer.

7.4.2 Graph Signal Comprehension via Curriculum Learning

In the presence of various proxy signals (e.g., node attributes, edges, and subgraph embed-

dings), the current GNNs pre-training methods mostly formulate the problem as a weighted

combination of multiple proxy signal encoders by incorporating some hyper-parameters to

balance their contributions. Here we propose to automatically learn a graph signal re-

weighting scheme to capture the distribution of the real contribution of each proxy signal

towards the downstream tasks. The learned sample weighting scheme specifies a curriculum

under which the GNNs will be pre-trained gradually from the easy concepts to the hard

concepts. In our problem setting, the curriculum is presented as a sequence of proxy signals

that are extracted from the given graph.

Consider a GNN-based pre-training problem with K types of graph signals extracted from

graphs at L levels of resolutions, we formulate the learning objective as follows.

L = argmin
Θ,θ

L∑
l=1

K∑
k=1

∑
s
(l,k)
i ∈G(l)t

gm(s
(l,k)
i ; Θ)J (Yt, h(X̂

(l)
t , s

(l,k)
i , θ)) +G(gm(s

(l,k)
i ,Θ), λ) (7.7)

where s
(l,k)
i denotes the ith sample of the type-k graph signals extracted from the lth-layer

of Gt, h(X̂
(l)
t , s

(l,k)
i , θ) denotes the pre-trained GNNs for predicting graph signal s

(l,k)
i with

the input of graph representation X̂
(l)
t at the lth-layer, gm(s

(l,k)
i ; Θ) denotes the time-varying

weights for each training proxy signal s
(l,k)
i , G(gm(s

(l,k)
i ,Θ), λ) is the curriculum regularizer
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parameterized by the learning threshold λ, and J (Yt, h(X̂
(l)
t , s

(l,k)
i , θ)) denotes the prediction

loss of a downstream task over a handful labeled examples Yt. Note that such labeled

examples can be any types of graph signals, including the class-memberships of nodes, edges,

and even subgraphs.

The objective in Eq. 7.7 can be interpreted as a teacher-student training paradigm [210,

211, 212]. In particular, the labeling function h(X̂
(l)
t , s

(l,k)
i , θ)) parametered by θ serves as

the student model, which aims to pre-train GNNs by predicting the graph signal s
(l,k)
i ; the

teacher model gm(s
(l,k)
i ; Θ) parameterized by Θ aims to learn the time-varying weights to

measure the importance of each graph signal s
(l,k)
i , and provides guidance to pre-train GNNs

on the target graph Gt. To regularize the learning curriculum, one prevalent choice is to

employ some predefined curriculums [187, 188, 189, 194, 203, 204, 205], which have been

extensively explored in the existing literatures [210, 211, 212, 213]. Here we consider a

curriculum regularizer derived from the robust non-convex penalties [213] as follows.

G(gm(s
(l,k)
i ,Θ), λ1, λ2) =

1

2
λ2g

2
m(s

(l,k)
i ; Θ)− (λ1 + λ2)gm(s

(l,k)
i ; Θ) (7.8)

where λ = {λ1, λ2} are both positive hyperparameters. Since G(gm(s
(l,k)
i ,Θ), λ1, λ2) is a

convex function in terms of gm(s
(l,k)
i ,Θ), the closed-form solution of our learning curriculum

can be easily obtained as follows.

gm(s
(l,k)
i ; Θ∗) =

1(J (Yt, h(X̂
(l)
t , s

(l,k)
i , θ)) ≤ λ1) λ2 = 0

min(max(0, 1− J (Yt,h(X̂
(l)
t ,s(l,k),θ))−λ1
λ2

), 1) Otherwise
(7.9)

The learning threshold λ = {λ1, λ2} plays a key role in controlling the learning pace of

MentorGNN. When λ2 = 0, the algorithm will only select the “easy” graph signals of

J (Yt, h(X̂
(l)
t , s

(l,k)
i , θ)) ≤ λ1 in training labeling function h(·), which is close to the binary

scheme in self-paced learning [210, 213]. When λ2 6= 0, gm(s
(l,k)
i ; Θ∗) will return continuous

values in [0, 1], and the graph signals with the loss of J (Yt, h(X̂
(l)
t , s

(l,k)
i , θ)) ≤ λ1 + λ2 will

not be selected in pre-training. In practice, we gradually augment the value of λ1 + λ2 to

enforce MentorGNN learning from the “easy” graph signals to the “hard” graph signals by

mimicking the cognitive process of human and animals [214]. Within each iteration with fixed

λ1 and λ2, MentorGNN is optimized in an alternative fashion [215]. Specifically, when we

train the student models h(X̂
(l)
t , s

(l,k)
i , θ)), we keep Θ fixed and minimize the prediction loss

J (Yt, h(X̂
(l)
t , s

(l,k), θ)); when we train the teacher model gm(s
(l,k)
i ; Θ), then we keep θ fixed

and update the learning curriculum that will be used to guide the student models in the

next iteration.
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7.4.3 Generalization Bound for Domain Adaptive Graph Pre-training

Given a source graph Gs and a target graph Gt, how much can we guarantee the gen-

eralization performance of MentorGNN in pre-training GNNs? Here, we present two

approaches towards the generalization bound of MentorGNN in the presence of multiple

types of graph signals at different granularities: one by a union bound argument and the

other relying on the graph signal learning curriculum (discussed in Subsection 7.4.2). Let

fs(·) be the true labeling function in Gs, and f
(l,k)
t (·) be the true labeling function for the

kth type graph signals s(l,k) at the lth level of Gt. One straightforward idea is to leverage the

generalization error between fs(·) in the source graph and each f
(l,k)
t (·) in the target graph

by applying Theorem 7.1 multiple (i.e., l× k) times. Following this idea, we can obtain the

following worst-case generalization bound of MentorGNN, which largely depends on the

largest generalization error between fs(·) and f
(l,k)
t (·).

Corollary 7.1. (Worst Case) Given Gs and Gt, fs(·) is the labeling function in Gs, and f
(l,k)
t (·)

is the labeling function for the kth type graph signals s(l,k) at the lth level of granularity in

Gt. Then, for any function class H ⊆ [0, 1]X , and ∀h ∈ H, the following inequality holds:

εt(h) ≤ εs(h) + dH(Gs,Gt) + max
l,k
{min{EGs [|fs − f

(l,k)
t |],EGt [|fs − f

(l,k)
t |]}} (7.10)

The worst-case generalization bound shown in Corollary 7.1 could be pessimistic in prac-

tice, especially when the graphs are large and noisy. However, extensive work [187, 188,

189, 194, 205] has empirically shown that leveraging multiple types of graph signals often

leads to the improved performance in many application domains, even in the presence of

noisy data and irrelevant features. The key observation is that the information from multi-

ple types of graph signals is often redundant and complementary. That is to say, when the

majority of graph signals are related, a few irrelevant graph signals may not hurt the overall

generalization performance too much. Hence, the natural question is: can we obtain a bet-

ter generalization bound than the one shown in Corollary 7.1? To answer this question, we

present a re-weighting case of the generalization bound for MentorGNN, that is developed

based on the obtained learning curriculum gm(s(l,k),Θ) as follows.

Corollary 7.2. (Re-weighting Case) Given Gs and Gt, fs(·) is the labeling function in Gs, and

f
(l,k)
t (·) is the labeling function for the kth type graph signals s(l,k) at the lth level of granularity

in Gt. Then, for any function class H ⊆ [0, 1]X , ∀h ∈ H, and
∑

l,k,i gm(s
(l,k)
i ,Θ) = 1, the

following inequality holds:

εt(h) ≤ εs(h) + dH(Gs,Gt) +
∑
l,k,i

gm(s
(l,k)
i ,Θ) min{EGs [|fs − f

(l,k)
t |],EGt [|fs − f

(l,k)
t |]}} (7.11)

111



Remark 1: Corollary 7.1 and Corollary 7.2 are all based on the true data distribution,

and as such, the derived generalization bound might slightly deviate from the empirical

results in practice. However, we argue that the state-of-the-art GNNs [178, 179, 181, 216]

are reliable and accurate, of which the performance is very close to the true labeling function.

With that being said, our theoretical results can well approximate the generalization bound

of MentorGNN in practice.

Remark 2: Corollary 7.1 reduces the multi-type multi-granularity of graph signals into

an aggregated version with a linear combination using the time-varying weights gm(s
(l,k)
i ,Θ).

In fact, the worst-case generalization bound can be considered as a special case of the

generalization bound shown in Corollary 7.2. Based on the following inequality, it is easy to

prove that Corollary 7.2 provides a much tighter generalization bound than Corollary 7.1.∑
l,k,i

gm(s
(l,k)
i ,Θ) min{EGs [|fs − f

(l,k)
t |],EGt [|fs − f

(l,k)
t |]}} (7.12)

≤ max
l,k
{min{EGs [|fs − f

(l,k)
t |],EGt [|fs − f

(l,k)
t |]}}.

7.5 EXPERIMENTAL EVALUATION

We evaluate MentorGNN by comparing it with the state-of-the-art methods in both

the single-source graph transfer and the multi-source graph transfer settings. Moreover,

we conduct a case study to study the generalization performance of MentorGNN in the

dynamic setting.

7.5.1 Experimental Setup

Data sets: Cora [217] data set is a citation network consisting of 2,708 scientific publi-

cations and 5,429 edges. Each edge in the graph represents the citation from one chapter

to another. CiteSeer [217] data set consists of 3,327 scientific publications, which could be

categorized into six classes, and this citation network has 9,228 edges. PubMed [218] is a

diabetes data set, which consists of 19,717 scientific publications in three classes and 88,651

edges. The Reddit [219] data set was extracted from Reddit posts in September 2014. After

pre-processing, three Reddit graphs are extracted and denoted as Reddit1, Reddit2, and

Reddit3, respectively. Reddit1 consists of 4,584 nodes and 19,460 edges; Reddit2 consists of

3,765 nodes and 30,494 edges; Reddit3 consists of 4,329 nodes and 35,191 edges.

Baselines: We compare our method with the following baselines: (1) GCN [178]: graph
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convolutional network, which is directly trained and tested on the target graph; (2) GAT [179]:

graph attention network, which is directly trained and tested on the target graph; (3)

DGI [205]: deep graph informax, which is directly trained and tested on the target graph;

(4) GPA [191]: a policy network for transfer learning across graphs. Since GPA is de-

signed for zero-shot setting, we fine-tune the pre-trained model with 100 iterations in the

downstream tasks, and then make the final prediction; (5) MentorGNN-V: one variant of

MentorGNN, which only considers node attributes as graph signal; (6) MentorGNN-C:

one variant of MentorGNN, which does not utilize curriculum learning.

Implementation details: In the implementation of MentorGNN, we consider two

types (K = 2) of graph signals, i.e., node attributes and edges, at L = 3 levels of granularity.

The output dimension of the first level of granularity is 500, and the output dimension of

the second level of granularity is 100. We use Adam [220] as the optimizer with a learning

rate of 0.005 and a two-layer GAT [179] with a hidden layer size of 50 as our backbone

structure. MentorGNN and its variants are trained for a maximum of 2000 episodes. The

experiments are performed on a Windows machine with eight 3.8GHz Intel Cores and a

single 16GB RTX 5000 GPU. The data and code are available in the anonymous link1.

7.5.2 Single-Graph Transfer

In this subsection, we first consider the single-graph transfer setting, where we are given a

single source graph (e.g., Cora [217], CiteSeer [217], and PubMed [218]) and a single target

graph (e.g., Reddit1, Reddit 2, Reddit 3 [219]). Our goal is to pre-train GNNs across two

graphs and then fine-tune the model to perform node classification on the target graph. We

split the data set into training, validation, and test sets with the fixed ratio of 4%:16%:80%,

respectively. Each experiment is repeated five times, and we report the average accuracy

and the standard deviation of all methods across different data sets in Table 7.1. Results

reveal that our proposed method and its variants outperform all baselines. Specifically, we

have the following observations: (1) compared with the traditional GNNs, e.g., GCN, GAT

and DGI, our method and its variants can further boost the performance by utilizing the

knowledge learned from both the source graph and the target graph; (2) the performance

of GPA is worse than GCN, GAT and DGI. A simple guess is that the performance of

GPA largely suffers from the label scarcity issue in our setting. In particular, the results

of GPA in [191] requires 67% samples for training on Reddit1, while we are only given

4% samples of Reddit1 for training. (3) compared with MentorGNN-V which discards

1https://drive.google.com/drive/folders/1O7n6e0CjpDLZtOs6KAsEvDeMvo1FuqOp?usp=sharing
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the link signal, MentorGNN could further improve the performance by up to 3.31% by

utilizing the structural information of the graph; (4) compared with MentorGNN-C which

does not utilize the curriculum learning, MentorGNN boosts the performance by up to

1.88% in the setting of CiteSeer→ Reddit2. Overall, the comparison experiments verify the

fact that MentorGNN largely alleviates the impact of negative transfer and improves the

generalization performance across all data sets.

Method Cora → Reddit1 Cora → Reddit2 Cora → Reddit3 CiteSeer → Reddit2 PubMed → Reddit3

GCN 0.8736 ± 0.0151 0.8996 ± 0.0158 0.8816 ± 0.0050 0.8996 ± 0.0158 0.8816 ± 0.0050

GAT 0.9420 ± 0.0154 0.9241 ± 0.0094 0.8985 ± 0.0088 0.9241 ± 0.0094 0.8985 ± 0.0088

DGI 0.7845 ± 0.0208 0.9062 ± 0.0071 0.8388 ± 0.0098 0.9062 ± 0.0071 0.8388 ± 0.0098

GPA 0.7011 ± 0.0116 0.7157 ± 0.0053 0.7271 ± 0.0063 0.7162 ± 0.0055 0.7210 ± 0.0103

MentorGNN-V 0.9448 ± 0.0131 0.9584 ± 0.0045 0.9454 ± 0.0071 0.9637 ± 0.0072 0.9454 ± 0.0071

MentorGNN-C 0.9508 ± 0.0097 0.9640 ± 0.0060 0.9655 ± 0.0072 0.9646 ± 0.0064 0.9734 ± 0.0104

MentorGNN 0.9562 ± 0.0059 0.9815 ± 0.0053 0.9741 ± 0.0046 0.9834 ± 0.0048 0.9785 ± 0.0050

Table 7.1: Accuracy of node classification in the setting of single-graph transfer.

7.5.3 Multi-Graph Transfer

In this subsection, we evaluate our proposed model MentorGNN in the multi-graph

transfer setting, where multiple source graphs are given for pre-training GNNs. In our

experiments, we use three source citation networks (i.e., Cora, CiteSeer, and PubMed) as

the source graphs, and our goal is to transfer the knowledge extracted from multiple source

graphs to improve the performance of the node classification task on a single target graph

(e.g., Reddit1, Reddit 2, Reddit 3). Similar to the single-graph transfer setting, we use

the same data split scheme to generate the training set, the validation set, and the testing

set. The full results in terms of prediction accuracy and standard deviation over five runs

are reported in Table 7.2. In general, our proposed method and its variants outperform all

the baselines. Moreover, by combining the results (Table 7.1) in the single source-graph

setting, it is interesting to see that the performances of GPA and MentorGNN are both

slightly improved when we leverage multiple source graphs simultaneously. For instance,

when we consider the Reddit1 as the target graph, the accuracy scores of GPA and our

method improve by 0.42% and 0.72% respectively compared with the single-graph transfer

setting (i.e., Cora → Reddit1).

7.5.4 Case Study: Metabolic Pattern Modeling on Protein-Protein Interaction Graph

Protein analysis is of great significance in many biological applications [221]. In this

case study, we aim to apply MentorGNN to study and capture the metabolic patterns of

114



molecules in the dynamic setting. To be specific, given a dynamic protein-protein interaction

(PPI) graph named Breitkreutz [222] that consists of five snapshots G = {G1, . . . ,G5}. Each

node represents a protein, and each timestamped edge stands for the interaction between

two proteins. In order to train MentorGNN, we manipulate the past snapshot as the

source graph and the future snapshot as the target graph. The five snapshots naturally

form four pairs of ¡source graph, target graph¿ in the chronological order, i.e., < G1,G2 >,

< G2,G3 >, < G3,G4 >, < G4,G5 >. In our implementation, we treat the first three pairs

as the training set and use the remaining one for testing. After obtaining the knowledge

transfer function g(·) via MentorGNN, we aim to reconstruct the last snapshot G5 by

adapting from G4. Figure 7.3 shows the synthetic G5 generated by MentorGNN using

different portions of the training set as well as the ground-truth G5. In detail, Figure 7.3(a)-

(c) show the generated G5 by learning from {< G1,G2 >}, {< G1,G2 >,< G2,G3 >}, and

{< G1,G2 >,< G2,G3 >,< G3,G4 >}, respectively; and Figure 7.3(d) shows the ground-

truth G5 by using t-SNE [223]. Each dot is the projected node in the embedding space, and

the different colors correspond to three substructures of the PPI network. In general, we

observe that Figure 7.3(c) is most similar to the ground-truth in Figure 7.3(d), Figure 7.3(b)

is the next, and Figure 7.3(a) is the least similar one. Through this comparison, we know

that our MentorGNN indeed captures the evolution pattern, and the generated molecule

graphs are more trustworthy given more temporal information.

Method Reddit1 Reddit2 Reddit3

GCN 0.8736 ± 0.0151 0.8996 ± 0.0158 0.8816 ± 0.0050

GAT 0.9420 ± 0.0154 0.9241 ± 0.0094 0.8985 ± 0.0088

DGI 0.7845 ± 0.0208 0.9062 ± 0.0071 0.8388 ± 0.0098

GPA 0.7053 ± 0.0091 0.7193 ± 0.0027 0.7308 ± 0.0033

MentorGNN-V 0.9586 ± 0.0054 0.9848 ± 0.0033 0.9801 ± 0.0024

MentorGNN-C 0.9634 ± 0.0055 0.9844 ± 0.0045 0.9795 ± 0.0051

MentorGNN 0.9621 ± 0.0015 0.9857 ± 0.0020 0.9811 ± 0.0025

Table 7.2: Accuracy of node classification in the setting of multi-graph transfer.

7.5.5 Parameter Sensitivity

In this subsection, we study the impact of the learning thresholds λ1 and λ2 on Men-

torGNN. We conduct the case study in the single-graph transfer setting of Cora→ Reddit2.
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(a) One-training pair. (b) Two-training pairs.

(c) Three-training pairs. (d) Ground truth.

Figure 7.3: Metabolic pattern modeling on Breitkreutz graph. (a)-(c) show the network
layouts of the generated G5 by learning from {< G1,G2 >}, {< G1,G2 >,< G2,G3 >}, and
{< G1,G2 >,< G2,G3 >,< G3,G4 >}, respectively; and (d) shows the network layout of the
ground-truth G5.

In Figure 7.4, we report the training accuracy and the testing accuracy of our model with

a diverse range of λ1 and λ2. In general, we observe that (1) the model often achieves the

best training accuracy and testing accuracy when λ2 = 1; (2) given a fixed λ2, both of the

training accuracy and testing accuracy are improved with the increasing of λ1. It is because

the learned teacher model enforces the pre-trained GNNs learning from the “easy concepts”

(i.e., small λ1) to the “hard concepts” (i.e., large λ1). In such way, the pre-trained GNNs

encodes more and more graph signals in the learned graph representation and thus achieves

better performance.

7.5.6 Time Complexity of Pre-Training

In this subsection, we show the time complexity of the proposed method by reporting

the running time of MentorGNN on a series of synthetic graphs with the increasing

number of nodes. To control the number of nodes, we generate the synthetic graphs via

ER algorithm [224] and use Gaussian noise to generate feature matrix with the dimension

of 300. In Figure 7.5, we gradually increase the number of nodes from 500 to 4000, and

MentorGNN is trained for 1000 episodes. Based on the results in Figure 7.5, we observe
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(a) Training accuracy on Cora → Reddit2 (b) Testing accuracy on Cora → Reddit2

Figure 7.4: Parameter analysis w.r.t. the learning thresholds λ1 and λ2

that the complexity of the proposed method is quadratic to the number of nodes.

Figure 7.5: Time complexity

7.6 SUMMARY

Pre-training deep learning models is of key importance in many graph mining tasks. In

this chapter, we study a novel problem named domain-adaptive graph pre-training, which

aims to pre-train GNNs from diverse graph signals across disparate graphs. To address

this problem, we present an end-to-end framework named MentorGNN, which generates

a learning curriculum to guide the pre-training of GNNs and thus transfers the knowledge

from the source graph to the target graph. We also propose a new generalization bound for

MentorGNN in domain-adaptive pre-training. Extensive empirical results show that the

pre-trained GNNs with fine-tuning over a few labels achieve significant improvements in the

settings of single-graph transfer and multi-graph transfer.
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CHAPTER 8: RARE CATEGORY REPRESENTATION LEARNING

8.1 OVERVIEW AND MOTIVATION

In many real-world applications, it is usually the case that the rare categories play an

essential role despite their extreme scarcity. For example, in transaction networks, the vast

majority of online transactions are legitimate, and only a small number may be fraudulent;

in social networks, the majority users could be loss of sight to the underlying emerging

trends, which could potentially turn into a burst in the near future; in computer networks,

the percentage of network intrusion among the huge volumes of routine network traffic is

small, but the loss might be significant.

One key challenge for analyzing the rare categories is the non-separable nature, i.e., the

support regions of majority and minority in networks are usually non-separable. For example,

in the financial fraud detection, the fraudulent people often try to camouflage their synthetic

identities within the normal ones in order to bypass the fraud detection systems [225]; in

the spam detection, the junk mails are deliberately made like the normal ones [226]. In

addition, due to the highly skewness and non-separable nature of rare categories, labeling

rare category examples is extremely expensive. In the extreme case, we may need to train

the rare category analysis model from very few or only one labeled example. That said, it

is therefore a very important and challenging task to identify such minority classes given

that they are (1) highly skewed, (2) non-separable and (3) sparsely labeled. To be more

specific, in this chapter, we want to answer the following two open questions: First (T1.

Embedding), how to learn a salient rare category oriented embedding representation in order

to better characterize them when the minority classes are non-separable from the majority

classes? Second (T2. Characterization) how to accurately characterize the rare examples in

the scarcity of label information?

Recently developed network embedding techniques [227, 228, 229], that encode graph

structural information into a low dimensional representation, have received much success

in boosting the performance of various network interface capabilities such as entity classi-

fication [230], author identification [231] and community detection [232]. However, these

network embedding models are usually trained by uniformly drawing graph context without

considering the scenario that the networks may exhibit imbalanced class distribution. Thus,

the context information of rare categories may not be well preserved in the extracted training

context pairs by existing context sampling methods [227, 228, 229, 230], which could be a

key issue in the follow-up rare category characterization.
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(a) Original Feature Space (b) Embedding Space

Figure 8.1: Rare category oriented network representation: the majority and minority classes
are not separable in the original feature space, but become well separated in the embedding
space induced by SPARC.

To counter the negative effects from learning in an imbalanced data set, extensive deep

models [233, 234] have been proposed based on the re-sampling strategy [235], the cost

sensitive learning [236] or adapting learning [237]. However, in the rare category charac-

terization setting, training the aforementioned deep models in the scarcity of labeled rare

category examples often suffers from the inevitable errors during label propagation. Thus,

how to maintain a ‘safe and secure’ label propagation is of the key importance in learning

the underlying distribution of rare categories.

To address the above challenges, in this chapter, we propose a generic rare category

analysis framework named SPARC, that jointly predict the rare category examples and the

neighborhood context in the graph. Our proposed SPARC is designed to jointly address

two tasks, namely T1. Embedding and T2. Characterization, in a mutually beneficial way.

In order to alleviate the influence of ambiguous data during model training, we integrate the

self-paced learning paradigm into our framework to jointly select the rare category oriented

graph contexts and maintain a reliable label propagation for training our proposed SPARC

model.

The main contributions of this chapter are summarized below.

1. Problem. We formalize the problems of rare category oriented network representa-

tion and characterization learning in attributed networks, and identify their unique

challenges from the nature of rare categories.
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2. Algorithms. We propose a generic rare category analysis framework named SPARC,

which is able to jointly predict the rare category examples and the neighborhood

context in the attributed network.

3. Evaluations. Extensive experimental results on real networks demonstrate the per-

formance of the proposed SPARC algorithm.

The rest of the chapter is organized as follows. Related works are reviewed in Section 8.2,

followed by the notation and problem definition in Section 8.3. In Section 8.4, we present

our proposed framework SPARC. Experimental results are reported in Section 8.5 before

we conclude the chapter in Section 8.6.

8.2 RELATED WORK

In this section, we briefly review the related works regarding rare category analysis, net-

work representation and curriculum learning.

8.2.1 Rare Category Analysis

Different from outlier detection [238, 239, 240] that targets to find abnormal patterns

that do not conform to the expectation, and imbalanced classification [235] that aims to

increase the overall accuracy, rare category analysis explores the compactness of the mi-

norities and characterizes them from the highly skewed data sets. Rare category analysis

(RCA) is first introduced by Pelleg and Moore [26], where the rare categories are defined

as the minority clusters that exhibit a compact property in an imbalanced data distri-

bution. The unique challenges of RCA come from the highly skewed data distribution,

together with the non-separability nature of the rare categories from the majority classes.

Up until now, researchers have proposed various methods for the RCA problem, such as

sampling-based methods [2, 33, 235], ensemble-based methods [241], algorithm-adaptation-

based methods [242], and maximum-margin-based methods [243]. Recently, [244] presented

a deep representation model for the imbalanced data by enforcing the deep model to explore

and maintain the inter-cluster and inter-class margins. [16] proposed a local graph clustering

algorithm that identifies the structure-rich clusters by exploring the high-order structures in

the neighborhood of the initial vertex in the given graph. However, very little work (if any)

is devoted to learning a rare category oriented graph representation in the class-imbalanced

networks. In this chapter, we propose a rare category oriented network embedding approach,
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which jointly leverages the neighbored context information and the label information of rare

examples, in order to better characterize the rare categories in the embedding space.

8.2.2 Network Representation

The pioneer works of graph representation can be traced back to the early 2000s, when

many methods [245, 246, 247, 248] were developed for learning a low-dimensional graph

representation with a minimized reconstruction error. While the network interface abilities

of these methods may suffer from overfitting or poor scalability in real applications [231,

232]. Recently, a surge of research interests on network embedding by employing Skip-

gram model [249] has been observed in the network science. Among them, DeepWalk [227]

firstly generalizes the Skipgram model to embed the graph context in a low-dimensional

representation, where the graph context is extracted based on a truncated random walk;

LINE [228] further extends the model by introducing an optimized objective function that

incorporates the first-order and the second-order proximities to learn network representa-

tion; node2vec [229] preserves both homophily and structural equivalence relationships by

generating the graph context with a biased random walk. In spite of the general-purposed

network embedding approaches, a diversity of researches have been conducted to learn net-

work representations for solving specific tasks with training examples or prior knowledge,

such as author identification [231], entity classification [230] and community detection [232].

Despite the success of these methods, embedding representation of class-imbalanced net-

works has heretofore received little attention. In this chapter, we aim to learn a salient rare

category oriented embedding representation, such that the minority classes are well sepa-

rated from the majority classes, which facilitates the follow-up rare category analysis tasks

such as detection [7, 29, 33], prediction [250], clustering [3, 16] and classification [6, 243, 251].

8.2.3 Curriculum Learning

Inspired by the cognitive process of humans, Bengio’s group proposes the curriculum learn-

ing (CL) paradigm, in which the underlying model is gradually trained from easy aspects of

a task to the complex ones based on the predetermined ‘curriculum’ [214, 252]. This theory

has been successfully applied to various applications, such as geometrical shape classifica-

tion [214], teaching a robot of the concept of ‘graspability’ [253], grammar induction [254],

etc. However, the heuristical curriculum design in CL turns out onerous or conceptually

difficult in many real problems [210]. To eliminate this issue, Kumar et al. [210] propose

a new learning paradigm named self-paced learning (SPL), which automatically learns a
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‘curriculum’ by minimizing the loss function with a self-paced regularizer. In particular,

SPL jointly updates the model parameters w and the ‘curriculum’ indicator variable v by

optimizing the following objective:

min
w,v

∑
i

viL(yi, f(xi,w))− λ
∑
i

vi, s.t.v ∈ [0, 1]n, (8.1)

where L(yi, f(xi,w)) denotes the loss function, and λ is the self-paced parameter for con-

trolling the learning pace. BCU [125] (Block-Coordinate Update) is usually adopted to solve

the above bi-convex optimization problem by dividing the variables into disjoint blocks and

alternatively optimizing one block while keeping the rest fixed. More recently, in [213], the

authors develop a unified framework that improves CL and SPL by considering both the

prior knowledge and the learning progress during training; in [255], the authors propose a

self-paced co-training algorithm, which is proved to guarantee the theoretical effectiveness

under the ε-expansion assumption. In this chapter, we advance the SPL scheme to the

scenario of rare category analysis in the scarcity of labeled example, in order to gradually

learn the rare category oriented network representation and the characterization model in a

mutually beneficial way.

8.3 PRELIMINARIES

Throughout the chapter, we use lowercase letters to denote scalars (e.g., α), boldface

lowercase letters to denote vectors (e.g., v), and boldface uppercase letters to denote matrices

(e.g., A). Following the convention in Matlab, we represent the ith row of matrix A as A(i, :),

the jth column of matrix A as A(:, j), the entry of the ith row and the jth column in matrix

A as A(i, j), and the transpose of matrix A as AT . Given an attributed network

mathcalG = (V , E ,X), where V consists of n vertices, E consists of m edges, and X =

{x1,x2, . . . ,xn} ∈ Rn×r denotes the set of nodes’ attributes, we use A to represent the

adjacency matrix of G. Let x1, . . . ,xL ∈ Rr denote the L labeled examples, where we assume

there is at least one from each minority class; let xL+1, . . . ,xL+U ∈ Rr, where n = L + U ,

denote the U unlabeled examples, which either come from the majority class, i.e., yi ∈ {0},
or the c ≥ 1 minority classes, i.e., yi ∈ {1, . . . , c}. With the above notation, our problem

can be formally defined as follows:

Problem 8.1. Rare Category Embedding Representation (RCE)

Input: (i) an attributed network G = (V , E ,X), (ii) one-shot or few-shot labeled examples

x1, . . . ,xL, and (iii) the desired embedding dimension d.
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Output: a d-dimensional embedding representation E ∈ Rn×d that preserves the underlying

structure and context information, especially for the rare categories.

The output of Problem 8.1 is a low-dimensional matrix E , where the ith row (i.e., a d-

dimensional vector ei) encodes the discriminative attributes and topology context informa-

tion of node i that are beneficial for characterizing rare categories. The premise of network

embedding models is to preserve different types of proximities between vertices and their

neighborhood in a semi-supervised, e.g., [230], or unsupervised manner, e.g., [227, 228, 229].

However, the existing methods are not best suited for characterizing the rare categories,

which are (1) under-represented in the given network, (2) non-separable from the majority

classes, and (3) provided with scarce labeled examples in a massive attributed network. Here,

we aim to learn a rare category oriented embedding representation that can incorporate the

label and context information to better characterize the minority classes.

Problem 8.2. Rare Category Characterization (RCC)

Input: (i) an attributed network G = (V , E ,X), and (ii) one-shot or few-shot labeled exam-

ples x1, . . . ,xL.

Output: a list of predicted rare category examples.

The main challenges of Problem 8.2 come from the highly skewed class membership and the

scarce training data. Due to these issues, the existing imbalanced classification algorithms

and semi-supervised learning techniques may suffer from overfitting and inevitable errors in

label propagation. Notice that Problem 8.1 and Problem 8.2 are related with one another,

and may be mutually beneficial if jointly solved in the sense that (1) incorporating the

rare category oriented graph context information that is preserved in RCE is crucial for

characterizing the rare examples in Problem 8.2, and (2) the trained RCC model could

serve as a ‘supervisor’ to determine the rare category oriented graph context for learning

the network representation in Problem 8.1. Due to these reasons, we present a generic rare

category analysis framework in the following section, which is capable to learn from a handful

or even one-shot training example and maintain a ‘safe and secure’ label propagation process

in order to jointly address Problem 8.1 and Problem 8.2.

8.4 ALGORITHM

In this section, we present our rare category analysis framework SPARC, which simulta-

neously learns the graph embedding and predicts the rare category examples in a mutually
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Figure 8.2: Illustration of the proposed SPARC framework. The minority class examples
and the majority class examples are represented by the red and blue icons, respectively. In
the given networks, only one minority class example (i.e., User 0) is labeled, while the remain-
ing nodes are iteratively assigned with pseudo labels ŷ by the rare category characterization
model, in order to learn the underlying distribution of the rare category.

beneficial way. We first formulate it as a generic optimization problem, and then present

the details on how to jointly learn a rare category oriented embedding and characterize rare

category examples within a self-paced learning paradigm.

8.4.1 A Generic Joint Learning Framework

To address the proposed RCE and RCC problems, our joint learning framework should

take into consideration the following key aspects. First (skewed distribution), in order to

detect and characterize the rare categories, our joint learning framework should have the

capability to model the imbalanced class memberships in the given networks. Second (non-

separability), the minority classes and majority classes are often non-separable in both the

network topology space (i.e., A) and the feature space (i.e., X) . Therefore, rare category

oriented representation should result in the minority examples being largely separated from

the majority classes in the embedding space. Third (label scarcity), due to the hardness

and expensive cost of labeling rare category examples, our proposed framework should be

capable to learn from few shot or even only one labeled rare category example.

We start by illustrating our framework in the binary case with only one majority class

and one minority class in the given network. The extension to multi-class RCC problem
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will be discussed later in Subsection 4.2. With these design objectives in mind, we propose

a generic rare category analysis framework as an optimization problem with the following

objective function:

Lb =Ls + Lrc + Ltc + Lsp + Lco (8.2)

=
L∑
i=1

cyi,ŷi logPr(ŷi = 1− yi|xi, ei)︸ ︷︷ ︸
Ls: cost sensitive learning

−
L+U∑
i=1

v
(1)
i logPr(ŷi = 1|xi, ei)︸ ︷︷ ︸

Lrc: predict rare category examples

(8.3)

−
L+U∑
i=1

v
(0)
i E(i,c,γ) log σ(γθc

Tei)︸ ︷︷ ︸
Ltc: predict graph context

−
L+U∑
i=1

λ(1)v
(1)
i + λ(0)v

(0)
i︸ ︷︷ ︸

Lsp: self-paced regularizer

−α
L+U∑
i=1

v
(1)
i v

(0)
i︸ ︷︷ ︸

Lco: consensus regularizer

where the objective function consists of five terms. The first term Ls is the cost sensitive loss

over the labeled data, in which cyi,ŷi denotes the misclassification cost of labeling node i be-

longing to class yi into a different class ŷi 6= yi. In particular, we let c1,0 > c0,1 ≥ 1 in order to

further penalize the errors of classifying the minority class examples into the majority class.

The second term Lrc corresponds to the characterization step, which learns the underlying

distribution of the target rare category from both labeled and unlabeled data. The third

term Ltc corresponds to the embedding step, which minimizes the prediction loss regarding

the sampled graph context pairs. The fourth term is the self-paced regularizer Lsp, which

globally maintains the learning pace of the embedding step (Ltc) and the characterization

step (Lrc) by utilizing self-paced vectors, i.e., v(0),v(1) ∈ [0, 1]n, respectively. The last term

is the consensus regularizer Lco, where α is a positive constant to balance the impact of this

term on the overall objective function.

Based on Eq. 8.2, we propose the overall SPARC framework as shown in Figure 8.2, where

the RCE and RCC models are gradually trained in a mutually beneficial way via multiple

self-paced cycles to maintain a ‘safe and secure’ label propagation. In particular, within each

training cycle, our proposed framework SPARC can be decomposed into three stages. In

the first stage, SPARC assigns the pseudo labels to the potential rare category examples
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based on the current prediction model. The second stage is the key step of our proposed

SPARC model, which jointly selects the rare category oriented graph contexts and reliable

predictions for training RCE and RCC models. The third stage involves the construction of

two deep neural networks (DNN), including the RCE DNN (upper level) and the RCC DNN

(lower level). By using the sampled graph context in Stage 2, the RCE DNN is trained to

learn a salient embedding space for the RCC problem. Given the input feature vector xi

and the learned embedding vector ei, the RCC DNN is updated by learning from both the

labeled and unlabeled data. In particular, the posterior probability Pr(yi|xi, ei) in Eq. 8.2 is

written as Pr(yi|xi, ei) = exp[hk(xi)
T,hl(ei)

T]θy∑
y′ exp[h

k(xi)T,hl(e)T]θy′
, where hk denotes the kth hidden layer, and

[·, ·] denotes the concatenation operator of two vectors. In the next cycle, the learned RCC

DNN will be used for label propagation in Stage 1, and the learned RCE will be fed into the

RCC DNN in Stage 3. To further show how SPARC works, we focus on the following three

aspects.

Impact of the Self-Paced Learning: In the case of non-separable rare categories

with scarce training data, deep discriminative models often suffer from the errors during label

propagation. To address this issue, our framework exploits the SPL scheme to gradually learn

from the labeled and unlabeled data, which has demonstrated its robustness in the semi-

supervised setting [253, 256]. For jointly modeling the RCE and RCC problems, we design

our SPARC framework via dual-level SPL, by leveraging the idea of co-training [70, 255].

In particular, the overall objective of SPARC in Eq. 8.2 can be interpreted as the sum of

a self-paced RCE model LRCE, a self-paced RCC model LRCC and a consensus regularizer

Lco as follows:

Lb = LRCC + LRCE + Lco (8.4)

where

LRCC = Ls −
L+U∑
i=1

v
(1)
i logPr(ŷi = 1|xi, ei)−

L+U∑
i=1

λ(1)v
(1)
i (8.5)

LRCE = −
L+U∑
i=1

v
(0)
i E(i,c,γ) log σ(γθc

Tei)−
L+U∑
i=1

λ(0)v
(0)
i (8.6)

In other words, LRCC is mainly used in RCC DNN to address Problem 2, whereas LRCE
is mainly used in RCE DNN to address Problem 1. In addition, the consensus regularizer

Lco is imposed on both LRCC and LRCE to ensure the ‘learning curriculum’ generated by

SPARC emphasizes on learning the underlying distribution of rare categories.

We adopt BCU [125] to update the dual-level SPL in an alternative way. When we
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update the self-paced vector v(1), the partial derivative of Eq. 8.2 with respect to v
(1)
i (the

ithe element of v(1)), i = 1, . . . , n, can be derived as:

∂Lb
∂v

(1)
i

= − logPr(ŷi = 1|xi, ei)− λ(1) − αv(0)
i (8.7)

Thus, the closed-form solution to update v
(1)
i is

v
(1)
i =

1 − logPr(ŷi = 1|xi, ei) < λ(1) + αv
(0)
i

0 Otherwise
(8.8)

By updating self-paced vector v(1), we can identify the reliable predictions in order to

learn the underlying distribution of rare category in RCC DNN. To be specific, given the

self-paced parameter λ(1), examples with a higher confidence to belong to the minority class,

i.e., logPr(ŷi = 1|xi, ei) > −λ(1) − αv(0)
i , are assigned with v

(1)
i = 1; otherwise, v

(0)
i = 0.

When we update the v(0), the similar closed-form solution can be derived as follows.

v
(0)
i =

1 − log σ(γwc
Tei) < λ(0) + αv

(1)
i

0 Otherwise
(8.9)

The goal of this step is to formally define which graph context pairs (i, c, γ) will be

fed into the training pool for learning the network embedding E . In each iteration, the

graph context pairs (i, c, γ) whose prediction losses are smaller than a certain threshold, i.e.,

− log σ(γwc
Tei) < λ(0) +αv

(1)
i , are selected (v

(0)
i = 1) to be fed into the following RCE DNN.

Furthermore, the consensus regularizer Lco is imposed on the self-paced vectors v(0) and

v(1) to ensure the selected graph context pairs (i, c, γ) are rare category oriented and within

the user-defined level of learning difficulty. The constant α is used to balance the two learning

principals, i.e., learning from rare category related graph context (v
(1)
i = 1) or learning graph

context with less difficulty (v
(0)
i = 1). To be more specific, when α is larger, v(0) will be

closer to v(1) such that more rare category related graph context will be selected to train

RCE DNN; when α is smaller, v(0) will select more vertices with ‘easy’ graph context.

RCE in the Scarcity of Labeled Minority Classes Examples: To learn the graph

embedding that preserves the similarities among rare category examples while maximally

separating these examples from the majority class examples, we follow the negative-sampling-

based graph embedding models [228, 229], which minimize the cross entropy loss of predicting

graph context pairs (i, c) to positive labels (γ = 1) or negative labels (γ = −1) as follows.
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Algorithm 8.1: Rare Category Oriented Context Sampling

Require:
Graph G, indicator vector I and parameters µ, r and sneg.

Ensure:
Rare category oriented graph context pairs.

1: Draw a number random ∼ Unif(0, 1).
2: if random < r then
3: Uniformly sample a random walk W of length µ and generate one positive

graph context pair (i, c,+1) and sneg negative graph context pairs (i, c,−1)
by existing methods [227, 228].

4: else
5: Shuffle an initial vertex vi from the nonzero elements in I and conduct a

random walk W of length µ.
6: Uniformly sample a positive graph context pair (i, c,+1) with I(i) = I(c) and

sneg negative graph context pairs (i, c,−1) with I(i) 6= I(c).
7: end if

min−E(i,c,γ) log σ(γθc
Tei) (8.10)

where σ(x) is the sigmoid function, i.e., σ(x) = 1/(1 + e−x). Recently, [230] further de-

veloped a label informed graph embedding method that injects the label information into

the sampled positive graph context pairs and demonstrated its effectiveness in the semi-

supervised learning setting. However, in our problem setting, the above methods may fail

due to the following reasons: (1) the learned embeddings (e.g., [228, 229, 230]) are not

sensitive to the minority class examples since the sampled graph context pairs using the

above methods may mostly come from the majority classes; (2) the scarcity of the labeled

minority class examples imposes severe limitation on sampling rare category oriented graph

context pairs. In the extreme case, when there is only one labeled minority example, the

existing method [230] cannot generate the label informed positive context pairs (i, c,+1) as

there is no way to find a pair of nodes (i, c) from the same minority class within the labeled

set.

To address the above deficiencies, we develop a rare category oriented context sampling

strategy in Algorithm 8.1. The given input of Algorithm 8.1 is the graph G, an indicator

vector I, and some constant parameters including the length of the performed random walks

µ, the probability r and the number of negative samples sneg. In particular, the indicator

vector I can be generated by any offline RCC models, while our proposed SPARC model

utilizes the self-paced vector v(1) to serve as the indicator vector I that determines the

potential rare category examples based on the current RCC DNN. Algorithm 8.1 samples
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Figure 8.3: An example of sampling dual graph context by Algorithm 6.1, when the window
size d = 2, µ = 3 and sneg = 2. In particular, if random > r, we sample the rare category
related context pairs based on the random walk (e.g., red path) starting from the labeled
rare category example (e.g., User0); otherwise, we extract the graph context by uniformly
sampling a random walk (e.g., blue path) from the given network.

two types of graph contexts, i.e., the general graph context and the rare category related

graph context, where the first one preserves the general graph structure, while the second one

focuses on learning the local context of the rare category examples. An example of sampling

graph context is shown in Figure 8.3. With probability r, the general graph contexts are

extracted by the existing methods [227, 228]. With probability (1 − r), we sample rare

category related context pairs (i, c, γ). In particular, when γ = +1, node i and node c are

believed to belong to the same minority class, i.e., I(i) = I(c); when γ = −1, node i and

node c are believed to belong to the different classes, i.e., I(i) 6= I(c).

Remarks: We would like to emphasize that Algorithm 8.1 is designed for the class-imbalanced

networks. More specifically, (1) to counter the skewed distribution when sampling graph

pairs, Algorithm 8.1 uses a probability r to balance the proportion of general graph context

pairs and the rare category graph context pairs; (2) in scarcity of labeled rare category

examples, our method generates rare category oriented graph context pairs (i, c, γ) based

on the pseudo labels (i.e., indicator vector I) instead of using real labels to alleviate the

limitation of insufficient labeled examples.

RCC with Respect to Labeled Majority and Minority Class Examples: Here,
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we show the underlying training process of the RCC DNN regarding the labeled majority

class examples and the labeled minority class examples. For each labeled minority class

example i, the hidden layers of RCC DNN are updated by minimizing the following objective.

Lmin = c1,0 logPr(ŷi = 0|xi, ei)− v(1)
i logPr(ŷi = 1|xi, ei)

= c1,0 log(1− Pr(ŷi = 1|xi, ei))− v(1)
i logPr(ŷi = 1|xi, ei)

(8.11)

To further simplify the above objective, we let a = 1 − Pr(ŷi = 1|xi, ei) and b = Pr(ŷi =

1|xi, ei). Since (a + b)2 ≥ 4ab, we have 2 log(a + b) ≥ log 4 + log a + log b, which could be

written in terms of Pr(ŷi = 1|xi, ei) as follows:

log(1− Pr(ŷi = 1|xi, ei)) ≤ − logPr(ŷi = 1|xi, ei)− log 4 (8.12)

By substituting Eq. 8.12 back into Eq. 8.11, we have: Lmin ≤ −(c1,0 + v
(1)
i ) logPr(ŷi =

1|xi, ei)− c1,0 log 4.

Similar as above, for each labeled majority class example j, the RCC DNN aims to mini-

mize the following objective:

Lmaj = (c0,1 − v(1)
j ) logPr(ŷj = 1|xj, ej) (8.13)

Remarks: Based on the above derived objectives regarding labeled majority class exam-

ples and labeled minority class examples, we have the following observations: (1) Lmin is

monotonically decreasing over Pr(ŷi = 1|xi, ei)) as c1,0 > 1 and v
(1)
i ∈ {0, 1}. That is,

the probability of the labeled minority class examples (y = 1) belonging to the minority

class Pr(ŷi = 1|xi, ei) is maximized along with minimizing Lmin. (2) Lmaj is monotonically

nondecreasing over Pr(ŷj = 1|xj, ej)) as c0,1 − v
(1)
i ≥ 0. That is, the probability of the

labeled majority class examples (y = 0) belonging to the minority class Pr(ŷi = 1|xj, ej) is

minimized along with optimizing Lmin. (3) The overall objective of SPARC emphasizes on

learning the underlying distribution of the minority class as c1,0 + v
(1)
i > c0,1 − v(1)

j . For a

special case, when c0,1 − v(1)
j = 0, i.e., c0,1 = v

(1)
j = 1, the labeled majority class examples

with v
(1)
j = 1 are not taken into consideration. The intuition is that our proposed framework

SPARC is designed to be tolerant of the majority class example j that may not be separable

from the minority class examples, i.e., logPr(ŷj = 1|xj, ej) > −λ(1) − αv(0)
i .

8.4.2 Optimization Algorithm

To optimize the overall objective function in Eq. 8.2, we adopt stochastic gradient descent

(SGD) [257] to train our model in an alternative way. The optimization algorithm is sum-
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marized in Algorithm 8.2. The given input is the attributed network G, labels of training

data Y = {y1, . . . , yL} and some parameters including batch iterations T1 and T2, batch

size N1 and N2, self-paced parameters λ(0) and λ(1) and α. Within each iteration, we first

sample N1 labeled examples and update RCC DNN by taking a gradient step of Ls + Lrc.
Note that, in the first iteration, Lrc = 0 as v(0) and v(1) are initialized to all-zero vectors.

We then optimize the RCE DNN over N2 sampled graph context pairs (i, c, γ). The above

procedures are repeated with T1 and T2 times respectively. Step 9 updates the self-paced

vectors v(0) and v(1), and Step 10 augments the self-paced parameters λ(0), λ(1) in order

to learn the more ‘difficult’ concept in the next iterations. The algorithm stops when the

user-defined stopping criterions are satisfied. Algorithm 8.2 can be extended to solve the

multi-class RCE and RCC problems by optimizing the following objective function.

Lm =
L∑
i=1

C∑
c=1

cyi,ŷi logPr(ŷi = c|xi, ei) (8.14)

−
L+U∑
i=1

C∑
c=1

v
(c)
i logPr(ŷi = c|xi, ei) + v

(0)
i logE(i,c,γ) log σ(γθc

Tei)

−
L+U∑
i=1

[
C∑
c=1

λ(c)v
(c)
i + λ(0)v

(0)
i ] (8.15)

− α
L+U∑
i=1

C∑
c=1

v
(c)
i v

(0)
i

where v(c) ∈ [0, 1]n denotes the self-paced vector of class c, and λ(c) is the self-paced param-

eter that controls the learning pace.

Compared with the objective function in Eq. 8.2 for the binary case, the only difference is

that each term in Eq. 8.14 is defined by cumulating the prediction loss over multiple classes

instead of only two. Following Algorithm 8.2, our proposed framework SPARC is iteratively

trained based on the extracted graph context pairs and label propagated examples that

come from different classes. In the end, SPARC returns the rare category oriented network

representation and the predication labels of each vertex in the given network.

8.5 EXPERIMENTAL EVALUATION

In this section, we demonstrate the performance of our proposed SPARC algorithm in the

sense of the saliency of the RCE representation and the accuracy of the RCC classifier for

rare category analysis. Moreover, we also present a case study to illustrate the impacts and
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Algorithm 8.2: SPARC: Joint Learning Framework for RCC and RCE

Require:
Graph G = (V , E ,X), labels Y = {y1, . . . , yL}, and parameters T1, T2, N1, N2,
λ(0), λ(1), α.

Ensure:
(1) Rare category oriented embedding E ∈ R|V|×d;
(2) A list of predicted rare category examples.

1: while Stopping criterion is not satisfied do
2: for t = 1 : T1 do
3: Sample N1 labeled instances and update hidden layers’ parameters θ by

taking a gradient step for Ls + Lrc.
4: end for
5: for t = 1 : T2 do
6: Sample N2 graph context pairs by Algorithm 8.1 with indicator vector v(0).
7: Update the rare category oriented embedding E by taking a gradient step

for Ltc
8: end for
9: Update v(0) and v(1) separately based on Eq. 8.9 and Eq. 8.8, and make sure

all the labeled rare examples are selected.
10: Augment λ(0), λ(1).
11: end while

the underlying procedures of the self-paced learning in our proposed SPARC framework.

8.5.1 Experiment Setup

Data sets: The statistics of all real data sets used in our experiments are summarized in

Table 8.1.

• Collaboration Networks: DBLP1 data set provides the bibliographic information of

the publications in IEEE Visualization Conference during 1990 ∼ 2015. Each vertex

represents a paper, and an edge exists if and only if when one paper cites another paper.

The class membership is defined based on 20 research topics in the data visualization

area. SO2 data set is collected from Stack Overflow, where each node represents a Stack

Overflow user and each edge indicates one comment from one user to another. The

class memberships are defined based on the users’ reputation score, i.e., the majority

of the users have regular scores (< 3000) while only a few users have considerably high

scores (> 3000).

1http://www.vispubdata.org/site/vispubdata/
2https://archive.org/details/stackexchange
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Category Network Classes Smallest Class Nodes Edges

Collaboration DBLP 20 1.91% 2,309 7,913

SO 2 1.29% 3,262 19,926

NLP Citeseer 6 3.42% 3,327 4,732

Cora 7 1.14% 2,708 5,429

Pubmed 3 4.05% 19,717 44,318

Social Epinion 19 1.38% 75,879 508,837

Table 8.1: Statistics of the network data sets.

• NLP Networks: Citeseer, Cora and Pubmed are three text classification data sets3,

where each node represents a document and each edge indicates the citation link be-

tween the documents. The bag-of-words representation is adopted as the node at-

tributes in these three data sets. NELL [230] is an entity classification data set, where

the entities and the relations between entities are extracted from the NELL knowl-

edge database, and the attributes of each entity are obtained by the bag-of-words

representation of the associated description text.

• Social Network: Epinion [174] data set is a who-trust-whom social network, where each

node represents a user, and an edge exits if and only if two users both give positive

reviews (rating ≥ 2.5 out of 5) to the same item. The class membership of each user

is defined based on the most frequently reviewed item category.

Comparison Methods: We compare SPARC with the recent network embedding and

rare category analysis models. DeepWalk [227] and LINE [228] are unsupervised network

embedding algorithms, which learn embedding based on word2vec model and use logistic

regression as the classifier. PLANETOID [230] is a semi-supervised framework for attributed

networks, which learns an embedding based on both topology context and label context to

better infer the class memberships of unlabeled examples. GRADE [33] is a graph based rare

category detection algorithm that takes the input of adjacency matrix A, while RACH [243]

is a rare category characterization algorithm that takes the feature vectors X as input.

Implementation details: The experiments are performed on a Windows machine with

eight 3.8GHz Intel Cores and a single 16GB RTX 5000 GPU. All the data and code are

public available at 4.

3http://linqs.umiacs.umd.edu/projects//projects/lbc/
4http://publish.illinois.edu/daweizhou/files/2019/10/SPARC.zip
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(a) DeepWalk (b) LINE

  

(c) PLANETOID (d) SPARC

Figure 8.4: 2-D t-SNE visualization of network embedding.

8.5.2 Network Layout

A simple but useful way to evaluate the network representation approaches is to visualize

the network layout in the embedding space, and we take the NLP network that extracted

from the Pubmed data set for an example. We separate the network into binary classes by

letting the smallest class be the minority class and the residual be the majority class. Laying

out this NLP network is very challenging as the data is noisy and the classes, i.e., categories

of documents, always overlap with one another. We compare our proposed SPARC algo-

rithm with three state-of-the-art network embedding algorithms including two unsupervised

methods, i.e., DeepWalk and LINE, and one semi-supervised method, i.e., PLANETOID.

Note that, the unsupervised embedding methods only take as input the graph G, while the

semi-supervised methods, i.e., PLANETOID and our proposed SPARC, are further pro-
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(a) Accuracy (b) Recall (c) Recall@K

Figure 8.5: Effectiveness analysis with one labeled minority class example.

   

(a) Accuracy (b) Recall (c) Recall@K

Figure 8.6: Effectiveness analysis with 5% labeled minority class examples.

vided with the training data consisting of labeled examples from both the majority and the

minority classes. In particular, we first map the given network into a 129-dimensional space

with different embedding methods, and then we employ the nonlinear dimensionality reduc-

tion method, i.e., t-SNE [258], to a 2-D space for the better visualization, which is shown

in Figure 8.4. We can clearly observe that (1) the semi-supervised embedding methods per-

form better than the unsupervised methods as the classes are better separated; (2) with the

same amount of training data, the rare examples are better clustered by using SPARC than

PLANETOID. One explanation is that PLANETOID samples the graph context without

considering that the class membership is imbalanced, which results in the neighborhood

context of rare examples not well preserved in the embedding space.

8.5.3 Effectiveness Analysis

The comparison results in terms of effectiveness across a diverse set of networks by using

1, 5% and 10% labeled rare category examples are shown from Figure 8.5 to Figure 8.7,

where the height of the bars indicates the average value of evaluation metrics, and the error

bars represent the standard deviation of evaluation metrics in multiple runs by randomly

shuffling the initial training examples. Note that PLANETOID can not be trained with
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(a) Accuracy (b) Recall

 

(c) Recall@K

Figure 8.7: Effectiveness analysis with 10% labeled minority class examples.

only one labeled rare category example, thus the corresponding results are not reported in

Figure 8.5. By considering the smallest class in each data set as the rare category, we adopt

the following three commonly used metrics for the rare category analysis [243]: (1) accuracy,

which measures the rate of the correctly classified majority and minority class examples; (2)

recall, which measures the percentage of the discovered rare category examples; (3) recall@K,

which shows the ratio of true rare examples being retrieved in the returned top K examples,

where K equals the number of rare category examples in the given network. In general,

we observe that: (1) Our proposed SPARC algorithm outperforms the comparison methods

across all the data sets and evaluation metrics in most cases. For example, on DBLP network

with only one labeled minority class example, compared with the best competitor RACH,

SPARC is 39% higher on Accuracy, 32% higher on Recall and 17% higher on Recall@K. (2)

Our proposed SPARC algorithm is more robust (i.e., smaller error bar) than the comparison

methods with different initial training examples. One intuitive explanation might be that

the training ‘curriculum’ generated by SPARC guides the learning process towards a better

local optimum in the parameter space.

8.5.4 Case Study: Impact of Self-Paced Learning

Dual Graph Context Selection: To illustrate the impact of SPL on RCE, we conduct

a case study on Pubmed to show how the rare category oriented graph contexts are extracted
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(a) Pace 0 (b) Pace 1

  

(c) Pace 6 (d) Pace 9

Figure 8.8: Self-paced dual graph context selection.

over paces. In particular, we show the vertices that were selected by the self-paced vectors

v(0) and v(1) on the final embedding space of SPARC. Remember the self-paced vectors are

updated over iterations (i.e., paces) by shifting from the ‘easy’ concept to the target ‘difficult’

one. In Figure 8.8, we observe that: (1) In the initial iteration (i.e., Pace 0), no vertices are

selected by v(0) and v(1). (2) After that, v(1) mainly selects the examples in the region of

the minority class, while v(1) selects examples across the whole network. (3) From Pace 1

to Pace 9, the overlap between the selected examples in v(0) and v(1) is increasing, which

indicates that the RCE emphasizes on learning the context information of the minority class.

Parameter Sensitivity: We study the sensitivity of self-paced parameters λ(0) and λ(1) on

Pubmed. Recall that λ(0) and λ(1) control the paces of learning from graph context and the

underlying distribution of rare examples. In Figure 8.9, we report the recall rates of SPARC
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Figure 8.9: Parameter sensitivity analysis.

by iteratively augmenting the values of λ(0) and λ(1). We have the following observations:

(1) Recall is generally increasing with the values of λ(0) and λ(1) over paces. An intuitive

explanation is that when λ(0) and λ(1) are augmented, the richer context information of rare

examples is extracted for training SPARC according to Eq. 8.8 and Eq. 8.9, which leads to

a better prediction model. (2) In the early stage (i.e., λ(0) = λ(1) = 0.16), recall increases

faster (slower) with respect to λ(1) (λ(0)). In other words, learning from rare examples with

propagated labels is more important than learning from the graph context for the RCC task

in the initial iterations.

8.6 SUMMARY

In this chapter, we focus on analyzing the rare categories in class-imbalanced networks.

We start by formally defining the RCE and RCC problems related to the rare categories, and

then identify their unique challenges due to the nature of rare categories in the attributed

networks, i.e., highly skewness, non-separability and label scarcity. To address these chal-

lenges, we propose a generic rare category analysis framework named SPARC, which jointly

learns the network representation and rare category characterization model in a mutually

beneficial way by shifting from the ‘easy’ concept to the target ‘difficult’ one, in order to

facilitate more reliable label propagation to the large number of unlabeled examples. The

empirical evaluations on real-world data sets demonstrate the effectiveness of our proposed

framework SPARC from multiple perspectives.
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CHAPTER 9: VISUAL ANALYTIC TOOL FOR RARE CATEGORY
EXPLANATION

9.1 OVERVIEW AND MOTIVATION

In many cases, relations among objects can be modeled as time-evolving networks, such as

the collaborations among researchers, transactions among traders, and communications in

social networks. These relations reflect how individuals act in a network over time and reflect

the goals of their activities [259]. Most individuals in a network behave normally, while a

minority may act differently from the others, indicating anomalous situations. Anomalies

could be positive, such as superstars in a collaboration network and recipients or benefactors

in a financial network, or negative enough to damage the development of the entire graph,

such as frauds in a trading network and criminals or spies in a communication network. In

either case, finding these anomalous changing behaviors of network structures is valuable.

Most of the existing anomaly detection algorithms are automatic, and do not take human

insights into account. In contrast, active learning is a special case of machine learning

that improves automatic algorithms’ performance with human knowledge. Following an

active learning procedure, many rare category detection (RCD) methods are thus developed

following [26, 31, 32, 260, 261], i.e., candidates that are most likely to represent rare categories

are detected and shown to be labeled by users. Rare category detection methods are one

set of anomaly detection algorithms which recognize abnormal individuals as rare categories

because their number is usually very small. Once labeled, the algorithm will propagate the

label to the nearby instances which are similar to the labeled one in a feature space. Those

representative candidates are usually centers of rare categories. This procedure has one major

limitation, i.e., it is still difficult for users to make a correct judgment (i.e., whether or not

the candidate represents a rare category) by only showing one single data instance to them

with the entire context information missing. This is particularly difficult for detecting rare

categories from a dynamic graph as both the temporal and structural information need to

be considered while labeling a candidate. Therefore, visualization could be helpful in terms

of supporting the interactive data exploration and providing a rich context representation.

However, challenges exist in designing such a visualization system to support the process

of rare category detection in a dynamic network. First, although capturing the temporal

dynamics of a changing structure itself is a problem that has been extensively studied [262],

none of the existing techniques is developed to support the visualization of rare categories.

Second, capturing the changing structures of rare categories in the context of a big dynamic

graph is challenging as the rare categories are usually very small and their evolutions could
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be very likely to be ignored. Third, to better support the decision-making process, the

visualization should be able to differentiate different structures in detail, and this is not easy

to achieve.

To address the above challenges, in this chapter, we propose a novel visualization system

called RCAnalyzer. RCAnalyzer represents a large dynamic network in the form of a se-

ries of connected triangular matrices with each matrix representing a snapshot (Figure 9.1).

A hierarchical clustering algorithm and a tree cut algorithm are developed to produce an

adaptive focus+context view that aggregates the graph structure into a hierarchy so that

a large graph can be fully displayed while showing the detailed structures of potential rare

categories. The proposed matrix based visualization facilitates an in-context visual com-

parison of substructures in a dynamic graph, which improves the efficiency of rare category

detection. In particular, this chapter has the following contributions:

Matrix Sankey Diagram

Dendrogram

Figure 9.1: The basic design of the matrices view is a combination of matrix, Sankey diagram
and dendrogram. Compared to a square matrix, triangles are more space efficient.

• A novel tree cut algorithm that produces a multi-focus view to illustrate the substruc-

ture details of multiple rare categories in the context of a big dynamic graph.
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• A novel dynamic network visualization design in the form of a series of connected

triangular matrices that highlights the detected rare categories in both the temporal

and topological context, facilitating the substructure comparison.

• An integrated visual analysis system that supports the detection of rare categories and

facilitates rare category labeling.

The chapter is organized as follows. Related work is discussed in section 9.2. The BIRD

algorithm and analytical tasks are introduced in section 9.3. In section 9.4 we introduce the

design of our system. System evaluations are introduced in section 9.5. We discuss our work

in section 9.6 and conclude the chapter in section 9.7.

9.2 RELATED WORK

9.2.1 Dynamic network anomaly detection

Anomaly detection in dynamic networks refers to the detection of anomalous nodes, edges,

subgraphs, and time-evolving changes. Several existing surveys have reviewed the most

popular anomaly detection methods used in dynamic networks [56, 263]. Ranshous et al.

categorized the existing methods into 5 types [56]: community-based, compression-based,

decomposition-based, distance-based, and probabilistic-model-based. For example, based

on compression based methods, a graph stream can be divided into multiple segmentations

using the minimum description length (MDL) principle. Anomaly changes can be then

detected at the time points when a new segment begins [67]. Probabilistic-model-based

methods usually construct a ”normal” model and use it to detect anomalies that deviate

from the ”normal” model. For example, when the number of communications deviates from

the expected number generated by conjugate Bayesian models, the time point would be

considered as an anomaly [264].

As we mentioned in Section 9.1, these anomaly detection works do not capture user’s

intention. In contrast, rare category detection refers to a series of active learning methods

which incorporate human knowledge. Many RCD methods requires prior information to

detect the minority classes [2, 26, 29, 31, 33, 243, 265]. However, many data sets don’t

have any prior information. To avoid this limitation, Huang et al. [260, 261], He et al.

[32] presented a series of prior-free methods. Compactness-assumption-based methods [29,

31, 33, 265] assume that the distribution of the major categories is smooth and compact

and compactness-isolation-assumption-based methods [260, 266] require the rare categories

to be isolated from the major category. Lin et al. present RCLens [267], a visual analytics
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system supporting user-guided rare category exploration and identification. RCLens is able

to support users identify rare categories in a high dimensional dataset. However, it is not

designed for rare category identification in dynamic networks.

9.2.2 Visualization of anomaly

Many visualization techniques have been developed to help the detection and analysis of

anomalies [268, 269, 270, 271]. Dimension reduction methods, such as principal component

analysis(PCA) [272], and multidimensional visualization techniques, such as parallel coor-

dinate plots [273] and DICON [274], are commonly used to visualize the data distribution

and show outliers with abnormal distribution. In ViDX [275], an extended Marey’s graph

is used to show outliers in the manufacturing procedure. Anomalies in network traffic data

[276, 277, 278] and social media data [279, 280, 281] have also drawn a lot of attention.

Fluxflow [280] detects the diffusion of anomalous information in social media and TargetVue

[281] uses glyph-based designs to show the anomalous behaviors in online communication

systems based on an unsupervised learning model. Wang et al. [282] presented SentiView to

visualize the sentiment in internet topics and enables analysts to monitor abnormal events

on the internet. Fan et al. [283] presented an interactive visual analytics approach which

combines active learning and visual interaction to detect anomalies.

Compared to the existing methods, our method focuses on detecting the rare categories

in dynamic networks based on RCDs. To the best of our knowledge, there isn’t an existing

visualization system that supports labeling users in analyzing and labelling anomalies based

on RCDs. Moreover, we developed a series of interactions which enable users to compare

rare categories within entire dynamic networks.

9.2.3 Visualization of dynamic networks

Visualization of dynamic networks has had a lot of study over the years. A fine survey by

Beck et al. [262] has reported the state of art of dynamic network visualization. Beck et al.

classify the visualization techniques of dynamic networks into animated diagrams [284, 285]

and timelines of a series of static charts, such as node-link diagrams or adjacency matrices.

Timelines with matrix-based and flow-based representation methods are most relevant to

our work. Archambault et al. [286] found that small multiple-based techniques have better

performance than animation-based techniques.

Matrix-based techniques can be classified into two categories. The first category embeds

a timeline into each cell of the matrix. Gestaltlines [287], fingerprint glyphs [288], and the
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horizon graph [289] are used to show the evolution of dyadic relations in a matrix. However,

this category of methods often does not fit well with large data sets. The second category

lays a sequence of adjacency matrices in a certain order [290, 291, 292]. Van den Elzen et al.

[293] reduce the matrices into points and lay the points by production methods. NodeTrix

[294] and Dendrogramix [295] both visualize a static graph by combining several visualization

representation. However, they are not designed for visualizing dynamic networks and thus

cannot show the change of networks properly.

Flow-based techniques use flow metaphors to represent the evolution of communities in

networks [296, 297]. Sankey diagram [298] and ThemeRiver [299] are the most common

methods used. For example, Vehlow et al. [296] use Sankey diagrams to show the changes

of community structures. Flow-based techniques aggregate networks by group information,

and thus often lack details of the local areas of the network.

In this chapter, we combine adjacency matrices, Sankey diagrams, and tree structures

based on a multi-focus tree cut algorithm and visualize focused areas with fine-grained

detail and unfocused areas with coarse-grained detail within a sequence of matrices.

9.3 PRELIMINARIES

Rare category detection (RCD) algorithms aim to find an initial example of rare classes in

the data [26]. To best of our knowledge, Batch-update Incremental RCD (BIRD) [29] is the

first (and the only) work designed for detecting rare categories in dynamic networks. It takes

snapshots of dynamic network topology at two different time steps as input and iteratively

detects rare category candidates, which potentially belong to a rare category. In this section,

we first introduce related concepts of BIRD, and then introduce the analytical tasks users

should complete based on RCAnalyzer to detect rare categories in dynamic networks.

9.3.1 Batch-update incremental RCD (BIRD)

Here, we review the key ideas of the incremental rare category detection algorithm - BIRD

[29, 265], which pave the way for our forthcoming introduction of the rare category visual

analytic system.

The Batch-update incremental Rare Category Detection (BIRD) algorithm aims to detect

rare categories in dynamic networks. According to BIRD, a pair of nodes is closely connected

if their transition probability is high. Therefore, the BIRD algorithm believes the transition

probability of nodes in one rare category should have a lower bound and the transition

probability of nodes in different rare categories should have an upper bound [33]. Therefore, a
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rare category is a group of connected nodes that possess the following two features: (1) These

nodes form a compact structure, which means they are closely connected. The transition

probabilities among these nodes are relatively high and larger than the lower bound. (2)

The compact structure should have a clear border. The transition probabilities among the

nodes in this structure (rare category) and the other rare categories are relatively low and

smaller than the upper bound. There are two visual examples showing these two features

intuitively in Figure 9.2.

I., P.

D., J.

S., A.

a

b

Figure 9.2: The compact neighborhood structures of D., J. and S., A. (A) and I., P. (B).

BIRD is an iterative algorithm. In each iteration, it detects a node whose neighborhood

density changes significantly between two given adjacent time steps in a dynamic network.

This node is potentially a representative node of a rare category.

Similar to the existing graph-based RCD algorithms [2, 31, 33], the BIRD algorithm can

be mainly separated into the following two parts:

1. Compute the global similarity matrix A,

A = (I − αW )−1 (9.1)

where I is an identity matrix, W denotes the transition probability matrix of the given

graph G, and α is a positive discounting constant in the range of (0, 1). Note that
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the global similarity matrix A helps sharpen the changes of the local density near the

boundaries of each class. This considerably reduces the workload of identifying rare

categories in the query process.

2. Update the query score iteratively based on the labeling information from users and

return the example with the largest query score to users for inspection. In general, the

query process selects the examples from regions where local density changes the most,

and thus the queried examples tend to have a high probability of hitting the regions

of rare categories.

Before algorithm BIRD [29, 265], previous studies [26, 31, 33, 243] were all built for static

graphs. For this reason, BIRD extends the problem to the dynamic setting and efficiently

updates the RCD model by using the local changes to avoid reconstructing it from scratch.

To be specific, the BIRD algorithm (1) efficiently updates the global similarity matrix A(t)

at each time step t based on the global similarity matrix A(t−1) at previous time step t− 1

and the updated edges in current time step t; (2) locally updates the query scores of the

examples which may be infected by the changes in current time step t.

The original BIRD algorithm outputs the rare category candidate with the highest query

score and waits for users to label the candidate. The query process might repeat many times.

Thus, we slightly modify the BIRD algorithm by making the algorithm output candidates

with top k query scores, where k is a manually set parameter.

The workflow of analyzing rare categories in dynamic networks with BIRD contains three

stages. First, users set parameters and select two adjacent snapshots to initialize BIRD.

Second, users analyze and identify rare categories based on the candidates detected by

BIRD. Third, users label the candidates. The label result is returned to BIRD. When users

think that all rare categories between the two snapshots are found, they can select other

time steps and repeat the workflow to analyze other rare categories.

9.3.2 Analytical tasks

According to the analysis workflow, we summarize what analytical tasks should be com-

pleted by users based on these data as follows:

• T1. Set parameters to initialize BIRD. Users need to set a series of parameters before

BIRD can detect rare category candidates.

• T2. Identify new rare categories from the examples detected by BIRD. After BIRD

is initialized, it will iteratively output detected rare category candidates. Users first
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Figure 9.3: User interface of RCAnalyzer. (a) the timeline view; (b) the matrices view;
(c)the instance view; (d) the sub-network view; (e) the label result view; (f) the parameter
panel; (g) the encoding panel; and (h) the information panel. BIRD detects W. D., X. W.,
and H. L. between 2014 and 2015. (i) the compact neighborhood structures formed by them
and their surrounding area in the sub-network view; (j) the small community constituted
by them and their surrounding area in 2013; (k) the same area as (j) in 2014; (l) a dense
structure appeared beside (k); (m) two nodes in (k) have a lot of connections to nodes in (l);
(n) the Sankey diagram shows 8 nodes in (l) are nodes in 2014. (l) indicates the existence
of a paper with lots of coauthors, which might be a result of multilateral cooperation. The
abnormal change of the surrounding areas of W. D., X. W., and H. L. make them a rare
category.

identify candidates that truly belong to rare categories by analyzing their neighborhood

structure. Then users compare the detected rare category with labeled rare categories

to determine whether it is a new rare category.

• T3. Label the examples based on analysis results. After analyzing rare category

candidates, users label each candidate by a specific number. Labels are then returned

to BIRD.

9.4 SYSTEM DESIGN

In this section, we first introduce the design requirements of the RCAnalyzer for complet-

ing the analytical tasks, and then we introduce the design of the RCAnalyzer in detail.
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9.4.1 Design requirements

We identify the following design requirements that the RCAnalyzer should fulfill based on

the analytical tasks.

For setting parameters to initialize BIRD (T9.3.2), we identify the following design re-

quirements:

• R1. Provide an overview of dynamic networks. Users need to first explore

the entire dynamic networks and understand the overall change of dynamic networks.

With an overview, users can decide on which time periods they would focus on.

To identify examples belonging to rare categories among all detected examples (T9.3.2),

we identify the following design requirements:

• R2. Capture the changing structures of rare categories in the context of

dynamic networks. It is necessary to show the evolution of candidates in the back-

ground of the entire network. This helps users to identify the differences between the

instance and the majority class.

• R3. Reveal the features of detected examples. It is essential to show the features

of the surrounding area of candidates to identify rare categories. The features include

the ego network of the instance and the similar nodes detected by BIRD.

• R4. Reserve the context of labeled rare categories. The system should remind

users what kind of rare categories are detected and support the comparison between

new candidates and labeled categories.

To label the examples based on analysis results (T9.3.2), we identify the following design

requirements:

• R5. Enable users to set and reset the labels of candidates. The system should

enable users to label rare categories and change labels of rare categories when they

make mistakes.

9.4.2 System pipeline

From the design requirements, we designed the user interface of the RCAnalyzer (see

Figure 9.3). It consists of a) a timeline view, which shows a high-level overview of dynamic

networks (R9.4.1); b) the matrices view, which shows the aggregated adjacency matrix

of dynamic networks at each time segment initially (R9.4.1) and shows the details of the
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neighborhood of multiple vertices after node selection (R9.4.1); c) the example view, which

shows the feature of candidates (R9.4.1) and the query history of BIRD (R9.4.1); d) the

label result view, which shows the historical label result and enables users to reset labels of

labeled categories (R9.4.1 and R9.4.1).

Based on the analytical tasks, we design the architecture of the RCAnalyzer, as shown in

Figure 9.4.

Matrices 
Sequence

Candidates

Label Result

Data Storage Data Analysis Visualization

Oracles

Raw Data

Neo4j

Statistics

Hierarchical 
Clustering

BIRD

Tree Cut

Timeline

Dynamic 
Network

Figure 9.4: System pipeline.

The RCAnalyzer consists of three major modules, a data storage module, a data analysis

module, and a frontend visualization module. We use neo4j to store the dynamic networks

in the data storage module. The data analysis module contains four components, consisting

of BIRD, a hierarchical clustering algorithm, a tree cut algorithm and a bundle of statis-

tics metrics. BIRD detects candidates of the rare categories iteratively. The hierarchical

clustering algorithm extracts a tree structure from the network topology and the tree cut

algorithm groups nodes to clusters based on the tree structure and the network topology.

The statistics metrics measure the macro condition of the dynamic network.

The visualization module contains four major views: a timeline view, which shows the

variation of network statistics and assist users select, merge, and filter time steps; a matrices

view, which visualizes the network dynamics based on the tree cut result; an instance view,

which displays the features of the rare category candidates detected by BIRD; a label result

view, which reminds users what rare categories have been discovered.

9.4.3 The timeline view

The timeline view provides a highly abstracted overview of the dynamic network (R9.4.1).

Metrics including betweenness centrality, closeness centrality, clustering coefficient, degree
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assort coefficient, density, edge number, node number, average degree, and transitivity are

calculated to show the state of dynamic networks at each time stamp. The timeline view

contains two parts, an interactive time axis, and a pixel map. The pixel map visualizes

metrics, which helps users to find interesting snapshots of dynamic networks. The interactive

time axis (see Figure 9.3 (A)) enables users to select different snapshots (R9.4.1). After the

time periods are submitted, the selected snapshots are extracted and merged accordingly.

The data of merged snapshots are then visualized in the Matrices View to show the network

data in detail.

Design Considerations We considered using three different visual designs in the timeline

view to visualize the metrics: a line chart, a pixel map, and a glyph design. A line chart is

intuitive to show time-varying data, while it lacks space efficiency. Using glyphs to show the

metrics at each time stamp individually is space efficient while lacking intuitiveness. Thus,

we choose to use a pixel map to show the metrics because a pixel map is more space efficient

than line charts and more intuitive than a series of glyphs.

9.4.4 The matrices view

After time periods are selected in the timeline view, the data analysis module first ag-

gregates snapshots of the dynamic network according to the selected time periods. The

matrices view is designed for showing the dynamics of the network topology and the dy-

namics of selected rare category candidates. A hierarchical clustering algorithm [300], which

builds a dendrogram based on network topology, is applied on each aggregated snapshot to

reduce the number of entries in each matrix because a large matrix can hardly be visualized

in a limited space with satisfactory detail. Same clusters at different time stamps are linked

together to show the dynamics of the network. However, users cannot really explore and

compare the neighborhood of rare category candidates in aggregated matrices because of

the lack of detail. Therefore, a multi-focus tree cut algorithm is applied to each dendrogram

to provide fine-grained detail of user-selected candidates and coarse-grained detail of other

nodes. In this way, users are able to observe and compare the evolution pattern of rare

category candidates (R9.4.1)

Multi-focus tree cutting. When users are interested in one or more rare category

candidates, the dynamics of neighborhoods of these candidates are shown in the matrices

view to support users to explore, compare, and identify rare categories among these candi-

dates. We design a multi-focus tree cut algorithm to enable the matrices view to provide

fine-grained details around selected nodes and coarse-grained details around unrelated nodes,

which supports users in identifying rare categories among candidates (T9.3.2) by comparing
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the features of candidates, labeled rare categories and non-rare categories. Different from

existing multi-focus+context approaches [301, 302, 303], which work on the layout result of

networks, our method directly works on the network topology and thus does not depend on

the layout of networks.

Focused Node Topologically Neighbor Node DOI Node Other Nodes

Neighbor Relationship

Tree Cut Result Boundary

Figure 9.5: First stage of the tree cut algorithm: keep the details of all focused nodes.

Suppose we are given a dynamic network, which consists of a series of snapshots, G̃ =

{S(1), S(2), ..., S(t)}. The multi-focus tree cutting algorithm works on each snapshot. The

algorithm consists of two stages. In the first stage, details around all focused nodes are cut

out from the tree; in the second stage, a merge operation is applied to prevent the result

containing too many non-relevant single-node clusters.

First stage: multi-focus tree cutting. The procedure of the first stage is shown in

Figure 9.5. For a specific snapshot S(i) = (V,E), hierarchical clustering is applied first to

obtain a tree structure based on modularity [300]. In order to cut the tree with multiple

focused nodes, we modified the original modularity. The set of focused nodes can be written

as F = {n|focused nodes}. The cut of the tree structure is an optimization of an energy

function based on the tree structure and the network topology. Suppose the cutting result

is C = {N1, N2, ..., Nm}, where Ni is a group of nodes in the tree. Then

C = arg min
m∑
i=1

(E(Ni)) (9.2)
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where 

E(Ni) = Σe∈Ni
D(e,Ni)
‖Ni‖ − Σe∈Ni(

S(e,Ni)
‖Ni‖ )2

D(e,N) =


Weight(e), if∀v ∈ e, v ∈ Ni

0, else.

S(e,Ni) =


Weight(e), if∃v ∈ e, v ∈ Ni

0, else.

(9.3)

We defined the weight of an edge as the minimum of the weights of the node it links:

suppose e = (v1, v2), then Weight(e) = min(Weight(v1),Weight(v2)). The weight of a

node is defined based on the distance between the node and the focus nodes both in the tree

structure and the network topology:
Weight(v) = α1WDOI(v) + α2WTopology(v)

WDOI(v) = minn∈F (DDOI(n, v))

WTopology(v) = minn∈F (DTopology(n, v))

(9.4)

, where DDOI(n, v) is the degree of interest distance between n and focused node v in the

tree structure, DTopology(n, v) is the shortest distance between n and focused node v in the

network topology, and α1 and α2 are weights of the two distances.

Figure 9.6: Second stage of tree cut algorithm: re-group the unrelated nodes according to
the network structure.

Second stage: re-clustering of non-relevant nodes in the partial structure.

When the structure of a hierarchical clustering tree is partial and the focused nodes are

deep in the tree, a large number of non-relevant nodes might be cut out from the tree,

which increases the height of the cut result. To avoid this problem, we apply a re-cluster

procedure to the non-relevant nodes. The continuous non-relevant single node sequences are

first detected and cut out from the tree. Then the tree cut algorithm is applied again to the
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sub-tree based on the network topology. Last, hierarchies are inserted back into the tree.

The procedure of this stage is shown in Figure 9.6.

Visual designs in the matrices view. We use a combination of matrix, Sankey

diagram and dendrogram as the basic representation of dynamic networks(see Figure 9.1).

Sankey diagrams are added between each pair of adjacent matrices to show the evolution

of these groups. The hierarchy of clusters represents the relationships among clusters and

the structure of the network. In the RCAnalyzer, all networks are treated as undirected

networks, and thus the adjacent matrices are symmetric. We use dendrograms to replace

the upper (lower) triangular matrices and show the hierarchy of clustering result for space

efficiency. The sequence of upper and lower triangular matrices are laid in a zigzag shape

(see Figure 9.1).

the cluster with only one node

the cluster with multiple nodes

opacity: the include nodes’s count

Border Opacity: the score of the cluster

size: the score of the cluster

Score

Opacity

Trianglesܚ clusters Rectangleܚ links

multiple nodes to multiple nodes

one node to multiple nodes
one node to one node

Focused Cluster

Figure 9.7: Visual encodings inside a matrix. Triangles represent a single node (red) or
a group of nodes (gradient blue showing size). A red rectangle represents the connection
between two single nodes; a purple rectangle represents the connections between a single
node and a group of nodes; a blue rectangle represents the connections between two groups
of nodes. Scores are encoded both by size of rectangles and triangles and the color on the
matrix border.

Due to the tree cut algorithm, there are different granularity details. This leads to different

numbers of nodes in different clusters. The opacity and color of triangles on the diagonal of
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matrices encode the number of nodes, as shown in Figure 9.7. We use blue and red (shown

in Figure 9.7) to distinguish a group of nodes and a single node. The gradient of blue in

Figure 9.7 is used to encode the number of nodes in groups. Rectangles inside matrices

represent three categories of connections: a single node to a single node, a single node to a

group of nodes, and a group of nodes to a group of nodes. For consistency, we use blue to

encode group-to-group relations, orange to encode one-to-one relations, and purple to encode

one-to-group relations. The gradient of colors (Figure 9.7) represents the actual number of

connections between the corresponding nodes.

Due to the importance of node anomalies in this work, we decide to use the size of triangles

on the diagonal of matrices to encode the anomalous scores output by the BIRD algorithm

(R9.4.1). If a large number of clusters is generated by the tree cut algorithm, sizes of single

node clusters will be small under the limited size of matrices, which impedes the analysis of

the nodes in which users are interested. We use three methods simultaneously to solve this

problem. First, freely zooming and dragging are supported in this view. When the matrices

are enlarged, the sequence of matrices cannot be fully displayed because of the limitation

of space. Thus, we implement a special scale interaction with the scale functions shown in

Figure 9.8 to enable local scaling without changing the size of matrices.

When the scale interaction is activated, the distortion of the size of the triangles and

rectangles may mislead users, although we maintain the size ratio in the scaled local area.

Thus, we encode the scores on the borders of the matrices by color, which brings two benefits:

1. users will clearly distinguish to which clusters the bands in Sankey diagrams belong when

matrices are sparse; 2. users will observe the changes of scores over time stamps more easily.

Design Considerations Node-link Diagram and matrix representation are two common

techniques to visualize networks. We choose the matrix as the basic representation of net-

works instead of the node-link diagram because the matrix representation can be better

combined with a dendrogram. Although same clusters or nodes can be linked together in a

series of node-link diagrams to visualize a dynamic network, overlap of lines in this solution

will be severe and significantly reduce the readability of the visualization.

9.4.5 The rare category candidates view

The rare category candidates view is designed to reveal the features of candidates (R9.4.1).

It contains two components: small multiples of candidate feature panels, which visualize the

neighborhood information of candidates, and a sub-network view, which shows the sub-

network formed by all detected candidates and their first-hop friends.

Representation of Ego Network of candidates consists of two visualization forms: a
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Figure 9.8: Scale functions when focus on the border of a matrix and focus inside a matrix.

node-link diagram and a matrix. The coexistence of node-link diagrams and matrices is

not considered as redundant because we think the two visualization forms have different

emphases: the former emphasizes vertices while the latter emphasizes links. Because BIRD

detects rare categories between two time steps, changes of the candidates’ ego networks at the

two time steps are shown in Figure 9.3. The state of vertices and links are encoded by colors:

blue indicates appearance, green indicates disappearance, and grey indicates fixedness.

Sub-network of Candidates shows the query process of BIRD by visualizing all the

candidates together with their first-hop-neighbors (R9.4.1) and helps users to compare the

candidates in the local area of the network. The color encoding is similar to the encoding

in ego networks. Except for the color of links and nodes, we use red border of nodes to

demonstrate the candidates detected in the current iteration and light red border of nodes

to demonstrate the candidates detected in previous iterations. When an instance is hovered,

both itself and its kNN will be enlarged, as shown in Figure 9.9.

9.4.6 Other panels

The Label Result View The label result view shows detected rare categories by record-

ing label results of rare category candidates in a list of candidate feature panels (R9.4.1), as

154



Old Node

Recommend Node

New Node

Previous Iteration Recommend Node

Similar NodesHover Center Node

Old Link New Link

Figure 9.9: The sub-network view shows the query process of the BIRD algorithm by a
node-link diagram formed by all the candidates ever queried by BIRD.

shown in Figure 9.3. Users can review the detected rare categories at any time during the

analysis procedure.

The encoding panel shows the color encodings used in the system (see Figure 9.3 (G)).

The information panel shows the detail information of selected blocks in the matrices

view, as shown in Figure 9.3 (H). When hovering on triangles on the diagonal of a matrix,

node count and node list are shown in the panel. When hovering on rectangles inside a

matrix, the information panel is divided into two parts, each of which shows the node count

and the nodes that have connections to the other cluster. The link count between two

clusters is also shown(see Figure 9.3 (H)).

9.4.7 User interaction

The system implements a series of user interactions to support users to analyze the rare

categories.

Detail on demand The instance view and the matrices view show the information of

rare candidates at different levels of detail. Once nodes are selected in the instance view,

the tree cut algorithm will be applied and the detail information of the selected candidates

and their related nodes will be shown in the matrices sequence view with the context of the

entire dynamic network.

Highlighting & Pinning All views in the RCAnalyzer are linked. Whenever and wher-

ever a node is hovered over by users, other views will highlight the node and its related nodes.

Users can pin the block by clicking on it and then explore the details in the information panel.

Dragging & Zooming The matrices view supports users in freely dragging and zooming

the matrices sequence.
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Rare Category Labeling Users can label each candidate with a specific number, which

helps BIRD distinguish different rare categories in the feature panel.

9.5 SYSTEM EVALUATION

In this section, we conducted one use scenario and a controlled user study to demonstrate

the effectiveness of the RCAnalyzer. The use scenario is based on a dynamic network

extracted from the collaboration among authors of visualization publications [304].

We developed a prototype system to do all the experiments. The RCAnalyzer is a web ap-

plication which supports multiple users in analyzing the rare categories in dynamic networks.

The front-end visualization is implemented by AngularJS, D3, and CSS. The back-end server

is implemented by Python with Flask, Neo4J, numpy, igraph, and networkx. Use scenarios

and the user study run on a PC with Intel(R) Core(TM) i7-4770 CPU, 20 GB RAM, and

Windows10.

9.5.1 Use scenario: collaboration network in visualization publications

Dataset We extract all co-authorship in IEEE VIS dataset [304] from 1990 to 2015. An

incremental collaboration network is constructed based on co-authorship, in which a link at

timestamp t indicates two authors have coauthored at t or before t. We filtered the authors

by taking the largest connected component in 2015 and there are 3640 authors left in the

network. The number of links varies from 43(1990) to 11848(2015).

The timeline view and the matrices view show the basic information of the network (see

Figure 9.3 (a) and (b)). Note that the time axis is initially divided into 5 segments to show

the condition of the dynamic network in periods of time. The heatmap and the matrices

show that before 2000, both the number and the increment of nodes and links are small;

after 2000, the network grows faster, and after 2004, the network grows significantly.

After initializing the BIRD with the data in 2014 and 2015, W. D., X. W., and H., L. are

selected to be the focused nodes in the instance view, as shown in Figure 9.3. They and their

neighbors form a compact area in the sub-network view (Figure 9.3 (i)). Their surrounding

areas from 2013 to 2015 are shown in the matrices view. Focused nodes are highlighted by

the blue lines. Area (j) in Figure 9.3 is their surrounding area in 2013. The large link density

in this area indicates that nodes in this area have close collaboration relationships. Thus,

these nodes can be regarded as a small collaboration group. The Sankey diagram between

2013 and 2014 shows area (k) is almost the same as area (j). A dense structure in area

(l) appeared beside area (k). Meanwhile, area (m) shows that two nodes, including X. W.,
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in area (k) connect to most nodes in area (l). The blank of the Sankey diagram (labeled

by (n)) on the left of the matrix in 2014 indicates that 8 nodes in area (l) are new nodes.

The clique structure in area (l) indicates these nodes collaborated in the same paper. Large

numbers of authors of the paper indicates that the paper might be the result of multilateral

cooperation. The appearance of this uncommon cooperation causes W. D., X. W., H. L. to

be identified as a rare category.

Between 2012 and 2013, D. J., S. A., and I. P. constitute a large and dense sub-network

(Figure 9.2). However, there is a small gap between the first three authors (Figure 9.2 (A))

and the last author (Figure 9.2 (B)). Thus, whether they belong to the same category cannot

be decided. The matrices view shows the dynamic changes in surrounding areas around them

. In 2011, I. P. is in the area (A), and D. J. and S. A. are in area (B). It is clear that these two

areas have no connections. In 2012, area (C) shows that the two areas in 2011 merged into

one because of the new connections in area (D). However, a large number of new connections

appeared in area E in 2013. From the Sankey diagram between 2013 and 2014, we know that

authors newly connected to D., J. and S., A. in 2013 also appeared in the area G in 2014.

From the matrix of 2014, we can see that area G and area H are separated from each other.

Thus, the merging and splitting behaviors of the surrounding areas of D. J., S. A., and I. P.

along time are the reasons why D. J., S. A., and I. P. are identified as a rare category.

9.5.2 User Study

We conducted a user study to verify the usability of the RCAnalyzer. We introduce the

user study following the order of assumptions, datasets, participants, procedure, and result.

Assumptions. As there is no existing work supporting similar tasks to the RCAnalyzer,

we do not use a baseline system in this user study and only test if the RCAnalyzer could

help users to explore, analyze, and identify rare categories in dynamic networks and collect

users’ qualitative feedback. We first make three assumptions about the usability of the

RCAnalyzer.

1. RCAnalyzer helps users identify examples of rare categories among the query result of

the BIRD algorithm in each iteration.

2. RCAnalyzer helps users distinguish examples of rare categories and examples of major

categories.

3. RCAnalyzer helps users distinguish examples of different rare categories.

For a dataset with ground truth, we can count the minimal number of iterations within

which the BIRD algorithm can detect at least one example in each of the rare categories in
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the dataset. By comparing this minimal number and the actual number of iterations users

use in the study, we can validate the assumption 1. If the number of iterations used by users

is close to the minimal number, the RCAnalyzer efficiently supports users to identify rare

categories. We validate assumption 2 and 3 by calculating the accuracy of the rare categories

labels labeled by users in the user study.

Synthetic Data. Because of the high complexity of the real datasets used in the case

studies, it is hard to control the test and quantify the actual efficiency of rare category

detection with the RCAnalyzer. Thus, we use synthetic datasets in the user study. All

the synthetic datasets have two time stamps. Each synthetic dataset is constructed by

the following procedure: 1) generating a grid network with N nodes at each time stamp;

2) adding edges among nodes in the network to form four different special structures: a

clique, a bipartite graph, a star structure, and a circle, at the second time stamp. Special

structures are treated as rare categories and other nodes are treated as the major category.

We constructed four synthetic datasets with N = 100, 200, 500, and 1000. The dataset with

N = 100 is used in the tutorial of the user study. The minimal numbers of iterations on

datasets with N = 200, 500, and 1000 are 5, 5, and 11 respectively.

Participants. We recruited 12 participants for the evaluation, including 9 males and 3

females. All of them have background in visualization, and one of them has a background

in anomaly detection.

Tasks. The participants are asked to complete the following tasks in the user study:

• T1. Identify rare categories in the examples detected by BIRD in each iteration.

• T2. Label examples identified as rare categories.

Procedure. The user study has three stages. In the first stage, we introduce the basic

concept of this work and the tasks of the user study to participants with a 10-minute tutorial.

In the second stage, we introduce the RCAnalyzer to participants and let them explore the

system with the synthetic dataset with N = 100 for 15 minutes. Participants are allowed

to ask any questions about the system and the tasks in the first and the second stages.

In the third stage, participants are asked to analyze the synthetic datasets with N =200,

500, and 1000, label rare categories they identified in the RCAnalyzer, and write down their

labeling results on an answer sheet. In order to ensure that participants will not give answers

arbitrarily, they are asked to describe the reason why a detected example is identified as a

rare category. Result The accuracy of labeling rare categories is shown in Table 9.1. The

results show that the detection of the clique, bipartite graph, and star graph is accurate

(86.11%, 86.11%, and 91.67%) while the accuracy of detection of the circle is not very good
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Size Clique Bipartite Star Circle

200 91.67% 83.33% 83.33% 58.33%

500 83.33% 83.33% 100.00% 91.67%

1000 83.33% 91.67% 91.67% 83.33%

Avg. 86.11% 86.11% 91.67% 77.78%

Table 9.1: Accuracy of labeling.

(77.87%). Detection of a circle structure is really hard because the surrounding area of a

node on the circle is unobtrusive in the matrices view and nodes on the circle are queried by

BIRD discontinuously, forming several segments of line instead of a circle in the sub-network

view. To identify the circle structure, participants need to select a series of instances on the

circle, but some of the participants missed too many instances on the circle, and thus were

not able to label the circle structure correctly. The distribution of participants’ query number

is shown in Figure 9.10. The result shows that participants can finish the labeling process

in 4-5 iterations in datasets with 200 and 500 nodes. For the dataset with 1000 nodes,

many of the participants can finish the labeling processing in 11 to 15 iterations, while two

outliers finished the labeling process in 2 and 6 iterations. This was because they labelled

normal nodes as rare categories. Some of the participants finished the labeling result after

over 20 iterations. This is because they did not label the rare categories promptly. Overall,

the accuracy and the average query numbers show that most of the participants are able to

identify rare categories promptly and correctly.
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Figure 9.10: The query numbers of participants when they labeled all rare categories in the
data.
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Qualitative feedback In order to assess the learnability, usability and other perception

aspects of the RCAnalyzer, users were asked to give some qualitative feedback after the

formal user study. The most frequent complaint was that the encodings in our matrices

view were too complex. We used both the size and the color of each cell to encode different

information. Users had to recognize all the encodings at the beginning of the user study.

It would lead to confusion because they would forget the encodings. Some users said that

the parameters were hard to comprehend. They said that it was hard to learn what will

happen if the parameters were adjusted. It took a long time for them to learn how the

system worked. Learnability and usability were both important problems which were hard

to cover. One of the solutions for improvement is to reduce the complexity of our visual

design. However, it takes much more time to know which visual design is less efficient and

can be abandoned. In the future, we will redesign our visual design based on more user

behaviors. For example, the color encoding on the border can be removed if users do not

care about the border color encoding.

9.6 DISCUSSION

Generalizability In this chapter, we used a collaboration network to evaluate our system.

However, the RCAnalyzer supports rare category analysis in other networks. Although we

only support the BIRD algorithm in our system, the RCAnalyzer can work based on other

RCD algorithms as long as they are based on the topology of dynamic networks. The matrices

view with the tree cut algorithm can be applied in other applications for analyzing dynamic

networks. For example, tracking the time-varying pattern of multiple nodes and comparing

the change of ego-networks of multiple nodes. We believe that the combination of matrix

sequence and multi-focus tree cut algorithm is a useful method as it enables simultaneous

comparison of multiple nodes.

Scalability In use scenarios, we tested the effectiveness of the RCAnalyzer on a network

with 8319 nodes, 210625 edges, and 6 time steps, which indicates that the RCAnalyzer has

good scalability on large datasets. As for larger datasets, the major bottleneck would be

the running time of initialization of the BIRD algorithm and tree cut algorithm due to the

limitation of execution efficiency of Python. In the future, we plan to use pre-computation

and server-side cache to support the analysis of larger datasets. As for the scalability of our

visual design, it is related to the granularity of our tree cut algorithm, and the scale of the

input dynamic network. From our experience, it is hard to show more than 6 time-steps

with around 50 rows in each matrix at the same time in the matrices view (with 1,360 × 635

pixels). Interactions such as dragging and zooming to improve the readability of matrices
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have been discussed in 9.4.4. For dynamic graphs with more time-steps, the tree cut

algorithm should be more coarse-grained to show all time-steps in the meantime. However,

the coarse-grained tree cut algorithm reduces the information of the dynamic networks.

Limitations Although the RCAnalyzer is able to help users to analyze and label rare cat-

egories in dynamic networks, it still has several limitations. First, more interactions should

be supported, such as querying and filtering. Interactions in the the RCAnalyzer are enough

to support the detection of rare categories, but more complete interactions can significantly

improve user experience. Second, the process of interactions and visual encodings in the

RCAnalyzer are a little complicated. During the user study, it takes 15-25 minutes to train

subjects to let them fully understand how to use the system. Third, the RCAnalyzer only

supports screens with 1920 × 1080 resolution. More adaptive layout should be supported to

enable users to label rare categories at different resolutions.

Future Work First, we plan to add context information of nodes in the RCAnalyzer.

The RCAnalyzer is based on the topology of dynamic networks currently because the BIRD

algorithm detects rare categories by checking the changes of topological structure around

nodes. However, nodes with the same topology may have completely different context infor-

mation. We believe context information will help users distinguish different rare categories.

Second, we plan to add data filtering to the RCAnalyzer. Sometimes, users might be inter-

ested in only a special area in the network. A data filtering module can help them analyze

the desired areas of data.

9.7 SUMMARY

In this chapter, we present the RCAnalyzer, a novel visual analytics system which helps

oracles to analyze the result of RCD methods and label the rare categories in dynamic

networks. It consists of five linked views: a timeline view, a matrices view, an instance view,

a sub-network view, and a label result view, and it shows the information of rare categories

in different levels of detail. In addition, we present a multi-focus tree cut algorithm and

a tree-structure constrained layout optimization algorithm to support the comparison of

instances in the context of their surrounding structures. We use one use scenario, and one

user study to demonstrate the usability and effectiveness in analyzing rare categories in

dynamic networks.
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CHAPTER 10: TEMPORAL INTERACTION NETWORK GENERATION

10.1 OVERVIEW AND MOTIVATION
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Figure 10.1: An example of temporal interaction networks. (a) An online transaction network
with five users. (b) The corresponding system logs presented in the form of time-stamped
edges between users.

Graph presents a fundamental abstraction for modeling complex systems in a variety of

domains, ranging from chemistry [305], security [3, 306, 307], recommendation [308, 309],

and social science [310]. Therefore, mimicking and generating realistic graphs have been

extensively studied in the past. The traditional graph generative models are mostly designed

to model a particular family of graphs based on some specific structural assumptions, such

as heavy-tailed degree distribution [311], small diameter [312], local clustering [313], etc.

In addition to the traditional graph generative models, a surge of research efforts on deep

generative models [314, 315] have been recently observed in the task of graph generation.

These approaches [154, 316] are trained directly from the input graphs without incorporating

prior structural assumptions and often achieve promising performance in preserving diverse

network properties of real networks.

Despite the initial success of deep generative models on graphs, most of the existing

techniques are designed for static networks. Nonetheless, many real networks are intrinsically

dynamic and stored as a collection of system logs (i.e., timestamped edges between entities).

For example, in Figure 10.1, an online transaction network can be intrinsically presented

as a sequence of timestamped edges (i.e., financial transactions) between users. When an

online transaction is completed, a system log file (i.e., a timestamped edge from one account

to another) will be automatically generated and stored in the system. A conventional way of

modeling such dynamic systems is to construct time-evolving graphs [29, 98] by aggregating
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Figure 10.2: A two-dimensional conceptual space of graph generative models.

timestamps into a sequence of snapshots. One drawback comes from the uncertainty of

defining the proper resolution of the time-evolving graphs. If the resolution is too fine, the

massive number of snapshots will bring intractable computational cost when training deep

generative models; if the resolution is too coarse, fine-grained temporal context information

(e.g., the addition/deletion of nodes and edges) might be lost during the time aggregation.

Figure 10.2 compares various graph generators in a two-dimensional conceptual space in

order to demonstrate the limitation of existing techniques as compared to ours. In this

chapter, for the first time, we aim to address the following three open challenges: (Q.1 )

Can we directly learn from the raw temporal networks (i.e., temporal interaction network)

represented as a collection of timestamped edges (see Figure 10.1 (b)) instead of constructing

the time-evolving graphs? (Q.2 ) Can we develop an end-to-end deep generative model that

can ensure the generated graphs preserve the structural and temporal characteristics (e.g.,

the heavy tail of degree distribution, and shrinking network diameter over time) of the

original data?

To this end, we propose TagGen, a deep graph generative model for temporal interaction

networks to tackle all of the aforementioned challenges. We first propose a random walk

sampling strategy to jointly extract the key structural and temporal context information

from the input graphs. On top of that, we develop a bi-level self-attention mechanism which

can be directly trained from the extracted temporal random walks while preserving temporal

interaction network properties. Moreover, we designed a novel network context generation

scheme, which defines a family of local operations to perform addition and deletion of nodes

and edges, thus mimicking the evolution of real dynamic systems. In particular, TagGen

maintains the state of the graph and generates new temporal edges by training from the

extracted temporal random walks [66]; the addition operation randomly chooses a node to
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be connected with another one at a timestamp t; the deletion operation randomly terminates

the interaction between two nodes at timestamp t; all the proposed operations are either

accepted or rejected by a discriminator module in TagGen based on the current states of

the constructed graph. At last, the selected plausible temporal random walks will be fed

into an assembling module to generate temporal networks.

The main contributions of this chapter are summarized below.

• Problem. We formally define the problem of temporal interaction network generation

and identify its unique challenges arising from real applications.

• Algorithm. We propose an end-to-end learning framework for temporal interaction

network generation, which can (1) directly learn from a series of timestamped nodes

and edges and (2) preserve the structural and temporal characteristics of the input

data.

• Evaluations. We perform extensive experiments and case studies on seven real data

sets, showing that TagGen achieves superior performances compared with the previ-

ous methods in the tasks of temporal graph generation and data augmentation.

The rest of the chapter is organized as follows. In Section 10.2, we review the exist-

ing literature. Problem definition is introduced in Section 10.3, followed by the details of

our proposed framework TagGen in Section 10.4. Experimental results are reported in

Section 10.5, before we conclude this chapter in Section 10.6.

10.2 RELATED WORK

In this section, we briefly review the related works regarding dynamic network mining and

graph generative model.

Dynamic Network Mining. Recently, significant research interests have been observed

in developing deep models for dynamic networks. Most existing work models the dynamic

networks as time-evolving graphs, which aggregate temporal information into a sequence of

snapshots. For instance, [317] proposes a network embedding approach for modeling the

linkage evolution in the dynamic network; [13] proposes a graph attention neural mecha-

nism to learn from the spatial-temporal context information of the time-evolving graphs;

[318] proposes Spatio-Temporal Graph Convolutional Networks with complete convolutional

structures, enabling faster training speed while tackling the issue of the high non-linearity

and complexity of traffic flow. However, these approaches may not be able to fully capture

the rich temporal context information in the data due to the aggregation over time. For
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this reason, the authors of [66] proposed to learn network embedding for temporal inter-

action networks by developing a family of temporally increasing random walks to extract

network context information. In this chapter, we propose a generic framework to further

model and generate the temporal interaction networks by mimicking the network evolution

process in real dynamic systems. To the best of our knowledge, TagGen is the first deep

graph generative model designed for temporal networks.

Graph Generative Model. Early studies of graph generative models include the

explicit probabilistic models [224, 319], stochastic block models [320], preferential attachment

models [311, 321, 322], exponential random graph models [323], the small-world model [324],

and Kronecker graphs [325]. In addition to the static models, some attempts have also

been made for generating dynamic graphs. For instances, [312] proposes a dynamic graph

generation framework that is able to control the network diameter for a long-time horizon;

[326] develops a graph generator that models the temporal motif distribution. However, all

of the aforementioned approaches basically generate graphs relying on some prior structural

assumptions. Hence, such methods are often hand-engineered and cannot directly learn from

the data without prior knowledge or assumptions. The recent progress in deep generative

models (e.g., [314, 315]) has attracted a surge of attention to model the graph-structured

data. For example, in [154], the authors aim to capture the topology of a graph by learning

a distribution over the random walks in an adversarial setting; in [316], the authors propose

a framework named Graph-RNN to decompose graph generation into two processes: one is

to generate a sequence of nodes, and the other is to generate a sequence of edges for each

newly added node. This chapter proposes a deep generative framework to model dynamic

systems and generate the temporal interaction networks via a family of local operations to

perform the addition and deletion of nodes and edges.

10.3 PRELIMINARIES

We formalize the graph generation problem for temporal interaction networks [66, 327,

328], and present our learning problem with inputs and outputs. Different from conven-

tional dynamic graphs that are defined as a sequence of discrete snapshots, the temporal

interaction network is represented as a collection of temporal edges. Each node is associated

with multiple timestamped edges at different timestamps, which results in the different oc-

currences of node v = {vt1 , . . . , vT}. For example, in Figure 10.3, the node va is associated

with three occurrences {vt1a , vt2a , vt3a } that appear at timestamps t1, t2 and t3. The formal

definitions of temporal occurrence and temporal interaction network are given as follows.
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Definition 10.1 (Temporal Occurrence). In a temporal interaction network, a node

v is associated with a bag of temporal occurrences v = {vt1 , vt2 , . . .}, which instance the

occurrences of node v at timestamps {t1, t2, . . .} in the network.

 

Figure 10.3: An example of node va and its temporal occurrences. (a) A miniature of a
temporal interaction network. (b) The occurrences of node va that appear at t1, t2 and t3.

Definition 10.2 (Temporal Interaction Network). A temporal interaction network G̃ =

(Ṽ , Ẽ) is formed by a collection of nodes Ṽ = {v1, v2, . . . , vn} and a series of timestamped

edges Ẽ = {ete11 , e
te2
2 , ..., e

tem
m }, where e

tei
i = (uei , vei)

tei .

In the static setting, existing works [227] define the network neighborhood N (v) of node

v as a set of nodes that are generated through some neighborhood sampling strategies.

Here, we generalize the notion of network neighborhood to the temporal interaction network

setting as follows.

Definition 10.3 (Temporal Network Neighborhood). Given a temporal occurrence

vtv at timestamp tv, the neighborhood of vtv is defined as NFT (vtv) = {vtvii |fsp(v
tvi
i , vtv) ≤

dNFT , |tv − tvi | ≤ tNFT }, where fsp(·|·) denotes the shortest path between two nodes, dNFT is

the user-defined neighborhood range, and tNFT refers to the user-defined neighborhood time

window.

In [66], the authors define the notion of Temporal Walk, which is presented as a sequence

of vertices following a time-order constraint. In this chapter, we relax such a constraint by

considering that all the nodes within a neighborhood time window [tv − tNFT + 1, tv + tNFT ]

are the temporal neighbors of vtv and can be accessed from v via a random walk. Here, we

formally define the k-Length Temporal Walk as follows.

Definition 10.4 (k-Length Temporal Walk). Given a temporal interaction network G̃,

a k-length temporal walk W = {w1, . . . , wk} is defined as a sequence of incident temporal

walks traversed one after another, i.e., wi = (uwi , vwi)
twi , i = 1, . . . , k, where uwi and vwi are

the source node and destination node of the ith temporal walk wi in W respectively.
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Figure 10.4: The proposed TagGen framework.

With all the aforementioned notions, we are ready to formalize the temporal interaction

network generation problem as follows.

Problem 10.1. Temporal Interaction Network Generation

Input: a temporal interaction network G̃, which is presented as a collection of timestamped

edges {(ue1 , ve1)te1 , . . . , (uem , vem)tem}.

Output: a synthetic temporal interaction network G̃ ′ = (Ṽ ′, Ẽ ′) that accurately captures

the structural and temporal properties of the observed temporal network G̃.

10.4 ALGORITHM

In this section, we introduce TagGen, a graph generative model for temporal interac-

tion networks. The core idea of TagGen is to train a bi-level self-attention mechanism

together with a family of local operations to model and generate temporal random walks

for assembling temporal interaction networks. In particular, we first introduce the overall

learning framework of TagGen. Then, we discuss the technical details of TagGen regard-

ing context sampling, sequence generation, sample discrimination, and graph assembling in

temporal interaction networks. At last, we present an end-to-end optimization algorithm for

training TagGen.

10.4.1 A Generic Learning Framework

An overview of our proposed framework is presented in Figure 10.4, which consists of four

major stages. Given a temporal interaction network defined by a collection of temporal edges

(i.e., time-stamped interactions), we first extract network context information of temporal
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interaction networks by sampling a set of temporal random walks [66] via a novel sampling

strategy. Second, we develop a deep generative mechanism, which defines a set of simple yet

effective operations (i.e., addition and deletion over temporal edges) to generate synthetic

random walks. Third, a discriminator is trained over the sampled temporal random walks

to determine whether the generated temporal walks follow the same distributions as the real

ones. At last, we generate temporal interaction network, by collecting the qualified synthetic

temporal walks via the discriminator. In the following subsections, we describe each stage

of TagGen in details.

Context sampling. Inspired by the advances of network embedding approaches [227],

we view the problem of temporal network context sampling as a form of local exploration

in network neighborhood NFT via temporal random walks [66]. Specifically, given a tempo-

ral occurrence vtv , we aim to extract a set of sequences that are capable of generating its

neighborhood NFT (vtv). Notice that in order to fairly and effectively sample neighborhood

context, we should select the most representative temporal occurrences to serve as initial

nodes from the entire data. Here we propose to estimate the context importance via com-

puting the conditional probability p(vtv |NFT (vtv)) of each temporal occurrence vtv given its

temporal network neighborhood context NFT (vtv) as follows.

p(vtv |NFT (vtv)) = p(vtv |NS(vtv),NT (vtv)) (10.1)

where NT (vtv) and NS(vtv) denote the temporal neighborhood and structural neighborhood

of vtv respectively.

NT (vtv) = {vtvii ||tv − tvi| ≤ tNFT } (10.2)

NS(vtv) = {vtvii |fsp(v
tvi
i , vtv) ≤ dNFT } (10.3)

Intuitively, when p(vtv |NFT (vtv)) is high, it turns out that vtv is a representative node in its

neighborhood, which could be a good initial point for random walks; when p(vtv |NFT (vtv))

is low, it is highly possible that p(vtv) is an outlier point, whose behaviors deviate from its

neighbors. A key challenge here is how to estimate p(vtv |NFT (vtv)). If p(vtv |NT (vtv)) and

p(vtv |NS(vtv)) are independent to each other, it is easy to see

p(vtv |NFT (vtv)) = p(vtv |NT (vtv))p(vtv |NS(vtv)) (10.4)

where p(vtv |NT (vtv)) and p(vtv |NS(vtv)) can be estimated via some heuristic methods [66,

227]. However, in real networks, the topology context and temporal context are correlated

to some extend, which has been observed in [329]. For instance, the high-degree nodes
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(i.e., p(vtv |NS(vtv)) is high) have a high probability to be active in a future timestamp

(i.e., p(vtv |NT (vtv)) is high) , and vice versa. These observations allow us to state a weak

dependence [71] between the topology neighborhood distribution and temporal neighborhood

distribution.

Definition 10.5 (Weak Dependence). For any vtv ∈ Ṽ , the corresponding temporal

neighborhood distribution and topology neighborhood distribution are weakly dependent on

each other, such that, for δ > 0, p(vtv |NFT (vtv)) ≥ δ[p(vtv |NT (vtv))p(vtv |NS(vtv))].

Lemma 10.1. 1 For any vtv ∈ Ṽ , if the temporal neighborhood distribution p(vtv |NT (vtv))

and topology neighborhood distribution p(vtv |NS(vtv)) are weakly dependent on each other,

then the following inequality holds:

p(vtv |NFT (vtv)) (10.5)

≥ α
p(vtv |NS(vtv))p(vtv |NT (vtv))p(NS(vtv))p(NT (vtv))

p(NS(vtv),NT (vtv))

where α = δ
p(vtv )

.

Proof. For any vtv ∈ G̃, the context importance p(vtv |NFT (vtv)) can estimated as

p(vtv |NFT (vtv)) = p(vtv |NS(vtv),NT (vtv))

=
p(vtv ,NS(vtv),NT (vtv))

p(NS(vtv),NT (vtv))
(10.6)

Since the corresponding temporal neighborhood distribution p(vtv |NT (vtv)) and topology

neighborhood distribution p(vtv |NS(vtv)) satisfy a weak dependence, we can easily have

p(vtv |NFT (vtv))

≥ δ
p(vtv)p(NS(vtv)|vtv)p(NT (vtv)|vtv)

p(NS(vtv),NT (vtv))

= δ
p(vtv)p(v

tv |NS(vtv ))p(NS(vtv ))
p(vtv )

p(vtv |NT (vtv ))p(NT (vtv ))
p(vtv )

p(NS(vtv),NT (vtv))

= α
p(vtv |NS(vtv))p(vtv |NT (vtv))p(NS(vtv))p(NT (vtv))

p(NS(vtv),NT (vtv))
(10.7)

QED.
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Following [227], we assume p(vtv |NS(vtv)) and p(vtv |NT (vtv)) follow a uniform distribu-

tion, where all the temporal entities in a local region are equally important. Then, by

computing p(NS(vtv)), p(NT (vtv)) and p(NS(vtv),NT (vtv)) (e.g., via kernel density estima-

tion approaches [330]), we can infer the context importance p(vtv |NFT (vtv)) based on Eq. 10.5

for selecting initial nodes.

After selecting the initial temporal occurrence, we use the biased temporal random walk [66]

to extract a collection of temporal walks for training TagGen. The key reasons for using

random walk based sampling approaches are their flexibility of controlling sequence length

and the capability of jointly capturing structural and temporal neighborhood context infor-

mation, as shown in [66, 227, 229].

Sequence generation. To generate the synthetic temporal random walks, a straightfor-

ward solution is to train a sequence model by learning from the extracted random walks [154].

However, in the temporal network setting, it is unclear how to mimic the network evolution

and produce temporal interaction networks. Therefore, in this chapter, we design a family of

local operations, i.e., Action = {add, delete}, to perform addition and deletion of temporal

entities and mimic the evolution of real dynamic networks. In particular, given a k-length

temporal random walk W̃ (i) = {w̃(i)
1 , . . . , w̃

(i)
k }, we first sample a candidate temporal walk

segment w̃
(i)
j ∈ W̃ (i) following a user-defined prior distribution p(W̃ (i)). In this chapter,

we assume p(W̃ (i)) follows a uniform distribution, although the proposed techniques can be

naturally extended to other types of prior distribution. Then, we randomly perform one of

the following operations with probability paction = {padd, pdelete}.

• add : The add operation is done in a two-step fashion. First, we insert a place holder

token in the candidate temporal walk segment w̃
(i)
j = (u

w̃
(i)
j
, v
w̃

(i)
j

)
t
w̃
(i)
j , and then re-

place a new temporal entity v∗tv∗ with the place holder token such that w̃
(i)
j is broken

into {(u
w̃

(i)
j
, v∗)tv∗ , (v∗, v

w̃
(i)
j

)
t
w̃
(i)
j }. The length of the modified temporal random walk

sequence W̃
(i)
add would be k + 1.

• delete : The delete operation removes the candidate temporal walk segment w̃
(i)
j from

W̃ (i) = {w̃(i)
1 , . . . , w̃

(i)
j , . . . , w̃

(i)
k }, such that the length of the modified temporal random

walk W̃
(i)
delete would be k − 1.

Sample discrimination. To ensure the generated graph context follows the similar

global structure distribution as the input, TagGen is equipped with a discriminator model

fθ(·), which aims to distinguish whether the generated temporal networks follow the same

distribution as the original graphs. For each generated temporal random walk W̃
(i)
action after

a certain operation action = {add, delete}, TagGen computes the conditional probability
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Figure 10.5: Bi-level self-attention.

p(W̃
(i)
action|W (1∼l)) given the extracted real temporal random walks W (1∼l) = {W (1), . . . ,W (l)}

as follows.

p(W̃
(i)
action|W (1∼l)) ∝ paction(action)fθ(W̃

(i)
action) (10.8)

where fθ(·) computes the likelihood of observing W̃
(i)
action given the training data W (1∼l) =

{W (1), . . . ,W (l)}; paction(action) weights the proposed operation over W̃
(i)
action.

Some recent graph generative frameworks (e.g., [154, 316]) model the extracted graph

sequences via recurrent neural networks (RNNs) or long short-term memory (LSTM) ar-

chitectures. However, such sequential nature inherently prevents parallelism and results in

intractable running time for long sequence length [331]. For instance, GraphRNN [316] re-

quires to map the n-node graph into length-n sequences for training purposes. Inspired by

the recent advances of Transformer models in nature language processing [331], we propose

to employ self-attention mechanisms to impose global dependencies among temporal enti-

ties (i.e., nodes and temporal occurrences) and reduce the overall sequential computation

load. However, direct implementation with standard Transformer parameterization may fail

to capture such bi-level dependencies (i.e., node-level dependencies and occurrence-level de-

pendencies). Here, we propose a bi-level self-attention mechanism illustrated in Figure 10.5.

In particular, given a k-length temporal random walk W̃ (i), we first obtain the d-dimensional

representation Z ∈ Rn×d for each vt (i.e., node v at timestamp t) via temporal network em-

bedding approaches, e.g., [66]. As each node v is naturally represented as a bag of temporal
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occurrences v = {vt1, vt2, . . . , vT}, the bi-level self-attention mechanism is designed to jointly

learn (1) the dependencies among nodes in G̃ and (2) the dependencies among different tem-

poral occurrences. Following the notations in [331], we define the occurrence-level attention

Aoccu ∈ Rnr×nr and node-level attention Anode ∈ Rnr×nr as follows.

Aoccu(vt1i , v
t2
j ) =

(zt1
i Woccu

Q )� (zt2
j Woccu

K )
√
dk

(10.9)

Anode(vt1i , v
t2
j ) =

(fagg(z
t1
i )Wnode

Q )� (fagg(z
t2
j )Wnode

K )
√
dk

(10.10)

where zt1i (zt2i ) ∈ R1×d is the d-dimensional embedding of node vt1i (vt2i ); Woccu
Q ∈ Rd×dk and

Woccu
K ∈ Rd×dk are the occurrence-level query weight matrix and key weight matrix, respec-

tively; similarly, Wnode
Q ∈ Rd×dk and Wnode

K ∈ Rd×dk are the node-level query weight matrix

and key weight matrix, respectively; dk is a scaling factor; fagg(·) is an aggregation function

that summarizes all the occurrence-level information for each node. For implementation

purposes, we define fagg(v
t
i) =

∑
vti∈vi

zt
i , such that fagg(v

t1
i ) = fagg(v

t2
i ) when t1 6= t2. In this

way, the entries (i.e., rows) in Aoccu and Anode are exactly aligned. Moreover, we introduce

a coefficient λ ∈ [0, 1] to balance the occurrence-level attention and node-level attention and

obtain the final bi-level self-attention Zs as follows.

Zs = [λ× softmax(Anode) + (1− λ)× softmax(Aoccu)]V (10.11)

where V = WVZ and WV denotes the value weight matrix.

With the single head attention described in Figure 10.5, we employ h = 4 parallel attention

layers (i.e., heads) in discriminator fθ(·) for selecting the qualified synthetic random walks

W̃
(i)
action. The update rule of the hidden representations in fθ(·) is the same as the standard

Transformer model defined in [331]. At the end of the stage 3, all of the selected synthetic

temporal random walks via the fθ(·) will be fed to the beginning of Stage 2 (see Figure 10.4)

to gradually modify these sequences until the user-defined stopping criteria are met and the

sequences are ready for assembling (Stage 4).

Graph assembling. In the previous stage, we generate synthetic temporal random walks

by gradually performing local operations on the extracted real temporal random walks. In

this stage, we assemble all the generated temporal random walks and generate the tem-

poral interaction networks. In particular, we first compute the frequency counts s(ete) of
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Algorithm 10.1: The TagGen Learning Framework.

Require: Temporal interaction network G̃ and parameters including neighbor-
hood range dNFT , neighborhood time window tNFT , number of initial node l,
walks per initial temporal occurrences γ, walk length k and constants c1 and
ξ ∈ (0.5, 1).

Ensure: Synthetic temporal interaction network G̃′.
1: Sample l initial temporal occurrences based on Eq. 10.5.
2: Sample γ temporal random walks starting from each initial temporal occurrence

with neighborhood range dNFT and neighborhood time window tNFT , and store
them in S.

3: Train discriminator fθ based on S.
4: Let S ′ = {}.
5: for i = 1 : γ × l do
6: Initialize W̃ (i) with the first entry in W (i), i.e., W̃ (i) = {w(i)

1 }.
7: for c = 1 : c1 do
8: Sample a candidate temporal walk segment w̃

(i)
j from W̃ (i).

9: Draw a number random ∼ Unif(0, 1).

10: If random < ξ, perform add operation on w
(i)
j ; if random ≤ ξ, perform

delete operation on w
(i)
j .

11: If discriminator fθ approves the proposal W̃
(i)
action, replace W̃ (i) with W̃

(i)
action;

if not, continue.
12: end for
13: Add W̃ (i) into S ′.
14: end for
15: Construct G̃′ based on S ′ by ensuring all the temporal occurrences and times-

tamps are included in G̃′.

each temporal edge ete = (u, v)te in the generated temporal random walks. To ensure

the frequency counts are reliable, we use a larger number of the extract temporal random

walks from the original graphs to avoid the case where some unrepresented temporal occur-

rences (i.e., with a small degree) are not sampled. In order to transform these frequency

counts to discrete temporal edges, we use the following strategies: (1) we firstly generate

at least one temporal edge starting from each temporal occurrence vtv with probability

p(vtv , v∗ ∈ NS(vtv)) = s(ete=(v,v∗)tv )∑
v∗∈NS(vtv ) s(e

te=(v,v∗)tv )
to ensure all the observed temporal occur-

rences in G̃ are included; (2) then we generate at least one temporal edge at each timestamp

with probability p(ete) = s(ete )∑
ei
tei

s(ei
tei )

; (3) we generate the temporal edges with the largest

counts until the generated graph has the same edge density as the original one. Note that

the first two steps can be considered as pre-processing steps, which are independent from

the sequence generation (Stage 2) in Figure 10.4.
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10.4.2 Optimization Algorithm

To optimize TagGen, we use stochastic gradient descent [257] (SGD) to learn the hidden

parameters of TagGen. The optimization algorithm is described in Alg. 10.1. The given

inputs include the Temporal interaction network G̃, neighborhood range dNFT , neighborhood

time window tNFT , number of initial nodes l, walks per initial nodes γ, walk length k, the

number of operations per sequence c1, and constant parameters ξ ∈ (0.5, 1). With ξ > 0.5, we

enforce the number of add operation to be larger than the number of delete operation. In this

way, we can avoid the case of generating zero-entry temporal random walk sequences. From

Step 1 to Step 3, we sample a set of temporal random walks S from the input data and train

the discriminator fθ(·). Step 4 to Step 14 is the main body of TagGen, which generates the

exactly sample number of temporal random walks as in S. We firstly initial each synthetic

walk W̃ (i) with first entry in W (i), i.e., W̃ (i) = {w(i)
1 }. From Step 7 to Step 12, we perform

c1 times operations (i.e., add and delete) to generate context for each synthetic walk W̃ (i)

and use discriminator fθ(·) to select the qualified temporal random walks to be stored in S ′.
In the end, Step 15 constructs the G̃′ based on S ′ by ensuring all the temporal occurrences

and timestamps are included in G̃′ as discussed in the previous subsection regarding Stage

4.

Network Nodes Temporal Edges Timestamps

EMAIL 986 332,334 26

DBLP 1,909 8,237 15

WIKI 7,118 95,333 6

MSG 1,899 20,296 28

BITCOIN 3,783 24,186 117

SO 3,262 13,077 36

MO 13,840 195,330 20

Table 10.1: Statistics of the network data sets.

10.5 EXPERIMENTAL EVALUATION

In this section, we demonstrate the performance of our proposed TagGen framework

across seven real temporal networks in graph generation and data augmentation. Additional

results regarding scalability analysis are reported in Appendix E.
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(a) Mean Degree (b) Claw Count
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(c) Wedge Count (d) LCC
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(e) PLE (f) N-Component

Figure 10.6: Average score favg(·) comparison with six metrics across seven temporal net-
works. Best viewed in color. We cut off high values for better visibility. (Smaller metric
values indicate better performance)

10.5.1 Experiment Setup

Data Sets: We evaluate TagGen on seven real temporal networks. Specifically,

DBLP [4] is a citation network that contains bibliographic information of the publications in

IEEE Visualization Conference from 1990 to 2015; SO [4] and MO [327] are two collaboration

networks where each node represents a user, and the edge represents one user’s comments

on another user; WIKI [174] is a voting network, where each edge exists if the contribu-

tors vote to elect the administrators; EMAIL [327] and MSG [332] are two communication

networks, where an edge exists if one person sends at least one email/message to another

person at a certain timestamp; BITCOIN [333] is a who-trusts-whom network where people

trade with bitcoins on a Bitcoin Alpha platform. The statistics of data sets are summarized

in Table 10.1.
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Metric name Computation Description

Mean Degree E[d(v)]
Mean degree of nodes in
the graph.

Claw Count
∑

v∈V
(
d(v)

3

) Number of the claw of the
graph.

Wedge Count
∑

v∈V
(
d(v)

2

) Number of wedges of the
graph.

LCC maxf∈F ‖f‖

Size of the largest connected
component of the graph,
where F is the set of all
connected components in
the graph.

PLE 1 + n(
∑

u∈V log( d(u)
dmin

))−1 Exponent of the power-law
distribution of the graph.

N-Component |F |

Number of connected
components, where F is the
set of all connected
components in the graph.

Table 10.2: Graph statistics for measuring network properties.

Comparison Methods: We compare TagGen with two traditional graph generative

models (i.e., Erdös-Rényi (ER) [224] and Barabási-Albert (BA) [311]), two deep graph gen-

erative models (GAE [334], NetGAN [154]), and two dynamic graph generators based on

temporal network embedding approaches (HTNE [335], DAE [336]). Note that HTNE and

GAE are not designed for graph generation. To generate temporal networks, we utilize the

learned temporal network embedding to construct the adjacency matrix at each timestamp.

Evaluation Metrics: We evaluate the quality of the generated graphs by computing six

network properties: (a) Mean Degree: the average degree of all nodes in the graph; (b)

Claw Count: the claw count of the graph; (c) Wedge Count: the wedge count of the graph;

(d) PLE: the exponent of the power-law distribution of the graph; (e) LCC: the size of the

largest connected component of the graph; (f) N-Component: the number of connected com-

ponents. (6) Assortativity: the degree assortativity of an input graph, which measures the

similarity of connections in the graph concerning the node degree; (7) Gini Coef: the Gini

coefficient of the degree distribution of the graph; We provide the computation formula and

description regarding these six metrics in Table 10.2. As all of these metrics are designed for

static graphs, here we generalize the aforementioned metrics to the dynamic setting in the

form of mean value and median value. In particular, given the real network G̃, the synthetic

one G̃′ and a user-specific metric fm(·), we first construct a sequence of snapshots S̃t (S̃ ′
t
),

t = 1, . . . , T , of G̃ (G̃′) by aggregating from the initial timestamp to the current timestamp
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Figure 10.7: Median score fmed(·) comparison on six metrics across seven temporal networks.
Best viewed in color. We cut off high values for better visibility. (Smaller metric values
indicate better performance)

t. Then, we measure the averaged/median discrepancy (in percentage) between the original

graph and the generated graph in terms of the given metric fm(·) as follows.

favg(G̃, G̃′, fm) = Meant=1:T (|fm(S̃t)− fm(S̃′
t
)

fm(S̃t)
|) (10.12)

fmed(G̃, G̃′, fm) = Mediant=1:T (|fm(S̃t)− fm(S̃′
t
)

fm(S̃t)
|) (10.13)

10.5.2 Quantitative Results for Graph Generation

We compare TagGen with six baseline methods across seven dynamic networks regarding

six network property metrics in the form of favg(·) and fmed(·) are shown in Figure 10.6 and
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(a) Mean Degree (b) Claw Count

(c) Wedge Count (d) LCC

(e) PLE (f) N-Component

Figure 10.8: The comparison results on the six evaluation metrics across 117 timestamps
in BITCOIN data set. Best viewed in color. The algorithm better fitting the curve of the
original graph (colored in blue) is better.

Figure10.7. For the static methods, we apply them on the constructed graph snapshots at

each timestamp and then report the results. In all of these figures, the performance is the

smaller metric values, the better. For the sake of better visualization, the values of the scores

are set to be one if any value is greater than 1. We draw several interesting observations

from these results. (1) TagGen outperforms the baseline methods across the six evaluation

metrics and seven data sets in most of the cases. (2) The random graph algorithms (i.e.,

ER and BA) perform well (i.e., close to TagGen and better than NetGAN and GAE) with

Mean Degree (shown in Figure 10.6 (a) and Figure 10.7 (a)), but perform worse than the

competitors with most of the other metrics. This is because such random graph algorithms

are often designed to model a certain structural distribution (e.g., degree distribution) while

falling short of capturing many other network properties (e.g., LCC and wedge count).
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(a) Anomaly detection (b) Link prediction

Figure 10.9: Data augmentation in SO

To further demonstrate the performance of TagGen, we experiment with the BITCOIN

data set and evaluate the performance of all algorithms in terms of six different metrics in

each timestamp. By doing this, we want to explore how the performances of the different

methods change over 117 timestamps in the BITCOIN data set. The experimental results

are shown in Figure 10.8, where the X-axis represents timestamp, and the Y-axis represents

the value of a metric (labeled under each figure). In general, we observe (1) all the methods

perform similarly well on Mean Degree metric; (2) TagGen consistently performs better

than the baseline methods across six metrics and 117 timestamps as TagGen (colored in

red) better fits the curves of the original graph (colored in blue). A simple guess here is

that TagGen is the only dynamic graph generative model that can better track the trend

of network evolution.

10.5.3 Case Studies in Data Augmentation

Anomaly Node Detection: In real-world networks, the performance of anomaly detec-

tion algorithms is often degraded due to data sparsity. Here, we conduct a case study of

boosting the performance of anomaly node detection in SO data set via data augmentation.

In particular, we select the labeled network SO as our evaluation data and consider a minor-

ity class (8%) in SO as the anomalies. In particular, we conduct 10-fold cross-validation and

employ Recall@K as the evaluation metric, where K is the total number of anomaly nodes

in the test set. To assess the performance of anomaly node detection with data augmenta-

tion, we use the generative models to synthesize temporal edges and inject them into the

original graph. Then, we encode the augmented temporal network into a node-wised repre-

sentations [66], which is fed into the logistic regression model as inputs for classifying the

malicious nodes. The experimental results are shown in Figure 10.9 (a), where No Augmen-

tation (red dotted line) shows the result (Recall@K = 44.8%) of logistic regression directly

trained on the embedding of the original graph without augmentation. The height of the
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bars indicates the average value of Recall@K, and the error bars represent the standard de-

viation in 10 runs. We observe that our proposed method boosts Recall@K to 67.6% (22.8%

improvement over the base model No Augmentation), while our best competitor NetGAN

only achieves 54.3% (9.5% improvement over No Augmentation).

Link Prediction: In this experiment, we randomly select 50% of edges as the training data

and the rest as the test data. Then, we compute the node embedding of both the original

graph and the generated graph via CTDNE [66]. At last, we concatenate the two sets of

node embedding and feed them into a logistic regression model to perform link prediction

on the test data. In Figure 10.9 (b), the height of the bars indicates the average value of

accuracy, and the error bars represent the standard deviation in 10 runs. It can be seen that

NetGAN and GAE barely improve the performance of link prediction, while our proposed

method TagGen increases the accuracy rate by 2.7% over the base model without data

augmentation.

10.5.4 Scalability Analysis

We analyze the scalability of TagGen, by recording the running time (i.e., the sum of the

training time and the time for graph generation) of TagGen on a series of synthetic graphs

with increasing size. To be specific, we generate the synthetic graphs via ER algorithm [224],

by which we can easily control the number of nodes and the number of edges in a graph. In

the experiments, we set the batch size to be 128, the length of the random walk to be 20, the

number of epochs to be 30, i.e., the same parameter settings as in the previous subsection.

In Figure 10.10 (a), we fix the edge density to be 0.005, set the initial number of nodes to

be 500, and increase the number of nodes by 500 each time. In Figure 10.10 (b), we fix the

number of nodes to be 5,000 and increase the edge density from 0.005 to 0.05. Based on the

results in Figure 10.10, we observe that the complexity of the proposed method is almost

linear to the number of nodes. Besides, when we fix the number of nodes and increase the

edge density, the running time also increases linearly.

10.6 SUMMARY

In this chapter, we propose TagGen - the first attempt to generate temporal networks

by directly learning from a collection of timestamped edges. TagGen is able to generate

graphs that capture important structural and temporal properties of the input data via

a novel context sampling strategy together with a bi-level self-attention mechanism. We

present comprehensive evaluations of TagGen by conducting the quantitative evaluation
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(a) Running time vs. # of nodes (b) Running time vs. edge density

Figure 10.10: Scalability analysis

in temporal graph generation and two case studies of data augmentation in the context of

anomaly detection and link prediction. We observe that: (1) TagGen consistently outper-

forms the baseline methods in seven data sets with six metrics; (2) TagGen boosts the

performance of anomaly detection and link prediction approaches via data augmentation.

However, key challenges remain in this space. One possible future direction is to develop

generative models that can jointly model the evolving network structures and node attributes

in order to generate attributed networks in the dynamic setting.
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CHAPTER 11: FAIR GENERATION FOR RARE CATEGORIES ON
GRAPHS

11.1 OVERVIEW AND MOTIVATION

The ever-increasing size of graphs, together with the difficulty of releasing and sharing

them, has made the graph generation a fundamental problem that is key in many high-

impact applications, including data augmentation [337], anomaly detection [338], drug de-

sign [339, 340], recommendation [154], and many more. For instance, financial institutes

would like to share their transaction data or user networks with their partners to improve

their service. However, directly releasing the real data would result in serious privacy is-

sues. In this case, graph generative models provide an alternative solution without pri-

vacy concerns, by generating high-quality synthetic graphs for replacement. The classic

graph-property oriented models are usually built upon succinct and elegant mathemati-

cal formula to preserve important structural properties, e.g., power-law degree distribu-

tion [311, 321, 325, 341], small world phenomena [324], shrinking diameters of dynamic

graphs [312, 324], local clustering [313], motif distributions [342], etc. More recently, the

data-driven models [154, 316, 343, 344, 345, 346, 347] have attracted much attention, which

directly extract the contextual information from the input graphs and approximate their

structure distribution with minimal prior assumptions.

Despite the tremendous success of existing graph generation techniques, the vast major-

ity of existing graph generators are unsupervised and independent of downstream learning

tasks. They are able to produce general-purpose graphs without considering any label infor-

mation. However, in many real graphs, labels, such as identities of users [348] or community

memberships [349], are available and could have a profound impact on the performance of

downstream learning tasks. Considering an online transaction network (e.g., PayPal) that

allows real-time money transfer among users and merchants, most of the transactions are

normal while only a small amount of transactions are red-flagged (i.e., fraudulent transac-

tions) by domain experts. Such label information could play a pivotal role in financial fraud

detection (e.g., money laundering detection, identity theft detection). Therefore, if the graph

generators neglect such label information, it is likely to negatively impact the downstream

learning tasks (e.g., fraud detection).

Moreover, as the importance of model fairness has been widely recognized in the machine

learning community, it is highly desirable to ensure certain parity or preference constraints

in the learning process of generative models [350]. It is of key importance to ensure the pro-

tected group (e.g., the African Americans) and the unprotected group (e.g., the non-African

182



Americans) are treated equally in the generation process, especially when the generated

data will be used for developing realistic AI systems (e.g., Correctional Offender Manage-

ment Profiling for Alternative Sanctions (COMPAS) [351]). However, most, if not all, of the

existing graph generative models are designed either prior to or in parallel with downstream

tasks without considering model fairness in the generative process. The statistical nature of

these models are designed to focus on the frequent patterns (i.e., the unprotected group),

and as such, might overlook the underrepresented patterns (i.e., the protected group) in the

observed data. As the protected groups contribute less to the general learning objective (e.g.,

minimizing the expected reconstruction loss [154]), they tend to suffer from the systemat-

ically higher errors. We refer to this phenomenon as representation disparity [352]. What

is worse, as the protected groups are typically more scarce compared to the unprotected

groups, it can be much more expensive to obtain label information from these groups than

the unprotected groups in practice. As a consequence, the representation disparity issue

could be further exacerbated when the models are learned from the highly skewed label

information.

Therefore, in this chapter, we aim to tailor graph generation to downstream learning tasks,

by incorporating label information and parity constraints. To this end, we have identified

the following challenges. First (Task Guidance), how to train graph generative models under

the guidance of ground-truth labels, so that the generated graphs are better suited for the

downstream mining tasks comparing to the ones using general-purpose graph generators?

Second (Representation Disparity), how to enforce the fairness constraints on the graph

generative model so that the protected group and the unprotected group are treated equally

in the generated graphs? Third (Label Scarcity), given limited label information (especially

for the protected group), how to accurately capture the class-memberships of the protected

groups in the input data and preserve them in the generated graph?

To this end, we propose a deep generative model named FairNet, which jointly trains

a label-informed graph generation module and a fairness representation learning module in

a mutually beneficial way. Moreover, To mitigate the representation disparity, FairNet

integrates the self-paced learning paradigm in the graph generation process. It starts with

few-shot labeled examples and then gradually propagates the labels from the ‘easy’ concepts

to the ‘hard’ ones in order to accurately capture the behavior of the protected and unpro-

tected groups in the input graphs. Moreover, to control the risk of protected groups, we

propose a novel context sampling strategy for graph generative models, which is proven to

be capable of capturing the context of each group S with a probability of at least 1−Tδφ(S),

where T is the maximum random walk length, φ(S) is the conductance of subgraph S, and

δ is a positive constant.
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The main contributions of this chapter are summarized below.

Problem. We formalize the fair graph generation problem and identify unique chal-

lenges motivated from the real applications.

Algorithms. We propose a self-paced graph generative model named FairNet, which

incorporates the label information and fairness constraints to produce task-specific

graphs.

Evaluation. We perform extensive experiments on seven real networks, which

demonstrate that FairNet (1) achieves comparable performance as state-of-the-art

graph generative models in terms of six widely-used metrics; (2) largely alleviates the

representation disparity in the generated graphs; (3) significantly boosts the perfor-

mance of subgraph detection via data augmentation.

The rest of the chapter is organized as follows. We review the related literature in Sec-

tion 11.2. In Section 11.3, we introduce the notation and problem definition, followed by

the details of our proposed framework FairNet in Section 11.4. Experimental results are

reported in Section 11.5. Finally, we conclude this chapter in Section 11.6.

11.2 RELATED WORK

In this section, we provide a brief literature review regarding the topics of graph generative

model, and fair machine learning.

11.2.1 Graph Generative Model

Graph generative models have a longstanding history, with applications in biology [353],

chemistry [316], and social sciences [353]. Classic graph generators are often designed as

network-property oriented models, which capture and reproduce one or more important

structure properties, e.g., power law degree distribution [224, 311], small diameters [324],

motif distribution [325, 326], and densification in graph evolution [312]. More recently,

deep generative models[154, 316, 343] for graphs have received much research interest. For

example, in [343], the authors propose a variational auto-encoders based framework named

GraphVAE, which is designed to generate a number of small graphs and then employ a

subgraph matching algorithm to assemble them into a complete graph with the same size of

the original network; [305] studies the problem of molecular graph generation by proposing

a novel generative model that can generate graphs with desired molecule structures and
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physical properties; [316] proposes a deep autoregressive model that consists of a graph-level

Recurrent neural network and an edge-level recurrent neural network to generate sequences

of nodes and edges; [154] proposes a GAN-based graph generative model, where a generator

is defined to generate synthetic random walks, and a discriminator is defined to distinguish

them from the real ones that are sampled from the input graphs. As mentioned before, most

of the existing works are predominately designed for producing general-purpose graphs. They

overlook the label information and fairness requirements.

11.2.2 Fair Machine Learning

Fair machine learning aims to amend the biased machine learning models to be fair or

invariant regarding specific variables. A surge of researches in fair machine learning has been

done in the machine learning community. For example, [354] presents a learning algorithm

for fair classification by enforcing group fairness and individual fairness in the obtained data

representation; [355] proposes approaches to quantify and reduce bias in word embedding

vectors that are trained from real-world data; in [352], the authors develop a robust opti-

mization framework that minimizes the worst case risk over all distributions and preserves

the minority group in an imbalanced data set; in [356], the authors present an adversarial-

learning based framework for mitigating the undesired bias in modern machine learning

models. in [357], the authors study the problem of automatic paper matching by proposing

a local fairness formulation to guide the paper-assignment process; in [358], the authors

propose an adversarial framework that provides flexibility to the end-users to accommodate

different combinations of fairness constraints in learning network representations on knowl-

edge graphs. To the best of our knowledge, we are the first to study the problem of debiasing

representation disparity in the graph generative models.

11.3 PRELIMINARIES

Throughout the chapter, we use regular letters to denote scalars (e.g., α), boldface low-

ercase letters to denote vectors (e.g., v), and boldface uppercase letters to denote matrices

(e.g., A). We formalize the graph generation problem in the context of undirected graph

G = (V , E), where V consists of n vertices, and E consists of m edges. We let A ∈ Rn×n

denote the adjacency matrix, D ∈ Rn×n denote the diagonal matrix of vertex degrees, and

I ∈ Rn×n denote the identity matrix. The transition probability matrix M of G can be

obtained by M = (AD−1 + I)/2. We define an indicator vector χS ∈ Rn which is supported

on a set of nodes S ⊂ V , i.e., χS(v) = 1 iff v ∈ S; χS(v) = 0 otherwise.
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(a) (b) (c) (d)

Figure 11.1: An illustrative example of representation disparity in deep graph generative
models. The protected group is colored in blue while the unprotected group is colored in
red. (a) Original graph; (b) NetGAN with 500 iterations; (c) NetGAN with 1000 iterations;
(d) NetGAN with 2000 iterations.

In our problem setting, we are given a handful of labeled examples from C classes, as well as

the membership of a protected group. Without loss of generality, we let L = {x1, x2, . . . , x|L|}
denote the set of labeled vertices, which includes at least one from each class y = 1, . . . , C,

U = {x|L|+1, x|L|+2, . . . , x|L|+|U |} denote the unlabeled vertices, S+ ⊆ V denote the set of

protected group vertices, and S− ⊆ V denote the set of unprotected group vertices. Note

that S− = {x|x ∈ V and x 6∈ S+}. Next, we elaborate on the background and motivation in

the paragraphs below.

Learning Graph Generator from Random Walks. To generate a graph with n

nodes, the generator has to output O(n2) variables to specify the adjacency matrix Ã of

the synthetic graph G̃. Instead of directly modeling the adjacency matrix, an alternative

way [154, 316] is to train the generative model from the sequence representation of the

observed graphs. In this chapter, we follow the idea of NetGAN [154], which trains over the k

random walk sequences W = {w1, . . . ,wk} extracted from the input graphs G. Each random

walk sequence wi, i = 1, . . . , k, consists of T incident nodes traversed one after another, i.e.,

wi = {xi,1, . . . , xi,T}, where xi,j ∈ V , j = 1, . . . , T . The learning objectives are defined

to minimize the reconstruction error of generating synthetic random walks: w̃ ∼ gθ(W),

where w̃ = {x̃1, . . . , x̃T} is the synthetic random walk consisting of T vertices x̃i ∈ V ,

i = 1, . . . , T , gθ denotes the recurent neural network [359, 360] parameterized by θ. At last,

all of the generated random walks will be used to assemble the adjacency matrix of the

output synthetic graph G̃.

Representation Disparity: Consider a standard graph generative model that is trained

to minimize the reconstruction error of the input graph G. Given the memberships of the

protected group S+, we define the general graph reconstruction loss R(θ) and the group-wise

graph reconstruction loss RS(θ) as follows.
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Figure 11.2: Overview of the proposed FairNet framework.

R(θ) = −Ew∈G[
T∑
t=1

log gθ(wt|w<t)] (11.1)

RS(θ) = −Ew∈GS [
T∑
t=1

log gθ(wt|w<t)] (11.2)

where GS refers to a subgraph in G that is composed of a group of vertices S ⊆ G; wt

and w<t represent the tth node and the first (t − 1)th nodes in a sampled random walk w.

The objective of existing graph generative models typically aim to minimize Eq. 11.1 while

ignoring the existence of the protected group S+ that is typically under-represented. As the

protected group S+ contributes less to Eq. 11.1, it receives less attention from the generative

model. As a result, the status quo of generative models may obtain a very low R(θ) but high

RS=S+(θ). Following [352, 361], we refer to this phenomenon as the representation disparity

in graph generative models. Figure 11.1 shows a motivating example of the representation

disparity in graph generation. We consider one of the most popular deep graph generative

models (i.e., NetGAN [154]) for the case study. We observe that the generated graphs in

(b) initially maintains fairness (i.e., the protected group is well preserved in the embedding

space), but the protected group in (c) and (d) becomes less prominent with more and more

iterations. Here we formally define our problem below.

Problem 11.1. Fair Graph Generation

Input: (i) an observed undirected graph G, (ii) few-shot labeled examples L = {x1, . . . , x|L|},
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(iii) the memberships of the protected group S+ and the unprotected group S−.

Output: the generated graph G̃ that (i) captures the general structural properties of the

input graph G, (ii) agrees with the label information, and (iii) fairly preserves the contextual

information of the protected group and the unprotected group.

11.4 ALGORITHM

In this section, we introduce our proposed FairNet framework. We first present an

overview of FairNet together with its learning objective. Then we discuss its components

on (1) label-informed graph generation, (2) mitigating the representation disparity in graph

generation, and (3) the impact of self-paced learning. At last, we present an end-to-end

optimization algorithm and graph assembling strategy for fair graph generation.

11.4.1 A Generic Joint Learning Framework

Given a graph G associated with a handful of labeled nodes L and the membership of

protected group S+, the goal of our framework is to learn a graph generator gθ that agrees

with the known label information, and fairly preserves the network context (i.e., structures

and label information) of the protected group and the unprotected group in the generated

graphs. With these design objectives in mind, we formulate FairNet as an optimization

problem in Eq. 11.3 as follows.

argmin
θ,v(1),...,v(C)

J =JG + JP + JL + JF + JS (11.3)

= − Ew∼fS(G)

[
T∑
t=1

log gθ(wt|w<t)

]
︸ ︷︷ ︸

JG : label informed generative model

+ α
L∑
i=1

ξxidθ(xi, yi)︸ ︷︷ ︸
JP : prediction model

− β
L+U∑
i=1

C∑
c=1

v
(c)
i logPr(ŷi = c|xi)︸ ︷︷ ︸

JL: label propagation model

+ γ
C∑
c=1

‖m+
c −m−c ‖︸ ︷︷ ︸

JF : fairness regularizer

− λ
L+U∑
i=1

C∑
c=1

v
(c)
i︸ ︷︷ ︸

JS : self-paced learning

It consists of five terms. The first term JG corresponds to the label informed generative model

that minimizes the expected reconstruction error of the sampled random walk sequence

w using the label informed sampling strategy fS (described later by Algorithm 11.1 in

Subsection 3.1). The second term JP minimizes the weighted prediction loss for the training

data L, where the function ξxi defines the cost-sensitive ratios regarding the protected group
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and unprotected group as follows.

ξxi =

1/|S+| xi ∈ S+

1/|S−| Otherwise.
(11.4)

where |S+| (|S−|) denotes the cardinality of S+ (S−). Intuitively, as the protected group

often corresponds to the minorities, i.e., |S+| << |S−|, we set ξxi >> ξxj for xi ∈ S+ and

xj ∈ S−. By enforcing a higher loss of mis-classifying protected group nodes, the predictor

dθ tends to pay more attention to the underrepresented protected group S+. The third term

JL corresponds to the label propagation model that maximizes the likelihood of observing

xi in its predicted class ŷi = c. The fourth term JF is the fairness regularizer, where m+
c

and m−c denote the statistical parity measure [354] regarding the protected group S+ and

the unprotected group S−, respectively; the last term is the self-paced regularizer, which

globally maintains the learning pace of graph generation and label propagation, in which

v(c) ∈ {0, 1}n×1 denotes the self-paced vectors regarding the class c = 1, . . . , C; α, β, γ, λ

are positive constants to balance the impact of each term on the overall objective function.

We estimate the posterior probability Pr(yi|xi) in Eq. 11.3 via the softmax function as

Pr(yi|xi) =
exp[hk(xi)

′]θyi∑
y′i
exp[hk(xi)′]θy′i

(11.5)

where hk(xi) denotes the kth hidden representation of node xi learned by dθ.

An overview of FairNet is presented in Figure 11.2. It consists of three major com-

ponents, including (M1) label informed graph generator module (i.e., JG), (M2) fairness

learning module (i.e., JP + JL + JF ), and (M3) self-paced learning paradigm (i.e., JS). In

particular, M1 aims to address task guidance, by incorporating the label information from

downstream tasks in the graph generation process; M2 targets to address representation

disparity and label scarcity, by maintaining an ‘accurate and fair’ label propagation; and

M3 serves as an intermediary agent, which globally maintains the learning pace of M1 and

M2 by learning from the ‘easy’ concepts to the ‘hard’ ones. By the end of each cycle (i.e.,

learning pace [210]), the generated random walks and propagated pseudo labels will be fed

to the next cycle as inputs for updating M1 and M2, respectively. At last, all the generated

random walks will be fed into an assembling module for generating the final graph. Next,

we will discuss the three modules in detail.

M1. Label-informed graph generation: The existing RNN-based graph generative

models [154, 316] often suffer from the long training process when modeling large-scale
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networks. Inspired by the Transformer model [331, 362, 363] in modeling long symbolic

sequences, we formulate the generator as

arg min
θ
−Ew∼fS(G)

[
T∑
t=1

log gθ(wt|w<t)

]
(11.6)

where gθ is the Transformer-based generator [331]; fS(·) is a label-informed context sampling

function; wt and w<t represent the tth node and the first t−1 nodes in a specific random walk

w. Different from the general graph reconstruction loss R(θ) that is described in Eq. 11.1,

we propose JG to approximately minimize RS(θ) in Eq. 11.2 across both protected group

(i.e., S = S+) and unprotected group (i.e., S = S−) via fS(·). In particular, fS(·) is designed

to extract two types of context information from the input data. The first type of context is

based on the graph G, which encodes the general structure distribution by minimizing R(θ)

in Eq. 11.1. The second type of context is based on the label information, which encodes

the group-wise context information. In Figure 11.3, we present an example of extracting two

types of random walks via fS(·) on a toy graph. Without loss of generality, we assume that

all the labeled examples are representative, i.e., located within the diffusion cores [364] of

the corresponding classes, as defined below.

Definition 11.1. [Diffusion Core] For any subgraph S ⊆ G, the (δ, t)-diffusion core of S

is defined as CS = {x ∈ S|1 − χSM tχx < δφ(S)}, where δ ∈ (0, 1), M = (AD−1 + I)/2 is

the transition probability matrix, χS and χx are two indicator vectors supported on S and

{x}, and φ(S) denotes the conductance of S in G.

Note that 1−χSM tχx computes the probability of a random walk starting from node x ∈ S
and escaping S after t steps. Roughly speaking, CS is the set of nodes that are connected

with each other within the cluster S. Next, in Lemma 11.1, we show that if the labeled

example is located in the diffusion core of S, the extracted random walk sequences will

purely preserve the context information within S with a high probability. For example, in

Figure 11.3, we can see label informed random walks (colored in red) starting from a labeled

example (indicated by the green arrow) in CS (i.e., the clique bounded by the orange box)

traverse within the cluster S (bounded by the blue box).

Lemma 11.1. 1 If the labeled example xi is located in the diffusion core of a cluster S, i.e.,

xi ∈ CS, then the sampled T -length random walks starting from xi only capture the context

information within S with a probability of at least 1− Tδφ(S).

Proof. To ensure the sampled random walks w only preserves the the context information

of S, we need w stays entirely inside of S. Note that Mχx is the distribution mass that a
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one-step random walk start from xi and diag(χS)Mχx is the truncated distribution when

the w stays inside S. Therefore, the probability of the extracted T -length random walks

entirely staying inside of cluster S is 1′(diag(χS)M)tχx.

For any 1 ≤ t ≤ T , we can have

1′(diag(χS)M)t−1χx − 1′(diag(χS)M)tχx (11.7)

= 1′(I − diag(χS)M)(diag(χS)M)t−1χx

= 1′(M − diag(χS)M)(diag(χS)M)t−1χx

= 1′(I − diag(χS))M(diag(χS)M)t−1χx

= χS̄M(diag(χS)M)t−1χx

≤ δφ(S)χS̄M
tχx

Based on Def. 11.1, we have

1′(diag(χS)M)t−1χx − 1′(diag(χS)M)tχx ≤ δφ(S) (11.8)

For t = 1, . . . , T , the Eq. 11.8 can be written as follows.

1− 1′(diag(χS)M)1χx ≤ δφ(S) (11.9)

1′(diag(χS)M)1χx − 1′(diag(χS)M)2χx ≤ δφ(S) (11.10)

...

1′(diag(χS)M)T−1χx − 1′(diag(χS)M)Tχx ≤ δφ(S) (11.11)

By adding up the above T inequalities, we have

1− 1′(diag(χS)M)Tχx ≤ Tδφ(S) (11.12)

Thus, we has proofed that w only preserves the context information of S with the proba-

bility of 1′(diag(χS)M)T ≥ 1− Tδφ(S).

QED.

In practice, we want to control S to be compact, such that (1) φ(S) is small and 1−Tδφ(S)

is close to 1; (2) the extracted group-wise contextual information to be meaningful. We

describe the technical details of fS(·) by Algorithm 11.1 in this subsection. We first sample

a random number r ∈ [0, 1]. Then, with probability r, we uniformly sample a T -length
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Figure 11.3: An illustrative example of random walk extraction via fS(·), where the red dots
represent the labeled examples, and the blue dots represent the unlabeled examples. With
probability r, fS(·) samples random walks (colored blue) for capturing general structure
distribution; with probability 1− r, fS(·) samples random walks (colored red) starting from
a labeled example (pointed by a green arrow).

Algorithm 11.1: Label Informed Context Sampling.

Require:
Graph G, indicator vector vagg and parameters T , r.

Ensure:
The set of sampled random walks W.

1: Draw a number random ∼ Unif(0, 1).
2: if random < r then
3: Uniformly sample a random walk w of length T by existing methods,

e.g., [229].
4: else
5: Randomly select an initial vertex xi from the nonzero elements in vagg and

conduct a random walk w of length T .
6: end if

random walk w via the biased second-order random walk sampling strategy [229]; with

probability 1 − r, we sample graph context with the guidance of label information. Due

to (C3) label scarcity of protected groups, directly sampling random walks starting from

the labeled examples may result in amplifying the representation disparity in the generated

graphs. Here we propose an indicator vector

vagg =
C∑
c=1

v(c) (11.13)

where v(c) ∈ {0, 1}n×1 is the self-paced vectors for the cth class. In this way, we collect all

the labeled examples together with the pseudo labeled nodes to be seed nodes for context

sampling via fS(·). The details of computing v(c) will be discussed in M3 below. All the
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sampled random walks via fS(·) will be used to train gθ by minimizing JG.
M2. Mitigating representation disparity in graph generation: Through M1, we

encode the general structure distribution and the label information of the input data into

the graph generator gθ via fS(·). Nevertheless, simply minimizing the reconstruction loss

defined in Eq. 11.6 may overlook the protected group nodes, due to the imbalanced nature

between the protected and unprotected groups, i.e., the majority of labeled examples come

from the unprotected groups. To minimize the risk of representation disparity in gθ, we

propose a self-paced label propagation to gradually generate ‘accurate and fair ’ labels to be

fed to fS(·) for label-informed context sampling. In particular, given a handful of labeled

examples together with the membership of the protected group, the learning objective of

this module is to minimize the following three terms (i.e., JP + JL + JF ) below.

arg min
θ

α
L∑
i=1

ξxidθ(xi, yi) − β
L+U∑
i=1

C∑
c=1

v
(c)
i logPr(ŷi = c|xi)

+ γ
C∑
c=1

‖m+
c −m−c ‖ (11.14)

where the posterior probability Pr(yi|xi) is computed via softmax function shown in Eq. 11.5.

In Eq. 11.14, the first term is the standard supervised loss function with cost-sensitive ratio

ξxi , where dθ can be formulated as cross-entropy loss, mean squared loss or hinge loss.

The second term ensures the label propagation is ‘accurate’ by maximizing the likelihood

probability Pr(ŷi = c|xi) that can be computed as the softmax of the output of dθ. Different

from many label propagation algorithms on graphs [365, 366], we incorporate the label

examples to regularize our self-paced label propagation, by forcing v
(c)
i = 1 for all the labeled

examples xi ∈ L with class label yi = c, c = 1, . . . , C. The last term guarantees the label

propagation is ‘fair ’ via statistical parity constraint [354], where

m+
c =

1

|S+|
∑
xi∈S+

logPr(ŷi = c|xi) (11.15)

m−c =
1

|S−|
∑
xj∈S−

logPr(ŷj = c|xj) (11.16)

Intuitively, we would like to ensure the expected probability of a protected group node

xi ∈ S+ from a particular class ŷi = c is close to the expected probability of an unprotected

group node xj ∈ S− belonging to the same class ŷj = c. For example, in a professional

193



network, we want to ensure the female programmers (protected group S+) have the same

chance to be promoted to the position of the principal scientist as the male programmers

(unprotected group S−) in an IT company. As shown in Figure 11.2, in each iteration,

FairNet feeds the generated pseudo labels in M2 as well as the ground truth labels to fS(·)
for training gθ via negative sampling [249, 367].

M3. The impact of self-paced learning: Here we present the self-paced learning

module that globally maintains the learning pace of the graph context extraction in M1

and the label propagation in M2, such that the two modules are trained in a mutually

beneficial way. To be specific, at each self-paced cycle l = 1, . . . , p shown in Figure 11.2, M3

first computes the self-paced vectors v(c), c = 1, . . . , C, to assign pseudo labels to a set of

unlabeled vertices using the self-paced threshold λ and the learned predictive model dθ in

the last cycle l − 1; then M1 samples new random walks based on the updated self-paced

vectors v(c) and updates the generative model in Eq. 11.6 via negative sampling [229]. In

particular, at each cycle l = 2, . . . , p, we treat the newly sampled random walks via fS(·) as

positive samples and the generated random walks from last cycle l− 1 as negative samples.

By this way, we gradually increase the learning difficulty of gθ and force it to distinguish

the characteristics of the real random walks from the fake ones, in order to better model

the distribution of the protected and the unprotected groups; in the meanwhile, M2 updates

the predictive model by learning from the augmented training data (i.e., labeled data and

pseudo labeled data) that is preserved in the updated self-paced vectors v(c).

As we can see, the self-paced vectors v(c), c = 1, . . . , C, serve as a key component for

training M1 and M2. The general philosophy of self-paced learning [210] is to learn from the

‘easy’ concepts to the ‘hard’ ones following the cognitive mechanism of human beings. In

particular, we gradually increase the value of λ for increasing the learning difficulty, which

will be used to update the self-paced vectors in the next learning cycle. By taking the partial

derivative of J in Eq. 11.3, v(c) can be written as follows.

∂J
∂v

(c)
i

= − logPr(ŷi = c|xi)− λ (11.17)

Thus, the closed-form solution of updating v
(c)
i can be obtained as

v
(c)
i =

1 − logPr(ŷi = c|xi) < λ

0 Otherwise
(11.18)

Intuitively, λ serves as a learning threshold for selecting the nodes with less prediction

loss to be labeled. In particular, when v
(c)
i = 1, it indicates FairNet classifies xi to class c

with a high confidence logPr(ŷi = c|xi) > −λ; when v
(c)
i = 0, it indicates the prediction loss
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Algorithm 11.2: The FairNet Learning Framework.

Require:
(i) an undirected graph G, (ii) few-shot labeled examples L = {x1, . . . , x|L|},
(iii) the memberships of the protected group vertices S+. (iv) parameters T ,
K, T1, N1, p, r, α, β, γ, λ.

Ensure:
Generative model gθ, predictive model dθ, self-paced vectors v(1), . . . ,v(C).

1: Initialize the predictive model dθ(·) and the self-paced vectors v(1), . . . ,v(C)

based on the labeled vertices L.
2: Sample K positive random walks via Algorithm 11.1 and store them in N+;

sample K negative random walks based on [229] and store them in N−.
3: for l = 1, . . . , p do
4: Update the hidden parameters θ of the generator gθ by training from N+ and

N−.
5: Sample K positive random walks by Algorithm 11.1 with the updated self-

paced vectors v(1), . . . ,v(C) and add them to N+.
6: Sample K negative random walks using the current generative model gθ and

add them to N−.
7: Augment the value of λ.
8: Update v(1), . . . ,v(C) based on Eq. 11.18 and augment L with the pseudo

labeled vertices.
9: for t = 1 : T1 do

10: Sample N1 labeled vertices from L and update hidden layers’ parameters
θ by taking a gradient step with respect to JP + JL + JF .

11: end for
12: end for

− logPr(ŷi = c|xi) is higher than the threshold λ. By monitoring the increase rate of λ over

self-paced cycles l = 1, . . . , p, the end users can easily control the learning pace and learning

difficulty. In fact, FairNet propagates pseudo labels to the unlabeled vertices from the easy

(i.e., the ones with a small loss − logPr(ŷi = 1|xi)) to the hard (i.e., the ones with a large

loss − logPr(ŷi = 1|xi)) with a controllable pace. Next, we present the overall optimization

algorithm to jointly train the aforementioned three modules.

11.4.2 Optimization algorithm

To optimize the objective function described in Eq. 11.3, we present the optimization algo-

rithm in Algorithm 11.2 for learning FairNet framework. The inputs include an undirected

graph G together with the labeled vertices L, the memberships of the protected group S+,

the length of random walks T , the number of sampled random walks K, batch iterations T1,
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batch size N1, the number of self-paced cycles p and parameters r, α, β, γ, λ. In Step 1,

we first initialize the predictive model dθ(·) and the self-paced vectors v(1), . . . ,v(C) based

on the labeled vertices L. Specifically, we let v
(c)
i = 1 for all the vertices xi labeled as class

c; otherwise, v
(c)
i = 0. Step 2 samples K positive random walks and K negative random

walks and stores them in N+ and N− respectively. Step 3 to Step 12 is the main body

of Algorithm 11.2. In particular, at each self-paced cycle l = 1, . . . , p, Step 4 updates the

generative model gθ(·) by learning from N+ and N−. Step 5 and Step 6 sample new positive

random walks and negative random walks for training gθ(·) in the next cycle l+1. By adding

the generated random walks to N−, we are increasing the difficulty of training gθ(·). In this

way, we enforce gθ(·) to distinguish the characteristics of the real random walks from the

fake ones and then generate better random walks that are plausible in the real graph. Step 7

and Step 8 update the self-paced vectors and λ, which will be used to augment the training

set L with the pseudo labeled vertices. At last, from Step 9 to Step 11, we employ stochastic

gradient descent (SGD) [257] to minimize the objective function of M2.

11.4.3 Fair Network (FairNet) Assembling

After obtaining gθ and dθ by optimizing FairNet, we construct a score matrix S ∈ Rn×n

to infer the adjacency matrix Ã of the output graph G̃. In particular, we let the learned

generative model gθ continuously generate synthetic random walks w̃, and then collect the

counts of each observed edge (i, j) to be stored in S(i, j). However, simply thresholding S to

produce Ã may lead to the low-degree nodes or protected groups nodes being left out. Here,

we propose the following assembling criteria: (1) the protected group S+ in the generated

graph G̃ should have a similar/ identical volume (total number of edges) as the original

graph G; (2) each node should have at least one connected edge in the generated graph G̃.

Typically, we generate a much larger number of random walks than the sampled ones, which

is beneficial to ensure the overall quality and to reduce the randomness of the generated

graphs. At the end, we threshold S to produce Ã, which has the identical number of edges

in A.

11.5 EXPERIMENTAL EVALUATION

We empirically demonstrate the performance of FairNet on both synthetic and real

graphs to evaluate the following aspects:

• Graph Generation: We compare the quality of the generated graphs with 5 baseline
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Figure 11.4: Overall discrepancy R(G, G̃, fm) regarding 6 metrics across 7 real networks. We
cut off high values for better visibility. (Smaller metric values indicate better performance)

methods at both the scope of entire graph G̃ and the scope of the protected group S+

in terms of six conventional graph properties introduced in Subsection 4.2.

• Data Augmentation: We test the data augmentation capability of FairNet in the

task of subgraph detection in Subsection 4.3.

11.5.1 Experiment Setup

Data Sets: We evaluate our proposed algorithm on seven real-world graphs. The statis-

tics of these data sets are summarized in Table 11.1. Email [174] is a student-to-student

communication network, where each node represents a student and an edge exists if one

student sends one email to another student; FB [174] and BLOG [368] are social networks,
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Figure 11.5: Protected group discrepancy R+(G, G̃, S+, fm) regarding 6 metrics across 3 real
graphs. We cut off high values for better visibility. (Smaller metric values indicate better
performance)

Category Network Nodes Edges Class
Protected

Group

Communication Email 1,005 25,571 N/A N/A

Social Network
FB 4,039 88,234 N/A N/A

BLOG 5,196 360,166 6 300

Fie-Sharing
GNU 6,301 20,777 N/A N/A

FLICKR 7,575 501,983 9 450

Collaboration
CA 5,242 14,496 N/A N/A

ACM 16,484 197,560 9 600

Table 11.1: Statistics of the data sets.
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where each node represents a user and each edge represents one user connected with another

user; GNU [174] and FLICKR [368] are file-sharing networks, where each node represents a

host and each edge indicates the connection between two hosts; CA [174] and ACM [368]

are collaboration networks, where each node represents an author and each edge indicates a

collaboration between two authors. Particularly, in ACM, BLOG, and FLICKR data sets,

the nodes come with the class labels and the memberships of the protected group S+ and

unprotected group S−.

Comparison Methods: We compare FairNet with multiple static graph generative

models, including two random graph models, i.e., Erdös-Rényi (ER) model [224] and Barabási-

Albert (BA) model [311], two deep graph generative models, i.e., GAE [334], NetGAN [154].

To investigate the contribution of different parts of FairNet, we conduct ablation study

by introducing three variations of FairNet, including FairNet-R that samples random

walks via uniform distribution, FairNet-w/o-SPL that trains without self-paced learning,

and FairNet-w/o-Parity that trains without fairness constraint.

Evaluation: We present the results regarding the following metrics: (1) Average Degree:

the average node degree; (2) LCC: the size of the largest connected component; (3) Triangle

Count: the count of three mutually connected nodes; (4) Power Law Exponent: the exponent

of the power law distribution of G; (5) Gini: the Gini coefficient of the degree distribution; (6)

Edge Distribution Entropy: the relative edge distribution entropy of G. The formulations of

the six metrics are available in Table 11.2. For the sake of easy comparison, we measure the

overall discrepancy R(G, G̃, fm) and the protected set discrepancy R+(G, G̃, S+, fm) between

the original graph and the generated graph in terms of the above metrics fm(·) as follows.

R(G, G̃, fm) = ‖fm(G)− fm(G̃)

fm(G)
‖ (11.19)

R+(G, G̃, S+, fm) = ‖fm(GS+)− fm(G̃S+)

fm(GS+)
‖ (11.20)

where GS+ and G̃S+ denote the subgraphs that consist of the protected group vertices S+ in

G and G̃, respectively.

11.5.2 Graph Generation

Network Properties. We compare the quality of the generated graphs with 7 baseline

methods at the level of both the entire graph G̃ and the protected group S+ in terms of

6 classic graph properties. We fit all the models on the 7 real-world graphs and report
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Metric name Computation Description

Average Degree E[d(v)] Average node degree.

LCC maxf∈F |f |
Size of the largest conn-
-ected component in G.

Triangle Count |{{u,v,w}|{(u,v),(v,w),(u,w)}⊆E|
6

Number of the triangles.

Power Law
Exponent

1 + n(
∑

u∈V log( d(u)
dmin

))−1
Exponent of the power-
-law distribution of G.

Gini
2
∑n

i=1 id̂i

n
∑n

i=1 d̂i
− n+1

n

Inequality measure for
degree distribution.

Edge Distribution
Entropy

1
lnn

∑
v∈V −

d(v)
|E| ln d(v)

|E|
Entropy of degree
distribution.

Table 11.2: Graph statistics for measuring network properties.

the statistics of the generated graphs in Figure 11.4 and Figure 11.5. In Figure 11.4, we

provide the comparison results in terms of the overall discrepancy R(G, G̃, fm) and have the

following observations. (1) FairNet achieves comparable and even better performance than

the baseline methods in most cases. (2) The traditional random graph models (i.e., ER, BA)

excel at recovering the corresponding structural properties (e.g., Poisson degree distribution

and heavy-tailed degree distribution ) that they aim to model, whereas they fail to deal with

the ones (e.g., triangle count) that they do not account for. (3) The deep graph generative

models (e.g., FairNet, NetGAN) have better generalization to different network properties

than the random graph models. (4) NetGAN performs better than FairNet in the data

sets that provide labels and the protected group information, such as the FLICKR data set

in Figure 11.4 (c). This is consistent with the objective of FairNet, which is not merely

minimizing the overall reconstruction loss of the observed graphs. By incorporating the

label information and fairness constraint to protect the protected group nodes, FairNet

sacrifices the overall discrepancy to some extent. Then, in Figure 11.5, we demonstrate how

well the protected group is preserved in the generated graphs. In particular, we compute the

protected group discrepancy R+(G, G̃, S+, fm), and we observe that FairNet consistently

outperforms all the other methods across all 7 data sets on all 6 metrics.

11.5.3 Data Augmentation

Here, we conduct case studies to evaluate the capability of FairNet in augmenting the

performance of a prediction model for subgraph detection. We employ a logistic regression

classifier as our base model, which is trained on the learned graph embedding of the original

graph via node2vec [229]. For augmenting the data, we insert 5% more edges into the original

graphs, which are produced by one particular graph generator. Then, we retrain the node2vec
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Figure 11.6: Data augmentation for subgraph detection. The red dotted line shows the
performance without data augmentation. (Higher recall indicates better performance)

on the augmented graphs and use the learned logistic regression model to predict the target

subgraphs. In our experiments, we split the data set into ten folds, with 90% for training

and 10% for testing. In Figure 11.6, we provide the recall rate (i.e., bar height) as well as the

standard deviation (i.e., error bars) in the task of subgraph detection on BLOG, ACM and

FLICKR data sets. In general, we observed that: (1) FairNet significantly outperforms

all the other graph generative models regarding performance improvement; (2) the baseline

methods (e.g., GAE, NetGAN, etc.) without label information can only marginally increase

the performance. For example, in the ACM data set, FairNet boosts the performance to

14.9%, while the best competitor FairNet-R and the second-best competitor GAE only

achieve 0.9% and 0.8% improvement in recall over the performance of no augmentation,

respectively.

11.6 SUMMARY

In this chapter, we introduce FairNet - a novel generative model that incorporates the

label information and fairness constraints in the graph generation process. FairNet is de-

veloped based on a self-paced learning paradigm that globally maintains a label-informed

graph generation module and a fairness learning module to extract graph context infor-

mation. It is designed to gradually mitigate representation disparity by learning from the

‘easy’ concepts to the ‘hard’ ones to accurately capture the behavior of the protected groups

and unprotected groups. The experimental results demonstrate the effectiveness of Fair-

Net in generating high-quality graphs, alleviating the representation disparity, and enabling

effective data augmentation for downstream applications.
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CHAPTER 12: CONCLUSION AND FUTURE WORK

12.1 CONCLUSION

This thesis proposes a generic learning mechanism for rare category analysis on complex

data. The learning mechanism boils down into three core learning modules: (M1) Rare

Category Characterization - given scarce label information, characterizing and identi-

fying complex rare examples (e.g., multi-view patterns, time-evolving patterns, high-order

connectivity patterns, etc.) in a highly-skewed data distribution; (M2) Rare Category

Explanation - providing the end-users a proper lens (e.g., visualization, relevant clues/in-

terpretation) to diagnose the given data and prediction models; (M3) Rare Category

Generation - mimicking the pattern and distribution of rare examples on complex data

(e.g., temporal interaction network, attributed network) and generating synthetic rare cate-

gory examples that resemble the real ones. Moreover, the learning mechanism automatically

operates through a mutually beneficial synergy, which has been shown in Figure 1.3. The

key philosophy of our learning mechanism lies in “all for one and one for all” - each module

makes unique contributions (e.g., pseudo labels from M1, model interpretation from M2, and

data augmentation from M3) to the whole learning mechanism, and receives support from

the other two modules. Furthermore, to make real-world impacts, we have transferred some

of our developed techniques (e.g., [15, 16]) to real systems and have also launched one of the

first visual analytic systems (RCAnalyzer) for rare category analysis in the dynamic envi-

ronment which allows the end-users to investigate and study rare category patterns without

expertise in machine learning and data mining.

12.2 VISION AND FUTURE WORK

In the future, in response to the emerging challenges (e.g., privacy, security, and label

scarcity) arising from high impact domains, I am passionate about the potential of human-

like conscious thinking to improve the process of machine learning in various real-world

applications. Specifically, in the short term (the first 3-5 years), I will continue working

along with the theme of rare category analysis and building unified frameworks to learn more

(knowledge) from small (rare observations) for complex data. Meanwhile, I will branch out

to explore diverse applications related to finance, security, interpretable machine learning,

algorithmic fairness, etc.; in the long term, I am interested in developing fundamental theories

and principle solutions in the context of conscious machine learning and actively engaging
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in the interdisciplinary research with experts from different domains.

Short Term Plan #1: Self-Supervised “Long-Tail” Category Analysis. In the past

decade, deep learning has achieved remarkable success in various learning tasks (e.g., image

classification, speech recognition, link prediction) through training “big models” upon “big

data”. However, beyond these well-studied tasks (e.g., image classification over domestic cats

and wild cats) with rich training data, the vast majority of real-world entities and patterns

(e.g., identification over honest employees and malicious insiders in a large institution) are

less-explored and lack of observational and annotated data, which often corresponds to the

“long-tail” categories. Unlike the existing work on rare category analysis that focuses on one

or a few rare categories, here we are facing a massive amount of under-represented categories

from a “long-tail” distribution. Moreover, the current machine learning systems are mostly

tailored to specific learning scenarios, making them fail to deliver their promises in detecting

the targets of interest in the presence of distribution changes (e.g., dynamic systems).

This research is expected to answer the following questions, which are largely remained

nascent in machine learning: (Q1) How to comprehend such massive “long-tail” categories in

the inherent paucity of observational and annotated data? (Q2) How to capture the targets

of interest given a novel data distribution? To answer these questions, I will address the

following two critical aspects in developing a self-supervised mechanism to represent and

infer the behaviors of “long-tail” category examples in the complex real-world scenarios.

First (self-supervised learning), to alleviate the label scarcity, one potential solution is to

design proxy objectives between the input features and the self-defined signals to capture

the footprints of target signals and model the similar traits among different “long-tail”

categories. In particular, for image data, the target signal could range from a particular

character to a single pixel in images; for graph data, the target signals could be nodes, edges,

and the associated attributes; for text data, the target signals could be masked works in a

corpus. To jointly model the signals in different formats from multiple sources, I would like

to design collective probabilistic inference techniques to extract and aggregate the features

and the contextual information of the target of interest, in order to correctly detect the

(potential) “long-tail” category examples. Second (invariant representation learning), in

the presence of novel categories or data distribution changes, it is crucial to learn invariant

representation to enable knowledge transfer from the source domain (i.e., the base domain

with rich acquired knowledge) to the target domain (i.e., the novel domain with limited

knowledge). To this end, I plan to develop theories and algorithms to study the capability

of invariant representation in transferring knowledge and show how to predict “long-tail”

categories with high accuracy.

Short Term Plan #2: Robust Rare Category Analysis. Here I propose to study
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a fundamental while quite open research problem (i.e., robustness) in rare category anal-

ysis, which is attracting a surge of attention from many high-impact domains (e.g., spam

detection, financial fraud, and system diagnosis). For example, in financial fraud detec-

tion, how can we measure the entity sensitivity, algorithmic robustness, task hardness, and

model generalization, given a prediction model? How can we achieve operational robustness

and adversarial robustness in the presence of the external disturbance (e.g., noise, missing

values, outliers, adversarial attacks)? Despite the extensive work on adversarial machine

learning, the vast majority of the previous works assume a balanced data distribution while

neglecting realistic cases where the data is highly skewed, and the targets of interest are

under-represented. Comparing to the conventional machine learning tools, rare category

analysis models could be more sensitive and vulnerable in the presence of adversarial at-

tacks, due to the rarity (C1), non-separability (C2), and label scarcity (C3) of rare category

examples.

To fill this gap, I plan to develop fundamental theories and algorithms for robust rare

category analysis, and finally enable them to function in our ultimate rare category analysis

system. I believe the study of robust rare category analysis could play a symbiotic role

with the current rare category analysis modules (Figure 1.3) - robust rare category analysis

enables the flexibility to measure and compare the robustness and generalization ability of

different models across different tasks, which allows downstream rare category applications

(e.g., financial fraud detection) to provide more reliable and higher-quality services; the

distilled knowledge (e.g., prediction, explanation, etc.) captured via other rare category

analysis modules provides rich contextual information and clues to enhance operational

robustness and adversarial robustness in rare category analysis. This work is expected to

significantly (1) broaden the horizon of adversarial machine learning by studying data with

highly skewed distribution, and (2) deepen the fundamental understanding of reliability and

capability of machine learning models in rare category analysis.

Short Term Plan #3: Facilitating AI for Secure, Explainable and Ethical Finan-

cial Services. The recent advances in AI and machine learning technologies, together with

the advent of the big data era, have gained an unprecedented impact on various kinds of

applications (e.g., recommendation, machine transition, visual question answering) in the

IT industry. Yet, many traditional industries like finance are still hesitated to fully engage

with AI, due to the concerns regarding: (Q1) Security - how to make sure the data (e.g.,

customers’ bank accounts) and operations (e.g., financial services) upon AI systems are safe

and private? (Q2) Explanability - how to make the AI systems interpretable as a real agent,

by providing intuitive and understandable ways to reveal the underline process of model pre-

dictions (e.g., identifying malicious activities)? (Q3) Ethics - how to make the AI systems
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follow regulated process and meet ethical compliance (e.g., fairness, social goodness)?

During my Ph.D. program, I had several delightful and productive collaboration experi-

ences with financial experts from industry (e.g., Thomas J. Watson Research Center, Three

Bridges Capital, Early Warning Services, Ant Group, etc.), which gave me the opportunities

to access real financial data and deal with real financial problems (e.g., money laundering de-

tection, synthetic identity detection, stock forecasting, etc.). Moving forward, I will continue

working on real problems and try to develop basic theories and algorithms to achieve the

three aforementioned goals. To achieve data security (Q1), my investigations will expand in

two folds: (1) financial crime detection - one potential strategy is to cast this problem as a

rare category analysis problem [148], where the various kinds of financial crimes correspond to

different rare categories. I will develop crime-specific algorithms to characterize their trails,

detect their identities, and track their path in the dynamic settings. (2) privacy-preserving

learning - I am interested in providing privacy-preserving solutions to allow financial insti-

tutions to collaborate with the outsiders (e.g., universities, third-party companies) in a way

that could guarantee the safety and privacy of the data. In this context, I plan to extend the

current deep generative models [12, 30] and design privacy-preserving data generators to pro-

duce synthetic financial data that is accessible for outsiders. To achieve explainability (Q2)

and ethics (Q3) compliance, I will establish theories and metrics to quantify interpretability,

fairness, and bias in the context of financial services. Moreover, I am excited to generalize

my work on explainable representation learning [13] by leveraging ethical constraints (e.g.,

individual fairness, group fairness, counterfactual fairness) in real financial problems.

12.2.1 Long-Term Plan

Long Term Plan #1: Comprehending World Model. The current machine learning

techniques are mostly designed in a closed or domain-specific environment, thus lacking un-

derstanding about the complicated and dynamic world. As a result, current AI systems are

often vulnerable to the open environment with noisy data, out of order distributions, and ad-

versarial attacks. In my future research, I am interested in advancing the frontier of AI from

the lens of world model. Distinguished from most domain-specific machine learning models,

the world model is domain-agnostic and capable of accommodating a variety of contributing

models by connecting them with abundant pathways in order to provide trustworthy services

cross multiple domains. To achieve this goal, I believe the world model should maintain a

comprehensive knowledge base and a domain-invariant learning framework, where the former

one enables to store and integrate a variety of real-world objects together (e.g., data, human

knowledge, pieces of information, and models) and the latter one allows cross-domain knowl-
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edge translation for downstream applications. On top of that, I would like to theoretically

investigate the general formulation of the trade-off between intra-domain utility and inter-

domain generalization of the world model. In particular, given a budget of inter-domain

invariance of the world model, how can we achieve the maximum intra-domain utility for a

particular task; given a lower-bound of intra-domain utility expectation, what is the opti-

mal inter-domain invariance we can hope to achieve? Those problems are both fascinating

and challenging, but I believe that being able to solve them could lead artificial intelligence

systems to be more robust and capable of handling complex and dynamic environments.

Long Term Plan #2: Conscious Machine Learning. As described by the Turing

Award Laureate Dr. Yoshua Bengio, the current machine learning systems mainly work in

a way that “we do intuitively, unconsciously, that we cannot explain verbally, in the case of

behavior, things that are habitual”. Compared to human intelligence, artificial intelligence

learns knowledge from the outside world in a very narrow way - current AI systems can learn

complex concepts between input data and target signals, but lack a conscious way to adapt,

reason, and use logic to explore unknown factors from what has been learned. Inspired by

cognitive neuroscience theories of consciousness, I plan to develop fundamental theories and

principle solutions to couple consciousness with artificial intelligence. In particular, I am

highly interested in exploring the inherent uncertainty and the causal relations that ubiq-

uitously exist among entities in the open environment. Unlike the existing causal analysis

that heavily relies on solid prior knowledge and assumptions, I would like to bridge the gap

between causal models and big data by developing fundamental algorithms to tackle the

potential challenges. I am also excited about exploring the potential applications of con-

scious machine learning in open-environment systems, such as question answering, financial

trading, and medical diagnosis.
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problem with axis-parallel rectangles,” Artificial intelligence, 1997.
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H. M. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett,
Eds., 2018. [Online]. Available: https://proceedings.neurips.cc/paper/2018/hash/
717d8b3d60d9eea997b35b02b6a4e867-Abstract.html pp. 8568–8579.

[209] Z. Ying, J. You, C. Morris, X. Ren, W. L. Hamilton, and J. Leskovec, “Hierarchical
graph representation learning with differentiable pooling,” in Advances in Neural
Information Processing Systems 31: Annual Conference on Neural Information
Processing Systems 2018, NeurIPS 2018, December 3-8, 2018, Montréal, Canada,
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