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ABSTRACT: Including the ocean surface current in the calculation of wind stress is known to

damp mesoscale eddies through a negative wind power input, and have potential ramifications for

eddy longevity. Here, we study the spin-down of a baroclinic anticyclonic eddy subject to absolute

(no ocean surface current) and relative (including ocean surface current) wind stress forcing by

employing an idealised high-resolution numerical model. Results from this study demonstrate that

relative wind stress dissipates surface mean kinetic energy (MKE) and also generates additional

vertical motions throughout the whole water column via Ekman pumping. Wind stress curl-induced

Ekman pumping generates additional baroclinic conversion (mean potential to mean kinetic energy)

that is found to offset the damping of surface MKE by increasing deep MKE. A scaling analysis of

relative wind stress-induced baroclinic conversion and relative wind stress damping confirms these

numerical findings, showing that additional energy conversion counteracts relative wind stress

damping. What is more, wind stress curl-induced Ekman pumping is found to modify surface

potential vorticity gradients that lead to an earlier destabilisation of the eddy. Therefore, the onset

of eddy instabilities and eventual eddy decay takes place on a shorter timescale in the simulation

with relative wind stress.
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1. Introduction22

Baroclinic mesoscale eddies exist across much of the ocean and evolve on timescales of months23

to years (Chelton et al. 2011). Anticyclonic (cyclonic) eddies are categorised as having positive24

(negative) sea level and temperature anomalies that typically display depressed (raised) isopycnal25

surfaces. Eddies are energetic features that dominate the ocean’s kinetic energy budget (Ferrari26

and Wunsch 2009), making them efficient at redistributing oceanic properties (Zhang et al. 2014;27

Thompson et al. 2014). Interactions between atmospheric winds and mesoscale eddies have28

important consequences for ocean dynamics, and as such have been the focus of numerous studies29

(Gaube et al. 2013; Xu et al. 2016; Oerder et al. 2018; Song et al. 2020).30

The dissipation of eddies has been attributed to a handful of mechanisms, ranging from bottom31

drag (Arbic and Scott 2008), internal lee waves (Clément et al. 2016), western boundary graveyard32

effects (Zhai et al. 2010), and ocean current-wind interaction, known herein as "relative wind stress"33

(Duhaut and Straub 2006; Zhai and Greatbatch 2007; Zhai et al. 2012). Relative wind stress takes34

into account the relative motion between surface winds and ocean currents. It is parameterised by35

τ𝑟𝑒𝑙 = 𝜌𝑎𝐶𝑑 |u𝑎 −u𝑠 | (u𝑎 −u𝑠) , (1)

where 𝜌𝑎 is air density,𝐶𝑑 is a drag coefficient that is a function of wind speed,u𝑎 is the atmospheric36

wind 10 m above the ocean surface, and u𝑠 is the ocean surface current. Neglecting u𝑠 in Eq. (1)37

gives38

τ𝑎𝑏𝑠 = 𝜌𝑎𝐶𝑑 |u𝑎 |u𝑎 , (2)

which is "absolute wind stress". Throughout, subscripts ·𝑎𝑏𝑠 and ·𝑟𝑒𝑙 imply absolute and relative,39

respectively. The total wind power input into the geostrophic circulation can be computed as40

𝑃 =

∫
𝑆

τ ·u𝑔𝑠 𝑑𝑆 , (3)

where τ ·u𝑔𝑠 is defined as work done by winds on the geostrophic ocean surface,
∫
𝑆

is the integral41

over horizontal space, and the subscript ·𝑔𝑠 denotes geostrophic surface motion. 𝑃 has units of kg42

m2 s−3.43
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Fig. 1. Schematic depicting changes in wind stress (τ ) and wind power input (𝑃) over an isolated anticyclonic

eddy. A wind that blows west to east over an eddy will produce a wind stress that generates positive and negative

wind work at its northern and southern sides. For an absolute wind stress in a) τ𝑎𝑏𝑠 is constant over the eddy,

meaning there are equal amounts of positive and negative wind work at each north and south side of the eddy. A

sum of total wind work over this eddy gives zero wind power input and no eddy damping. In b) relative wind

stress gives more wind stress on the southern side and less on the northern side. The asymmetry in the wind

stress produces more negative than positive wind work. Summing over the whole space gives a net negative wind

power input, and energy is systematically removed from the eddy.
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Relative wind stress acts to reduce the total wind power input into large-scale geostrophic motions44

by ∼ 20−35%, ultimately slowing down the ocean circulation (Duhaut and Straub 2006; Hughes45

and Wilson 2008). Relative wind stress is also found to reduce mesoscale eddy kinetic energy by46

∼ 30% (Seo et al. 2016; Renault et al. 2016b; Oerder et al. 2018). The damping mechanism is47

illustrated in Fig. 1 for a circular anticyclonic eddy in geostrophic balance. As a surface wind48

blows over the eddy, the wind stress becomes modified by the eddy current, producing a larger49

(smaller) wind stress at the southern (northern) side of the eddy compared when the eddy current50

is not considered. Because the wind stress is largest at the southern side and opposes the eddy51

current, there is more negative wind work than positive. When wind work is integrated over52

space, total wind power input is negative and energy is removed from the eddy. The result is the53

same for a geostrophically balanced cyclonic eddy, as the eddy circulation is merely directed in an54

anticlockwise manner, rather than clockwise.55

Relative wind stress damping has other important effects on ocean processes. Through a reduction64

in ocean current speeds by relative wind stress, numerical simulations displayed improvements in65

their representation of equatorial currents (Pacanowski 1987) and western boundary current systems66
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(Ma et al. 2016; Renault et al. 2016a). Without this damping mechanism, however, eddy features67

in the Agulhas Current are poorly characterised (McClean et al. 2011) and total heat transport in68

the Southern Ocean is overestimated (Munday et al. 2021).69

A further dynamical response of relative wind stress is the production of vertical motions via70

Ekman pumping, which is found to attenuate eddies by flattening their isopycnals (Dewar and Flierl71

1987). However, relative wind stress-induced Ekman pumping could be a potential route for the72

supply of energy through baroclinic conversion (Renault et al. 2018). Shan et al. (2020) show that73

the conversion of potential into kinetic energy could partially compensate the damping of kinetic74

energy by relative wind stress. In addition, Ekman pumping due to relative wind stress is also75

known to play an important role in the supply of nutrients from the deep ocean into the euphotic76

zone (McGillicuddy et al. 2007; Gaube et al. 2014).77

The structure of eddies can also impact their lifetime. For example, the stability of monopole78

baroclinic eddies is found to decrease with an increase in baroclinic shear, leading to a breakup of the79

initial vortex structure (Ikeda 1981). Eddies with strong baroclinic components typically exhibit a80

deep flow that is counter to its surface rotation, destabilising baroclinic eddies (Dewar and Killworth81

1995). In this counter-rotating setup, upper and lower layer potential vorticity gradients oppose82

each other, providing a necessary condition for baroclinic instability (Pierrehumbert and Swanson83

1995). Dewar et al. (1999) found that eddy stability can be enhanced by a stronger barotropic84

component, a deep co-rotating flow, implying a reduction of opposing potential vorticity gradients85

between upper and lower layers. In a linear stability analysis, Katsman et al. (2003) reveal growth86

rates of the most unstable azimuthal modes are drastically reduced when the vertical eddy structure87

transitioned from counter- to co-rotating.88

This paper aims to examine the role that relative wind stress has on a baroclinic anticyclonic eddy.89

First, when the eddy is subject to relative wind stress and its associated negative wind power input,90

does this lead to a complete eddy spin-down? Second, can Ekman pumping generate additional91

kinetic energy through baroclinic conversion that offsets relative wind stress damping? Finally,92

how might the stability of a baroclinic counter-rotating eddy be affected by relative wind stress?93

In Section 2, descriptions of the model setup and key theoretical techniques are given. In Section94

3, we present our main findings, showing how the eddy responds to each wind stress formula. In95

Section 4, we summarise and discuss the results.96
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2. Methods97

a. Experimental setup98

The MIT general circulation model (Marshall et al. 1997) is employed in this study. The model99

is set in an idealised configuration, whereby a single eddy is allowed to evolve in a box-like domain100

whilst being forced by a surface wind stress. The idealised approach allows the underlying physics101

of eddy-wind interactions to be diagnosed.102

The eddy sits on an 𝑓 -plane at a latitude of 40°N and the domain spans 2000 km in each103

horizontal direction with mesoscale resolving resolution of 10 km. In the vertical, the domain is104

4000 m deep and has 91 𝑧-levels with grid spacing of 5 m at the surface and 100 m near the bottom.105

Generated using Stewart et al. (2017), this vertical grid is designed to ensure that baroclinic modes106

are correctly resolved in 𝑧-coordinate ocean models. At the boundary edges the flow is re-entrant,107

meaning what leaves the north (east) boundary re-enters through the south (west), and vice versa.108

A temperature sponge layer of width 100 km is applied at each boundary edge and is restored daily,109

making sure that any temperature signals propagated from the eddy do not cross the boundary edge110

and re-enter the domain. At the bottom boundary, a free-slip condition is used along with zero111

bottom drag. Values of key parameters can be found in Table 1.112

At the grid scale, energy dissipation and temperature diffusion are parameterised using bihar-113

monic operators. The Prather advection scheme (Prather 1986) is used in the temperature equation114

to preserve any sharp frontal structures that might arise in the flow. Moreover, the use of the115

Prather scheme has been found to reduce levels of spurious diapycnal mixing in high resolution116

𝑧-coordinate models (Hill et al. 2012). In the vertical, constant viscous and diffusive coefficients117

are employed, as well as convective adjustment to remove static instability.118

Initial eddy conditions are derived from a thermal wind balance and employ a Gaussian function119

for its sea surface height and horizontal temperature profile (Chelton et al. 2011). The sea surface120

height is given by121

𝜂(𝑥, 𝑦) = 𝐴𝑒−(𝑥2+𝑦2)/𝑅2
, (4)

where 𝐴 is the eddy sea surface amplitude and 𝑅 is the e-folding radius, which is the point of zero122

vorticity. Maximum geostrophic velocities occur at 𝐿𝑠 = 2−1/2𝑅, the speed-based radius (Chelton123
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Table 1. Key model parameters

Symbol Value Description

𝐿𝑥,𝑦 2000 km Domain size

𝐻 4000 m Ocean depth

𝐻1 800 m Upper layer ocean depth

Δ𝑥, 𝑦 10 km Horizontal grid resolution

Δ𝑧 5 m to 100 m Vertical grid spacing

𝑓 9.3461× 10−5 s−1 Coriolis frequency

𝐴 25 cm Eddy amplitude

𝑅 100 km Eddy e-folding radius

u𝑎 7 m s−1 Wind speed

𝑇 ′ 2.5 °C Temperature anomaly

𝛾, 𝐵 1, 3 Governs stratification

𝜌0 1026 kg m−3 Reference ocean density

Δ𝜌 3 kg m−3 Density difference between layers

𝑁0 10−5 s−1 Reference buoyancy frequency

𝐴4 8× 1010 m4 s−1 Biharmonic viscous coefficient

𝐴𝑧 1× 10−4 m2s−1 Vertical viscous coefficient

𝜅4 3.2× 109 m4 s−1 Biharmonic diffusive coefficient

𝜅𝑧 4× 10−5 m2s−1 Vertical diffusive coefficient

et al. 2011). The temperature profile is124

𝑇 (𝑥, 𝑦, 𝑧) = 𝑇 ′𝑒−(𝑥
2+𝑦2)/𝑅2

𝑒−𝛾(𝑧/𝐻1) +𝑇𝑟𝑒 𝑓 (𝑧) , (5)

where 𝑇 ′ is the temperature anomaly, 𝛾 governs the stratification of the water column, and 𝐻1 is125

the effective thermocline depth. Figure 2a shows a transect of this temperature profile. The use126

of 𝛾 in Eq. (5) produces a temperature profile that decays with depth, necessary to generate a127

counter-rotating lower layer. The reference background temperature profile, 𝑇𝑟𝑒 𝑓 (𝑧), is found using128

the linear equation of state, where the reference background density profile is given by129

𝜌𝑟𝑒 𝑓 (𝑧) = 𝜌0(1−𝑁2
0 (𝑧/𝑔)) +0.5Δ𝜌(1− tanh(𝐵(𝑧+𝐻1)/𝐻)) , (6)

where 𝜌0 is a reference density, 𝑁0 is a reference buoyancy frequency, 𝑔 is the gravitational constant,130

𝑧 are vertical grid levels, Δ𝜌 is the difference in density between the surface and bottom, 𝐵 is the131

gradient of the density profile, and 𝐻 is the depth of the ocean.132

7



Fig. 2. Meridional transects through the eddy centre of: a) initial temperature (in deg C) and b) zonal velocity

(in m s−1). The horizontal dashed line in b) is the depth of the upper layer, 𝐻1 = 800 m.

133

134

Horizontal velocity components of the eddy are in geostrophic balance135

u𝑔 (𝑥, 𝑦, 𝑧) =
𝑔

𝑓
k×

[
∇𝜂+𝛼

∫ 0

𝑧

∇𝑇 𝑑𝑧
]
, (7)

where 𝑓 is the Coriolis frequency, 𝛼 is the thermal expansion coefficient, and u𝑔 = (𝑢𝑔, 𝑣𝑔) are136

zonal and meridional geostrophic velocity components. The subscript ·𝑔 symbolises geostrophic137

components. The first term in the square brackets is the surface velocity derived from the Gaussian138

sea surface height, and the second term is the vertical shear derived through thermal wind balance.139

Figure 2b displays a transect of initial velocity, with the counter-rotating setup clearly visible.140

The wind setup follows McGillicuddy (2015). A spatially uniform background wind begins in141

the west to east direction and rotates 2𝜋/64 every hour, meaning the wind vectors make one full142

rotation every 64 hrs. Choosing this rotation period avoids inertial disturbances developing in the143

eddy shape, and also minimises Ekman transport that could lead to sea level height discontinuities144

at the boundary edges.145

In this analysis, two main simulations are carried out: absolute wind stress (AW); and relative146

wind stress (RW). An additional simulation with no-wind forcing is run as our control experiment147

and shows how the eddy evolves on its own. Prior to any analysis, a ten day model adjustment phase148

is run to allow any waves to die down. After this adjustment, the wind is turned on immediately149

and each simulation is run for 400 days in total.150
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b. Ekman pumping151

Total Ekman pumping is defined following Stern (1965)152

𝑊𝑡𝑜𝑡 =
1
𝜌0

k · ∇×
[ τ

( 𝑓 + 𝜁𝑔)

]
, (8)

=
k · ∇×τ

𝜌0( 𝑓 + 𝜁𝑔)︸       ︷︷       ︸
𝑊𝑐

+ 1
𝜌0( 𝑓 + 𝜁𝑔)2

(
𝜏𝑥
𝜕𝜁𝑔

𝜕𝑦
− 𝜏𝑦

𝜕𝜁𝑔

𝜕𝑥

)
︸                                 ︷︷                                 ︸

𝑊𝜁

, (9)

where 𝜁𝑔 is the geostrophic relative vorticity, and 𝜏𝑥 and 𝜏𝑦 are zonal and meridional wind stress153

components, respectively. 𝑊𝑡𝑜𝑡 is calculated using daily time-mean quantities, as is the case for all154

terms except energetics in Sec. 2c.155

Total Ekman pumping,𝑊𝑡𝑜𝑡 , consists of two components: linear Ekman pumping,𝑊𝑐 - induced156

by a wind stress curl - and, non-linear Ekman pumping, 𝑊𝜁 - induced by vorticity gradients. For157

a uniform background wind, relative wind stress generates a wind stress curl because of its spatial158

variability over the eddy, whereas absolute wind stress is constant everywhere and no gradients159

in wind stress will exist (see Fig. 1). Therefore, only relative wind stress induces linear Ekman160

pumping, which produces upwelling at the centre of anticyclonic eddies, enabling spin-down161

through a flattening of isopycnals (Dewar and Flierl 1987). On the other hand, non-linear Ekman162

pumping takes place irrespective of the wind stress formula, and will exhibit dipoles of up/down-163

welling. The primary effect of𝑊𝜁 is to advect the eddy by tilting isopycnals (Stern 1965). Similarly164

to Gaube et al. (2015), we expect𝑊𝑐 to be the dominant attenuation process in this eddy setup.165

c. Energetics166

To understand the eddy spin-down process, we make use of the quasi-geostrophic energetic167

framework defined by von Storch et al. (2012). In the following definitions, the time-mean refers168

to a 16 day rolling average, and turbulent terms are perturbations from this mean. The choice169

of this 16 day time-mean is made to avoid aliasing any unwanted signal that might come from170

averaging a non-integer multiple of wind rotations i.e. 16 days works out at 6 full wind rotations.171

Mean energy terms help diagnose the total evolution of the eddy, and are denoted by ·
𝑀

. Turbulent172

energy terms are useful to examine eddy instability pathways, and are denoted by ·
𝑇
. Conversions173
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between energy reservoirs are symbolised by 𝐶 (𝑋,𝑌 ). For 𝐶 (𝑋,𝑌 ) > 0, 𝑋 is converted to 𝑌 , and174

𝐶 (𝑋,𝑌 ) < 0, 𝑌 is converted to 𝑋 .175

Mean potential and mean kinetic energy are described using176

𝑃𝐸
𝑀
= −

∫
𝑉

𝑔

2𝑛0
𝜌∗(𝑥, 𝑦, 𝑧, 𝑡)2

𝑑𝑉 , and (10)

𝐾𝐸
𝑀
=

∫
𝑉

𝜌0

2
(𝑢2
𝑔 + 𝑣2

𝑔) 𝑑𝑉 , (11)

where · represents a time-mean, 𝜌∗(𝑥, 𝑦, 𝑧, 𝑡) = 𝜌(𝑥, 𝑦, 𝑧, 𝑡) − 𝜌𝑟𝑒 𝑓 (𝑧) is a density anomaly relative177

to a constant-in-time reference background density state, 𝑛0 is the vertical gradient of 𝜌𝑟𝑒 𝑓 (𝑧),178

from Eq. (6), and
∫
𝑉

is the volume integral. Both 𝑃𝐸
𝑀

and 𝐾𝐸
𝑀

have units kg m2 s−2. This179

quasi-geostrophic framework has been employed in previous energy analyses (Chen et al. 2014;180

Youngs et al. 2017).181

The mean kinetic energy describes the strength of the eddy flow, and its temporal evolution is182

governed by energy conversions, wind work and viscous dissipation183

𝜕𝐾𝐸
𝑀

𝜕𝑡
= 𝐶 (𝑃𝐸

𝑀
,𝐾𝐸

𝑀
) +𝑃+ 𝜖 (𝐾𝐸

𝑀
) , (12)

where,184

𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
) = −

∫
𝑉

𝑔𝜌 𝑤 𝑑𝑉 , and (13)

𝑃 =

∫
𝑆

τ ·u𝑔𝑠 𝑑𝑆 . (14)

In Eq. (12), divergence and advection terms have been neglected because they do not contribute185

to the time evolution of domain-integrated 𝐾𝐸
𝑀

. Eq. (13) describes the conversion between 𝑃𝐸
𝑀

186

and 𝐾𝐸
𝑀

, and has units of kg m2 s−3. When 𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
) > 0, 𝑃𝐸

𝑀
is transferred to 𝐾𝐸

𝑀
, and187

this can be thought of as baroclinic conversion. This term is governed by fluxes of density up and188

down the water column and may be an important term because it could be affected by relative wind189

stress-induced Ekman pumping. Eq. (14) is wind power input, also shown in Eq. (3). In the case190

of a uniform background wind and relative wind stress, 𝑃 will dissipate mesoscale eddies (Xu et al.191

2016). The last term 𝜖 (𝐾𝐸
𝑀
) is made up of turbulent momentum transfers and viscous processes.192
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Diagnosing turbulent eddy terms can inform on the presence of eddy instabilities. Turbulent193

kinetic energy is194

𝐾𝐸
𝑇
=

∫
𝑉

𝜌0

2
(𝑢′2𝑔 + 𝑣′2𝑔 ) 𝑑𝑉 , (15)

where ·′ are fluctuations from their time-mean. 𝐾𝐸
𝑇

has units of kg m2 s−2. Conversion terms that195

transfer turbulent energy in and out of 𝐾𝐸
𝑇

are given by196

𝐶 (𝐾𝐸
𝑇
,𝐾𝐸

𝑀
) =

∫
𝑉

(
𝜌0𝑢

′
𝑔u

′
𝑔 · ∇𝑢𝑔 + 𝜌0𝑣

′
𝑔u

′
𝑔 · ∇𝑣𝑔

)
𝑑𝑉 , (16)

𝐶 (𝑃𝐸
𝑇
,𝐾𝐸

𝑇
) = −

∫
𝑉

𝑔𝜌′𝑤′ 𝑑𝑉 . (17)

Equation (16) is the conversion between turbulent kinetic energy and mean kinetic energy by197

momentum fluxes. This is the barotropic pathway and barotropic instability takes place when198

shear in the mean flow produces turbulent kinetic energy, i.e. 𝐶 (𝐾𝐸
𝑇
,𝐾𝐸

𝑀
) < 0. Equation (17) is199

the generation of turbulent kinetic energy from turbulent potential energy by perturbation vertical200

density fluxes. This is the baroclinic pathway and baroclinic instability occurs when vertical density201

fluxes restratify the tilted isopycnals, i.e. 𝐶 (𝑃𝐸
𝑇
,𝐾𝐸

𝑇
) > 0. Equation (16) and (17) have units kg202

m2 s−3. A full derivation of these energetic terms can be found in von Storch et al. (2012) and203

Chen et al. (2014), so we will not cover them here.204

d. Potential vorticity205

Potential vorticity is used here to diagnose changes in the stability of the anticyclonic eddy from206

relative wind stress. Following Hoskins et al. (1985), potential vorticity, 𝑄, is defined as207

𝑄 = ( 𝑓 + 𝜁𝑔)𝜕𝑧𝑏− (𝜕𝑧𝑣𝑔) (𝜕𝑥𝑏) + (𝜕𝑧𝑢𝑔) (𝜕𝑦𝑏) , (18)

where 𝑏 = −𝑔𝜌/𝜌0 is the buoyancy. A necessary condition for the growth of eddy instabilities is208

the existence of a sign change in radial potential vorticity gradient (𝜕𝑟𝑄) in either the radial or209

vertical direction (Vallis 2006). When 𝜕𝑟𝑄 changes sign in the horizontal it indicates barotropic210

instabilities, and when the sign of 𝜕𝑟𝑄 varies in the vertical, this indicates baroclinic instabilities.211

In the counter-rotating eddy setup, 𝜕𝑟𝑄 changes sign in the vertical and it is thus baroclinically212

unstable (Dewar et al. 1999).213
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3. Results214

a. Wind-induced vertical motions215

Normalised relative vorticity, 𝜁𝑔/ 𝑓 , non-linear Ekman pumping,𝑊𝜁 , and vertical velocity, 𝑤, are216

displayed in Fig. 3 for the absolute wind stress simulation (AW).𝑊𝜁 in this case accounts for total217

Ekman pumping. These quantities are plotted using daily time-mean model output at day 100, and218

show the eddy approximately mid way through its lifetime. 𝜁𝑔/ 𝑓 maintains a circular symmetric219

profile with strong anticyclonic vorticity at its centre and weak cyclonic vorticity at its periphery220

(Fig. 3a). 𝑊𝜁 displays a dipole pattern of upwelling and downwelling at the eddy centre (Fig.221

3b), generated through the interaction of constant τ𝑎𝑏𝑠 and horizontal relative vorticity gradients.222

The dipole orientation is also dependent on the direction of the wind. 𝑤 is shown at a depth of223

5 m (Fig. 3c), the first 𝑧-layer below the surface. The pattern of 𝑤 is similar to 𝑊𝜁 in its shape224

and magnitude. 𝑊𝜁 reaches 0.065 m day−1 whilst 𝑤 exhibits values over 0.1 m day−1. In 𝑤, a225

spiral arm can be seen at the outer edge of each dipole, pointing to a possible growth of azimuthal226

wavenumber 𝑙 = 2 in the counter-rotating eddy setup (Katsman et al. 2003). Plotting 𝑤 at 5 m227

depth is done because𝑊𝜁 is valid at the base of the Ekman layer. The depth of the Ekman layer is228

defined using 𝛿𝐸 =
√︁
(2𝐴𝑧)/ 𝑓 (Vallis 2006), and gives, 𝛿𝐸 ≈ 1.5 m.229

Fig. 3. Horizontal patterns at day 100 in absolute wind stress simulation of: a) surface normalised relative

vorticity, b) non-linear Ekman pumping (in m day−1), and c) model output vertical velocity (in m day−1) at a

depth of 5 m. Quantities are calculated using MITgcm daily time-mean output.

230

231

232

In the relative wind stress simulation (RW), additional quantities are presented in Fig. 4, showing233

relative wind stress curl, ∇× τ𝑟𝑒𝑙 , linear Ekman pumping, 𝑊𝑐, and total Ekman pumping, 𝑊𝑡𝑜𝑡 .234

At day 100, an eddy weakening can first be observed in RW by looking at the plan views of235

𝜁𝑔/ 𝑓 (Figs. 3a and 4a). Anticyclonic vorticity in RW is weaker than AW as can be seen by the236
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reduction in contour saturation at the eddy centre. This damping of relative vorticity is due to the237

imposed relative wind stress curl that injects oppositely signed vorticity into the eddy (Fig. 4b).238

Like AW, RW has a dipole pattern in 𝑊𝜁 , but more downwelling takes place (Fig. 4d) due to τ𝑟𝑒𝑙239

introducing asymmetry. Additionally, 𝑊𝜁 is overall weaker than AW, with values around 0.058 m240

day−1, consistent with the damping of 𝜁𝑔/ 𝑓 . 𝑊𝑐 (Fig. 4e) is generated via the wind stress curl,241

displaying a monopole of upwelling (0.12 m day−1) surrounded by weak downwelling (0.02 m242

day−1), attenuating the eddy by flattening its isopycnals. 𝑊𝑡𝑜𝑡 has even stronger central upwelling243

(0.14 m day−1) and is clearly dominated by the upwelling nature of 𝑊𝑐 (Fig. 4f). As with AW, 𝑤244

(Fig. 4c) has similar patterns to𝑊𝑡𝑜𝑡 but is greater in value as it is deeper than 𝛿𝐸 ≈ 1.5 m. Gaube245

et al. (2015) and Chen et al. (2020) also found similar Ekman pumping patterns to the ones shown246

here.247

Fig. 4. Horizontal patterns at day 100 in relative wind stress simulation of: a) surface normalised relative

vorticity, b) relative wind stress curl, c) model output vertical velocity (in m day−1) at a depth of 5 m, d) non-linear

Ekman pumping (in m day−1), e) linear Ekman pumping (in m day−1), and f) total Ekman pumping (in m day−1).

Quantities are calculated using MITgcm daily time-mean output.

248

249

250

251

Further examination of the eddy vertical velocity field is made in Fig. 5. Away from the eddy252

surface, horizontal vertical velocity patterns take on a different shape. Fig. 5a,b show 𝑤 at day253
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100 averaged over the top 800 m for absolute and relative wind stress simulations. The 𝑤 field254

exhibits alternating up/down-welling cells that encircle the eddy centre, which indicate the eddy255

is not in geostrophic balance (Pilo et al. 2018). The 𝑤 field is dominated mostly by a four cell256

pattern, but also exhibits a weaker eight cell pattern towards the periphery. The four cell vertical257

velocity pattern is similar to the pattern of a linearly unstable vortex with azimuthal wavenumber258

𝑙 = 2 seen in Fig. 2 of Dewar et al. (1999), whilst the eight cell pattern may indicate the existence259

of higher unstable wavenumbers. Nevertheless, the net effect of relative wind stress on values of260

𝑤 still remain. 𝑤𝑟𝑒𝑙 has maximum absolute values up to 0.03 m day−1 greater than 𝑤𝑎𝑏𝑠.261

Transects of 𝑤 show the extension of vertical motions down the water column (Fig. 5c,d). 𝑤𝑎𝑏𝑠262

exhibits a dipole of up/down-welling at the surface, but with depth the modal wave pattern becomes263

greater than any Ekman pumping effects. Similarly, 𝑤𝑟𝑒𝑙 shows an Ekman pumping pattern at the264

surface, as seen in Fig. 4c,f, but again the modal wave pattern quickly exerts its dominance with265

depth. The overall increase in 𝑤 is also visible in Fig. 5e from the surface down to 3000 m. This266

implies that, although the spatial pattern of 𝑤 changes with depth, the impact of relative wind stress267

on vertical velocity remains throughout the water column.268

b. Mean eddy energetics273

1) Damping and dissipation274

The work done by wind on the eddy’s geostrophic surface motion at day 100 is shown in Fig.275

6. Here, the daily model output is used to calculate wind work at a snapshot in time. Dipoles276

of positive and negative wind work exist in absolute (Fig. 6a) and relative (Fig. 6b) wind stress277

simulations. Maximum values of wind work occur in regions of the eddy that have the strongest278

surface current, which is at the speed-based radius, 𝐿𝑠 ≈ 70 km. In AW, the amount of negative279

wind work is negated by positive wind work, since there is no current-wind interaction in τ𝑎𝑏𝑠,280

Eq. (2). In RW, in absolute terms, there is around 12% more negative than positive wind work281

due to the current-wind interaction in τ𝑟𝑒𝑙 , Eq. (1), seen through the zonal cross section of wind282

work (Fig. 6c). The total wind power input by relative wind stress is seen over time in Fig. 7c, and283

highlights the amount of power being removed from the anticyclonic eddy.284

The time evolution of domain integrated mean eddy energetics is shown in Fig. 7. Total eddy289

energy (𝐾𝐸
𝑀
+𝑃𝐸

𝑀
) is dominated by 𝑃𝐸

𝑀
, where 𝐾𝐸

𝑀
is around an order of magnitude smaller290
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Fig. 5. Model vertical velocity output at day 100 (in m day−1). Horizontal patterns averaged over top 800 m

for a) absolute wind stress and b) relative wind stress, and zonal transects through eddy centre for c) absolute

wind stress and d) relative wind stress. In e) the root-mean-square of vertical velocity for absolute (black) and

relative (red) wind stress simulations. Quantities are calculated using MITgcm daily time-mean output.

269

270

271

272

Fig. 6. Horizontal patterns at day 100 of wind work done on the eddy’s geostrophic motion (in 10−3 W m−2),

for a) absolute wind stress and b) relative wind stress simulations. In c) zonal cross sections - dashed lines in

(a) and (b) - of wind work in absolute (black line) and relative (red line) wind stress simulations. Quantities are

calculated using MITgcm daily time-mean output.

285

286

287

288

for the first 150 days of the time-series (Fig. 7a,b). Dissipation of total energy in RW is larger than291

AW as a result of work done by relative wind stress (Fig. 6b and 7c), as shown by the more rapid292
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decrease of 𝐾𝐸
𝑀
+𝑃𝐸

𝑀
. The overall damping of total energy likely reflects a release of 𝑃𝐸

𝑀
, for293

which relative wind stress is the most efficient at fulfilling, achieving an additional 7× 1014 J of294

dissipation at day 200. Although the wind power input by relative wind stress is negative (Fig. 7c)295

and consistent with the decay of total eddy energy, it does not explain in full how 𝑃𝐸
𝑀

is reduced.296

Fig. 7. Time-series from day 31 to 300 comparing absolute (black) and relative (red) wind stress simulations

of: a) total mean energy, b) mean kinetic energy, c) relative wind stress damping, and d) conversion of mean

potential to mean kinetic energy. Terms in a,b,d) are volume integrals, and c) is a spatial integral. Each day

represents a 16-day time-mean. Units of energy in joules and damping/conversion in watts.

297

298

299

300

From Eq. (12) there are two important terms that govern mean kinetic energy: 𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
)301

and 𝑃. 𝑃𝑟𝑒𝑙 in this case is negative (Fig. 7c) and therefore extracts 𝐾𝐸
𝑀

from the eddy. The302

exponential growth seen in 𝑃𝑟𝑒𝑙 is associated with the exponential growth in 𝐾𝐸
𝑀

(Fig. 7b) as303

𝑃𝑟𝑒𝑙 depends on the ocean surface current speed. 𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
) is positive for all time in each304

simulation (Fig. 7d) and implies 𝑃𝐸
𝑀

is converted to 𝐾𝐸
𝑀

. In RW, 𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
) is greater for305

most of time and undergoes an earlier exponential growth and decay. The growth of𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
)306

in-part explains the increased reduction in total energy (Fig. 7a) since 𝑃𝐸
𝑀

has to be converted307

into 𝐾𝐸
𝑀

before being mechanically dissipated by 𝑃𝑟𝑒𝑙 , or other viscous processes. However, the308

growth and decay of 𝐾𝐸
𝑀

in each simulation (Fig. 7b) appears to be governed by 𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
),309

even in RW with 𝑃𝑟𝑒𝑙 . Taking a closer look at values of 𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
) and 𝑃𝑟𝑒𝑙 in Fig. 7c,d. At310

day 31 in the time-series, 𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
) is ∼ 3.4×106 W in AW and 3.6×107 W in RW, whilst311
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𝑃𝑟𝑒𝑙 in RW is ∼ −3.1× 107 W. Additional 𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
) in RW counteracts 𝑃𝑟𝑒𝑙 by ∼ 1.5× 106

312

W, and by day 100, this has grown to ∼ 2× 106 W. This counteracting process by relative wind313

stress-induced 𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
) continues until the exponential growth in RW begins to die down.314

The effect of relative wind stress on mean kinetic energy and baroclinic conversion is further315

explored by decomposing their volume contributions into upper and lower layers (Fig. 8). The316

upper layer is calculated using all 𝑧-levels above and including 800 m, and the lower layer represents317

that below. As expected, relative wind stress damps upper mean kinetic energy by around 20%318

from day 31 up until its exponential growth near to day 150 (Fig. 8a). This damping of surface319

mean kinetic energy is similar to findings by Seo et al. (2016) and Oerder et al. (2018). It is also320

clear from this exponential growth in upper layer 𝐾𝐸
𝑀

why 𝑃𝑟𝑒𝑙 grows (Fig. 7c). In contrast,321

lower mean kinetic energy has increased by 3% over the same period as a result of relative wind322

stress (Fig. 8b). It can be seen that relative wind stress produces more baroclinic conversion in323

both layers, showing a deep reaching effect from this surface drag (Fig. 8c,d). In each case, the324

additional baroclinic conversion is consistent with the larger rms[𝑤] in RW (Fig. 5e). It therefore325

appears that additional lower layer baroclinic conversion helps to offset any surface damping.326

2) A scaling argument332

To provide insight into why additional production of 𝐾𝐸
𝑀

in RW appears to offset wind damping333

by relative wind stress, we seek a scaling between 𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
) and 𝑃𝑟𝑒𝑙 . In order to account334

for deviations in density caused by the eddy, 𝜌 needs to be replaced in Eq. (13). Using von Storch335

et al. (2012)336 ∫
𝑉

𝜌 𝑤 𝑑𝑉 =

∫
𝑉

(𝜌− 𝜌𝑟𝑒 𝑓 )𝑤 𝑑𝑉 =

∫
𝑉

𝜌∗𝑤 𝑑𝑉 . (19)

This is true because
∫
𝑉
𝜌𝑟𝑒 𝑓𝑤 𝑑𝑉 = 0 as the volume integral of 𝑤 will be zero with no-normal flow337

boundary conditions. Therefore, 𝜌∗ replaces 𝜌 in Eq. 13 for this scaling analysis.338

Next, additional vertical velocities are generated by relative wind stress-induced Ekman pumping,339

and it is known that linear Ekman pumping attenuates eddies (Dewar and Flierl 1987; Gaube et al.340

2015). We note that a no-wind experiment (not shown) has similar mean energetics to AW, revealing341

that 𝑊𝜁 has little effect on 𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
). Therefore, 𝑊𝜁 is neglected from this scaling, and 𝑤 is342
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Fig. 8. Time-series from day 31 to 300 comparing absolute (black) and relative (red) wind stress simulations

of: a) upper layer mean kinetic energy, b) lower layer mean kinetic energy, c) upper layer conversion of mean

potential to mean kinetic energy, and d) lower layer conversion of mean potential to mean kinetic energy. Terms

are volume integrated over upper (0 to −800 m) and lower (−800 m to −4000 m) layers. Each day represents a

16-day time-mean. Units of energy in joules and conversion in watts.

327

328

329

330

331

replaced by𝑊𝑐 in Eq. (13), thus343

𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
) = −𝐻𝑔𝜌∗𝑊𝑐𝐿

2
𝑒 , (20)

where 𝐿𝑒 is an eddy length scale. To complete this scaling we now need expressions for relative344

wind stress, wind power input by relative wind stress, and linear Ekman pumping.345

Following Duhaut and Straub (2006), we find τ𝑑𝑖 𝑓 𝑓 and 𝑃𝑑𝑖 𝑓 𝑓 that equate to relative minus346

absolute components. In each case, these will provide the contributions that come entirely from347

eddy-wind interaction. So, 𝑃𝑑𝑖 𝑓 𝑓 is essentially the amount of energy relative wind stress will take348

out, meaning 𝑃𝑑𝑖 𝑓 𝑓 ∼ 𝑃𝑟𝑒𝑙 . To find τ𝑑𝑖 𝑓 𝑓 , it is assumed that only winds aligned with the eddy349

current contribute to the wind speed magnitude350

|u𝑎 −u𝑔𝑠 | ≈ |u𝑎 | −u𝑔𝑠 · i , (21)
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where i is a unit vector that points in the direction of u𝑎. Using this assumption, along with Eqs.351

(1) and (2)352

τ𝑑𝑖 𝑓 𝑓 ≡ τ𝑟𝑒𝑙 −τ𝑎𝑏𝑠 ≈ 𝜌𝑎𝐶𝑑
[
− |u𝑎 |u𝑔𝑠 − (u𝑔𝑠 · i)u𝑎

]
≈ −2𝜌𝑎𝐶𝑑u𝑎u𝑔𝑠 , (22)

where quadratic terms have been neglected, and u𝑎 > 0. Similarly,353

𝑃𝑑𝑖 𝑓 𝑓 ≡
∫
𝑆

τ𝑑𝑖 𝑓 𝑓 ·u𝑔𝑠 𝑑𝑆 ≈ −2𝜌𝑎𝐶𝑑u𝑎u2
𝑔𝑠𝐿

2
𝑒 . (23)

Now, substituting Eq. (22) into Eq. (9) and neglecting the non-linear component𝑊𝜁 gives354

𝑊̂𝑐 =
∇×τ𝑑𝑖 𝑓 𝑓

𝜌0( 𝑓 + 𝜁𝑔)
≈ −2𝜌𝑎𝐶𝑑u𝑎

𝜌0 𝑓
𝜁𝑔 , (24)

where 𝑊̂𝑐 neglects the vorticity in the denominator, since 𝜁𝑔 ≪ 𝑓 . Equation (24) implies that 𝑊̂𝑐355

generates upwelling (downwelling) in anticyclonic (cyclonic) regions. Finally, taking Eqs. (20),356

(23) and (24), and assembling the scaling gives357

𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
)

𝑃𝑟𝑒𝑙
∼
𝐻𝑔𝜌∗𝜁𝑔

𝜌0 𝑓u
2
𝑔𝑠

. (25)

Based on parameters in the anticyclonic eddy, we put 𝜌∗/𝜌0 ∼ 10−4, 𝜁𝑔 ∼ 10−6 s−1, u2
𝑔𝑠 ∼ 10−2

358

m2 s−2, and values from Table 1 into Eq. (25). These values give a scaling ratio equivalent to 4,359

showing that additional production of 𝐾𝐸
𝑀

by 𝑊𝑐 offsets damping by relative wind stress. This360

also supports our numerical findings found in Sec. 3b, part 1.361

c. Destabilisation of the eddy362

The destabilisation of the eddy is first examined using volume integrated turbulent eddy energet-366

ics, shown in Fig. 9. Initially, little growth is observed in all terms, consistent with the stable time367

evolution of 𝐾𝐸
𝑀

and 𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
) (Fig. 7b,d). Around day 175, growth in terms begin, indi-368

cating the start of eddy instabilities. The dominant instability is baroclinic, with 𝐶 (𝑃𝐸
𝑇
,𝐾𝐸

𝑇
) > 0369

supplying 𝐾𝐸
𝑇

(Fig. 9a,b). The barotropic pathway 𝐶 (𝐾𝐸
𝑇
,𝐾𝐸

𝑀
) is equivalent in magnitude to370

the baroclinic one, though fluxes of momentum are predominantly directed upgradient i.e. 𝐾𝐸
𝑇

371
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Fig. 9. Time-series from day 31 to day 300 comparing absolute (black) and relative (red) wind stress simulations

of: a) turbulent kinetic energy, b) baroclinic pathway, c) barotropic pathway. Terms are volume integrated and

each day represents a 16-day time-mean. Units of energy in joules and instability pathways in watts.

363

364

365

is converted to 𝐾𝐸
𝑀

(Fig. 9c). The vertical shear component of 𝐶 (𝐾𝐸
𝑇
,𝐾𝐸

𝑀
) is negligible.372

Indeed, Katsman et al. (2003) found the dominant instability to be baroclinic in a counter-rotating373

eddy regime. It can also be seen that the turbulent peaks all take place shortly after (∼ 10 days)374

the mean energetic peaks (Fig. 7b,d), indicating that instabilities are prevalent during the eddy’s375

decay stage. A few differences between wind stress simulations exist. The first one is the time of376

growth, where RW undergoes its amplification ∼ 10 days earlier. Secondly, although RW becomes377

unstable sooner, AW exhibits greater maximum peaks for all quantities, in particular, 𝐾𝐸
𝑇

is∼ 30%378

larger than RW. This implies that relative wind stress initiates instabilities sooner but also damps379

their overall magnitude. Furthermore, growth across all terms comes from the upper 800 m, with380

turbulent energetic values in the lower layer at least an order of magnitude smaller (not shown).381

This is consistent with the eddy’s primarily surface intensified nature.382

A reason for this earlier instability onset can be attributed to changes in the eddy’s PV gradient389

between the upper and lower layers, shown in Fig. 10 for quantities at day 100. It can be seen390
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Fig. 10. Meridional cross sections at day 100 at the surface (5 m) and mid-depth (2000 m) of: a,e) potential

vorticity (10−9 s−3), b,f) potential vorticity contribution by vertical buoyancy gradient (10−9 s−3), and c,g)

radial potential vorticity gradient (10−14 m−1 s−3), comparing absolute (black) and relative (red) wind stress

simulations. Horizontal plan views of buoyancy anomaly 𝑏(day = 100) − 𝑏(day = 1) (10−4 m s−2), at surface

(5 m) for d) absolute and h) relative wind stress simulations. Quantities are calculated using MITgcm daily

time-mean output.
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384
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388

through cross sections of PV gradients at the eddy surface that values in RW near to a radius of391

50 km increase by factors of 4-8 in response to relative wind stress (Fig. 10c). This increase in392

PV gradient may be the cause of an earlier onset of baroclinic instability in the eddy (Fig. 9b).393

Modifications to the surface PV gradient can be seen by considering the contributions to PV in394

Eq. (18). The dominant component of PV is ( 𝑓 + 𝜁𝑔)𝜕𝑧𝑏, and we know that 𝜁𝑔 ≪ 𝑓 . A cross395

section of 𝑓 𝜕𝑧𝑏 at the surface (Fig. 10b) is shown to match PV (Fig. 10a), displaying a similar396

increase in value in RW. The cross sections at 2000 m depth (Fig. 10e,f,g) are smaller than the397

surface quantities and do not vary between wind stress simulations, likely due to 𝜁𝑔 ≪ 𝑓 and weak398

lower layer stratification (see Fig. 2a). We explain the increase in 𝑓 𝜕𝑧𝑏 through surface buoyancy399

anomalies at day 100 (Fig. 10d,h). Through the action of linear Ekman pumping, it can be seen in400

RW that buoyancy is lost (gained) at the eddy centre (periphery) through upwelling (downwelling).401

The Ekman pumping process flattens isopycnals, and by doing so converts horizontal density402

gradients into vertical density gradients, thus increasing 𝑓 𝜕𝑧𝑏 at the surface. This leads to larger403
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PV and PV gradients at the surface in RW, as well as the earlier growth in turbulent energetics (Fig.404

9).405

Fig. 11. Horizontal patterns at day 200 of a,e) surface normalised relative vorticity, then profiles averaged

over top 800 m of: b,f) 1
2 (𝑢′2𝑔 + 𝑣′2𝑔 ) (in 10−4 m2 s−2), c,g) −𝑔𝜌′𝑤′ (in 10−7 W m−3) and d,h) 𝜌0𝑢

′
𝑔u

′
𝑔 · ∇𝑢𝑔 +

𝜌0𝑣
′
𝑔u

′
𝑔 · ∇𝑣𝑔 (in 10−7 W m−3). Top is absolute wind stress and bottom is relative wind stress. Relative vorticity

is calculated using MITgcm daily time-mean output, and energetic terms are 16 day time-means taken at day 200.
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409

Horizontal plan views of surface 𝜁𝑔/ 𝑓 , and turbulent kinetic energy, baroclinic pathway, and410

barotropic pathway averaged over the top 800 m at day 200 are presented in Fig. 11. Again,411

𝜁𝑔/ 𝑓 uses daily mean model output, and energetic terms use a 16 day time-mean at day 200. The412

choice of day 200 is used to illustrate the spatial inhomogeneity of these perturbations prior to413

the eddy’s breakup in each wind stress simulation. In AW, 𝜁𝑔/ 𝑓 (Fig. 11a) displays two spiral414

arms at the north and south side of the eddy, a feature that was first observed and noted in Sec.415

3b through Ekman pumping patterns. There is a clear elliptical tripole vorticity pattern with416

anticyclonic vorticity at the centre, much different to the circular profile at day 100 (Fig. 3a). In417

general, this elliptical pattern is found to be typical of an unstable azimuthal wavenumber 𝑙 = 2 in a418

baroclinic eddy (Baey and Carton 2002). Turbulent kinetic energy and positive baroclinic pathway419

are concentrated at each spiral arm and between patches of opposing 𝜁𝑔/ 𝑓 near the eddy centre,420

highlighting the instability present in the eddy (Fig. 11b,c). Values in the barotropic pathway are421

similar to the baroclinic one, but show a tendency for barotropic instability (Fig. 11d), which is also422
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seen through the volume integrated terms in Fig. 9c. In RW, each quantity (Fig. 11e,f,g,h) displays423

a slow down in azimuthal rotation in response to the damping of upper layer mean kinetic energy424

(Fig. 8a). The 𝜁𝑔/ 𝑓 profile has become narrower and the stronger north-south anticyclonic regions425

have initiated their detachment at the origin. Moreover, turbulent kinetic energy and the baroclinic426

and barotropic pathways are all much stronger than AW, supporting an earlier destabilisation, and427

ultimate breakup, due to relative wind stress.428

4. Summary and discussion429

Results from this paper highlight the dynamical response of an anticyclonic baroclinic eddy430

when forced by an absolute or relative wind stress. Rather than examining an eddy through its431

entire life cycle (i.e. generation to dissipation), a geostrophically balanced eddy was initialised in432

a mesoscale resolving numerical model to enable the investigation of its spin-down process. The433

relevant mechanisms involved in the decay of this eddy include its vertical velocity, energetics, and434

potential vorticity. These processes were examined to help answer the questions posed towards the435

end of the introduction.436

(i) Can relative wind stress lead to a complete eddy spin-down? In this counter-rotating eddy437

setup, relative wind stress dissipates combined mean potential and mean kinetic energy throughout438

the simulation, consistent with the notion that relative wind stress is a drag mechanism (Dewar439

and Flierl 1987). However, damping of mean kinetic energy by relative wind stress is offset by440

an additional production of mean kinetic energy via baroclinic conversion. Moreover, examining441

upper and lower layer mean energetics reveals that relative wind stress damps (energises) upper442

layer (lower layer) mean kinetic energy. These findings inform us that relative wind stress is more443

than just a dissipative process, enabling a transfer of mean potential to mean kinetic energy and444

modulation of the eddy spin-down process.445

(ii) Can Ekman pumping generate additional baroclinic conversion that offsets relative wind stress446

damping? The enhanced production of mean kinetic energy by relative wind stress-induced447

baroclinic conversion is related to the intensified vertical motions. Relative wind stress imposes448

a curl over the eddy that generates additional vertical velocities throughout the water column via449

linear Ekman pumping. These additional vertical motions enable an enhanced transfer of mean450

potential to mean kinetic energy, capable of counteracting relative wind stress damping. This is451
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made clear with the scaling 𝐶 (𝑃𝐸
𝑀
,𝐾𝐸

𝑀
)/𝑃𝑟𝑒𝑙 > 1, implying that relative wind stress-induced452

baroclinic conversion counteracts relative wind stress damping. This shows that Ekman pumping453

is an important mechanism for kinetic energy supply (Renault et al. 2018), particularly for the454

deep eddy flow. Studies have shown little difference in large-scale ocean transport or residual455

meridional overturning circulation between absolute and relative wind stress (Munday and Zhai456

2015; Munday et al. 2021), so it remains unclear what effects an energised deep eddy flow may have.457

Nevertheless, despite the increase in vertical velocity by relative wind stress, horizontal patterns458

in each simulation display significant qualitative differences between the surface and at depth. At459

the surface, Ekman pumping dominates, whilst at depth, alternating patterns of up/down-welling460

exist.461

(iii) How might the stability of a baroclinic counter-rotating eddy be affected by relative wind462

stress? A further key finding of this study reveals that relative wind stress can modify the stability463

properties of mesoscale eddies. Because opposing potential vorticity gradients in the upper and464

lower layer stipulate that a counter-rotating eddy will become unstable (Dewar et al. 1999), we465

demonstrate that an increase in PV gradients at the surface to be the reason for an earlier onset of466

instability and resulting decay seen in the relative wind stress simulation. The mechanism for these467

enhanced PV gradients is caused by a conversion of horizontal density gradients into vertical gradi-468

ents via linear Ekman pumping. In-line with findings by Katsman et al. (2003) for counter-rotating469

eddies, the most unstable perturbation comes in the form of baroclinic instability, which we find to470

occur on a shorter timescale in the relative wind stress simulation due to larger surface PV gradients.471

472

Overall, these results show clearly the response of an anticyclonic eddy to relative wind stress473

forcing. However, different model setups and eddies could lead to other outcomes. Sutyrin (2016)474

found for an anticyclonic eddy that adding a middle layer of uniform potential vorticity reduced475

the growth of eddy instabilities, hence putting forward a way that eddy lifetime can be prolonged.476

Arbic and Scott (2008) showed quadratic bottom drag to damp bottom layer kinetic energy, and477

could therefore play a role in the stabilisation of mesoscale eddies (Dewar et al. 1999). A cyclonic478

eddy also plays an essential role in the ocean (e.g. Chenillat et al. (2015)), yet one has not been479

examined here. We expect an eddy-wind interaction to produce a similar dynamical response480

in a cyclonic eddy as it does in the anticyclonic eddy. That is, relative wind stress will damp481
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surface mean kinetic energy and also modify surface potential vorticity gradients. It is not clear482

how relative wind stress would develop any additional responses not seen in the anticyclonic eddy.483

Yet, an asymmetry in the growth rate of unstable wavenumbers between cyclonic and anticyclonic484

eddies does exist (Katsman et al. 2003; Mahdinia et al. 2017), and so it could be worth exploring485

whether relative wind stress impacts this.486

In this numerical model setup, horizontal grid spacing of Δ𝑥, 𝑦 = 10 km is employed, in-part487

to keep the model computationally inexpensive, but also capable of fully resolving mesoscale488

processes. The literature surrounding submesoscale resolving numerical models (𝑂 (1) km) is very489

much in the limelight at this moment in time (Brannigan et al. 2017; Su et al. 2018; Schubert et al.490

2020), and it could be argued a study such as this should be employing as high a resolution as491

possible. Yet, the lack of any substantial work on idealised mesoscale eddy-wind interaction still492

persists, and it is therefore critical to understand this because of the ubiquity and importance of493

mesoscale eddies in the world’s ocean. We do, however, acknowledge some possible shortcomings494

of these results due to this mesoscale resolution. It was found in previous work that when horizontal495

resolution is reduced, a marked increase in vertical motions and surface kinetic energy occur (Levy496

et al. 2001). Because of the horizontal resolution used, the mesoscale eddy studied here could have497

underrepresented energetics that may have repercussions on lifetime and stability. Yet, coupled498

with the knowledge of how eddies evolve (e.g. Ikeda (1981); Dewar et al. (1999)), we expect499

relative wind stress would still generate a similar outcome at a finer resolution e.g. Δ𝑥, 𝑦 = 2 km.500

This study demonstrates a complex interaction between surface winds and a baroclinic anticy-501

clonic eddy in an idealised setting. Much of the individual results over the eddy’s lifetime are502

well understood, and therefore robust. Yet, bringing them together in this study has resulted in503

a novel finding, whereby relative wind stress, thought to be completely dissipative, in fact may504

energise the eddy mean flow and reduce eddy stability. Therefore, this advances our understanding505

of mesoscale air-sea interactions, though future work should focus on added complexity in model506

design.507
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