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Abstract
In this thesis, we present our investigations into the intermediate triplet-pair

states that mediate the twin photophysical processes of singlet fission and triplet

fusion. Unique to certain conjugated organic materials, singlet fission and triplet

fusion refer to the splitting of bright, spin-0 singlet excitons into pairs of dark,

spin-1 triplet excitons, and vice versa. First invoked more than 50 years ago,

the triplet-pair states that mediate these processes have recently enjoyed a re-

surgence of interest, largely due to the realisation that exciton fission and fusion

could be harnessed in photovoltaic devices to exceed the theoretical power con-

version efficiency limit. Despite great progress in our understanding of these

intriguing states, many aspects of their nature and behaviour remain unclear.

We begin by probing the photoluminescence signatures of the strongly

exchange-coupled spin-0 triplet-pair state, 1(TT), in polycrystalline films of

diF-TES-ADT and single crystals of pentacene, demonstrating that it is a real,

observable intermediate state. We then present brief investigations of 1(TT)

photoluminescence, or lack thereof, and 1(TT) formation in rubrene single

crystals. Our results here cast doubt on the vibronic coherent mechanism of

singlet fission and highlight the role of defect sites and disorder.

Next, we turn to the spin statistical factor governing the probability of

obtaining a spin-0 state from the annihilation of two spin-1 triplets and explain

why it has been incorrectly described in much of the recent literature. Using

rubrene as a model system, we investigate the key parameters affecting this

important quantity and uncover previously overlooked strategies for engineering

materials with favourable spin statistics.

Finally, we investigate the photophysics of rubrene nanoparticles for photon

upconversion. We show that the addition of a singlet energy collector, used to

improve the upconversion quantum yield, does not suppress singlet fission as

previously assumed but instead competes with triplet-pair separation.
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Chapter 1

Introduction

Climate change is one of the gravest threats to the future of sustainable life

on Earth. Addressing it is the most important challenge that we face in the

coming decades, during which time we must reach ‘net zero’ anthropogenic

greenhouse gas emissions1–3. Potential pathways for achieving this goal have

been, and continue to be, developed by the Intergovernmental Panel on Climate

Change2. Among many technological and behavioural factors that contribute to

the net zero pathways, solar photovoltaics (PV), whereby electricity is generated

directly from sunlight, will play a critical role in the transition to a renewable

energy system4,5.

Deployment of solar PV has increased exponentially in recent years, driven

by a dramatic reduction in manufacturing costs and improvements to the tech-

nology, the vast majority of which is crystalline silicon5. Indeed the levelised

cost of energy from large-scale solar PV is already well below that of combined-

cycle gas turbines, the cheapest fossil fuel source5. The cost of PV modules

(solar panels) has fallen particularly precipitously over the last few decades6

with the result that the modules themselves now represent only around one

quarter of the total cost of a PV installation7. Further technological innova-

tions should therefore focus on increasing the power conversion efficiency of PV

modules in order to have the biggest impact on levelised energy costs.

Crystalline silicon solar cells are already approaching their maximum the-

oretical efficiency limit of around 30%8,9. This has inspired research into ways

to circumvent this limit, which for silicon arises principally due to thermal-

isation losses for above-bandgap photons. In the case of higher-bandgap solar

cell materials such as cadmium telluride10 or the recently developed lead-halide

perovskites11, such thermalisation losses are less detrimental, but a reduced

proportion of the solar spectrum is absorbed to begin with.

One potential strategy to exceed conventional efficiency limits is to construct



2 1. Introduction

tandem devices, in which two (or more) solar cells with differing bandgaps are

stacked together, thus enabling wider coverage of the solar spectrum and re-

ducing thermalisation losses. Perovskite-silicon tandems show particular prom-

ise12 although it remains to be seen whether the increase in efficiency can offset

the significantly higher costs5.

An alternative strategy is spectral conversion. Here the spectral content of

the incident sunlight is manipulated to enhance the power conversion efficien-

cies of existing solar cell technologies13. Spectral downconversion, whereby high

energy photons are split into pairs of low energy photons, is suited to mater-

ials such as silicon for which thermalisation is the dominant loss mechanism.

The reverse process, spectral upconversion, involves combining pairs of low en-

ergy photons into higher energy ones and would benefit higher-bandgap solar

absorbers such as cadmium telluride and lead-halide perovskites.

To be technologically relevant, spectral conversion must be efficient and

occur in solid materials under weak, incoherent illumination such as sunlight.

Certain molecular materials offer a unique platform to realise this through the

twin photophysical processes of singlet fission and triplet-triplet annihilation,

both of which could push power conversion efficiencies to above 45%14.

During singlet fission15,16, a photo-excited spin-0 singlet exciton can split

into a pair of spin-1 triplet excitons, each of approximately half the original

photon energy. This can be extremely efficient17. The challenge is to extract

the energy from the triplet excitons, hence the recent excitement generated

by reports of energy transfer from singlet fission borne triplets directly into

silicon18.

Triplet-triplet annihilation is the inverse process, whereby two low-energy

spin-1 triplet excitons are generated and combined to yield a single spin-0 sing-

let, which subsequently emits a higher energy photon19. Here the challenge is to

obtain high efficiencies in solid materials under weak illumination20. Additional

motivation for pursuing triplet-triplet annihilation upconversion comes from the

biomedical sciences. Human tissue is transparent to near-infrared light, which

could be upconverted inside the body to the blue light needed for processes such

as drug release21, photodynamic therapy22 or optogenetics23.

Singlet fission and triplet-triplet annihilation were first studied in the late

1960s24,25, before the connection to solar energy harvesting was made26,27. At

the time, these photophysical processes were presented from the perspective of

fundamental physics: understanding radiationless transitions and interactions

between excitonic species.

The realisation that singlet fission and triplet-triplet annihilation could en-
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able a step change in PV efficiency26,27 has precipitated a great resurgence of

research interest over the last decade. This has coincided with the widespread

availability of ultrafast (femtosecond) laser systems28 that have allowed the

photophysical mechanisms, particularly of singlet fission, to be unravelled in

great detail and with unprecedented time resolution. As a result, the critical

importance of intermediate triplet-pair states, first postulated in the 1960s, has

come to the fore29,30. In addition to mediating spectral conversion processes,

these triplet-pair states are fascinating objects from a fundamental point of

view. For example they can exist as spin-0, spin-1 or even spin-2 states, and

the constituent triplets may be quantum-entangled at room temperature31.

Despite extensive investigation in recent years, many unanswered questions

remain regarding the photophysical mechanisms of singlet fission and triplet-

triplet annihilation. In particular, the role, character and behaviour of the

intermediate triplet-pair states is still subject to controversy and debate29,30,

particularly in the context of triplet-triplet annihilation32. This thesis helps to

answer some of the outstanding questions and uncertainties surrounding triplet-

pair states and is organised as follows.

In Chapter 2 we present the theoretical background needed to understand

the research in later chapters. We start by discussing the electronic structure

of conjugated organic molecules. We introduce the concept of spin and explain

how it gives rise to singlet and triplet excitons possessing remarkably different

characteristics. Next, we study the interactions of such molecules with light and

discuss the different electronic transitions that can occur between excited states.

Since we are primarily interested in the solid state, we describe the effects of

neighbouring molecules in close proximity to each other. This leads us to the

photophysical processes of singlet fission and triplet-triplet annihilation, which

we describe in detail, finishing with an extensive review of the recent literature.

Chapter 3 introduces the molecular systems that we study in subsequent

chapters as well as the techniques used to prepare and characterise samples.

We explore the principles behind time-resolved photoluminescence spectroscopy

and transient absorption spectroscopy, which we used to collect the majority of

the data presented in this thesis, and give details of the experimental setups.

Our first experimental investigation, Chapter 4, studies a particular triplet-

pair state, called 1(TT), in two contrasting singlet fission materials. The 1(TT)

state is crucial to the singlet fission process since it acts as the gateway between

spin-0 singlets (hence the ‘one’) and pairs of triplets (hence the ‘TT’). Recent

controversy has arisen over whether 1(TT) could be observed by its photolu-

minescence signature during triplet-triplet annihilation, with one study casting
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doubt on the role of 1(TT) as a real, observable intermediate state32. In this

chapter, we demonstrate that emissive 1(TT) states are real intermediates both

in singlet fission and triplet-triplet annihilation.

Having observed photoluminescence from the 1(TT) state in Chapter 4, we

hypothesised that 1(TT) might be particularly emissive in rubrene single crys-

tals and could explain curious photoluminescence behaviour reported previ-

ously33,34. In Chapter 5, we investigate this hypothesis but find no evidence

of emissive 1(TT) states, instead highlighting the role of defects in anomalous

photoluminescence behaviour. In Chapter 6, we find that the defects present

in polycrystalline rubrene films enable ultrafast formation of 1(TT) states that

we do not observe in bulk crystals, in contrast to previous reports35–37.

Having established the role of the spin-0 1(TT) as a key intermediate during

triplet-triplet annihilation, in Chapter 7 we continue with rubrene as a model

system and investigate the spin statistical factor that governs the probability

of obtaining a spin-0 singlet exciton from the annihilation of two spin-1 triplet

excitons. This factor is critical in determining the efficiency of devices such as

blue-emitting OLEDs and photon upconverters that employ triplet-triplet an-

nihilation and we demonstrate that it has been incorrectly described in much of

the recent literature22,38–42. We explore the factors that affect the spin statistics

of triplet-triplet annihilation and identify previously overlooked strategies for

engineering materials with favourable spin statistics.

Whilst high values of the spin statistical factor are important for efficient

OLEDs and photon upconverters, the singlet energy must be emitted as light

to make useful devices. In Chapter 8, we seek to understand how adding a

dopant molecule to solid rubrene can greatly increase the proportion of singlet

energy emitted as light, following triplet-triplet annihilation. We find that the

role of the dopant is not to suppress singlet fission as previously assumed43–46,

but instead to compete with the separation of triplet-pair states.

Finally in Chapter 9 we summarise the main conclusions of the experimental

studies and identify the most pressing areas for future research.
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Chapter 2

Theory and Background

In this chapter we develop the theoretical concepts needed to understand the

experimental results presented in subsequent chapters. Starting from, “what is

an organic molecule?” we work our way to the interactions of such molecules

with light and their resulting excited states. We see how different excited states

can interconvert, leading to a rich variety of photophysical behaviour. Finally,

we describe the twin processes of singlet fission and triplet-triplet annihilation

and their application to spectral energy conversion.

2.1 Photophysics of conjugated organic molecules: a

brief introduction

What is an organic molecule? In everyday language, ‘organic’ is often synonym-

ous with ‘natural’ and indeed the natural world contains a bewildering array

of molecules ranging from simple sugars and lipids all the way to the stagger-

ing complexity of proteins and DNA. Yet chemists too have synthesised a huge

range of molecules that are also ‘organic’, from pharmaceutical drugs to the

dyes found in display technologies. What all of these molecules have in com-

mon is a framework consisting largely of carbon and hydrogen. Each carbon

atom can form up to four bonds with neighbouring atoms, which may include

‘heteroatoms’ such as nitrogen, oxygen and sulphur, leading to an almost infinite

playground of possible structures.

As we shall see below, if organic molecules contain alternating double and

single bonds, the resulting ‘conjugated’ electronic structure allows them to ab-

sorb photons of light, forming excited states that can have a very different

character to the molecular ground state.

In some situations, the formation of these photo-excited states kick-starts

a chemical reaction and leads to the creation of new products. This is termed
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photochemistry. The conversion of carbon dioxide and water into carbohydrates

(photosynthesis) that occurs in green plants47 and the production of vitamin

D from 7-dehydrocholesterol in skin cells48 are examples of photochemical re-

actions.

In other cases, absorption of light may not result in a chemical change.

Instead, the energy is transferred between different types of excited states and

the molecule eventually returns to its original ground state. This is termed

photophysics. For example, the absorption and emission of light by fluorescent

dyes49 and the conversion of sunlight into electricity by solar cells50 are both

photophysical processes.

The same conjugation that allows certain molecules to absorb light also

allows them to conduct electrical charge and so conjugated organic molecules are

also known as organic semiconductors when in the solid state. During the 1990s

and 2000s, the field of molecular (and polymer) opto-electronics was rapidly

advanced and has led to the development of organic light-emitting diodes51,

lasers52, transistors53 and photovoltaics54, all devices that were traditionally

made of inorganic semiconductors such as crystalline silicon.

However, with the notable exception of organic light-emitting diodes

(OLEDs), conjugated organic molecules have so far not displaced inorganic

semiconductors in commercial applications. What, then, is the motivation for

continuing to study their photophysics? What can organic molecules do well

that inorganic semiconductors cannot?

One example is the efficient conversion of low energy photons into high

energy photons and vice versa. Certain organic semiconductor systems can

enable this through the photophysical processes of singlet fission and triplet-

triplet annihilation. Efficient spectral conversion is hugely desirable, not only

as a mechanism for boosting the efficiency of conventional photovoltaics14,17, but

also for biomedical purposes: the conversion of tissue-penetrating near infrared

light to reaction-starting blue light is highly sought after for targeted drug

delivery, photodynamic therapy and opto-genetics21–23,55.

2.2 Electronic properties of conjugated organic mo-

lecules

We can obtain an exact description of the electronic properties of an organic

molecule by solving the time-independent Schrödinger equation,

H |Ψ〉 = E |Ψ〉 , (2.1)
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for the many-body Hamiltonian,

H = Hel−el +Hnuc−nuc +Hel−nuc, (2.2)

where

Hel−el =
∑
i

p2
i

2mi

+
1

2

∑
i 6=j

e2

|ri − rj|
(2.3)

describes the kinetic energy of the electrons and their mutual Coulomb repul-

sion,

Hnuc−nuc =
∑
α

P2
α

2Mα

+
1

2

∑
α 6=β

ZαZβe
2

|Rα −Rβ|
(2.4)

represents the analogous description for the nuclei and

Hel−nuc = −1

2

∑
α,i

Zαe
2

|Rα − ri|
(2.5)

describes the Coulomb attraction between the nuclei and electrons. Here {R}
and {r} are the set of nuclear and electronic coordinates respectively, M and m

are the nuclear and electronic masses and Zα is the atomic number of the αth

nucleus. Note that the momentum operators take the general form p = −i~∇.

In practice of course, an exact solution is impossible for anything more

complex than a single hydrogen atom. Fortunately, in the case of conjugated

organic molecules, there are a number of simplifying assumptions that we can

make that allow us to obtain an excellent description of their optical and elec-

tronic properties. During the course of this chapter, we will introduce these

simplifications mathematically whilst at the same time building up a more in-

tuitive and pictorial description of the electronic states. For the full quantitative

analysis, readers are directed to Barford’s textbook56 whilst Turro49 provides

an excellent and complementary qualitative approach.

2.2.1 π-conjugation

Carbon is the sixth element in the periodic table. Thus the electronic structure

of carbon atoms, according to Hund’s rules, is (1s)2(2s)2(2p)2. There are pairs

of electrons in the inner 1s orbital and the outer 2s orbital; the remaining two

electrons reside in the 2p orbitals. Carbon therefore has four valence electrons

in its outer shell.

In order to understand the nature of bonding in carbon-based molecules,

we employ the well-known approximation of spn hybridisation. Rather than

considering atomic orbitals, we construct new hybrid orbitals consisting of linear
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combinations of s and p. For example the central carbon atom of methane (CH4)

is sp3 hybridised — the 2s and three 2p atomic orbitals are mixed to form four

degenerate hybrid sp3 orbitals, arranged tetrahedrally.

sp2 hybridised orbitals

unhybridised 2pz orbitals π bond

σ bond

🠪+

Figure 2.1 sp2 hybridisation and π-bonding. sp2 hybrid orbitals (orange) are
oriented at an angle of 120° in the xy plane, leaving unhybridised out-of-plane 2pz
orbitals (purple). The sp2 orbitals form tightly bound σ-bonds that determine the
(planar) molecular structure. The 2pz orbitals overlap to form weakly bound π-bonds
in which electrons are delocalised above and below the molecular plane.

Of particular interest here is sp2 hybridisation. In this case, as shown in

Figure 2.1, the 2s, 2px and 2py orbitals are hybridised, forming three sp2 orbitals

oriented in the xy plane at an angle of 120°. Each of the sp2 orbitals contains one

electron. The remaining electron occupies the unhybridised 2pz orbital which

is oriented perpendicular to the sp2 plane.

The simplest molecule exhibiting sp2 hybridisation is ethylene (C2H4). Fig-

ure 2.1 illustrates the carbon-carbon bonding in ethylene. The sp2 orbitals

between the two carbon atoms form a σ-bond (the bonds to the four hydro-

gen atoms, not shown, are also σ-bonds). The σ-bonds dictate the molecular

structure but importantly, since the electrons within them are so tightly bound

(∼ 10 eV)56, they do not influence the optical or electronic properties that we

are concerned with here. The 2pz orbitals on the other hand overlap, forming

a π-bond which consists of electron density that is delocalised above and below

the molecular plane. This overlap of 2pz orbitals to form π-bonds is known as

conjugation.

The π-bond has the effect of restricting rotation about the σ-bond. As a

result, conjugated molecules tend to be rigid and planar. The more sp2 carbon

atoms contributing to the conjugation, the more delocalised, and hence less

tightly bound, the π-electrons. As a result, the π-electrons are not associated

with a particular atom, instead they are delocalised across the whole molecule

and are best described as occupying molecular orbitals.
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2.2.2 Molecular orbitals

The delocalisation of the π-electrons in conjugated organic molecules means

that they are well separated in energy from the σ-electrons56. This allows us

to decouple the molecular wavefunction into distinct σ and π contributions,

|Ψ〉 = |Ψ〉σ |Ψ〉π . (2.6)

The tightly bound σ and core electrons act to screen the coulomb interactions

among the nuclei and π-electrons. These electrons can therefore be included

simply through a static dielectric constant which is typically in the range of 2-

456 and is discussed further in Section 2.2.3. We can therefore consider only the

π-electrons in Equations 2.3-2.5 provided that the Coulomb interaction terms

are replaced by pseudopotentials. We introduce V eff
el−el(r − r′) to represent the

effective interaction between π-electrons, Vp(r,R) which describes the effective

interactions between the nuclei and π-electrons and Vnuc−nuc for the screened

nuclear-nuclear potential. It is the π-electrons, moving in these effective poten-

tials, that govern the low-energy (optical) photophysics.

HOMO

LUMO

E
ne

rg
y

π1

π2

π3*

π4*

antibonding orbitals

bonding orbitals

Figure 2.2 Molecular orbitals. The molecular orbitals of cis-butadiene can be
constructed from the 2pz orbitals of the four carbon atoms. The energy of the mo-
lecular orbitals increases with the number of nodes (pink dashed lines). The energy
of the original 2pz orbitals is indicated by the dashed grey line.

We can therefore build molecular orbitals by considering only the π-

electrons. Figure 2.2 illustrates this process for the archetypal example of

cis-butadiene. From the four 2pz orbitals, we can construct four linearly
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independent molecular orbitals that span the entire molecule. Schrödinger’s

equation (2.1) tells us that the energy of each orbital is proportional to the

curvature of its wavefunction, which increases with the number of nodes

(points at which the wavefunction changes sign), shown by pink dashed lines

in Figure 2.2. Adding the four available electrons pairwise results in the two

lowest energy orbitals being fully occupied. These are termed bonding (π)

orbitals since they lower the overall energy of the molecule. The two highest

energy orbitals are empty and are known as antibonding (π∗) orbitals, since

their occupation raises the energy of the molecule. The highest occupied

molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO)

are therefore somewhat analogous to the valence and conduction bands of

inorganic semiconductors.

The molecular orbital picture provides an intuitive visual understanding

of the symmetry of the different electronic states of molecules. Symmetry in

this context refers to the behaviour of wavefunctions under spatial operations

such as reflection and inversion. As we discover in Section 2.3.2, symmetry

has important consequences for the optical properties of molecules by placing

requirements on the symmetries of wavefunctions participating in electronic

transitions.

The lowest energy electronic transition is that which moves an electron from

the HOMO to the LUMO which, as is the case for cis-butadiene, is often a

π → π∗ transition. By undergoing such a transition, a molecule changes from

being in its ground state to being in a higher energy excited state. A mathem-

atical treatment of such transitions is developed in Section 2.3, but first we take

an important excursion to consider the types of excited state that are formed.

2.2.3 Excitons

The promotion of an electron to the conduction band, or LUMO, leaves behind

a positively charged hole, or absence of an electron, in the valence band, or

HOMO. There exists a Coulomb interaction between the electron and hole that

causes them to be bound together in an electrically neutral quasiparticle known

as an exciton. For 3-dimensional inorganic semiconductors such as silicon and

gallium arsenide the dielectric constant is high and so the electron-hole inter-

action is very effectively screened. As a result, the exciton binding energy is

typically less than 10 meV and the distance between the electron and hole can

be very great, even extending across thousands of unit cells57. As a result,

the electron can often move freely throughout the crystal at room temperature.

These excitations are termed Wannier-Mott excitons (Figure 2.3).
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Wannier-Mott Frenkel Charge-Transfer

Figure 2.3 Types of exciton. Wannier-Mott excitons are very weakly bound and
so have a large spatial extent. Frenkel excitons are strongly bound and localised.
Charge-transfer excitons are also localised, but the electron and hole are spatially
separate.

Organic molecules on the other hand typically exhibit relatively poor dielec-

tric screening. As a result, there is a strong Coulomb binding of 0.5–1 eV

between the electron and hole, which localises the exciton, often to around a

single molecule. These are molecular, or Frenkel excitons56. For highly ordered

crystalline organic semiconductors, Frenkel excitons can delocalise over several

molecules, particularly at low temperature58. Frenkel exciton delocalisation

is distinct from Wannier-Mott excitons in that the electron-hole separation re-

mains small. Instead, the localised Frenkel exciton can be thought of as situated

on several molecules at once in a quantum mechanical superposition.

A third type of exciton, common in organic semiconductors, is the charge-

transfer (CT) exciton. It is still localised, but the electron and hole reside either

on spatially separated parts of one molecule or on neighbouring molecules. As

a result, CT excitons possess a static dipole moment.

From here on in, ‘exciton’ will generally refer to a Frenkel exciton unless

explicitly stated otherwise. Within the one-electron approximation, excitons are

inherently two-electron excited states and since electrons are spin-1
2

particles,

spin plays a critical role in exciton photophysics.

2.2.4 Spin

In the ground state, two electrons occupy the HOMO, |φa〉. The Pauli exclu-

sion principle therefore requires them to have different spins. Accordingly, one
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electron is ‘spin up’, |↑〉1, and the other is ‘spin down’, |↓〉2.

In the excited state, one of the electrons has transitioned to the LUMO, |φb〉.
Thus the two electrons that comprise the exciton now reside in different orbitals

and the requirement that they have opposite spins is relaxed. Two electrons,

each with two spin states, gives a total of four possible spin wavefunctions for

the exciton. These two-electron spin wavefunctions can be constructed from

products of the one-electron spins, for example |↑〉1 |↓〉2.

The spin wavefunctions are the eigenstates of both the total spin operator

S2 = (S1 + S2)2, with eigenvalue S, and its projection Sz onto the z-axis, with

eigenvalue mS. The eigenstates are thus denoted |S,mS〉 and are given by

|0, 0〉 =
1√
2

(|↑〉1 |↓〉2 − |↓〉1 |↑〉2) (2.7)

|1, 1〉 = |↑〉1 |↑〉2 (2.8)

|1, 0〉 =
1√
2

(|↓〉1 |↑〉2 + |↑〉1 |↓〉2) (2.9)

|1,−1〉 = |↓〉1 |↓〉2 (2.10)

Figure 2.4a is a vector diagram of these four spin states. We immediately notice

two things. Firstly, there is one spin state with a total spin of 0 and three with

a total spin of 1. There are therefore two ‘flavours’ of exciton: those with a

spin of 0 are known as singlet excitons, whilst those with a spin of 1 are called

triplet excitons.

The second observation we can make is that the symmetry of the spin wave-

functions with respect to particle exchange is opposite for singlets and triplets.

To see this, we can investigate the effect of switching the two electrons using

the particle exchange operator, P1↔2. For the singlet, the wavefunction changes

sign under this operation:

P1↔2 |0, 0〉 =
1√
2

(|↑〉2 |↓〉1 − |↓〉2 |↑〉1) = − |0, 0〉 . (2.11)

The singlet spin wavefunction is therefore antisymmetric. In contrast, particle

exchange does not change the sign of the triplet spin wavefunctions, for example

P1↔2 |1, 1〉 = |↑〉2 |↑〉1 = |1, 1〉 . (2.12)

This symmetry has vital consequences for the relative energies of singlet and

triplet excitons. In the absence of electron-electron interactions, singlet and

triplet excitons would be degenerate. We have seen above however that there
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Figure 2.4 Singlet and triplet excitons. a, Vector representation of the singlet
(antiparallel spins) and triplet (parallel spins) spin states. b, The HOMO and LUMO
levels of the singlet exciton S1 and the triplet exciton T1 are shifted from those of
the ground state S0 by the exciton binding energy (Coulomb interaction) and the
exchange interaction.

exists a (screened) Coulomb repulsion V eff
el−el between the electrons. Classically,

this electrostatic repulsion would raise the energies of both the singlet and triplet

excitons by the same amount, which we will call C.

We must also consider the quantum mechanical aspect. The Pauli exclusion

principle forbids electrons with the same spin from occupying the same space.

Thus the electrons in the triplet state are forced slightly further apart by the

Pauli exclusion, thereby reducing the Coulomb repulsion between them and

lowering the overall energy. The singlet electrons on the other hand have anti-

parallel spins and so have a tendency to be in close proximity. This increases

the Coulomb interaction and raises the overall energy.

This extra change in energy is known as the exchange energy, J , which can

be described as the quantum mechanical correction to the classical Coulomb

repulsion. The energy splitting between singlet and triplet excitons is there-

fore equal to 2J , and triplet excitons are usually lower in energy than singlets

(Figure 2.4b).

What determines the value of J and hence the singlet-triplet gap? In order

to answer this question, we can derive simple mathematical expressions for C
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and J . The spin wavefunctions defined in Equations 2.7-2.10 are only parts

of the total electron wavefunctions |Ψk〉. We must also consider the spatial

wavefunctions |ψk〉. The Pauli exclusion principle requires the total wavefunc-

tion to be antisymmetric under the exchange of two electrons. We have seen

that the spin wavefunction of singlet excitons is antisymmetric, and so the spa-

tial wavefunction must be symmetric. Likewise, for triplet excitons, the spatial

wavefunction must be antisymmetric59. We can therefore write down the spatial

wavefunctions for electrons 1 and 2 in orbitals |φa〉 and |φb〉 as

|ψsinglet〉 =
1√
2

(
|φ1
a〉 |φ2

b〉+ |φ1
b〉 |φ2

a〉
)

(2.13)

|ψtriplet〉 =
1√
2

(
|φ1
a〉 |φ2

b〉 − |φ1
b〉 |φ2

a〉
)

(2.14)

where |φ1
a〉 refers to electron 1 in orbital |φa〉. Since V eff

el−el has no spin depend-

ence, the expected potential energies of the singlet and triplet excitons are given

by

Esinglet = 〈ψsinglet|V eff
el−el |ψsinglet〉 = C + J (2.15)

and

Etriplet = 〈ψtriplet|V eff
el−el |ψtriplet〉 = C − J (2.16)

where

C =

∫∫
φ∗a(r1)φ∗b(r2)V eff

el−el(r1 − r2)φa(r1)φb(r2)d3r1d
3r2 (2.17)

represents the classical electrostatic Coulomb integral and

J =

∫∫
φ∗a(r1)φ∗b(r2)V eff

el−el(r1 − r2)φb(r1)φa(r2)d3r1d
3r2 (2.18)

is the exchange integral56.

From Equation 2.18, we can see that J depends strongly on the over-

lap between |φa〉 and |φb〉. In other words, molecules for which the HOMO

and LUMO are considerably overlapped will have a large energetic separation

between the singlet and triplet excitons and vice versa. It is therefore possible

to tune the singlet-triplet gap through careful molecular design60.

The existence of distinct singlet and triplet exciton species gives rise to a

rich variety of photophysical processes which we describe in Section 2.4. In

particular, the variable singlet-triplet energy gap has important implications

for singlet fission and triplet-triplet annihilation, discussed in Section 2.6.
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2.3 Interaction of organic molecules with light

The interaction of conjugated organic molecules with light is of central import-

ance. An understanding of the absorption and emission of photons, together

with the photophysical or photochemical processes that follow, is fundamental

for technologically relevant applications such as solar energy harvesting. Fur-

thermore, the principal experimental probes that we use in this thesis to study

conjugated molecules are all in some way measures of photon absorption or

emission. In this section we therefore describe in detail the interaction between

π-electrons and light.

Light, comprising photons of energy ~ω, can be described as an electromag-

netic wave with a time-varying electric field component E(t) = ε̂E0e
iωt, where ε̂

is a unit vector in the direction of the electric field. This electric field will inter-

act with the negatively charged electrons of the molecule, giving a contribution

to the total Hamiltonian of

H1(t) = p · ε̂E0e
iωt (2.19)

where we have defined the dipole operator p as

p = −e
∑
j

rj (2.20)

and the sum runs over the π-electrons. Treating H1(t) as a perturbation and

following the derivation in Appendix A, we find that the rate of radiative trans-

itions kr from an initial state |ψi〉 to a final state |ψf〉 is given by Fermi’s Golden

Rule as

kr = Γi→f =
2π

~
E2

0 |µif |2ρ(Ef )δ(Ef − Ei ± ~ω) (2.21)

where ρ(Ef ) is the density of (final) states and the delta function ensures that

energy is conserved. The transition dipole moment µif is defined as

µif = 〈Ψf |p · ε̂ |Ψi〉 . (2.22)

When |Ψi〉 is the ground state, Equations 2.21 and 2.22 describe the absorption

of a photon of energy ~ω to produce an excited state |Ψf〉. Conversely, if |Ψi〉
is an excited state, the process described is the stimulated emission of a photon

of energy ~ω as the molecule returns to the ground state.

The likelihood of a radiative transition occuring between two states is termed

the oscillator strength, f , which is proportional to the square of the transition
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dipole moment µif . In principle, to evaluate µif we would need to solve Equa-

tions 2.1-2.4 for the electronic states of the molecule which, even considering

only the π-electrons as described in Section 2.2.2, is impossibly complex. In

practice, transition dipole moments are typically evaluated numerically using

quantum-chemical calculations. Fortunately however, there is another key sim-

plification that we can make in order to gain useful physical insight.

2.3.1 The Born-Oppenheimer approximation

The assumption that we make is that the total molecular wavefunction |Ψ〉 can

be factored into separate electronic and nuclear parts. In fact, this was implicit

in much of the discussion above which dealt solely with the electronic and spin

parts of the wavefunction. In the following, we justify this assumption and

formalise it into the adiabatic Born-Oppenheimer approximation.

Nuclei are more than three orders of magnitude heavier than electrons and

their dynamics are therefore very ‘slow’ by comparison. The electrons exper-

ience a potential that depends on the static positions of the nuclei and so we

introduce electronic states |ψk(r; R)〉 that depend only parametrically on the

nuclear coordinates R = {R}. Thus the electronic states are each defined for

a given set of nuclear coordinates and transitions between them cannot occur

through the action of nuclear motion alone. We write the total wavefunction as

|Ψk,ν(r,R)〉 = |ψk(r; R)〉 |χk,ν(R)〉 , (2.23)

where |χk,ν(R)〉 are nuclear wavefunctions associated with the electronic state

k, labelled by a vibrational quantum number ν. |ψk(r; R)〉 are not eigenstates

of the total molecular Hamiltonian defined in Equation 2.2, but rather of the

electronic Born-Oppenheimer Hamiltonian HBO that also has a parametric de-

pendence on R:

HBO(r; R) |ψk(r; R)〉 = (Hel−el +Hel−nuc + Vnuc−nuc) |ψk(r; R)〉

= Ek(R) |ψk(r; R)〉 .
(2.24)

The variation of eigenvalue Ek(R) with nuclear coordinates R defines the adia-

batic potential energy surface of the electronic state k. As we demonstrate in

Appendix B, combining Equations 2.1-2.5 with 2.23 and 2.24, we obtain

H |ψk(r; R)〉 |χk,ν(R)〉 ≈ (Ek(R) + Tnuc) |ψk(r; R)〉 |χk,ν(R)〉 , (2.25)

provided that certain nonadiabatic coupling terms are neglected. Here Tnuc
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represents the nuclear kinetic energy operator and we immediately see that the

potential energy surfaces Ek(R) represent the effective potential in which the

nuclei move.

We show in Appendix B that the Born-Oppenheimer approximation is valid

provided that the potential energy surfaces are well separated in energy and the

electronic states do not vary rapidly as a function of the nuclear coordinates.

In such cases the aforementioned nonadiabatic coupling can become very large

leading to a breakdown of the Born-Oppenheimer picture. Common examples

of nonadiabatic behaviour are explored further in Section 2.4.

For the present discussion, the Born-Oppenheimer approximation holds and

allows us to separate out the pure electronic and vibrational (nuclear) contri-

butions to the total wavefunction49. When considering interactions with light

we can also factor out the spin component |ξk,σ〉 because the oscillating electric

field does not affect electron spin, and the magnetic field is so weak as to be

negligible. Finally, we note that the energies associated with molecular rota-

tions are orders of magnitude smaller than the electronic, vibrational and spin

contributions and so we write the total molecular wavefunction as

|Ψk,ν,σ〉 = |ψk〉 |χk,ν〉 |ξk,σ〉 . (2.26)

Inserting this wavefunction into the expression for the transition dipole moment

(Equation 2.22) gives

µif = 〈ψf |p · ε̂ |ψi〉 〈χf,ν′|χi,ν〉 〈ξf,σ′|ξi,σ〉 . (2.27)

Writing the transition dipole moment in this form allows us to identify various

selection rules associated with photon absorption and emission.

Firstly, since 〈ξf,σ′ |ξi,σ〉 = δσ′σ, radiative transitions are forbidden (on this

level of approximation) between states of different multiplicities (differing total

spin). This has critical consequences for the photophysics of organic molecules.

The ground state is almost always a singlet so triplet excitons cannot be pop-

ulated through photon absorption, nor can they emit light — they are ‘dark’

states. In contrast singlet excitons can absorb and emit photons and are there-

fore ‘bright’ states. In practice however the triplet transition dipole moment is

not completely suppressed and transitions between singlet and triplet states do

occur, albeit slowly. We explore this further in Section 2.4.2.

The remaining two factors in Equation 2.27 relate to the spatial symmetry

of electronic wavefunctions and the overlap between the nuclear coordinates of

different electronic states. Both of these are critical to the interpretation of



18 2. Theory and Background

optical absorption and emission spectra of organic molecules.

2.3.2 Symmetry

In addition to the spin selection rules, the overall intensity of a radiative trans-

ition is proportional to the square of the electronic dipole matrix element µeif :

I ∝ |µeif |2 = | 〈ψf |p · ε̂ |ψi〉 |2. (2.28)

If µeif vanishes, the transition is said to be dipole-forbidden. For the transition

to be dipole-allowed, µeif must be non-zero which introduces constraints on the

symmetries of |ψi〉 and |ψf〉. In Section 2.2.2, we saw that molecular wave-

functions can be assembled from combinations of atomic orbitals and that the

symmetry of these wavefunctions is dictated by the geometry of the molecule

itself.

In order to understand the effects of wavefunction symmetry on radiative

transitions, we choose as an example the C2h point group*, characterised by a

two-fold rotation axis normal to a mirror plane. This is equivalent to invariance

under spatial inversion r→ −r so molecules exhibiting such symmetry are said

to be centrosymmetric. We choose C2h since it nicely illustrates the role of

symmetry and is the point group of one of the molecules studied in this thesis.

The wavefunctions of molecules with C2h symmetry can be labelled using

the irreducible representation of that group: A or B denote symmetry or an-

tisymmetry with respect to a 180° rotation and the subscripts g (gerade) or u

(ungerade) indicate symmetry or antisymmetry under spatial inversion. There

are thus four possible wavefunction symmetries, written Ag, Au, Bg and Bu.

Given the above approximations, the ground state of C2h molecules possesses

Ag symmetry56. The dipole selection rules therefore depend on the behaviour

of the dipole operator under these same rotation and inversion operations.

Referring to Equation 2.20, we see that the dipole operator p is antisym-

metric with respect to spatial inversion. Thus only transitions between states of

opposite inversion symmetry (g ↔ u) are dipole allowed. To see this, consider

the action of the spatial inversion operator Î on p56,

〈ψf |p |ψi〉 ≡ 〈ψf | Î†ÎpÎ†Î |ψi〉

= −〈ψf | Î†pÎ |ψi〉

= −iiif 〈ψf |p |ψi〉 ,

(2.29)

*Note that cis-butadiene (Figure 2.2) belongs to the C2v point group.
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where Î |ψk〉 = ik |ψk〉 , ik = ±1 and ÎpÎ† = −p. Hence, the transition dipole

moment is non-zero only if iiif = −1, i.e. when the two states have opposite

inversion symmetry.

A similar argument can be made for other types of symmetry and so ad-

ditional selection rules may arise that depend on the orientation of p with

respect to the molecular symmetry axes. For example, if the dipole moment

is oriented parallel to the two-fold rotation axis it possesses Au symmetry. In

this case only Ag ↔ Au transitions are dipole-allowed. Conversely, transitions

such as Ag ↔ Bu would require a dipole moment with Bu symmetry oriented

perpendicular to the rotation axis.

Just as for the spin selection rules described above, transitions are never

truly dipole-forbidden. Molecular geometries do not in practice precisely obey

the rules of group theory and so wavefunctions do not possess perfect symmet-

ries. Furthermore, as we shall see in Section 2.4.3, ‘dark’ electronic states can

couple to symmetry-breaking vibrational modes. The resulting wavefunction

distortion means that radiative transitions can become weakly-allowed. Never-

theless, the symmetry- and spin-based selection rules outlined above provide an

important starting point for understanding the likelihood of different radiative

transitions.

2.3.3 Vibrations

Whilst the electronic dipole term µeif is principally responsible for the energy

and overall strength of spin-allowed radiative transitions, it is the vibrational

component 〈χi,ν |χf,ν′〉 that modifies the shape of the resulting absorption and

emission spectra. To describe this effect, we turn to the Franck-Condon prin-

ciple which is based around the Born-Oppenheimer approximation.

Before we continue however, it will be useful to recast nuclear motion into a

new coordinate system. Thus far, we have described the electronic and nuclear

wavefunctions in terms of R, the positions of the nuclei. A much more conveni-

ent coordinate system is that of normal coordinates, Qk (recall that k labels the

electronic state). For each vibrational mode α of the molecule, all the nuclei

oscillate at the same frequency ωα, though with amplitudes weighted by their

masses. The normal vibrational mode description is useful because at allows us

to transform the nuclear Hamiltonian (see for example Equation 2.25) from

Hk(R) =
∑
α

P2
α

2Mα

+ Ek(R), (2.30)
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where Ek(R) is the nuclear potential, or adiabatic potential energy surface, into

Hk(Qk) =
1

2

∑
α

(
P2
α + ω2

k,αQ
2
k,α

)
. (2.31)

provided that the nuclear motions are small (see Appendix C). We recognise

Equation 2.31 as the Hamiltonian of a quantum harmonic oscillator, allowing

us to use the well known vibrational energy levels

Eν
k,α =

(
ν +

1

2

)
~ωk,α (2.32)

and wavefunctions (given in Appendix C) in our analysis. We will make one final

simplification, which is to consider only a single ‘effective’ vibrational mode Q,

assumed to be the same for the ground and excited states. Of course in reality

the potential energy surfaces are complicated multidimensional functions of

many different vibrational modes. Fortunately, for most π-conjugated molecules

radiative transitions are dominantly coupled to the symmetric vinyl stretching

mode of energy ~ω0 ∼ 0.18 eV61, so this is usually a good approximation.

Figure 2.5 shows harmonic potential energy surfaces and associated vibra-

tional wavefunctions for the ground and excited states. In general, the equilib-

rium geometry of the excited state will be displaced from that of the ground

state by some ∆Q. We now consider the processes of photon absorption and

emission within this picture, remembering that under the Born-Oppenheimer

approximation, electron dynamics are much faster than nuclear motion.

Since ~ω0 � kBT , the molecule begins in the ν = 0 vibrational level of

the ground state. Absorption of a photon causes a ‘vertical’ transition whereby

the electrons rearrange into the new excited state configuration whilst the nuc-

lei remain stationary. The offset between the ground and excited state minima

means that transitions occur into the various vibrational levels ν ′ = 0, 1, 2, 3, . . .

of the excited state. The lifetime of the excited state is typically on the order of

nanoseconds, much greater than the femtosecond timescale of nuclear motion

and so the molecule relaxes rapidly to the ν ′ = 0 vibrational level of the excited

state. This relaxation is known is intramolecular vibrational energy redistribu-

tion (IVR): the excess energy is quickly distributed among various vibrational

modes and dissipated as heat62. Subsequent vertical transitions to the vibra-

tional levels of the ground state result in fluorescence emission. Finally, further

IVR returns the molecule to its equilibrium ground state configuration.

From this description, we see that the energies of the vibronic (vibrational
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Figure 2.5 Franck-Condon principle. Photon absorption (blue arrows) causes
a vertical vibronic transition from the ground state to excited vibrational levels of the
excited state. Rapid vibrational cooling occurs (grey dashed arrow) before the mo-
lecule returns to the ground state by fluorescence emission (red arrows). The intensit-
ies of the transitions are related to the overlap between the vibrational wavefunctions
involved, giving rise to the characteristic vibronic progression of peaks observed in
absorption spectra and mirrored in fluorescence spectra. Though not predicted by
the Franck-Condon principle, the fluorescence spectrum is generally redshifted from
the absorption spectrum by the Stokes shift, which we discuss below.

and electronic) transitions involved in absorption and fluorescence are given by

Eabs
0−ν′ = E0−0 + ν ′~ω0

Efl
0−ν = E0−0 − ν~ω0,

(2.33)

where E0−0 is the energy of the vibrationless 0-0 transition, while their intensit-

ies are proportional to the so-called Franck-Condon factors, given by the square

of the overlap between the vibrational wavefunctions. We are assuming the

same harmonic potential for both the ground and excited state, in which case

the Franck-Condon factors can be evaluated as56

| 〈χi,0|χf,ν〉 |2 =

∣∣∣∣∫ φ0(Q)φν(Q−∆Q)dQ

∣∣∣∣2 =
Sνe−S

ν!
, (2.34)

where φν(Q) represent quantum harmonic oscillator wavefunctions and the
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Huang-Rhys parameter S is given by

S =
Mω0

2~
|∆Q|2. (2.35)

In summary, the Franck-Condon principle predicts that molecular absorp-

tion spectra consist of a vibronic progression of peaks, separated by the energy

~ω0 of the coupled effective vibrational mode and with relative intensities that

follow a Poisson distribution. The Huang-Rhys parameter is related to the num-

ber of vibrational quanta associated with the dominant peak in the progression.

The fluorescence spectrum is predicted to be a mirror image of the absorption

spectrum, reflected about the 0-0 transition energy.

Before concluding this section, we discuss the predictions of the Franck-

Condon principle in the context of absorption and emission spectra of real mo-

lecules. Firstly, the above description suggests that we should observe discrete

sharp lines at the energies of the vibronic transitions. Experimentally however,

we measure spectra much more like those depicted in Figure 2.5 where the

peaks are significantly broadened in energy. Spectral broadening has a variety

of causes which we discuss in the following.

Lifetime broadening reflects the range in energy associated with a short ex-

cited state lifetime and gives rise to a Lorentzian lineshape (the Fourier trans-

form of an exponential decay is Lorentzian). In molecular systems however,

Lorentzian lineshapes are typically observed only in the absence of other types

of broadening, for example at very low temperature63.

Spectra are further broadened by dynamic disorder, which arises because the

electronic transition couples to low-energy vibrational modes which typically

have high Huang-Rhys parameters64. The Poisson distribution (Equation 2.34)

tends towards a Gaussian in this limit, with the peak of the Gaussian offset

from the true 0-0 energy. Dynamic disorder therefore gives rise to Gaussian

broadening of the vibronic transitions and also results in a Stokes shift, since

the apparent peaks of the absorption and emission 0-0 lineshapes are oppositely

offset from true 0-0 energy.

Dynamic disorder can also be thought of as a kind of time-dependent static

disorder. At each snapshot in time, low energy vibrational modes are active that

result in a distribution of instantaneously static site energies across an ensemble

of molecules65. These site energies change with time, but the distribution is

retained. True static disorder, which also gives rise to Gaussian lineshapes, can

arise when different molecules in a sample experience different environments

and hence different site energies. For example, molecules in solution can have
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slightly differing solvent interactions49 while in solid materials, local disordering

causes static variation in site energies59.

Finally, we note that the mirror symmetry between absorption and emission

predicted by Franck-Condon theory is often distorted in reality. For isolated

molecules in solution, one common cause is differences in the shapes of the

ground and excited state potential energy surfaces and corresponding changes

in vibrational mode energies between the ground and excited states66. Differ-

ences can also arise if the emissive excited state is not the same one populated by

absorption from the ground state. In the solid state (Section 2.5), intermolecu-

lar interactions, such as exciton migration (Section 2.5.4), aggregate formation

(Section 2.5.1) and excimer formation (Section 2.5.2) can all result in asymmet-

ric absorption and emission spectra.

We conclude our discussion of absorption and fluorescence by incorporating

the Franck-Condon factors (Equation 2.34), vibronic transition energies (Equa-

tion 2.33) and the spectral broadening discussed above into expressions that ap-

proximate the experimentally measured shapes of absorption and fluorescence

spectra. These can be expressed as

α(~ω) ∝ (n~ω)
∑
ν

Sνe−S

ν!
Γ[~ω − (E0−0 + ν~ω0)] (2.36)

for the absorption and

I(~ω) ∝ (n~ω)3
∑
ν

Sνe−S

ν!
Γ[~ω − (E0−0 − ν~ω0)] (2.37)

for fluorescence, where Γ describes the spectral broadening and is, in the most

general case, a convolution of Lorentzian and Gaussian lineshapes. The preced-

ing factors (n~ω) and (n~ω)3, where n denotes the refractive index, describe

the influence of the photon density of states of the surrounding environment on

the absorbing or emitting molecule67.

2.4 Transitions between electronic states

We have seen how the Born-Oppenheimer approximation allows us to describe

the intensity of radiative transitions and predict the shapes of the resulting op-

tical spectra. Yet this represents only a small part of the photophysics of organic

molecules. In the following we introduce several additional kinds of transition

involving behaviour that goes beyond the Born-Oppenheimer approximation.
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2.4.1 Non-radiative transitions

We discussed the Franck-Condon principle in terms of absorption and emission

of photons between the ground state S0 and first excited state S1. For excitation

of a sufficiently short wavelength, photon absorption into higher-lying singlet

states, Sn, also occurs . Despite being allowed, radiative Sn → S0 transitions are

generally outcompeted by extremely rapid, non-radiative decay to the lowest-

energy excited state of the singlet manifold, S1, from which fluorescence occurs

(provided that it is dipole-allowed). This is embodied in the semi-empirical

Kasha-Vavilov rule, which states that “the emitting level of a given multiplicity

is the lowest excited level of that multiplicity”68 and that “the quantum yield

of luminescence is independent of the wavelength of exciting radiation”69.

Non-radiative transitions between the initially excited state and other states

of the same multiplicity are called internal conversions. Figure 2.6 illustrates

the processes involved. Following IVR, the molecule occupies the ν ′ = 0 vi-

brational level of the higher-lying potential energy surface. Next, a horizontal

transition into the upper vibrational levels of the lower-lying potential energy

surface occurs, followed by rapid IVR and relaxation to lower potential energy

minimum.

IVR is extremely rapid because high up on the potential energy surface,

the vibrational levels are very closely spaced. As a result vibrational energy

is rapidly and efficiently distributed among many different modes. Instead,

the rate determining step of an internal conversion is usually the horizontal

transition59, during which nuclear motion alone causes a change in the electronic

state. This is nonadiabatic behaviour representing a breakdown of the Born-

Oppenheimer approximation and is driven by the nuclear kinetic energy terms

that we neglected in Equation 2.25. The transition rate is given by a modified

version of the Fermi Golden Rule59,70,

knr =
2π

~
ρJ2F, (2.38)

where the energy of interaction J between the initial and final states is related

to the nonadiabatic coupling defined in Appendix B. The Franck-Condon factor

F describing the overlap between the vibrational wavefunctions is given by

F =
∑
P

P̂

(∏
α

| 〈χν1,α|χ0
2,α〉 |2

)
. (2.39)

The operator
∑

P P̂ permutes the vibrational quanta among the different modes
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Figure 2.6 Non-radiative transitions. a, Internal conversion between potential
energy surfaces. Vibrational relaxation to the bottom of the upper potential energy
surface is followed by a non-adiabatic transition into the continuum of closely spaced
vibrational levels of the lower potential energy surface. Further vibrational relax-
ation occurs as the molecule reaches the new equilibrium geometry. b, When two
potential energy surfaces are very close in energy, mixing can occur leading to an
avoided crossing. c, Conical intersection between potential energy surfaces. When
two potential energy surfaces intersect, electronic energy can be funnelled extremely
efficiently from one to the other on the timescales of vibrational relaxation.

α and |χνi,α〉 are vibrational wavefunctions on the ith potential energy surface

possessing ν quanta of vibrational energy in the αth mode. Again, the higher-

lying vibrational levels populated by the horizontal transition are very closely

spaced, leading to rapid distribution of the energy across all of the different

vibrational states. This causes an exponential energy dependence of the Franck-

Condon factor70 and results in the well-known energy gap law for non-radiative

decay59:

knr ∝ exp

(
−γ∆E

~ω0

)
. (2.40)

Here γ is a constant determined by molecular parameters, in particular the

force constants and displacements of the vibrational modes, ∆E is the energy

gap between the electronic states and ω0 is the highest available vibrational

frequency that couples to the electronic states which, as we have noted before,

is usually the symmetric vinyl stretching mode at around 0.18 eV61.

We have discussed internal conversions in terms of rapid relaxation to the
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equilibrium geometry of the lowest excited state of a given multiplicity. Such

internal conversion among excited states typically occurs on timescales of femto-

seconds to picoseconds49, owing to the large density of available vibrational

states and small energy gaps. Internal conversions can also occur from the low-

est excited state to the ground state. In the case of singlet states with energies

in the visible spectral range, fluorescence usually outcompetes non-radiative de-

cay. The radiative decay channel is dipole-allowed with fluorescence rates on

the order of nanoseconds, whilst the non-radiative rate is suppressed by the

large energy gap to the ground state.

Avoided crossings and conical intersections

Recalling that the Born-Oppenheimer approximation is only valid for poten-

tial energy surfaces that are well-separated in energy, we might wonder what

happens when two surfaces meet. When two potential energy surfaces become

very close in energy, the two states can mix, leading to an avoided crossing as

shown in Figure 2.6b. The Born-Oppenheimer approximation can break down

in the vicinity of an avoided crossing, allowing electronic energy to move from

the upper to the lower potential energy surface.

The situation when the two surfaces truly intersect is depicted in Figure

2.6c. In the immediate vicinity of the intersection the potential energy var-

ies linearly with vibrational coordinate, hence the name conical intersection71.

At the specific geometry of the intersection point, the two surfaces are non-

adiabatically coupled. Thus conical intersections can be considered as a special

case of internal conversion, where the final state is a single degenerate electronic

state rather than a continuum of vibrational ones. Since no nuclear motion is

needed to change the electronic state, transitions through conical intersections

occur on the timescale of vibrational relaxation, typically tens of femtoseconds.

Conical intersections are therefore extremely efficient at funnelling electronic

energy between potential energy surfaces.

2.4.2 Spin-orbit coupling

In Section 2.3.1 we saw that within the Born-Oppenheimer approximation trans-

itions between singlet and triplet states are forbidden by spin selection rules.

In the following, we describe how a perturbation known as spin-orbit coupling

can enable transitions from excited singlet states into the triplet manifold, as

well as allowing radiative decay of the first excited triplet state.

Spin is a form of intrinsic angular momentum. Thus the spin selection rule

that forbids interconversion between singlets and triplets is a consequence of the
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conservation of angular momentum. If the orbital and spin angular momenta

are coupled however, the change in angular momentum caused by the change in

spin can be balanced by a change in orbital angular momentum. This is termed

spin-orbit coupling, and is governed by the spin-orbit Hamiltonian59,72

HSO = α2
fs

∑
α,i

Zα
|rα − ri|3

Li · Si ∝
Z4

n3(l + 1)(l + 1
2
)l
, (2.41)

where αfs is the fine structure constant, Zα is effective charge of the αth nucleus,

Li and Si are the angular momentum and spin operators of the ith electron and

|rα − ri| is the distance between the αth nucleus and ith electron. On the right

hand side, n and l are quantum numbers. From Equation 2.41, we see that

the spin-orbit coupling becomes very large in the presence of heavy atoms, and

when electrons become close to the nucleus (small n and l).

The matrix element governing spin-orbit mediated transitions between sing-

lets and triplets can be determined by treating HSO as a perturbation and

expanding to first order in vibrational coordinate73:

〈Ψi,ν |HSO |Ψf,ν′〉 = 〈ψi|HSO |ψf〉

+
∑
α

(
∂ 〈ψi|HSO |ψf〉

∂Qα

)
Q0

〈χi,ν |Qα |χf,ν′〉 .
(2.42)

The first (zero-order) term on the right hand side corresponds to direct spin-

orbit coupling whilst the second (first-order) is called vibronic spin-orbit coup-

ling. Thus molecules that do not possess heavy atoms can still undergo singlet-

triplet transitions provided that vibrational modes capable of perturbing the

direct spin-orbit term exist.

Intersystem crossing

The transition from S1 to T1 is called intersystem crossing. Treating the spin-

orbit Hamiltonian as a perturbation, and using Equation A.21, we can write

the intersystem crossing rate as a modified Fermi Golden Rule:

kisc =
2π

~
| 〈φT |HSO |φS〉 |2[FCWD]. (2.43)

In this expression, φS and φT are the spatial wavefunctions of the singlet and

triplet state respectively and [FCWD] is the Franck-Condon weighted density

of states, i.e. the density of vibrational states in the triplet manifold multiplied

by the Franck-Condon overlap factor (Equation 2.39).
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In Section 2.4.1, we showed that the Franck-Condon factor depends expo-

nentially on the energy gap between the initial and final states. Thus intersys-

tem crossing between S1 to T1 is slow in most organic molecules owing to the

significant exchange energy.

On the other hand, intersystem crossing into approximately degenerate

higher-lying triplet states, followed by rapid internal conversion to T1, can be

very efficient. This will be an important consideration when we investigate

the spin statistics of triplet-triplet annihilation upconversion in Chapter 7. For

most hydrocarbons, the spin-orbit coupling is sufficiently weak, and the energy

gaps large enough, that intersystem crossing is still fairly slow, and doesn’t

outcompete radiative decay59. For molecules containing heavy atoms however,

such as transition metal complexes, intersystem crossing can be extremely rapid

and efficient, occurring on a picosecond timescale59.

Phosphorescence

Spin-orbit coupling also governs the oscillator strength of the radiative T1 → S0

transition known as phosphorescence. To see this, we again treat the spin-

orbit Hamiltonian as a perturbation, allowing us to write the perturbed triplet

wavefunction as59

|T1
′〉 = |T1〉+

∑
k

〈Sk|HSO |T1〉
E(T1)− E(Sk)

|Sk〉 , (2.44)

where |Sk〉 are the singlet wavefunctions. The T1 → S0 transition therefore ob-

tains oscillator strength from the allowed transitions between the ground state

and excited singlet states that are mixed into the triplet wavefunction. Just

as for intersystem crossing, the rate of phosphorescence can become significant

when the exchange energy is small and spin-orbit coupling is strong. In most

cases however, emission through phosphorescence is weak since it is outcom-

peted by non-radiative decay, especially for low-energy triplet states.

2.4.3 Herzberg-Teller intensity borrowing

Spin-orbit coupling provides a mechanism for spin-forbidden transitions to ac-

quire oscillator strength. Analogously, mechanisms exist that enable dipole-

forbidden transitions to do the same. In this section, we discuss one such

mechanism, Herzberg-Teller intensity borrowing. This mechanism is of partic-

ular interest since it is thought to enable the nominally dark triplet-pair state
1(TT), studied in detail in Chapter 4, to emit light74.
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In Section 2.3.2 we saw that an electronic transition is dipole-forbidden when

the electronic dipole matrix element is equal to zero and that this depends on the

respective symmetry of the initial and final wavefunctions. Consider a molecule

in an adiabatic Born-Oppenheimer excited state

|Ψn,ν′〉 = |ψn〉 |χn,ν′〉 (2.45)

that is forbidden from transitioning to the ground state by its symmetry and

suppose that the electronic wavefunction |ψn〉 is coupled to some vibrational

mode Qα. As the molecule vibrates, the shape and therefore the symmetry

of the electronic wavefunction changes. If the mode Qα has appropriate sym-

metry, the electronic wavefunction can change in such a way as to break the

symmetry barrier for radiative transitions to the ground state. The mathem-

atical treatment is exactly analogous to that for vibronic spin-orbit coupling

(Equation 2.42). Treating the vibration as a perturbation, we can expand the

dipole matrix element given by

µmn,νν′ = 〈Ψm,ν |p · ε̂ |Ψn,ν′〉 = 〈χm,ν |µemn |χn,ν′〉 , (2.46)

where µemn is the electronic dipole matrix element defined in Equation 2.28,

about some equilibrium geometry Q0 to give:

µmn,νν′ = µemn(Q0) 〈χm,ν |χn,ν′〉+
∑
α

(
∂µemn
∂Qα

)
Q0

〈χm,ν |Qα |χn,ν′〉+ . . . (2.47)

The transition from |Ψn,ν′〉 to the ground state |Ψm,ν〉 is formally dipole-

forbidden if µemn(Q0) = 0. Using results from perturbation theory, we can write

the dipole matrix element to first order (see Appendix D) as75,76

µmn,νν′ =
∑
α

∑
i 6=n

µemi(Q0)

(
〈ψi| ∂Hel−nuc∂Qα

|ψn〉
Ei − En

)
Q0

〈χm,ν |Qα |χn,ν′〉 . (2.48)

From Equation 2.48 we find that in order for the dipole-forbidden excited state

to decay radiatively through this vibronic coupling mechanism, there must exist

another excited electronic state |ψi〉 that is dipole-allowed i.e. µemi(Q0) 6= 0 and

energetically close by. The dark state effectively borrows oscillator strength

from this nearby bright state through a symmetry-breaking vibrational mode,

hence this mechanism is termed Herzberg-Teller intensity borrowing.

Finally, we note that for harmonic displacements and low temperature

(kBT � ~ωα), the factor 〈χm,ν |Qα |χn,ν′〉 vanishes for ν = ν ′ = 075,76. Thus we
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expect the vibrationless 0-0 band to be suppressed for states that emit light

through Herzberg-Teller intensity borrowing.

To conclude this section on transitions between electronic states, we sum-

marise the basic photophysics of organic molecules in Figure 2.7.
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S0 S0

absorption

S1→Sn

T1→Tn

flu
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internal conversion

absorption

absorption
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crossing

Figure 2.7 Basic photophysics of organic molecules. Absorption (blue ar-
rows) can occur into any state in the singlet manifold. Direct absorption into the
triplet manifold is weakly allowed through spin-orbit coupling but is generally insigni-
ficant. Absorption into higher-lying singlet states results in rapid internal conversion
(grey wavy arrows) back to S1. S1 can decay back to the ground state radiatively
(fluorescence, green arrows) or non-radiatively through internal conversion. Altern-
atively, spin-orbit coupling may facilitate a transition into vibrational states of the
triplet manifold (intersystem crossing, purple arrow). T1 states may decay radiat-
ively to the ground state (phosphorescence, red arrows), though this weakly allowed
process is typically outcompeted by non-radiative decay. Once S1 and T1 states be-
come populated, further absorption into higher lying states within the same manifold
is possible (orange arrows); these excited state absorption transitions are probed in
transient absorption spectroscopy.

2.5 Organic molecules in the solid state

Our discussion so far has been limited to the photophysics of isolated molecules

such a those found in dilute solution. In the solid state however, where molecules

pack tightly together, phenomena such as charge and energy transport can

occur, turning organic molecules into organic semiconductors that can be used

in practical optoelectronic devices such as OLEDs and solar cells. This thesis

explores singlet fission, a photophysical process which requires pairs of closely-

spaced chromophores. An understanding of the interactions between nearby



2.5. Organic molecules in the solid state 31

molecules, and how these manifest themselves in optical spectra, is therefore

needed before introducing singlet fission.

2.5.1 Molecular aggregates

The simplest description of the changes in optical spectra due to a pair of

interacting molecules (a dimer) was developed by Kasha in the 1960s77. If a

molecule is in an excited state |ψ∗〉, and is next to an identical molecule in the

ground state |ψ〉, the overall wavefunction of the dimer is given by77

|ψ±d 〉 =
1√
2

(|ψ∗m〉 |ψn〉 ± |ψm〉 |ψ∗n〉) , (2.49)

where m and n label the two molecules. The Hamiltonian of the dimer can be

expressed as

Hd = Hm +Hn + Vmn, (2.50)

where Hm and Hn are the Hamiltonians for isolated molecules and Vmn de-

scribes the interaction between them. Vmn contains both exchange interactions

and Coulomb interactions, though we will assume here that the intermolecular

distance is sufficiently great that the exchange terms are negligible. Inserting

2.49 and 2.50 into Schrödinger’s equation and treating the molecules as point

dipoles, we find that the energies of the excited states of the dimer, relative to

the ground state, are given by77

E±d = E∗ + ∆D ± κmnJ, (2.51)

where E∗ is the excited state energy of an isolated molecule, ∆D is the difference

in the Van-der-Waals interaction between the ground state and excited state

dimer, J is related to the strength of the transition dipole moment µ of an

isolated molecule and the intermolecular distance R by

J =
µ2

R3
(2.52)

and κmn is an orientational factor that depends on the relative alignment of the

two molecular dipoles (unit vectors r̂m and r̂n):

κmn = r̂m · r̂n − 3(r̂m · R̂)(r̂n · R̂). (2.53)

We see from Equation 2.51 that the resonant Coulomb interaction stabilises

the excited state, though the amount of oscillator strength in that stabilised
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state depends strongly on the relative orientation of the molecules in the dimer.

Figure 2.8 illustrates the dramatic effect of this orientational factor on the

radiative transitions of molecular dimers for three different cases.

S1

S0

S1

S0

S1

S0

cofacial edge-on oblique

✕ ✕

monomer dimer monomer dimer monomer dimer

Figure 2.8 Molecular aggregates. The effect of intermolecular dipole-dipole in-
teractions on the optical properties of aggregates within the framework of the Kasha
model. Three cases are shown: cofacial molecules (H-aggregates) characterised by
blueshifted spectra and weak emission, edge-on molecules (J-aggregates) that exhibit
redshifted spectra and strong emission and the more general case of oblique orienta-
tion, which have mixed H and J character.

For a pair of cofacial molecules, the lower of the excited states occurs when

the dipole moments of the constituent molecules are antiparallel. Thus the net

dipole moment is zero and radiative transitions to this state are forbidden. In

contrast, the dipoles are parallel for the higher lying state, giving it significant

oscillator strength. Such a cofacial arrangement is known as an H-aggregate,

and is characterised by a blueshift in the optical spectra relative to the monomer,

though this is often counteracted by redshifts associated with Van-der-Waals in-

teractions among neighbouring molecules. Furthermore, H-aggregates typically

show weak fluorescence, since radiative decay from the bright higher-lying state

is outcompeted by rapid internal conversion to the dark lower-lying state. If the

non-radiative rates are also low however, appreciable emission can be observed.

The situation is reversed in the case of edge-on or head-to-tail molecules.

Now the lower-energy state has parallel dipoles and so is bright, whilst the

higher-energy state is dark. J-aggregates are therefore characterised by strong

redshifted absorption and fluorescence. These two extreme cases are rarely en-

countered in reality; more often molecules will have some oblique orientation to

one another, meaning that oscillator strength is shared to some degree between

the two excited states.

Intermolecular interactions beyond this simple model have been extensively

studied by Spano and colleagues, including the effects of aggregate size, in-

tramolecular and intermolecular vibrations, temperature and charge transfer
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states61,78–85. Within this framework, analysis of the absorption and emission

spectra of molecular aggregates can yield a wealth of information, for example

the interaction strength, extent of exciton delocalisation82 and charge-transfer

character of excited states86. Though the details are beyond the scope of this

thesis, this work highlights the profound influence that intermolecular interac-

tions have on the optical properties of molecular aggregates.

2.5.2 Excimer formation

In addition to altering the absorption and fluorescence spectra of the monomer,

the presence of neighbouring molecules can lead to new types of excited states

with distinct spectral signatures. One important example of this is the excited

state dimer, or excimer.
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Figure 2.9 Excimer formation. The ground and excited state adiabatic poten-
tial energy surfaces of a dimer are shown as a function of intermolecular geometry
(distance along some intermolecular coordinate). Stabilisation of the excited state
can occur at some geometry for which the ground state is repulsive, leading to an
excimer that can exist only in the excited state. It has no absorption signature, but
has a characteristic redshifted emission spectrum that is broad and unstructured.

Figure 2.9 illustrates the process of excimer formation by considering the

adiabatic potential energy surfaces of the ground and excited states of a dimer.

Once one of the molecules in the dimer has absorbed a photon (blue arrows), the

resulting excited state may be able to stabilise further by physically changing

the intermolecular geometry. This additional stabilisation may come from the

resonant Coulomb interaction described above; a further contribution can come

from charge-transfer character, which results in a Coulomb attraction between

an electron on one molecule and a hole on the other. At this new, stabilised

intermolecular geometry the ground state is now repulsive. As a result, excimers
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are characterised by a redshifted, broad and featureless emission, but have no

signature in absorption.

The distinction between excimers and charge-transfer (CT) excitons is not

always clear. For example, both types of excited state typically exhibit redshif-

ted, broad, featureless photoluminescence. Both are stabilisations of the excited

state and as discussed above, excimers often possess CT character and could be

considered a special case of the CT state. We suggest that the distinguishing

feature of an excimer is the repulsive ground state at the stabilised geometry

and hence the lack of absorption signature. In general, CT exciton signatures

can be present in both absorption and fluorescence spectra.

2.5.3 Excitation energy transfer

Interactions between nearby molecules can also allow energy to be transferred

from one molecule to another. In the solid state for example, this excitation

energy transfer enables excitons to diffuse through materials by hopping from

site to site. We have seen how radiative and non-radiative transitions between

electronic states can be described through Fermi’s Golden Rule (Sections 2.3

and 2.4, Appendix A). In much the same way, we can write the rate of exciton

transfer from an excited donor molecule D and a ground state acceptor molecule

A as

kDA =
2π

~
| 〈ΨA,f |HDA |ΨD,i〉 |2ρA(Ef )δ(Ef − Ei), (2.54)

where |ΨD,i〉 denotes the wavefunction of the donor (initial state), |ΨA,f〉 is that

of the acceptor (final state), ρA(Ef ) is the density of states of the acceptor and

the delta function ensures energy conservation. The Hamiltonian describing the

interactions between the two molecules, HDA, generally comprises two parts: a

Coulomb interaction (Equation 2.17) and an exchange interaction (Equation

2.18). These two types of interaction give rise to two different mechanisms of

energy transfer.

Förster transfer

We begin by considering the Coulomb interaction, first considered by Förster

in 194887. In the simplest case, we can again treat the donor and acceptor

molecules as point dipoles, allowing us to write the transfer rate as56

kDA =
2π

~
κ2
DA|µD|2|µA|2

R6
DA

∫ ∞
−∞

δ(E − ~ω)δ(~ω − E)d(~ω), (2.55)



2.5. Organic molecules in the solid state 35

HOMO

LUMO

HOMO

LUMO

Förster transfer Dexter transfer

Donor Acceptor Donor Acceptor

Figure 2.10 Energy transfer mechanisms. Förster transfer is a resonant dipole
interaction involving the simultaneous emission and absorption of energy by the donor
and acceptor respectively. It can also be thought of as the exchange of a virtual
photon. In contrast Dexter transfer involves the direct exchange of electrons between
donor and acceptor.

where E = Ef = Ei and we have used equations 2.52 and 2.53 and a delta

function identity. Writing the rate in this form highlights several key elements

of Förster transfer.

Firstly, the rate is proportional to the squares of the electronic dipole matrix

elements of the donor and acceptor. Thus Förster transfer can only occur if the

excited states involved have allowed radiative transitions to the ground state,

or in other words, can absorb and emit photons. Secondly, the delta functions

provide a simple interpretation of the underlying mechanism. The first delta

function corresponds to the absorption of a photon by the acceptor and the

second to emission of a photon by the donor. Förster transfer can therefore be

thought of as a dipole resonance between donor and acceptor, in which energy

is simultaneously emitted by the donor and absorbed by the acceptor. As

such, this transfer mechanism is often called Förster resonance energy transfer,

or FRET. It is important to note that no physical photon is involved; instead

FRET can be thought of as the exchange of a virtual photon. This is illustrated

in Figure 2.10.

Since FRET involves the simultaneous absorption and emission of energy

through a dipole interaction, it is convenient to express the rate in terms of

the emission spectrum of the donor ID(ω) and the absorption spectra of the

acceptor αA(ω)56,59

kDA ∝
κ2
DA

R6
DA

∫ ∞
0

ID(ω)αA(ω)

ω4
dω =

κ2
DAfDfA
ω2R6

DA

JDA, (2.56)

where f denotes oscillator strength and JDA is the spectral overlap between the

normalised absorption and emission spectra. Note that JDA is independent of
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oscillator strength. From Equation 2.56, we see that efficient FRET requires

good spectral overlap between donor and acceptor, strongly allowed radiative

transitions and suitable orientation of the participating molecules. Thus sing-

let excitons can undergo FRET, but triplet excitons, for which the oscillator

strength is very low, cannot. We also find that the FRET rate decays like R−6
DA,

where RDA is the distance between donor and acceptor. It is therefore conven-

tional to define the Förster radius RF as the distance below which FRET is

more probable than radiative decay:49,56,87–89

kDA =
1

τr

(
RF

RDA

)6

(2.57)

where τr is the radiative lifetime.

Dexter transfer

In contrast to singlet excitons, triplets cannot undergo FRET owing to their low

oscillator strength. Instead, triplets transfer their energy through the exchange-

mediated pathway, first described by Dexter in 195390. Inserting the exchange

interaction in place of the Coulomb interaction, we arrive at the following ex-

pression for the Dexter rate59,88

kDA ∝ JDA exp

(
−2RDA

L

)
, (2.58)

where L is the effective average Bohr radius (electron-hole separation) of the

donor and acceptor states, typically 0.1–0.2 nm49,88. Being exchange-mediated,

Dexter transfer involves the simultaneous transfer of electrons between donor

and acceptor (Figure 2.10) and so can only occur with an appreciable rate

when there is significant wavefunction overlap. This requirement gives rise

to the exponential dependence of the Dexter rate with intermolecular distance,

making Dexter transfer a more short-range interaction than FRET. Whilst there

is no dependence on oscillator strength, the requirement for spectral overlap is

still present.

For typical molecular solids, the intermolecular distances are such that Dex-

ter transfer is several orders of magnitude slower than FRET91. As a result,

triplet energy transfer is much slower than singlet energy transfer.
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2.5.4 Exciton diffusion and annihilation

The rate at which excitons can hop from molecule to molecule in an organic

semiconductor is directly related to the macroscopic diffusivity D, which de-

scribes how fast excitation energy can be transported in a material. The diffus-

ivity of a particular excitonic species is given by

D =
kR2

2z
, (2.59)

where k is the exciton hopping rate, z = 1, 2, 3 gives the dimensionality of the

diffusion and since we will consider a material made up of only one type of

molecule, we have dropped the donor and acceptor subscripts.

A key question when considering materials for optoelectronic devices such as

solar cells is how far an exciton can migrate during its lifetime τ . This distance,

known as the exciton diffusion length LD, is related to both the diffusivity and

lifetime of excitons through

LD =
√

2zDτ. (2.60)

Singlet excitons diffuse rapidly through FRET. However, we saw in section 2.3.1

that the same oscillator strength that enables rapid energy transfer also results

in fast radiative decay, giving singlet excitons a relatively short lifetime on the

order of a nanosecond49,89,91. As a result, singlet excitons diffuse only around

10 nm in typical organic solids89,91,92. Triplet excitons on the other hand do not

undergo radiative decay and can have lifetimes approaching 1 ms. So although

they are limited to much slower Dexter transfer, triplets can migrate several

microns in molecular crystals33,91,93,94.

Excitons diffusing through a material in this way can encounter and interact

with other excitons. This typically results in the loss of one or both excitons

and is therefore termed exciton-exciton annihilation. In the case of singlet-

singlet annihilation, such an interaction results in an overall loss of excitation

energy89,92,95,96. In certain materials however, the annihilation of a pair of triplet

excitons can lead to the formation of higher energy singlet states with little or

no loss of energy19,39,97,98. This triplet-triplet annihilation process is one of

the major themes of this thesis and will be discussed in detail in the following

section and chapters.

For both singlet and triplet excitons the dynamics of diffusion and annihil-

ation are governed by an equation of the general form92

∂N(r, t)

∂t
= D∇2N(r, t)− N(r, t)

τ
− fγ(t)N2(r, t) +G(r, t), (2.61)
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where N(r, t) describes the distribution of excitons, G(r, t) is the exciton gen-

eration rate, f reflects the number of excitons lost in an annihilation event and

γ(t) is the annihilation rate constant. γ(t) is itself related to the diffusivity

of the excitons, but takes different forms depending on the dimensionality of

the exciton diffusion95. In the case of strongly anisotropic, one-dimensional

diffusion, γ(t) takes the form95,99

γ1D(t) = 4πDRa
Ra√
2πDt

(2.62)

where Ra is an interaction radius within which annihilation will occur100, typic-

ally ∼ 1 nm89,96,101. For isotropic, three-dimensional diffusion, the annihilation

rate can be found from the solution of the Smoluchowski equation100:

γ3D(t) = 8πDRa

(
1 +

Ra√
2πDt

)
. (2.63)

In the limit t→∞, Equation 2.63 reduces to the more familiar expression

γ = 8πDRa. (2.64)

We have described the photophysics of singlet and triplet excited states in

organic molecules and introduced the concepts of exciton diffusion and annihil-

ation that can occur when molecules pack together in the solid state. Next, we

consider the intriguing case where the annihilation of a pair of triplet excitons

leads to the formation of a singlet excited state.

2.6 Singlet fission and triplet-triplet annihilation

The first observation that annihilating triplets could produce singlet excitons

came from measurements of the ‘delayed’ fluorescence of anthracene crystals

in 196397. The fluorescence was found to persist far longer than the intrinsic

radiative lifetime, and its behaviour as a function of time and laser intensity

showed that it must arise from the bimolecular annihilation of long-lived triplet

excitons. Merrifield and co-workers subsequently showed that the photolumin-

escence of anthracene crystals depends sensitively on weak applied magnetic

fields25. This observation was particularly striking since the Zeeman energy

of such fields (tens of mT) is only a few µeV, orders of magnitude less than

the energies of the excited states involved. This pointed towards a mechanism

where weak interactions between annihilating triplets modulate the rate of sing-

let exciton formation. Merrifield and co-workers developed a kinetic scheme to
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Figure 2.11 Spectral conversion for photovoltaics. The power conversion ef-
ficiency of conventional single-junction solar cells is limited by two principal factors.
Photons below the bandgap Eg are not absorbed, whilst higher energy photons pro-
duce charge carriers that thermalise rapidly to the band edge, dissipating their ex-
cess energy as heat. The balance between these two loss mechanisms depends on the
bandgap energy Eg and together they limit the power conversion efficiency to 33.7%8.
Singlet fission could enable high-energy photons to be downconverted to pairs of low
energy photons, thereby avoiding thermalisation losses and raising the maximum effi-
ciency to around 45%14. Alternatively, triplet-triplet annihilation could be employed
to harvest sub-bandgap photons and upconvert them to higher energy photons that
can be absorbed by the cell, resulting in similar efficiency gains14.

describe triplet-triplet annihilation, which they formulated as102

T1 + T1
k1−−⇀↽−−
k−1

(TT)
k2−→ S1. (2.65)

The intermediate ‘(TT)’ was dubbed a triplet-pair state, in which the triplets

are close enough to interact102. The nature of these triplet-pair states was102

and remains15,16,29,30,103,104 the subject of considerable uncertainty and debate.

The inverse process to TTA is singlet exciton fission, whereby a singlet

exciton splits into a pair of triplets via a spin-0 triplet-pair state15,16. This

rapid, spin-allowed production of dark triplet states from photo-excited singlets

was first discovered in tetracene crystals24,105. Based on similar measurements

of magnetic field effects on fluorescence24, Merrifield and co-workers modified

their kinetic scheme to include singlet fission with a rate k−2:

T1 + T1
k1−−⇀↽−−
k−1

(TT)
k2−−⇀↽−−
k−2

S1. (2.66)

Research into singlet fission and triplet-triplet annihilation entered some-

thing of a hiatus following the initial work in the late 1960s and early 1970s.

Interest was rekindled in 2006 following work by Hanna and Nozik27 who demon-

strated that using singlet fission materials to efficiently convert high energy
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Figure 2.12 Molecules for singlet fission and triplet-triplet annihilation.
Singlet fission has been reported to occur in carotenoid aggregates, acenes, rylenes,
zethrenes and others15,16. Molecules for TTA-UC are typically chosen from a much
smaller range107, most commonly rubrene, perylene or DPA. This thesis presents
research on pentacene, diF-TES-ADT and rubrene and we therefore focus our discus-
sion of singlet fission and triplet-triplet annihilation on the acene family. Acronyms
are defined in the List of Abbreviations.

photons into pairs of low energy photons could enable solar cells to exceed

the Shockley-Queisser limit of 33.7%8, and potentially reach power conversion

efficiencies of around 45%. Triplet-triplet annihilation could result in similar

efficiency boosts for higher-bandgap solar cells by upconverting sub-bandgap

photons14,106. Figure 2.11 illustrates the potential for overcoming losses in

photovoltaics using such spectral conversion.

The new motivation provided by potential photovoltaic applications,

together with rapid developments in ultrafast spectroscopy techniques, have

fuelled a boom in singlet fission and triplet-triplet annihilation research in

recent years. Triplet-triplet annihilation has received additional interest from

the biomedical sciences owing to its potential to convert tissue-penetrating
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Figure 2.13 Singlet fission and triplet-triplet annihilation in acenes. The
singlet fission and triplet-triplet annihilation characteristics of acenes can be roughly
divided into three categories based on the relative singlet and triplet energy levels.
Molecules like anthracene for which singlet fission is impossible are described as en-
dothermic. Pentacene is exothermic and undergoes rapid singlet fission. Singlets and
triplet-pairs are approximately equal in energy for tetracene and similar molecules,
leading to complex photophysics.

near-infrared light into the high-energy photons required to kick-start chemical

processes, thereby opening up a new approach to photodynamic therapy,

optogenetics and targeted drug delivery21. The recent resurgence in interest

has led to the identification of a wide range of molecules that undergo singlet

fission, a selection of which are shown in Figure 2.12. Later chapters in this

thesis specifically investigate singlet fission and triplet-triplet annihilation in

diF-TES-ADT, pentacene and rubrene. We will therefore largely constrain our

discussion of triplet-pair states and their photophysics to the acene family.

Figure 2.13 summarises the most basic features of singlet fission and triplet-

triplet annihilation in acenes. In particular, we highlight that as the conjugation

length increases, the S1 and T1 states become lower in energy, such that the

energy of a pair of triplets can lie above, at, or below, the energy of the S1 state.

As a result, the acenes can be divided into three broad categories with distinct

singlet fission and TTA properties.

For short acenes such as anthracene, the energy of two triplets lies well above

that of the singlet, making singlet fission energetically unfeasible and resulting

in a high photoluminescence quantum yield24,105. Triplet-triplet annihilation on

the other hand does occur, and results in the formation of singlet states25.

For long acenes such as pentacene, twice the triplet energy is well below

the singlet level108,109. As a result, singlet fission occurs extremely rapidly in

under 100 fs, producing triplets with nearly 200% yield108. As a result, the pho-
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toluminescence quantum yield is extremely small, particularly since the bright

singlet state cannot be formed through triplet-triplet annihilation.

In between, we find materials like tetracene, diF-TES-ADT and rubrene,

in which the singlet and triplet-pair energies are roughly isoenergetic. Singlet

fission is slower than in pentacene, typically on the order of picoseconds74,110,

but it occurs alongside triplet-triplet annihilation leading to rich photophysical

behaviour. We explore such behaviour in Chapter 8.

Despite these differences, triplet-pair intermediates play a key role in the

photophysics of all the molecules depicted in Figure 2.12. In the next section,

we explore their spin physics.

2.6.1 Triplet-pair states

We recall from Section 2.2.4 that a triplet exciton has three possible spin wave-

functions. We obtained expressions for these wavefunctions by diagonalising

the total spin operator for two electrons. Alternatively, we can think of these

two-electron spin wavefunctions, given by equations 2.8-2.10 in terms of the

eigenstates of the two-electron spin Hamiltonian,

Ĥ = ĤZeeman + ĤZero−Field

= gµBB · Ŝ −XŜ2
x − Y Ŝ2

y − ZŜ2
z

= gµBB · Ŝ +D

(
Ŝ2
z −

1

3
Ŝ

2
)

+ E
(
Ŝ2
x − Ŝ2

y

)
,

(2.67)

where B is an external magnetic field. The zero-field term reflects the in-

tramolecular dipole-dipole coupling and is usually parametrised by the so-called

zero-field splitting parameters D and E. The zero-field splitting is typically an-

isotropic, hence the Hamiltonian is written in terms of a molecular coordinate

system (x, y, z). We define this coordinate system in the context of acene mo-

lecules such that x is parallel to the long axis of the acene backbone and y is

parallel to the short axis111, as shown in Figure 2.14.

In the limit of strong magnetic fields, such that the Zeeman term dominates

the spin Hamiltonian, the eigenstates are those presented in Section 2.2.4. This

is therefore called the high-field basis. In the zero-field limit however, the triplet
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molecule A

molecule B

Figure 2.14 Molecular coordinate systems. We define our coordinate system
such that x is parallel to the long axis of the acene backbone (shown here for rubrene),
y is parallel to the short axis and z is perpendicular to the molecular plane. In general
the coordinate system of the second molecule in the triplet-pair will not coincide;
instead a rotation operation must be applied. Here we use the Euler angles (α, β, γ)
to parametrise the rotation from A onto B using the zx′z′′ convention.

eigenstates become

|x〉 =
1√
2

(|↓↓〉 − |↑↑〉)

|y〉 =
i√
2

(|↓↓〉+ |↑↑〉)

|z〉 =
1√
2

(|↑↓〉+ |↓↑〉),

(2.68)

which is known as the zero-field basis. We will use this basis to describe the

spin states of triplet-pair states.

The interactions between two triplet excitons A and B in a triplet-pair state

are once again described by a spin Hamiltonian, this time for four electrons:

Ĥ = ĤExchange + ĤDipole−Dipole +
∑
i=A,B

(
ĤZeeman,i + ĤZero−Field,i

)
. (2.69)

In addition to the 2-electron spin Hamiltonians (Equation 2.67) for individual

triplets on molecules A and B, there are two additional intertriplet terms.

Firstly, there is an intertriplet exchange interaction, analogous to that given by

Equation 2.18, which depends on the degree of wavefunction overlap between the

two triplets in the pair. Second, we have an intertriplet dipole-dipole coupling

term. Writing the triplet-pair spin Hamiltonian in terms of the spin operators
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Ŝi gives

Ĥ = JŜA · ŜB +X
[
ŜA · ŜB − 3

(
ŜA · r̂

)(
ŜB · r̂

)]
+
∑
i=A,B

[
gµBB · Ŝi +D

(
Ŝ2
i,z −

1

3
Ŝ

2

i

)
+ E

(
Ŝ2
i,x − Ŝ2

i,y

)]
,

(2.70)

where J is the intertriplet exchange energy, X gives the magnitude of intertriplet

dipole coupling, r̂ is the unit vector between the two molecules, B is the applied

magnetic field strength and D and E (� X) are the intratriplet zero-field

splitting parameters.

This spin Hamiltonian is valid in the absence of other terms with magnitude

similar or greater to the D and E parameters. For example, spin-orbit interac-

tions (Section 2.4.2) are assumed to be very weak. We note that the intertriplet

dipolar term acts as a weak perturbation in Equation 2.70 and therefore its pre-

cise form is unimportant111,112. Other hyperfine terms, such as the interactions

between unpaired electrons and nuclei, are not included113.

We obtain the nine eigenstates |ψl〉 of the spin Hamiltonian by diagonalising

it in the zero-field basis of product pair states, i.e. |xx〉 , |xy〉 , . . . , |zz〉 where

we have dropped the A,B subscripts for clarity. As highlighted by Tapping and

Huang111, the coordinate system of molecule B does not in general coincide

with that of A (Figure 2.14). A rotation operation must therefore be applied

to ĤZero−Field,B. As a result, ĤZero−Field,B contains off-diagonal elements in

the zero-field basis, hence even when there is no applied magnetic field, the

triplet-pair spin wavefunctions |ψl〉 carry a dependence on relative molecular

orientation111. In this context, we define a ‘parallel’ triplet-pair orientation

as one for which molecule A can be mapped onto molecule B by means of a

translation operation alone.

In the limit of strong intertriplet exchange coupling, where J � D, such

effects are negligible and the nine eigenstates of the spin Hamiltonian in the
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zero-field basis are pure singlet, triplet and quintet spin states, given by114:

|S〉 =
1√
3

(|xx〉+ |yy〉+ |zz〉)

|Tx〉 =
1√
2

(|yz〉 − |zy〉)

|Ty〉 =
1√
2

(|zx〉 − |xz〉)

|Tz〉 =
1√
2

(|xy〉 − |yx〉)

|Qa〉 =
1√
2

(|xx〉 − |yy〉)

|Qb〉 =
1√
6

(|xx〉+ |yy〉 − 2 |zz〉)

|Qx〉 =
1√
2

(|yz〉+ |zy〉)

|Qy〉 =
1√
2

(|zx〉+ |xz〉)

|Qz〉 =
1√
2

(|xy〉+ |yx〉).

(2.71)

In this case, spin and energy eigenstates coincide and spin is a good quantum

number. The triplet and quintet states are separated in energy from the singlet

by J and 3J respectively115,116.

These pure spin states also represent the nine lowest-energy eigenstates of

the total four-electron spin operator�

Ŝ
2

=
(
ŜA + ŜB

)2

. (2.72)

Similarly to the procedure in Section 2.2.4, we can diagonalise Ŝ
2

in the

4-electron product basis |↑↑↑↑〉 , |↑↑↑↓〉 , . . . , |↓↓↓↓〉 to obtain the 16 eigen-

states29,118. Of particular importance to singlet fission and triplet-triplet

annihilation is the lowest-energy singlet:

|S〉 =
1√
12

(|↑↓↑↓〉+ |↓↑↑↓〉+ |↑↓↓↑〉+ |↓↑↓↑〉 − 2 |↑↑↓↓〉 − 2 |↓↓↑↑〉)

≈ 1√
3

(|xx〉+ |yy〉+ |zz〉) .
(2.73)

�Recent calculations by Scholes117 put the triplet states |T1〉 = {|Tx〉 , |Ty〉 , |Tz〉} higher
in energy than the singlets and quintets by 2

3J0, where J0 ∼ 1 eV is the intramolecular
exchange interaction. This contrasts with earlier work by Kollmar118 for reasons discussed
in a recent review29. Kollmar’s description of the 4-electron states is consistent with recent
interpretations of magnetic field effects on fluorescence114,119–121 and so we use it throughout
this thesis.
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Figure 2.15 Triplet-pair states. The familiar 2-electron excited states consist
of a singlet and three triplets which are lower in energy by J0, the intramolecular
exchange energy. Intramolecular dipole-dipole interactions break the degeneracy of
the three triplets, resulting in a small zero-field splitting. There are 16 possible four-
electron states: two singlets (2 × 1), three triplets (3 × 3) and one quintet (1 × 5).
The lowest energy of these 16 states are a singlet, triplet and quintet that can each be
written as a correlated pair of triplets and are therefore also denoted 1(TT), 3(TT)
and 5(TT). These nine states are eigenstates of the spin Hamiltonian for a pair of
interacting triplet excitons, provided that the intertriplet exchange coupling J is
greater than the intramolecular dipole-dipole interactions D. If J � D, spin is no
longer a good quantum number, the nine eigenstates become almost degenerate and
mixing can occur.

Equation 2.73 shows that there is a combination of four electrons that has

an overall spin of zero (a singlet) that can nonetheless be written as a linear

combination of pairs of triplet states. This state is therefore described as a

correlated pair of triplets and is denoted 1(TT). It is this 1(TT) that makes

singlet fission possible: pairs of triplets can be formed from a singlet state

without flipping any spins, a process that we describe in more detail in Section

2.6.3. Similarly, the lowest energy four-electron triplet and quintet states can

be written as correlated triplet-pairs, denoted 3(TT) and 5(TT).

The 1(TT) state is also described as a strongly exchange-coupled triplet-

pair because, as shown above, it is an eigenstate of the spin Hamiltonian for a

pair of triplet excitons provided that the exchange interaction is large (J � D).

Following 1(TT) formation, dynamic fluctuations or spatial separation of triplets

can occur, processes which we discuss in Section 2.6.3. Either way, the exchange

interaction is dramatically reduced and weakly exchange-coupled triplet-pairs

(T...T)l are formed, which are the eigenstates of the spin Hamiltonian in the

limit J � D. These states are not spin eigenstates: spin is no longer a good

quantum number and so the (T...T)l states have mixed character. We see from
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Equation 2.71 that the singlet and quintet states are symmetric with respect to

triplet exchange, whilst the triplets are antisymmetric. For parallel molecules,

the zero-field Hamiltonian is symmetric under triplet exchange and thus can

only mix singlet and quintet states. In this case the (T...T) states comprise

triplets |T 〉, quintets |Q〉 and singlet-quintet mixtures |SQ〉. For randomly

oriented molecules however, this symmetry is broken allowing singlet-triplet

mixing115. Figure 2.15 summarises the multiplicities and energies of the different

triplet-pair states.

2.6.2 Experimental evidence of triplet-pair states

Having introduced the different kinds of triplet-pair states, we can re-write

Merrifield’s original description of the singlet fission process as

S1

singlet
fission−−−→ 1(TT)

triplet
separation−−−−−→ (T...T)

spin
decoherence−−−−−−→ T1 + T1, (2.74)

where (T...T) are weakly interacting triplet-pairs. There are nine such pos-

sible (T...T)l states, but importantly only those with some singlet character

will be initially formed via singlet fission. Since the Zeeman term in the spin

Hamiltonian alters the spin mixing of triplet-pair states, the photophysics of

singlet fission materials depends sensitively on applied magnetic fields. Indeed,

measurements of changes in the fluorescence of acene crystals under applied

magnetic fields provided the first experimental evidence of triplet-pair states.

In this section we describe these and other magnetic field effects in more detail

along with more recent experimental probes of triplet-pair states.

Magnetic field effects

In the late 1960s, several reports of magnetic field effects on the photolumin-

escence (PL) of anthracene25,102 and tetracene24,122 single crystals emerged. In

the case of anthracene, measured PL intensity increased for applied magnetic

fields of a few tens of mT but reduced at higher fields25. The opposite effect

was observed for tetracene122. In both cases, the magnetic field effects were

highly dependent on the orientation of the magnetic field with respect to the

crystal symmetry axes24,102,122.

Merrifield and co-workers explained these phenomena by invoking singlet

fission and triplet-triplet annihilation processes that occur via intermediate

triplet-pair states. In their model, these intermediates are the eigenstates |ψl〉
of the spin Hamiltonian given in Equation 2.70 with J = 0 which we would
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now describe as weakly exchange-coupled or weakly-interacting (T...T)l states.

Merrifield realised that the coupling between the triplet-pairs and the sing-

lets depended on the singlet character |C l
S|2 of the triplet-pair wavefunctions

where123,124

C l
S = 〈S|ψl〉

≈ 1√
3

(〈xx|+ 〈yy|+ 〈zz|) |ψl〉
(2.75)

and we have used the definition of the spin-0 correlated triplet pair from Equa-

tion 2.73. Merrifield therefore wrote the kinetic scheme for singlet fission and

triplet-triplet annihilation as

S1

k−2|ClS |
2

−−−−−⇀↽−−−−−
k2|ClS |2

(TT)l
k−1−−⇀↽−−
k1

T1 + T1, (2.76)

where we now interpret (TT)l to mean (T...T)l.

The fluorescence from S1 is thus dependent on magnetic field through the

|C l
S|2 factors, which in turn are governed by the spin Hamiltonian. For identic-

ally oriented molecules (the typical case for acene crystals), the number of

(T...T)l states possessing singlet character is 3. At intermediate fields where

gµBB ∼ D this increases to five before dropping to two at higher fields123, as

shown in Figure 2.16a. For materials such as tetracene, singlet fission (rate

k−2) is energetically feasible. The overall rate of singlet fission, which competes

with ‘prompt’ fluorescence, depends on the number of (T...T) states that have

singlet character. This leads to the characteristic magnetic field effect observed

in tetracene crystals122 and shown in Figure 2.16b. In the case of anthracene,

where triplet fusion (rate k2) causes delayed fluorescence, increased coupling of

the (T...T)l states to S1 will give increased fluorescence, hence the magnetic

field effect has the opposite sign25.

This simple kinetic model provides the basic framework for understanding

magnetic field effects but there are several additional factors that influence

the measured lineshapes. A much more complicated quantum-mechanical the-

ory developed concurrently by Suna98 included the effects of exciton diffusion

and spin relaxation and provided a more quantitative fit to the experimental

data. More recent measurements of magnetic field effects on polycrystalline and

amorphous rubrene films showed significantly different lineshapes which were

explained by magnetic field dependent spin-lattice relaxation125.

Even within Merrifield’s original framework, sample morphology can affect

magnetic field effects because the zero-field splitting terms in the spin Hamilto-
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Figure 2.16 Magnetic field effects. a, Simulation of the number of (T...T)l

states with more than 5% singlet character as a function of magnetic field, for J = 0.
For a material that undergoes singlet fission, this causes a characteristic variation in
the measured fluorescence as shown in (b). This effect would be inverted in the case
of triplet fusion. c, Triplet-pair energies as a function of magnetic field for strong
exchange coupling (J = 0.1 meV). Singlet-quintet mixing at level crossings gives rise
to dips in the observed emission as shown in (d). For non-parallel molecules, singlet-
triplet mixing can occur, causing an additional dip. For the simulations, we took
D = 5 µeV, E = D/3 and X = D/10000, and assumed an angle θ = π/4 between the
magnetic field and the molecular z axis.

nian are dependent on relative molecular orientation. These effects have been

investigated in nominally amorphous rubrene films111,112. Molecular orienta-

tion can also play a role in the spin physics of strongly exchange-coupled triplet

pairs, which give rise to markedly different magnetic field effects at much higher

magnetic fields115.

When J � D, we have seen that the triplet-pairs are the pure spin states

given by Equation 2.71. Spin is a good quantum number, the singlet projections

do not change with magnetic field and hence there is no change in the measured

PL. Exceptions occur at the so-called level crossings, where the Zeeman splitting

causes degeneracies between the singlet, triplet and quintet states, as shown in

Figure 2.16c. At these level crossings, the degenerate states are mixed by the

zero-field Hamiltonian, which acts as a perturbation. As a result, singlet char-

acter is shared across more than one eigenstate resulting in a dip (for a singlet

fission material) in the observed emission in the vicinity of the level crossing115.

For parallel molecules, only singlet-quintet mixing is possible, leading to dips

in emission at gµBB ' 3J and gµBB ' 3
2
J as shown in Figure 2.16d. If the

molecules are not parallel singlet-triplet mixing can occur, causing a third dip

in the observed emission at gµBB ' J 115.
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Dips in fluorescence at high magnetic fields have been measured at 1.4 K119

for a single crystal of the singlet fission material TIPS-tetracene. In addition

to providing clear evidence of strongly-exchange coupled triplet-pairs, detailed

analysis of the various dips allowed the authors to identify three types of triplet-

pair site in the material with differing exchange interactions.

Similar high-field effects on the room temperature fluorescence of single crys-

tal diphenylhexatriene (DPH) have also been recently reported114,120,121. By

analysing the lineshapes and positions of the dips in fluorescence at different

magnetic field orientations� the authors were able to determine the intermolecu-

lar geometry of the strongly exchange-coupled triplet-pair114,120,121. Rather than

using the standard Merrifield formulation, the authors modelled their data us-

ing the Stochastic Liouville equation114,120 which had previously been applied

to magnetic field effects of radical pairs126,127.

This highlights an important point: singlet fission and triplet-triplet anni-

hilation are by no means the only photophysical processes that can give rise

to magnetic field effects113,128. The formation and subsequent recombination of

radical pairs (anions and cations) also gives rise to a magnetic field effect be-

cause the unpaired electrons are affected by nuclear spins through a hyperfine

interaction113. This effect has been studied in light-harvesting complexes129

and is even thought to allow migratory birds to sense the Earth’s magnetic

field130. The quenching of triplet excitons by charges also caries a magnetic

field dependence131 and this has been shown to complicate the interpretation

of measured magnetic field effects during triplet-triplet annihilation132. Fortu-

nately, there are many other experimental probes of triplet-pair states beyond

static magnetic field effects.

Quantum beating

We have seen that the correlated triplet-pair 1(TT) is overall a singlet state,

but that its spin wavefunction |S〉 is a linear combination of the |xx〉, |yy〉 and

|zz〉 triplet-pairs, as shown in Equation 2.73. Thus |S〉 itself is not an eigenstate

of the spin Hamiltonian in the case of weak exchange coupling, instead it is a

superposition of eigenstates, each of which evolves in time with a phase pro-

portional to its energy. Thus the initial state formed by singlet fission carries a

time dependence:

|S(t)〉 =
1√
3

(
e−iExxt/~ |xx〉+ e−iEyyt/~ |yy〉+ e−iEzzt/~ |zz〉

)
(2.77)

�Interestingly, the fluorescence dips measured in Refs. 114,120,121. were assigned to dif-
ferent level crossings than those in Ref. 119. The reasons for this are unclear.
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Strictly speaking, Equation 2.77 holds if the spin wavefunction |S(t)〉 is that

of a weakly exchange coupled spin-zero triplet-pair, which we will write as
1(T...T)133. Since Exx, Eyy and Ezz differ, the coupling | 〈S1|1(T...T)〉 |2 will

vary periodically with time, resulting in oscillations in the delayed fluorescence.

We expect three oscillation frequencies at zero applied magnetic field which are

determined by the D and E zero-field splitting parameters134. These oscillations

are known as quantum beats.

Quantum beating in delayed fluorescence was first observed in tetracene

crystals in 1981135. Bardeen and co-workers expanded this early work by meas-

uring the fluorescence decay of crystalline tetracene at room temperature. They

again saw oscillations on a timescale of a few ns134. The oscillatory signal was

superimposed on the population decay; subtraction of a multi-exponential back-

ground followed by a Fourier transform yielded three clearly distinguishable beat

frequencies consistent with reported zero-field splitting parameters134. The au-

thors were able to simulate their experimental data using a Merrifield-style102

density matrix model134. In order to reproduce the observed damping of the

oscillations with time, they included spin dephasing of the 1(T...T) state on a

timescale of 10 ns. More recently, similar quantum beating has been observed for

crystalline diF-TES-ADT films74, zethrene diradicaloids136 and rubrene single

crystals137. Observation of quantum beating is considered unambiguous evid-

ence for a weakly exchange coupled correlated triplet-pair intermediate in singlet

fission124,133,134.

Magnetic resonance

Further evidence of strongly exchange-coupled triplet-pairs has recently been

provided by time-resolved electron paramagnetic resonance spectroscopy

(trEPR). In a trEPR experiment, paramagnetic excited states generated by an

optical pulse are probed with a continuous microwave source as a function of

time and external magnetic field, B. At certain B values, the Zeeman splitting

between sublevels (for example |Q〉mS=0 → |Q〉mS=1) becomes resonant with

the continuous microwave field causing absorptive or emissive features in the

trEPR signal. This technique is sensitive to long-lived (> 50 ns) pure spin

states with non-zero spin such as 5(TT) and T1 but blind to spin-0 states like
1(TT)104.

Signals from singlet fission generated T1 states had previously been observed

by trEPR in tetracene crystals138. A breakthrough came in 2016 when clear sig-

natures of the strongly exchange coupled quintet state 5(TT) were observed for

the first time in trEPR spectra of TIPS-tetracene thin films139 and pentacene-
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bridge-pentacene dimers140. Since then, 5(TT) has been measured by trEPR

in dilute pentacene films141, TDI derivatives142,143 and a variety of pentacene

dimers144–148. To date, 3(TT) has not been observed directly in trEPR experi-

ments104.

In addition to the strongly exchange coupled 5(TT) states observed in

TIPS-tetracene films by trEPR, weakly exchange coupled triplet-pairs com-

prising singlet-quintet mixtures have also been observed in the same material

by optically-detected magnetic resonance spectroscopy149.

Direct photon emission

None of the experimental probes discussed so far can provide direct evidence

for the strongly exchange-coupled 1(TT) state. Its existence is implied by the

resonances at high magnetic field114,119–121 but this is not a direct spectroscopic

signature. Recently however, features in photoluminescence spectra have been

attributed to direct photon emission from the 1(TT) state74,136,150,151, although

these assignments have proven to be controversial32.

The first hints of a (weakly) emissive 1(TT) state came from studies of the

photoluminescence properties of polycrystalline tetracene thin films152,153. Fol-

lowing prompt emission characteristic of the S1 state, a longer-lived redshifted

spectral feature was observed and tentatively assigned as a ‘dull’ multiexcitonic

intermediate state. A few years later red-shifted excimer-like emission in con-

centrated solutions of TIPS-tetracene was directly correlated with the dynamics

of the triplet-pair state determined through transient absorption measurements

and explicitly assigned as 1(TT) emission150. Further similar studies of zethrene

diradicaloids136, solid TIPS-tetracene151 and diF-TES-ADT, rubrene and tet-

racene74 all came to a similar conclusion: the 1(TT) state is emissive. The

observation via 2D electronic spectroscopy of acene crystals of an S0 → 1(TT)

absorption peak154 supports the idea that 1(TT) possesses oscillator strength.

This is a surprising finding since the symmetry of the 1(TT) wavefunction

is such that a radiative transition to the ground state is forbidden103. It is

thought that instead, the 1(TT) state is able to acquire oscillator strength from

the nearby bright S1 state via Herzberg-Teller intensity borrowing29,74,103,136,

as described in Section 2.4.3. This mechanism is analogous to the Herzberg-

Teller coupling that enables the formally dark 2Ag state in polyenes to emit

light155,156.

Several authors have since assigned long-lived redshifted photoluminscence

spectral features to 1(TT)157–159. Recently however, Dover et al. called these

assignments into question by demonstrating that the excimer-like emission in
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concentrated TIPS-tetracene solutions could not arise from an intermediate to

singlet fission, but instead was a signature of a trap state that hinders singlet

fission32. These controversies provided some of the motivation for our work in

Chapter 4, in which we investigate 1(TT) emission in diF-TES-ADT in detail

and show for the first time that the 1(TT) state in pentacene has a similar

photoluminescence signature.

Transient absorption signatures

By far the most common experimental probe of singlet fission materials is tran-

sient absorption spectroscopy, a technique that we describe in detail in Section

3.4.2. We might expect the excited state absorption spectrum of triplet-pair

states such as m(TT) and (T...T) to be identical to that of free triplets, T1.

In fact, a variety of calculations160–165 have shown that small admixtures of

singlet and charge-transfer character to the 1(TT) state do result in lineshape

differences with T1. This is particularly pronounced in the near infrared spec-

tral region, where charge-transfer character of 1(TT) results in an excited state

absorption not present for T1
163–165. This has been verified experimentally for

pentacene dimers166–168.

Such lineshape differences between triplet-pair excited state absorption spec-

tra even allowed Pensack and co-workers to distinguish between strongly inter-

acting 1(TT) and weakly interacting (T...T) states in TIPS-pentacene, and

therefore track these sub-populations in time169,170. More recently still, Jones

and co-workers were able to correlate spatially-resolved changes in the transi-

ent absorption lineshape of TIPS-pentacene crystals with regions of different

molecular packing171.

We note that the transient absorption signatures of S1, T1 and triplet-pair

excited state absorptions are usually broad and significantly overlapped, partic-

ularly in the visible spectral region. This, coupled with the relatively small

changes in lineshape between different triplet species, makes the extraction

of the different triplet-pair species from transient absorption data by spec-

tral deconvolution algorithms such as global or target analysis challenging and

artefact-prone.

Nevertheless, transient absorption spectroscopy has been a vital tool in de-

veloping our understanding of singlet fission. Tracking the various excited state

populations in time provides us with a wealth of information about the under-

lying mechanisms of singlet fission.
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Figure 2.17 Singlet fission pathways. The formation of 1(TT) from S1 can
proceed directly via a two-electron transfer, or in a two-step process via a charge-
transfer intermediate, which may be a virtual state.

2.6.3 Mechanisms of singlet fission

In Equation 2.74 we described the mechanism of singlet fission in three steps.

Firstly, photo-excited singlets S1 transition into strongly-exchange coupled spin-

0 triplet-pair states 1(TT). Next, triplet separation results in weakly exchange

coupled mixed-spin (T...T) states, though only those with some singlet character

are formed. Finally, the spin coherence is lost, leaving a pair of independent

triplet excitons. However, this simple picture hides a wealth of underlying

complexity and as we shall see, the mechanisms of singlet fission are highly

material-dependent, even within the polyacene family.

Initial triplet-pair formation

The first step in singlet fission is the formation of a (nominally) four-electron

singlet state, 1(TT), from a two-electron singlet state and ground state chro-

mophore, S1S0. As shown in Figure 2.17, there are two basic ways for this to

occur15,16. The so-called ‘direct’ mechanism involves a concerted two-electron

transfer. Ab initio calculations by Zimmerman and co-workers172–174 on dimers

and clusters of pentacene and tetracene found that singlet fission in these ma-

terials could be entirely explained by direct coupling between S1S0 and 1(TT).

They concluded that this coupling was driven by a conical intersection (Section

2.4.1) between the S1S0 and 1(TT) potential energy surfaces. DFT calculations

of PDI derivatives similarly concluded that singlet fission yields could only be

explained by this direct mechanism175.

Alternatively, the 2-electron transfer can be broken into two distinct steps.

In this case, singlet fission occurs via an intermediate state with charge-transfer

(CT) character. Berkelbach and others have shown that in fact this medi-

ated pathway should dominate176–179. Even in cases where the charge-transfer
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state is energetically inaccessible, singlet fission can be mediated by a ‘virtual’

charge-transfer state via a superexchange mechanism177. This virtual pathway

is expected to be spectroscopically indistinguishable from the direct pathway,

although indirect experimental evidence suggests otherwise180. There are even

reports of an experimentally observable charge-transfer intermediate in the sing-

let fission of 1,3-diphenylisobenzofuran dimers181.

Subsequent calculations of the singlet fission rate for a range of acenes sug-

gest that both the direct and mediated mechanisms may be operational and

that the importance of the CT-mediated pathway is determined by the charge-

transfer character of the optical singlet182. This hypothesis is supported by

studies of the S1 state in single crystal pentacene: around 45% charge transfer

character needed to be included in the lower Davydov component of the S1 state

in order to quantitatively fit the measured absorption spectrum86.

It is worth noting at this juncture the distinction between diabatic and

adiabatic states. Strictly speaking, states of pure character such as S1S0, 1(TT)

and CT are diabatic states. The real excited states measured in experiments

rarely have such pure character and instead are mixed adiabatic states, for

example S1S0 can mix with both CT and 1(TT). Such mixing can become

especially pronounced at avoided crossings between the potential energy surfaces

(Section 2.4.1). In calculations, adiabatic states are usually obtained by through

the configuration interaction which mixes in proportions of computed diabatic

states182.

Using time-resolved two-photon photoemission spectroscopy, Chan et al.,

provided evidence of a third ‘quantum coherent’ mechanism, in which strong

electronic coupling between S1S0 and 1(TT) means that they are formed sim-

ultaneously in superposition183–185. More recently, several studies have de-

veloped the idea of vibrationally coherent singlet fission dynamics, mediated by

a conical intersection, in thin films of pentacene186, TIPS-pentacene187, TIPS-

tetracene151 and in rubrene single crystals35. Here the S1S0 and 1(TT) potential

energy surfaces are degenerate at a conical intersection which is accessed via

movement along certain vibrational coordinates.

The vibrationally coherent singlet fission mechanism is thought to be par-

ticularly important in the case of rubrene single crystals. The lowest energy

crystal structure of rubrene is orthorhombic with C2h symmetry34. As a res-

ult, the coupling between S1 and 1(TT) vanishes188 and symmetry breaking

vibrations are required to enable singlet fission. This was believed to be a

thermally-activated, incoherent process resulting in relatively slow singlet fis-

sion189,190 compared to pentacene. Recently however, several studies have re-
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ported femtosecond 1(TT) formation in rubrene single crystals35–37 and this has

been attributed to vibrational coherence by some authors35, though not by oth-

ers36. This particular debate is discussed in a recent review191 and we explore

it further in Chapter 6.

This leads us to discuss another area of considerable uncertainty regarding

the formation of triplet-pair states through singlet fission, namely the charac-

ter of the initial triplet-pair state. We have seen that quantum beating is an

unambiguous experimental signature of the weakly exchange coupled 1(T...T)

state. Recently, Wang et al. performed a detailed analysis of the quantum

beats in tetracene and suggested that in addition to the commonly assumed

S1 → 1(TT) → 1(T...T) mechanism, there may be an additional parallel path-

way S1 → 1(T...T) that directly forms weakly-exchange coupled triplet pairs133.

This conclusion is supported by a recent kinetic study of tetracene, which found

that several parallel pathways for singlet fission may coexist, with different

mechanisms more pronounced at different temperatures192.

Triplet-pair dynamics

Having discussed the formation mechanisms of the 1(TT) state, we turn now to

the processes that lead to separation of the two triplets. After all, for singlet fis-

sion to be useful in photon downconversion for photovoltaics, triplet-pairs must

dissociate into independent triplets whose energy can be harvested individually.

Furthermore, Scholes has shown theoretically that the spin coherence between

fission-borne triplets can in principle remain intact even as the triplets become

spatially separated117. This has lead to recent interest in the potential of singlet

fission materials as sources of entangled quantum states31. An understanding

of how triplet-pairs separate is therefore of great interest.

A series of transient absorption-based studies of pentacene and TIPS-

pentacene have provided evidence that 1(TT) dissociates into 1(T...T) via

triplet energy transfer on a timescale of a few picoseconds193–198. This

Dexter-like process was found to be driven by thermally-activated hopping at

room temperature but thought to be disorder driven below around 200 K194,196.

Since the Dexter rate for triplet transfer is dependent on orbital overlap

(Section 2.5.3) the rate of triplet-pair separation is highly dependent on

morphology193. For example, 1(TT) separates rapidly into free triplets in

amorphous TIPS-tetracene but can remain bound for tens of microseconds in

a polycrystalline sample151.

If triplet-pair separation requires one triplet to hop away from the other,

a third chromophore must be present in the system. This has been verified
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experimentally: Korovina et al. synthesised a range of oligomers with different

numbers of perylene chromophores in a linear arrangement199. Strikingly, they

found that singlet fission occurred only when at least three coupled chromo-

phores were present. With only two, rapid triplet fusion simply repopulated S1.

They concluded that triplet-pair separation drives the singlet fission process

for (slightly) endothermic singlet fission materials. For exothermic pentacene

however, careful design of the dimer energy landscape can enable triplet-pair

separation with only two coupled chromophores144.

Since there is no direct coupling between the pure spin singlet 1(TT) and

the pure spin quintet 5(TT), the observation of 5(TT) in trEPR experiments

(Section 2.6.2) means that weakly-exchange coupled triplet-pairs consisting of

singlet-quintet mixtures must act as intermediates139. In addition to individual

triplet hopping, several other mechanisms have been suggested for the inter-

conversion of strongly and weakly exchange-coupled triplet-pairs. These are

all based on a time-varying intertriplet exchange interaction J 200, and include

polaronic (exciton-lattice) distortion, molecular relaxation or hopping to sites

with different J 139. The latter mechanism has been used to explain the changes

in fluorescence of DPH crystals under strong magnetic fields114 and is supported

by the identification of several distinct triplet-pair sites in TIPS-tetracene with

differing exchange interactions119.

The distinction between strongly and weakly exchange-coupled triplet-pairs

has only been made in recent years. Merrifield’s description of singlet fission con-

sidered only vaguely-defined ‘(TT)’ states. Based on the spin Hamiltonian and

observed magnetic field effects, we know that these must be weakly-exchanged

coupled states. Nevertheless, kinetic schemes containing only a single triplet-

pair intermediate have persisted well into the 2010s15,16,74,142,150,151,184,201, lead-

ing to considerable confusion over the nature and interplay of the different

triplet-pair states30. For example, the role of strongly exchanged-coupled quin-

tets is decidedly unclear. Several reports propose that 5(TT) states can be

formed directly from 1(TT) via ‘spin evolution’ and even that they act as the

intermediates between 1(TT) and free triplets T1 + T1
141–143,147. In reality,

both these processes must be mediated by weakly exchange-coupled triplet-pair

states that allow singlet-quintet mixing. We conclude this section by attempt-

ing to crystallise our current understanding of the interplay between the various

different triplet-pair states in singlet fission in Figure 2.18.
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Figure 2.18 Triplet-pair dynamics following singlet fission. The first step of
singlet fission involves the formation of the strongly exchange-coupled spin-0 triplet-
pair 1(TT) from the singlet S1. Both of these states, in principle, possess photolu-
minescence signatures. Changes to fluorescence under weak applied magnetic fields
tell us that weakly exchange-coupled triplet-pairs are formed and the phenomenon of
quantum beating shows that this occurs via a singlet superposition state 1(T...T). A
time-dependent intertriplet exchange interaction, likely arising through triplet hop-
ping, permits interconversion between the weakly and strongly exchange-coupled pair
states, giving rise to the pure spin quintet states observed in trEPR experiments.
These have also been inferred through measurements of changes to fluorescence un-
der strong applied magnetic fields. Eventually, weakly exchange-coupled triplet-pairs
separate even further and lose their spin interaction resulting in independent triplet
excitons T1, though this last step is rather vaguely defined.

2.6.4 Triplet-triplet annihilation upconversion

We have seen how the intricate triplet-pair dynamics following singlet fission

have been investigated in considerable detail in recent years. Much less focus

has been given to the role of triplet-pair states during triplet-triplet annihilation

yet, as we shall see, they have an important influence on the overall efficiency

of the process.

Triplet-triplet annihilation upconversion (TTA-UC) is typically described

according to the simple scheme in Figure 2.19. A donor species is photo-excited

and produces triplet states, which are transferred to acceptor molecules. Sub-

sequent annihilation of two triplets results in an acceptor singlet state which

decays radiatively40,107,202. TTA-UC is particularly attractive for solar photon

upconversion since excitation energy is stored in long-lived triplet states, po-

tentially allowing efficient upconversion under weak, incoherent illumination.

Donor species for TTA-UC are often metallo-porphyrins or phthalocyanines,

in which a heavy metal atom such as platinum or palladium results in large

spin-orbit coupling and hence rapid and efficient intersystem crossing (Section

2.4.2)19. Osmium-based donor molecules with a direct S0 → T1 absorption allow
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Figure 2.19 Triplet-triplet annihilation upconversion. Triplet states created
on a donor species, for example via intersystem crossing, are transferred to acceptor
molecules. Following triplet exciton diffusion, annihilation events can occur between
pairs of triplets, resulting in singlet excited states which then decay radiatively.

the energy losses associated with ISC to be circumvented, thereby pushing the

incident photon energy further into the near infrared (NIR) and giving a larger

anti-Stokes shift45,203,204. In this spectral region the low triplet energies result

in relatively short lifetimes due to the energy gap law (Equation 2.40) which

can limit the efficiency of triplet energy transfer (TET) to the acceptor. To

overcome this, inorganic semiconductor nanocrystals such as CdSe, PbSe or

PbS can be used as NIR triplet sensitisers, offering tunable bandgaps extending

into the infrared43,205,206.

Upconverting from the NIR to the visible is the most useful type of TTA-

UC for photovoltaic applications due to the low bandgaps of common solar

absorbers such as silicon20. Whilst there has been a concerted effort to develop

a variety of new and improved NIR triplet donors, the acceptor molecule is

typically selected from only a handful of candidates107. Indeed, the vast major-

ity of NIR-visible upconversion systems are based on rubrene38,42,44–46,203,207,208.

TTA-UC must take place efficiently in solid state devices to be useful for solar

energy harvesting. In rubrene, the singlet (2.3 eV) and triplet (1.14 eV) energy

level alignment19 mean that it undergoes efficient singlet fission in the solid

state189, thereby reducing the probability that singlet states emit radiatively.

As a result, rubrene is often doped with a small quantity of tetraphenyldibenzo-

periflanthene (DBP), which harvests singlet energy from rubrene via FRET43–46

(Section 2.5.3). The resulting interplay between triplet-triplet annihilation,

singlet fission and FRET leads to complex photophysics which we explore in

detail in Chapter 8.

An alternative strategy for avoiding singlet fission during rubrene-based

TTA-UC is to introduce bulky side groups that force the molecules further apart
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and hence reduce the intermolecular interactions required for singlet fission44.

The limited success of such strategies highlights another important consider-

ation for solid-state TTA-UC: triplet diffusion. In order for upconversion to

be efficient under low excitation densities, triplets must be able to diffuse rap-

idly through the material20 which requires significant orbital overlap between

neighbouring molecules (Section 2.5.3).

As a result of these various challenges, NIR-visible TTA-UC in the solid

state has an efficiency of only a few percent or less45,202. This overall TTA-UC

efficiency ΦUC is typically expressed as the product of the efficiencies of the

individual steps:42,202

ΦUC =
1

2
ηΦPLΦTTAΦTETΦISC . (2.78)

Here ΦISC and ΦTET represent the efficiency of triplet generation on the donor

and triplet transfer to the acceptor respectively, ΦTTA describes the competition

between decay and annihilation for the fate of acceptor triplets and ΦPL is the

photoluminescence quantum yield (PLQY) of the acceptor, in other words the

probability that singlet excitons decay radiatively. The spin-statistical factor

η gives the probability that a pair of annihilating triplets produces a singlet

exciton and it is heavily dependent on the nature and energy levels of the

intermediate triplet-pair states.

Spin statistics of annihilation

Magnetic field effects on the delayed fluorescence of anthracene crystals are ex-

plained by a model in which annihilating triplet excitons formed mixed-spin

triplet-pair states governed by a spin Hamiltonian comprising Zeeman and di-

polar terms. In today’s language we would call these weakly exchange-coupled

triplet-pair states. It is perhaps surprising then that the spin statistics of

TTA-UC are discussed solely in terms of strongly exchange-coupled annihil-

ation products40,202: 1(TT), 3(TT) and 5(TT). We address this discrepancy in

detail in Chapter 7; here we review the conventional treatment of spin statistics.

We have seen that the nine possible strongly exchange-coupled triplet-pair

states comprise five quintets, three triplets and one singlet (Equation 2.71). In

the simplest terms therefore, we might expect the probability of obtaining a

singlet 1(TT) from a pair of triplets to be 1
9
. However, molecular quintet states

are energetically inaccessible209. 5(TT) states must therefore break apart again

into independent triplets40,202, thus there is a 5
9

probability that the energy

will be recycled. The triplet states 3(TT) on the other hand can undergo rapid
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internal conversion (Section 2.4.1) to an energetically nearby triplet state TN. If

this channel is efficient, then half the triplets are lost for 3
9

of triplet encounters.

Putting this together results in a 40% probability that a pair of triplets will

annihilate to produce a singlet state, though this could rise to 100% if the
3(TT)→ TN channel is inefficient40.

For rubrene in solution, the spin statistical factor has been measured to be

over 60%38,208, and in Chapter 7 we provide new insight into the reasons for

this. Hoseinkhani et al. have claimed near unity spin statistical conversion for

perylene-based TTA-UC in solution41. The authors suggest that this occurs

because the T2 state is energetically inaccessible in perylene, i.e. ET2 > 2ET1 +

kBT . As a result, the 3(TT) states cannot undergo internal conversion and

must relax back into a pair of triplets41. The dynamics of triplet-pair states

thus impacts TTA-UC both via the spin statistical factor and, in NIR-visible

systems, through the interplay between singlet fission and triplet fusion.
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Chapter 3

Materials and Methods

In this chapter we present the molecules and materials used to make the samples

studied in subsequent chapters. We describe in general terms how such samples

were prepared and characterised. Finally, we introduce the experimental tech-

niques used to obtain the majority of the data presented in this thesis: time-

resolved photoluminescence spectroscopy and transient absorption spectroscopy.

3.1 Materials

Materials and solvents were purchased from commercial suppliers and used as

received, with the exception of diF-TES-ADT which was synthesized and pur-

ified by collaborators. Unless stated otherwise, solid materials were stored in

powder form in a nitrogen-filled glovebox with minimal exposure to ambient

light.

3.1.1 diF-TES-ADT

S

S

F F

Si

Si

2,8-difluoro-5,11-bis(triethylsilylethynyl)anthradithiophene (diF-TES-ADT)

was synthesized and purified by Emma Holland at the University of Kentucky,
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following previously reported procedures210. diF-TES-ADT is an example of

a heteroacene since it contains thiophene as well as benzene rings. It was

originally developed as a high-mobility organic semiconductor for solution-

processable organic field effect transistors210–213. More recently it has been

investigated as a singlet fission chromophore that possesses remarkably similar

characteristics to tetracene74.

3.1.2 Palladium (II) octabutoxyphthalocyanine
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Palladium (II) octabutoxyphthalocyanine (PdPc) was purchased from Frontier

Scientific. This molecule acts as a triplet sensitizer: the heavy metal centre

enables rapid and efficient intersystem crossing (Section 2.4.2) to form triplets

which can then transfer by a Dexter process (Section 2.5.3) to the molecule of

interest. PdPc has been used to sensitize triplets on rubrene for triplet-triplet

annihilation upconversion207; here it was used to sensitize triplets in solid films

of diF-TES-ADT.

3.1.3 Pentacene

Like diF-TES-ADT, crystalline pentacene was initially of interest as a high-

mobility organic semiconductor for organic field effect transistors214. Pentacene

also exhibits extremely rapid and efficient singlet fission108 and is the archetypal

exothermic singlet fission material. Triple-sublimed grade pentacene was pur-

chased from Merck and used to grow single crystals.

3.1.4 Rubrene

Rubrene is best known as the organic semiconductor with the highest repor-

ted charge carrier mobility: 15 cm2/(Vs) in single crystal form215. It exhibits
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singlet fission189 and, since its triplet energy is almost exactly half of its sing-

let energy, concurrent triplet fusion216. Rubrene is by far the most common

acceptor molecule for near-infrared-to-visible triplet-triplet annihilation upcon-

version107. Rubrene, purified by sublimation, was purchased from TCI and

used to make nanoparticle samples and solution procssed polycrystalline films.

Rubrene for single crystal growth was purchased from Merck, and rubrene for

thermal evaporation was purchased from Ossila.

3.1.5 DBP

Tetraphenyldibenzoperiflanthene (DBP) is a red-emitting fluorescent dye. It is

used in solid rubrene-based triplet-triplet annihilation upconversion systems as

an emissive singlet energy sink43. DBP was purchased from Merck.

3.1.6 Poly(vinyl alcohol)

OH

n

Poly(vinyl alcohol) (PVA) is a water-soluble polymer. Here, PVA was used as an

oxygen-blocking solid matrix in which to disperse rubrene-based nanoparticles.

PVA (99+% hydrolyzed, average molecular weight 130,000) was purchased from

Merck.
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3.2 Sample preparation

Various kinds of solid-state samples of the above materials were prepared.

Where possible, sample preparation was carried out inside a nitrogen-filled

glovebox to minimise exposure to oxygen. Some exposure of the solid start-

ing materials was unavoidable during weighing procedures.

3.2.1 Solutions

Solutions were prepared using anhydrous solvents stored inside the glovebox.

The general procedure used for preparing solutions was as follows. Solid start-

ing materials were weighed out into amber glass vials on a mass balance located

in ambient conditions. Following transfer of the vials back inside the glovebox,

anhydrous solvent was added using a graduated pipette and the solution shaken

until no solids remained. Solutions were then passed through a polytetrafluoro-

ethylene filter (pore size 0.2 µm) and stored, if necessary, inside the glovebox.

In order to study the photophysics of isolated diF-TES-ADT and rubrene mo-

lecules, 1 × 10−4 M toluene solutions were obtained by dilution of the more

concentrated solutions needed to prepare thin solid films; this minimised errors

associated with weighing out small masses of solids.

3.2.2 Thin film fabrication

All solid samples were prepared on clean quartz-coated glass substrates. The

substrate cleaning protocol was as follows: 10 minutes sonication in hot de-

ionised water containing a small quantity of Hellmanex III, rinsing under cold

deionised water, 10 minutes sonication in pure hot deionised water followed by

more rinsing, 10 minutes sonication in acetone and 10 minutes sonication in

isopropyl alcohol followed by drying under a continuous stream of nitrogen gas.

For solution processed samples, a 10 minute UV-ozone treatment was applied

immediately prior to film deposition.

diF-TES-ADT

In Chapter 4, we investigate the 1(TT) state in crystalline diF-TES-ADT. Poly-

crystalline films were prepared by spin-coating from a 15 mg mL−1 solution of

diF-TES-ADT in toluene. The spin speed used was 1200 rpm for 40 s, which

resulted in thin films with a thickness of ∼ 60 nm, evaluated using stylus pro-

filometry (Dektak, Bruker). Additionally, thin films of diF-TES-ADT doped

with a small mole fraction of the triplet sensitizer palladium (II) octabutoxyph-
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thalocyanine (PdPc) were fabricated. This was achieved by mixing individual

solutions of appropriate concentrations in such a ratio as to obtain a final solu-

tion of 15 mg mL−1 diF-TES-ADT in toluene with PdPc at a ratio of 250:1.

This was then spin-coated using exactly the same method as for pure films.

A diF-TES-ADT film comprising large (mm) crystalline grains, used for

magnetic field dependent measurements, was prepared by drop-casting. diF-

TES-ADT was dissolved at a concentration of 5 mg mL−1 in toluene. A sub-

strate was placed in a small petri dish situated inside a larger petri dish contain-

ing 1 mL of toluene. 80 µL of the diF-TES-ADT solution was drop-cast quickly

onto the substrate and the whole system covered with another glass dish. The

solvent was allowed to slowly evaporate overnight. This procedure yielded large

single crystalline domains many hundreds of microns in size.

Rubrene

In Chapters 6 and 7 we present data recorded on a polycrystalline rubrene film

deposited by thermal evaporation. Rubrene powder was placed in a ceramic

crucible inside an evaporation chamber evacuated to 2 × 10−6 mbar or lower.

The powder was heated to around 180 °C, causing the rubrene to sublime and

deposit itself on substrates held at the top of the chamber. The evaporation rate

was continuously measured by a quartz crystal microbalance and maintained

at 0.3 Å s−1 during deposition by PID feedback control. 125 nm of rubrene was

deposited in this way. The films were then annealed at 185 °C for 17 minutes,

resulting in visible spherulite formation.

In Chapter 8, we present data on the photophysics of polycrystalline rub-

rene and DBP-doped rubrene thin films. A 10 mg mL−1 solution of rubrene

in toluene was spin-coated onto substrates at 1000 rpm for 60 s. The resulting

film thickness was ∼ 50 nm. For DBP-containing samples, solutions of rubrene

(11.3 mg mL−1) and DBP (0.83 mg mL−1) in toluene were combined in a 10:1

ratio, producing a 10 mg mL−1 solution of rubrene containing 0.5 mol% DBP.

Samples containing 0.1 mol% DBP were also prepared by diluting the DBP solu-

tion five-fold before mixing. Films were prepared in the same way as for pure

rubrene samples.

3.2.3 Single crystal growth

Single crystals of organic semiconductors can be readily grown by physical va-

pour transport (PVT)217,218. A small quantity of starting material is placed

in the hottest part of a horizontal tube furnace, along which a slow, steady

flow of carrier gas is flowing. The starting material sublimes and molecules are
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transported by the carrier gas down the tube furnace, along which a negative

temperature gradient is applied. Once molecules reach a cooler region of the

furnace, they can attach themselves to the crystals forming there. Impurities

generally crystallise at a different temperature to the target molecule, thus they

are spatially separated out by the physical vapour transport method. To obtain

highly pure crystals, the sublimation is repeated a second time, using crystals

grown during the first growth run as the starting material.

Pentacene single crystals

Single crystals of pentacene were grown by Maik Matthiesen and myself at the

University of Heidelberg. A horizontal PVT furnace (Trans Temp, Thermcraft)

was used for the growth, and the apparatus was enclosed to prevent possible

photo-degradation.

Quartz tubes used inside the PVT furnace were first cleaned with soap and

a succession of solvents before being baked at 325 °C for 16 h and allowed to cool

fully. 79 mg of starting material was placed at the end of the furnace and the

whole assembly was purged under flowing ultra high purity argon gas (99.999%,

50 cm3 min−1) for 21 h. This gas flow was then maintained for the entirety of

the first sublimation. The temperature of the starting material was next raised

to 137 °C for 2.5 h and finally set at 289 °C and left for 3 d before being allowed

to cool to room temperature. During the first sublimation, pentacene crystals

were observed in the hottest part of the crystallization zone ∼220–260 °C, with

orange, green and yellow impurities forming in the cooler parts as shown in

Figure 3.1.

impuritiespentacene crystalsstarting material

Figure 3.1 Pentacene single crystal growth. Photograph of the PVT furnace
taken during the first sublimation of pentacene. Purple pentacene crystals were ob-
served in the leftmost (hottest) part of the crystallization zone, with orange, green
and yellow impurities in the cooler regions.

The purple pentacene crystals grown in the first sublimation were used as

the starting material for the second sublimation. The remaining quartz tubes

were cleaned and baked as before, and again the whole assembly was purged
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with argon for 17 h, this time at a flow rate of 30 cm3 min−1. The temperature

was next held at 137 °C for 2 h, then set to 289 °C for sublimation. After 1 d of

sublimation, pentacene crystals were observed in the crystallization zone within

a temperature range of ∼220–260 °C. No impurities were observed during the

second sublimation.

Rubrene single crystals

The single crystals of rubrene studied in Chapters 5 and 6 were grown by Maik

Matthiesen at the University of Heidelberg, using the same PVT furnace. The

tube cleaning and purging protocol was similar to that used for the pentacene

growth. Rubrene crystals were grown following the procedures in Ref. 219.

Figure 3.2 shows the spatial separation of impurities following the first sub-

limation run in the PVT furnace. Figure 3.3 shows which of the rubrene crystals

obtained from the first run were used as starting materials for the second run,

and indicates the crystals used for lamination.

white light illumination

UV light illumination

starting material

argon flow

rubrene impurities

rubrene impurities

starting material

argon flow

Figure 3.2 Rubrene single crystal growth I. Photographs of the PVT furnace
after the first sublimation run of rubrene. Lateral separation of impurities in the
commercial starting material can be clearly observed, allowing high purity crystals
to be grown in a second run.

3.2.4 Rubrene-based nanoparticles

In Chapters 7 and 8, we study the photophysical properties of rubrene, fo-

cussing on nanoparticles in a PVA matrix as the model system. The rubrene

nanoparticle films were prepared by Yoichi Sasaki during his visit to The Uni-

versity of Sheffield. Films of rubrene-based nanoparticles (NPs) dispersed in
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sublimation run 1

sublimation run 2

crystals used for lamination

Figure 3.3 Rubrene single crystal growth II. Photographs of the PVT furnace
after the first and second sublimation runs, indicating the crystals from the first run
that were used as starting material for the second. The crystals used for lamination
are also highlighted.

poly(vinyl alcohol) (PVA) were prepared following previously reported proced-

ures45,203. Briefly, a tetrahydrofuran solution of rubrene and DBP ([rubrene]

= 5 mM, [DBP] = 0 or 0.5 mol%, 3 mL) was injected into an aqueous solution

of sodium dodecyl sulfate (10 mM, 15 mL). The NPs formed were collected by

centrifugation and dispersed into an aqueous solution of PVA (8 wt%). The

solution was cast onto quartz-coated glass substrates and dried overnight to

form films.

3.2.5 Encapsulation

In order to minimise oxygen-induced photo-degradation and/or triplet quench-

ing, all samples measured in ambient conditions were first encapsulated inside a

nitrogen-filled glovebox. Films deposited onto substrates were placed face down

onto a thin, cleaned glass coverslip. A quick drying two-component epoxy resin

was liberally applied around all four edges, resulting a complete seal.

3.3 Sample characterisation techniques

We used a variety of techniques for basic characterisation of both optical and

morphological sample properties. These techniques are outlined below.
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3.3.1 Optical microscopy

Optical microscopy was used to obtain images of large scale features of certain

samples. Microscope images can be collected either using bright-field or dark-

field illumination. Bright-field images collect all the reflected and scattered

light from the sample and substrate, whilst dark-field illumination excludes

the reflected portion and therefore better highlights features of interest on the

sample. Images can also be collected by placing the sample between crossed

polarisers to provide contrast between differently oriented crystalline domains,

each of which has its fast axis in a different direction. In this thesis, we used

optical microscopy to qualitatively determine the morphology and quality of

samples since the sizes and relative orientations of crystalline domains can be

obtained and surface defects can be observed.

For example, Figure 3.4a-i shows bright-field, dark-field and crossed polariser

microscope images of the three pentacene single crystals studied in Chapter

4. From these images we can conclude (i) that crystal 1 comprises a single

crystalline domain approximately 80 µm× 120 µm that has cracked at one side;

(ii) that crystal 2 is approximately 110 µm× 150 µm in size, varies in thickness

and has defects on its surface and (iii) that crystal 3 is free of micron-scale

defects but is smaller at only around 70 µm× 30 µm.

3.3.2 Atomic force microscopy

Atomic force microscopy (AFM) is a scanning probe technique that enables the

topology of a sample surface to be imaged with sub-µm spatial resolution. A

cantilever ending in a fine tip is scanned across the sample surface while the

position of a laser beam reflected from it is monitored by a photodiode. This

allows the deflection of the tip to be monitored as a function of position on

the sample surface. A feedback mechanism is employed to maintain a constant

height between sample and tip.

The AFM data presented in this thesis were obtained in tapping mode,

whereby the cantilever is driven near its resonant frequency. Changes to the

oscillation amplitude as the tip is scanned across the surface are related to

changes in topology. AFM images of the pentacene single crystals were meas-

ured by Maik Matthiesen at the University of Heidelberg using a Bruker Di-

mension Icon AFM fitted with Scanasyst-Air tips. For example, the thicknesses

of the pentacene single crystals were measured by imaging their edges using

AFM, as shown in Figure 3.4j-l. AFM images of thin film samples were meas-

ured by Rachel Kilbride (University of Sheffield) using a Veeco Dimension 3100
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Figure 3.4 Pentacene single crystal characterisation. a-i, Microscope im-
ages of pentacene single crystals 1-3. Bright-field (a-c), dark-field (d-f) and cross-
polarised (g-i). j-l, Atomic force microscopy was used to measure the thicknesses of
the single crystals.

AFM with a nanoscope 3 A feedback controller. The AFM tips were TESPA-

V2 probes (Bruker) with a resonance of around 320 kHz and spring constant of

42 N m−1. Gwyddion 2.54 software was used to process the AFM images (level-

ling by mean plane subtraction, row alignment, horizontal scar correction, zero

correction for the height scale).

3.3.3 Grazing incidence wide angle X-ray scattering

The scattering of X-rays from materials can give structural information on

atomic length scales. Bragg’s law states that constructive interference between

scattered X-rays occurs at an angle 2θ when

nλ = 2d sin θ. (3.1)



3.3. Sample characterisation techniques 73

In this equation, λ is the wavelength of the X-rays, n = 1 is the refractive

index at that wavelength and d is the spacing between planes of atoms. Thus

monitoring scattered X-ray intensity as a function of angle gives information,

via peaks associated with particular values of d, about the crystal structure of

the sample.

In grazing incidence wide angle X-ray scattering (GIWAXS) measurements,

the incident X-ray beam is almost parallel to the sample plane; incidence angles

are typically around 0.2° and can be tuned in order to selectively probe bulk or,

via total external reflection, surface properties of the sample. Scattered X-rays

are detected by a two-dimensional detector thus, in addition to crystallographic

data, information regarding the orientation(s) of crystallites with respect to the

substrate is also obtained. GIWAXS data is typically presented in terms of the

reciprocal space scattering vector q, where

|q| = 4π

λ
sin θ =

2π

d
(3.2)

For this thesis, GIWAXS measurements were performed by Joel Smith and

Rachel Kilbride, both at the University of Sheffield, using a Xenocs Xeuss 2.0

system with a liquid Ga MetalJet X-ray source (Excillum). The 9.243 keV

X-ray beam was collimated with two sets of slits and the sample chamber,

flight tube and detector were held under vacuum to minimise additional scat-

ter. Scattered X-rays from the sample surface were collected with a Pilatus3R

1M hybrid photon counting detector (Dectris) at a distance of 330 mm and a

grazing incidence angle of 0.18°. Geometry was refined with a AgBe calibrant

after which azimuthal integrations of the data were performed with a full pixel-

splitting algorithm to account for issues with detector resolution and binning at

small angles220. The 2D data was corrected and processed with the GIXSGUI

MATLAB toolbox221.

3.3.4 Absorption and photoluminescence spectroscopy

Ground state absorption spectroscopy, sometimes called UV-vis absorption

spectroscopy, is one of the simplest techniques for the optical characterisation

of samples. Nevertheless, in addition to providing the energy levels of optically

bright states, the lineshape of the measured absorption spectrum can provide

useful information regarding vibronic coupling and intermolecular interactions,

as described in Sections 2.3.3 and 2.5.1.

In a typical UV-vis absorption experiment, the transmission of light through

a sample is monitored as a function of wavelength, λ. The UV-vis spectra
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presented in this thesis were measured using a Cary 60 spectrophotometer (Agi-

lent), for which this is achieved by passing light from a broadband Xenon lamp

through a scanning monochromator. Transmitted intensity I(λ) is recorded by a

photomultiplier tube. The transmission T (λ) is described by the Beer-Lambert

law

T (λ) =
I(λ)

I0(λ)
= e−α(λ)d (3.3)

where α(λ) is the absorption coefficient, d is the sample thickness and I0(λ) is

the incident light intensity, measured internally in the Cary 60 by a second de-

tector. Absorption spectra are presented in (dimensionless) units of absorbance,

or optical density, A, where

A(λ) = − log10 T (λ) = α(λ)d log10 e. (3.4)

We saw in Section 2.3.3 that the absorption spectra of conjugated organic mo-

lecules typically comprise progressions of vibronic peaks associated with each

optically-allowed electronic transition. For the molecules studied in this thesis,

the lowest lying allowed electronic transition, S0 → S1 is in the visible spectral

region, with higher energy transitions appearing in the UV.

Photoluminescence spectroscopy is a sensitive probe of light-emitting ex-

cited states, in which the intensity of light emitted by a photo-excited sample is

collected as a function of wavelength. In Section 2.3.3 we described the simplest

case, whereby photoluminescence occurs only from the lowest excited state pos-

sessing oscillator strength and is approximately a mirror image of the absorption

spectrum associated with that transition. Just as for absorption, intermolecular

interactions can alter the photoluminescence lineshape, as discussed in Section

2.5.1.

Other excited states besides S1 may also have a signature in photolumines-

cence spectroscopy. For example, we saw in Section 2.5.2 how the formation of

excimers can lead to additional broad features in photoluminescence spectra.

In Chapter 4, we show that the strongly exchange-coupled spin-0 triplet-pair

state 1(TT) can also be detected directly using photoluminescence spectroscopy.

The steady-state photoluminescence spectra presented in this thesis were meas-

ured on a variety of different experimental setups, described individually in the

relevant experimental chapters.
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3.4 Time-resolved optical spectroscopy

The absorption and photoluminescence spectroscopies described above provide

information regarding the energies and character of optically bright excited

states. However, they do not tell us anything about the dynamics of these

excited states. To truly investigate the photophysics of conjugated organic mo-

lecules, we must use time-resolved spectroscopies, in which the absorption or

photoluminescence spectra are monitored as a function of time after photo-

excitation. In this way, we can build up a ‘movie’ that shows how excitation

energy is transferred between different excited states and how it is lost as mo-

lecules return to the ground state.

Time-resolved optical spectroscopy relies on pulsed lasers for excitation.

Photons from a ‘pump’ laser pulse are absorbed, creating a population of ex-

cited states and initiating photophysical processes, which we can probe as a

function of time delay after excitation. Eventually, the molecules return to

the ground state in time to receive the next laser pulse, and the process is

repeated. In this thesis, we use two main types of time-resolved optical spectro-

scopy: time-resolved photoluminescence spectroscopy and transient absorption

spectroscopy. These are described in detail below.

3.4.1 Time-resolved photoluminescence spectroscopy

Time-resolved photoluminescence (TRPL) spectroscopy tracks the emitted light

intensity as a function of time delay after photo-excitation. This allows us to

track the dynamics of emissive excited states in time. If the measurement is

spectrally resolved as well, we can also monitor changes to photoluminescence

spectra as a function of time. In the data presented in this thesis, such changes

typically occur when more than one emissive excited state is present. The

detectors in TRPL experiments measure the arrival of individual photons and

therefore TRPL can be an extremely sensitive technique. However, it is not

selective: photons from any light-emitting state (or indeed other background

light sources) will be detected.

Electronically-gated intensified CCD

The majority of the TRPL data presented in this thesis was recorded using an

electronically-gated intensified CCD, or iCCD (iStar DH334T-18U-73, Andor)

connected to a spectrograph (Shamrock 303i, Andor) that disperses the light

onto the iCCD pixel array. Inside the iCCD camera, the dispersed photons are

incident on a photocathode, producing photoelectrons. The photoelectrons are



76 3. Materials and Methods

drawn towards a thin plate comprising a honeycomb network of small glass tubes

with a resistive coating. A high potential difference is applied across this plate,

which causes the photoelectrons to accelerate and dislodge secondary electrons

from the tube walls, resulting in a gain (or intensification) that depends on the

applied voltage. The cloud of electrons exiting the plate next hits a phosphor

screen, producing photons that are detected by a CCD array cooled to −30 °C

by a Peltier element.

In addition to the extremely high sensitivity of the iCCD, the image intens-

ifier can also act as a fast optical switch. Application of a high negative voltage

between the photocathode and honeycomb plate causes the photoelectrons to

be swept across the gap and subsequently detected: the iCCD is gated ‘on’. If

a positive voltage is applied instead, the photoelectrons are unable to cross the

gap and the iCCD is gated ‘off’.

trigger pulse
ON OFF

gate

gate delay gate width Time

PL

photons acquired

Figure 3.5 iCCD gating. A camera read cycle is triggered for each laser shot.
The gate is opened after an adjustable gate delay, remains open for an adjustable
gate width and then closes. Photons are acquired by the camera during this time.
Typically thousands of laser shots are averaged for each PL spectrum acquired in this
way.

The timing of the electronic gating is controlled by a digital delay generator

(DDG). A read cycle is initiated by an electronic trigger pulse corresponding to

a pump laser shot. The DDG introduces a time delay (the ‘gate delay’) following

receipt of the trigger, after which the iCCD is gated ‘on’ for a period of time

called the ‘gate width’. During this interval, photons are accumulated by the

camera. Both the gate delay and gate width, as well as the gain voltage, can

be controlled externally by computer software. In this way, photoluminescence

spectra can be recorded at different time delays relative to optical excitation.

This is illustrated in Figure 3.5. The repetition rate of the pump lasers used

was either 1 kHz or 5 kHz and each spectrum is an average of many hundreds

of laser shots. The shortest possible gate width is principally determined by

the photocathode and gating electronics and is around 2 ns for our system. The

longest gate delay depends on the repetition rate of the laser; for example it is
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1 ms for a 1 kHz repetition rate.

In order to measure the dynamics of the PL as a function of time, the gate

delay is incremented by a gate step for each data point. Since the PL signal

decreases with time as the excited states decay, the signal to noise ratio gets

progressively worse at later time delays. To overcome this and take advantage

of the excellent sensitivity of the iCCD over the full range of timescales that we

can measure (ns to ms), the PL dynamics were recorded in short sections, using

a constant gate step and gate width for each section (Figure 3.6a). The gate

width was always less than or equal to the gate step. The gate delay, width

and step were increased for each subsequent section. The gain and exposure

(number of shots accumulated) could also be increased. A temporal overlap

was ensured between the end of each section and the start of the following one.

Background spectra were also collected for each section.

scaling

sections

'joined' PL dynamics

constant gate width
and step

increasing gate width, step
(+gain,
exposure)

similar

scaling

a b c

signal to noise

(backgrounds subtracted)

Figure 3.6 iCCD data processing. a, PL dynamics are collected in sections
during which the gate width and step are kept constant (shown here for λ = 600 nm).
For sections starting at later time delays, the gate width and step are increased
(gain and exposure can also be increased). b, At the overlapping time point between
sections, the second PL spectrum is scaled by a constant factor such that it coincides
with the first. c, This procedure results in a complete TRPL dataset (plotted here
for λ = 600 nm).

To obtain the full TRPL dynamics, the sections were joined together. First,

the background was subtracted from every spectrum in each section. Next, at

each overlapping time point between sections, the second section was scaled

by a constant factor until the spectra at the overlapping time point exactly

match in shape and intensity. In this way, the true PL kinetics can be obtained

over many orders of magnitude in time and intensity whilst maintaining a good

signal to noise ratio. This procedure for obtaining complete TRPL dynamics

using the iCCD is illustrated in Figure 3.6.

The spectral sensitivity of our iCCD is governed principally by the pho-

tocathode (third generation ‘VIH’) and spectrograph grating (blazed at 500 nm,
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Figure 3.7 iCCD spectral sensitivity. Spectral sensitivity of our iCCD meas-
ured by Andrew Musser using a calibrated light source. The sensitivity is flat in the
visible spectral region but drops off significantly in the near-infrared.

150 lines per mm). Figure 3.7 shows the spectral sensitivity of our iCCD,

measured by Andrew Musser using a calibrated broadband light source. The

sensitivity is almost constant across the visible spectral region, but decreases

significantly in the near-infrared. All PL spectra recorded using the iCCD and

presented in this thesis have been corrected for spectral sensitivity.

The optical setup surrounding our iCCD is highly configurable and was ad-

justed and optimised based on the sample and type of measurement. Figure 3.8

shows the most common configurations. Figure 3.8a shows the standard config-

uration used for most room temperature measurements. Figure 3.8b illustrates

how the setup was modified to allow a magnetic field to be applied across the

sample. Figure 3.8c shows how the sample can be placed inside a nitrogen bath

cryostat, allowing TRPL data to be collected at temperatures down to 77 K.

Signals that are often weak, coupled with the relatively low kHz repetition

rates of the pump lasers, mean that the density of excited states generated by

each pulse must be fairly high in order to obtain a good signal to noise ratio.

For a given pump fluence F (energy per pulse per unit area), the density of

generated excited states n is given by approximately by

n =
Fλ

hcd
(1− 10−A) (3.5)

where h and c are Planck’s constant and the speed of light respectively, d is the

sample thickness and A is the sample absorbance at the excitation wavelength

λ. The pump fluences used throughout this thesis are typically on the order of

1–100µJ cm−2. For a ‘typical’ organic thin film 100 nm thick, with an absorb-

ance of 0.2 at 532 nm, such fluences result in initial excited state densities of

approximately 1017cm−3 to 1019cm−3.

At such densities, photo-excited singlet excitons may interact with each
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Figure 3.8 iCCD setups. a, Pulsed excitation (various sources) is focussed onto
the sample, usually using an aspherical condensing lens. The photoluminescence is
collimated by the same lens and directed onto the entrance slit of the spectrograph.
A filter is placed before the slit to remove scattered pump light. b, The setup can
be modified to allow measurements of TRPL under applied magnetic field. Here,
the PL is sent via optical fibre back to the spectrograph. c, The setup can also be
modified to include a sample-in-exchange-gas nitrogen bath cryostat. Excitation is
changed to normal incidence, which allows the sample to be simultaneously imaged
using a broadband lamp and camera. This imaging capability was used to locate the
pentacene single crystals inside the cryostat.

other and undergo singlet-singlet annihilation, which can complicate the meas-

ured time-resolved population dynamics. To test for such effects, we repeated

our time resolved experiments at several pump fluences. When these data are

normalised and overlayed, any differences in the initial population dynamics in-

dicate the presence of singlet exciton annihilation. For example, singlet-singlet

annihilation is absent from the data in Figure 4.8 but present in that of Figure

J.11.
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Time-correlated single photon counting

A small amount of TRPL data presented in this thesis was instead collected by

time-correlated single photon counting (TCSPC). Here the laser repetition rates

are typically much greater (∼ MHz). Following each laser pulse, an electronic

timer is started. The timer is stopped once a photon emitted from the sample

arrives at the detector and the time delay recorded. Once enough photons have

been accumulated the histogram of arrival times reflects the photoluminescence

dynamics of the sample. The data is not spectrally resolved; instead the emitted

light can be passed through a monochromator before detection, allowing the PL

dynamics to be monitored separately at different wavelengths. TCSPC data has

better time resolution than the iCCD, typically ∼ 100 ps, and measurements

are performed at much lower pump pulse energies. The iCCD on the other hand

can access a far greater range of time delays, with excellent sensitivity.

The TCSPC measurements in Chapter 8 were carried out by Yoichi Sasaki

at Kyushu University using a lifetime spectroscopy system (Quantaurus-Tau

C11367-02, Hamamatsu). The excitation wavelength was 470 nm.

3.4.2 Transient absorption

TRPL measurements can only directly probe the photophysics of emissive

states. The dynamics of dark excited states, such as triplet excitons can at

best be indirectly inferred. Transient absorption (TA) spectroscopy is able to

probe the dynamics of, in principal, all excited state species.

Pump

Sample

Probe

Frequency
halved

Relative 
time delay

Detector

Figure 3.9 Transient absorption spectroscopy. Pump and broadband probe
beams are focussed and overlapped at the sample. The frequency of the pump pulses is
modulated to be half that of the probe pulses. A tuneable time delay is also introduced
between them. The probe pulses are dispersed onto a detector that repeatedly records
their spectrum for each laser shot.

TA spectroscopy is a pump-probe technique, of which the most basic com-

ponents are shown in Figure 3.9. The sample is photo-excited with a pump

pulse. After a controllable time delay, a second, spectrally broad probe pulse ar-

rives, focussed onto the sample at the same location as the pump. The frequency
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of the pump is halved relative to the probe, such that the spectrally-resolved

absorbance of the probe pulses is recorded both in the presence and absence of

photo-excitation. The transient absorption signal ∆A is the difference between

these two absorption spectra

∆A = Aon − Aoff , (3.6)

and is averaged over many laser shots at each time delay. Transient absorption

data is sometimes recorded or presented as changes in transmission, ∆T/T ,

which we can easily relate to ∆A using equation 3.4:

∆T

T
=
Ton − Toff

Toff
= 10−∆A − 1. (3.7)

Three types of spectral feature contribute to the total TA signal. Figure 3.10

illustrates how these different features arise and how they manifest themselves

in TA spectra. Figure 3.10a shows the effect of the probe pulse when the

pump is absent. The sample absorbs some of the probe light as molecules

undergo transitions from the ground state to optically-allowed excited states,

for example S1. Aoff is therefore the ground state UV-vis absorption spectrum

of the sample, as demonstrated in Figure 3.10b. In Figure 3.10c, we show the

situation when the probe pulse follows a pump pulse. The pump promotes

some molecules to excited states, for example S1. Subsequent photophysical

processes may additionally populate other excited states: for example triplet

states could be populated by intersystem crossing or singlet fission. When

the probe pulse arrives, there are new optically allowed transitions available to

absorb some of the light, for example S1 → SN or T1 → TN, that were not

possible when the sample was in the ground state. These are known as photo-

induced absorptions (PIAs). Since the pump pulse has depleted the ground state

population, fewer ground state molecules are able to absorb probe photons, and

the absorbance of the probe is decreased. This is known as the ground state

bleach (GSB). Finally, molecules may decay radiatively back to the ground

state. These emitted photons manifest themselves as a negative absorption,

known as stimulated emission (SE). These three types of signal combine to give

an Aon spectrum, drawn in Figure 3.10d, that is different to Aoff . Figure 3.10e

shows the resulting TA spectrum, with the negative GSB and SE features and

positive PIA features highlighted.

In addition to these ‘real’ signals that truly arise due to excited state spe-

cies, TA data can also contain artefacts. There are two main types. The first

is the so-called thermal artefact222. This can arise when the ground-state ab-
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Figure 3.10 Transient absorption features. a, When the pump is off, the
probe simply excites molecules from the ground state to optically allowed excited
states, such as S1. As a result the probe absorbance is simply the ground state UV-
vis absorption spectrum, as shown in (b). c, When the probe is preceded by a pump
pulse, some molecules exist in excited states such as S1 and T1. This changes the probe
absorption. d, There is a reduction of the ground state absorption, the possibility of
radiative emission which adds light to the probe, and new excited state absorptions in,
for example, the singlet and triplet manifolds. e, The resulting transient absorption
signal can contain all of these features: negative GSB and SE signals and positive
PIA signals.

sorption spectrum shifts with temperature. The intense pump pulses can cause

localised heating of the sample, causing a shift in the ground-state absorption

spectrum that is picked up by the probe. Thermal artefacts therefore often

resemble a derivative-like feature in the GSB spectral region. Measuring the

dynamics of samples deposited on substrates of different thermal conductivities

(such as quartz and sapphire) can distinguish between real signals and thermal

artefacts: heating-induced signals decay faster in substrates of higher thermal

conductivity223.

The second category of artfact occurs when the pump and probe pulses

are temporally overlapped (around the so-called ‘time zero’). These ‘coherent

artefacts’ arise from non-sequential light interactions involving pump and probe

simultaneously224 and can complicate TA spectra in the immediate vicinity of

time zero.

Transient absorption data is also affected by chirp, whereby the temporal

overlap between pump and probe is wavelength-dependent. This occurs because
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the broadband white light probe has an intrinsic group velocity dispersion, i.e.

redder wavelengths are generated at a slightly different time to bluer ones.

If the probe passes through any dense materials such as quartz or glass before

hitting the sample, the group velocity dispersion can increase to picoseconds224.

In our transient absorption setups, this is minimised by using reflective optics

where possible. All transient absorption data presented in this thesis has been

corrected for chirp.

Finally, we note that the relative polarisation of the linearly polarised pump

and probe beams is an important consideration in TA spectroscopy. The pump

will preferentially excite molecules whose dipole moment is parallel to the pump

polarisation. Similarly, the probe will preferentially interact with molecules

whose dipole moments are parallel to the probe polarisation. This could in

principal lead to artefacts, for example in solution molecules may rotate away

from their initial orientation with time, giving spurious dynamics. To eliminate

such polarisation and photo-selection effects, the pump and probe polarisations

are usually set to the so-called magic angle of θ = 54.7°, at which the dipole

orientation factor 3 cos2 θ − 1 (see, for example, equation 2.53) vanishes224.

In some cases we may wish to explicitly monitor the changes in excited state

polarisation with time, for example to learn about the timescales of exciton

migration by site-to-site hopping224. In such cases, we can measure the time-

dependent anisotropy r(t), defined as

r(t) =
∆A‖(t)−∆A⊥(t)

∆A‖(t) + 2∆A⊥(t)
(3.8)

where ∆A‖(t) and ∆A⊥(t) are measured with pump and probe polarisations

parallel and perpendicular respectively. In this thesis, transient absorption data

were recorded with the pump and probe polarisations set to the magic angle

unless stated otherwise.

We used two different transient absorption setups to obtain data ranging

from < 1 ps to 1 ms. These two systems are described below. As described above

for the case of time-resolved photoluminescence, transient absorption measure-

ments were repeated at several pump fluences in order to test for exciton-exciton

annihilation effects.

Picosecond transient absorption setup

Our picosecond TA setup, a modified version of a commercial instrument (He-

lios Fire, Ultrafast Systems), is depicted in Figure 3.11. It allows transient

absorption data to be collected from < 1 ps to around 7 ns in time, with a time
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resolution of around 100 fs.
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Figure 3.11 Picosecond transient absorption setup. The probe pulses are
generated by focussing the 800 nm beam through a non-linear crystal (continuously
translating calcium fluoride for UV-visible or sapphire for near-infrared). The probe
is focussed and overlapped with the pump (chopped to half the probe frequency) at
the sample. The pump is focussed by a long focal length spherical mirror not shown in
the diagram. Pump-probe delay is controlled using a motorised linear stage. Pump-
probe polarisation is set using a half waveplate in the pump line.

A Ti:sapphire regenerative amplifier (Spitfire ACE PA-40, Spectra-Physics)

providing 800 nm pulses (40 fs FWHM, 10 kHz, 1.2 mJ) is used to generate both

the pump and probe beams. A portion of the amplifier output is passed into

an optical parametric amplifier (TOPAS Prime, Light Conversion), generating

tuneable narrowband pump pulses. Probe pulses spanning the ranges 350–

700 nm and 850–1300 nm are generated by focussing another portion of the

800 nm beam through a continuously translating calcium fluoride or sapphire

crystal, respectively. The delay between pump and probe is controlled using a

multi-pass motorized linear stage. Detection of the probe is carried out using a

commercial instrument (Helios, Ultrafast Systems) equipped with CMOS and

InGaAs detectors for the UV-visible and NIR spectral regions respectively.

Nanosecond transient absorption setup

Our nanosecond TA setup is depicted in Figure 3.12. It allows transient ab-

sorption data to be collected from ∼ 1 ns to 1 ms in time, with a time resolution

of around 1 ns.
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Figure 3.12 Nanosecond transient absorption setup. In order to measure
transient absorption signals with long time delays, pump and probe beams are gen-
erated from different laser systems, with the relative relay and frequency modulation
provided electronically by a digital delay generator (DDG).

A different Ti:sapphire regenerative amplifier (Solstice, Spectra-Physics)

providing 800 nm pulses (90 fs FWHM, 1 kHz, 4 mJ) is used to generate the

probe beam. Probe pulses spanning the range 450–700 nm are generated by

focusing a portion of the 800 nm beam through a sapphire crystal. 532 nm or

355 nm pump pulses (temporal width < 500 ps, 500 Hz) were provided by the

frequency-doubled or -tripled output of a Q-switched Nd:YVO4 laser (Picolo-

AOT, Innolas). Pump–probe delay is controlled electronically using a digital

delay generator (DG645, Stanford). The pump and probe beams are overlapped

at the sample adjacent to a reference beam obtained by passing the probe

through a 50:50 beamsplitter. The reference is used to correct for shot-to-shot

variation in the probe spectrum, thereby improving the signal to noise ratio.

The probe and reference beams are dispersed by a volume phase holographic

grating (Wasastch) and detected by a pair of linear image sensors (S7030, Hama-

matsu) driven and read out at the full laser repetition rate by a custom-built

board from Entwicklungsbüro Stresing. The TA data is acquired using home-

built software.
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Pump-push-probe spectroscopy

The pump-push-probe TA setup is depicted in Figure 3.13. When the push

path is blocked, the setup can be used for ordinary picosecond TA experiments.

The probe path is shared with the nanosecond transient absorption setup and

is shown in Figure 3.12.
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Figure 3.13 Pump-push-probe setup. The nanosecond transient absorption
setup (Figure 3.12) can be adapted to enable pump-push-probe experiments with
picosecond time resolution. Only the pump and push beams are shown here for
clarity. There is a fixed 1070 ps delay between pump and push.

Pump and push pulses are generated from another portion of the Ti:sapphire

regenerative amplifier output. An 800 nm beam is sent along a computer con-

trolled optical delay line. Following the delay, the beam is split into two parts.

Pump pulses at 400 nm are obtained by passing the 80% transmitted portion

through a BBO crystal. A Schott BG39 filter is used to remove residual 800 nm

light and the pump pulses are chopped to 500 Hz using an optical chopper.

The remaining 20% reflected portion is used as the push. Both the pump and

push are focussed and overlapped at the sample position. The differing path

lengths result in a fixed 1070 ps delay between the pump and push pulses. The

probe optics and data acquisition are identical to those described above for the

nanosecond transient absorption setup.

3.4.3 Spectral deconvolution

Both TRPL and TA data can contain spectrally overlapping contributions from

different excited state species. In such cases, we cannot obtain the dynamics of

the different excited states without first disentangling the different components.
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Various algorithms exist for this purpose but in this thesis we use only one:

Multivariate Curve Resolution Alternating Least Squares (MCR-ALS)225,226.

The central, and only, assumption of MCR-ALS is that the time- and

wavelength-resolved dataset comprises a fixed number of spectrally invariant

components. This is not always a valid assumption: for example vibrational

relaxation can cause spectra to shift as a function of time224. If the assumption

does hold, then a dataset D represented as a matrix of p time points (rows)

and q wavelength values (columns) can be decomposed into the product of two

matrices C (p×n) and S (q×n) that contain the concentrations and associated

spectra respectively of the n components:

D = CST + E (3.9)

where E is the matrix of residuals225,226. The MCR-ALS algorithm, imple-

mented as a MATLAB toolbox, finds the spectral profiles and their associated

concentrations that minimise these residuals, for a given number of components

and an appropriate initial guess. In this thesis, we use MCR-ALS solely to ex-

tract the spectra and dynamics of known excited states and never to determine

the number of components in the dataset.
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Chapter 4

Emissive spin-0 triplet-pairs via

triplet-triplet annihilation*

As discussed in Chapter 2, singlet fission and triplet-triplet annihilation rep-

resent two highly promising ways of increasing the efficiency of photovoltaic

devices. Both processes are believed to be mediated by a biexcitonic triplet-pair

state, 1(TT). Recently however, controversy has arisen over the role of 1(TT)

in triplet-triplet annihilation. In this chapter, we use intensity-dependent, low-

temperature photoluminescence measurements, combined with kinetic modelling,

to show that distinct 1(TT) emission arises directly from triplet-triplet annihila-

tion in high-quality pentacene single crystals and anthradithiophene (diF-TES-

ADT) thin films. These results demonstrate that a real, emissive triplet-pair

state acts as an intermediate in both singlet fission and triplet-triplet annihila-

tion and that this is true for both endo- and exo-thermic singlet fission materials.

4.1 Introduction

The conversion from singlet to triplets through singlet fission is widely accepted

to proceed via a correlated triplet-pair state usually denoted 1(TT) in a process

which we wrote in Section 2.6 as134,169,228

S1 → 1(TT)→ (T...T)→ T1 + T1. (4.1)

1(TT) is a multiexcitonic triplet-pair state with overall spin-0 (a singlet), yet

as described in Section 2.6.1, its spin wavefunction can be approximated as a

superposition of pairs of individual triplet excitons29,30,117,124. As discussed in

*This chapter has been adapted with permission from Springer Nature from the following
publication227: Bossanyi et al., Nature Chemistry 13, 2, 163-171 (2021). The majority of the
work was performed by myself; contributions from collaborators are explicitly noted.
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Section 2.6.2, spectral signatures of this state are widely debated in part because

the main method used to study it, transient absorption spectroscopy (Section

3.4.2), provides very similar signatures for 1(TT), (T...T) and free triplets. Cal-

culations163–165 suggest that this is particularly true in the visible spectral region

where most experiments are performed. In addition, paramagnetic resonance

techniques139,140,149, which we introduced in Section 2.6.2, are blind to spin-zero

states such as 1(TT).

Instead, the simplest and most explicit probes of the 1(TT) state are dir-

ect ground state absorption or photon emission. While many authors have

assigned features from emission spectra to 1(TT) with varying degrees of con-

viction74,136,150,151,153,157–159,229,230, recent work by Dover et al.32 calls these as-

signments into question. In particular, they argue that the redshifted spectral

features are not direct intermediates to singlet fission, i.e. 1(TT), but emis-

sion from trap states which instead hinder singlet fission, as previously repor-

ted231–234. This is important because a lack of spectral signature of 1(TT) im-

plicitly questions the existence of 1(TT) as a real, bound intermediate state74.

Dover et al. pointed out that an intermediate to singlet fission must also

be present in the reverse process, triplet-triplet annihilation. They showed that

this was not the case in concentrated TIPS-tetracene solutions32. This raises

two related questions: what (if any) is the photoluminescence signature of the
1(TT) state and do we observe it during triplet-triplet annihilation as well as

singlet fission?

In this chapter, we study both high-quality pentacene single crystals and

thin films of 2,8-difluoro-5,11-bis(triethylsilylethynyl)anthradithiophene (diF-

TES-ADT) and observe clear 1(TT) emission via triplet-triplet annihilation.

This demonstrates conclusively that in the solid state, which is most relevant

to device applications, 1(TT) plays the role of a bound intermediate state in both

singlet fission and triplet-triplet annihilation (TTA). We show that 1(TT) emis-

sion signatures are consistent with Herzberg-Teller intensity borrowing, and are

distinct from the broad, featureless excimer spectra (Section 2.5.2) sometimes

attributed to 1(TT)150,157.

4.2 Model systems

In order to study 1(TT) produced via singlet fission or TTA, we focussed on

two materials as model systems: diF-TES-ADT (Section 3.1.1) and pentacene

(Section 3.1.3). We chose to focus on diF-TES-ADT (Figure 4.1a) as our endo-

thermic model system for several reasons.
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Figure 4.1 Morphological characterisation of diF-TES-ADT films. a,
Structure of the diF-TES-ADT molecule. b, Brickwork crystal packing of diF-TES-
ADT213. c, AFM scan of the film surface showing micron-scale crystalline texture
similar to previous reports of diF-TES-ADT crystal growth with the edge-on motif235.
d, GIWAXS pattern of a diF-TES-ADT thin film indicating polycrystalline structure
with primarily lamellar stacking. e, Simulated and experimental diffraction patterns
for diF-TES-ADT. GIWAXS data was integrated through various χ angles normal to
the beam incidence at the detector; out-of-plane (in the Qz direction, χ = 90◦±20◦),
in-plane (which includes all other angles, 0◦ ≤ χ ≤ 70◦), and the full χ range. The
out-of-plane scatter is dominated by a feature corresponding to the (001) plane, indic-
ating a predominantly lamellar textured film (edge-on motif235). Simulated patterns
were generated from Ref. 210 (light blue line, sim. 1) and Ref. 213 (purple line, sim.
2) with the latter acquired from a single crystal of the pure anti diF-TES-ADT iso-
mer at 180 K. Slight peak shifts between the measured and simulated data could be
explained by thermal expansion and modified crystal packing at room temperature.

Firstly, compared with tetracene, it has a simple brickwork crystal struc-

ture210, illustrated in Figure 4.1b and confirmed by our grazing incidence wide-

angle X-ray scattering (GIWAXS) measurements from a polycrystalline film

in Figure 4.1d. In addition, there is no known polymorphism or other phase

transition between 100 K and room temperature74,236. We note that both the

GIWAXS (Figure 4.1d,e) and AFM (Figure 4.1c) characterisation� are consist-

ent with previous reports of polycrystalline diF-TES-ADT with predominantly

lamellar stacking (the edge-on motif)235.

Secondly, we found diF-TES-ADT to be air- and photo-stable and we were

�Joel Smith performed the GIWAXS measurement and data analysis. Rachel Kilbride
measured the AFM data.
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able to reliably make thin films with highly reproducible optical behaviour. Fi-

nally, distinct emission signatures have previously been attributed to the 1(TT)

state74.
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Figure 4.2 Absorption and emission of diF-TES-ADT. Room temperature
(RT) absorption and steady-state PL of a diF-TES-ADT thin film. The emission
comes predominantly from the S1 state.

Figure 4.2 shows the absorption and emission spectra of a diF-TES-ADT

thin film at room temperature. The spectra arise from the vibronic progression

of the S0 ↔ S1 transition, and the spacing between the peaks corresponds to a

vibrational energy of 0.17 eV.

a b

Figure 4.3 Temperature dependent absorption and emission of diF-TES-
ADT. a, Temperature-dependent absorbance of the thin film sample. No significant
changes with temperature are observed. b, Temperature-dependent steady-state PL
of the thin film, showing the growth of the 1(TT) emission at low temperature. Spec-
tra at room temperature and 100 K are highlighted.

At low temperature however, the emission spectrum is dominated by a fea-

ture previously assigned to 1(TT)74. Figure 4.3b demonstrates the increasing

brightness of 1(TT) emission with decreasing temperature, as well as the reduc-

tion in singlet contribution. In contrast, the ground state absorption spectrum
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(Figure 4.3a) does not change significantly with temperature: the small red-

shift of S1 and accompanying linewidth narrowing with decreasing temperature

are consistent with molecular crystals possessing some J-aggregate character83.

The absorption spectrum evolves smoothly: there is no obvious phase transition,

consistent with previously reported temperature-dependent X-ray diffraction74.
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Figure 4.4 Pentacene single crystals. a, Structure of the pentacene molecule.
b, Crystal structure of pentacene237, showing the herringbone packing in the a-b
plane. c, AFM-measured profile of the surface of pentacene single crystal 2 showing
terraces of average step height 1.6 nm, corresponding to the c-axis of the pentacene
crystal. d, Bright-field microscope images of pentacene single crystals 1-3.

We also chose to study pentacene (Figure 4.4a) because of the energetic

separation between S1 and 2×T1
238, which ensures that annihilation of triplets

cannot produce S1
239. Any signature of 1(TT) due to TTA must therefore in-

dicate that it is a real intermediate state. In addition, to minimise contributions

from impurities and disorder, we grew high-quality optically thin single crystals

by physical vapour transport� (Figure 4.4c,d, see also Section 3.2.3). Pentacene

crystallises in the herringbone arrangement237, illustrated in Figure 4.4b, allow-

ing us to compare results with those from brickwork diF-TES-ADT. Polarised

�Pentacene single crystals were grown and characterised by Maik Mattheisen and myself
at the University of Heidelberg.
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ground state absorption measurements§ in Figure 4.5 reveal strong Davydov

splitting of the 0-0 transition, consistent with previous reports86. This demon-

strates that the crystals grew in the ab plane, further confirmed by the heights

of the terraces on the surface of crystal 2 (Figure 4.4c).
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Figure 4.5 Polarised absorption of a pentacene single crystal. Polarised
absorption spectra of pentacene single crystal 1 showing clear Davydov splitting of
the 0-0 band.

4.3 Bimolecular TTA populates 1(TT) in diF-TES-ADT
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Figure 4.6 Emissive 1(TT) states in diF-TES-ADT at 100 K. Time-gated
emission spectra of a diF-TES-ADT thin film at 100 K. Immediately after excitation
S1 fluorescence is observed; structured 1(TT) emission then persists, spectrally un-
changed, for tens of microseconds. The highest energy band of the 1(TT) emission
coincides with twice the diF-TES-ADT triplet energy minus one vibrational quantum
(0.17 eV), consistent with a Herzberg-Teller intensity borrowing mechanism74.

Time-resolved photoluminescence measurements of diF-TES-ADT thin films

at 100 K in Figure 4.6 reveal an instrument limited evolution from the S1 fluores-

§The absorption spectra of the pentacene crystals were measured by Rahul Jayaprakash.
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cence (red trace) to a redshifted, vibronically structured emission that persists,

unchanged, for tens of microseconds. A previous study of diF-TES-ADT demon-

strated that the delayed PL arises from the 1(TT) state74. At first glance this

assignment may seem surprising since the transition dipole moment of 1(TT)

at its equilibrium nuclear geometry is zero due to the symmetry of its wave-

function. In fact, this is a zero-order approximation: 1(TT) can couple to a

symmetry-breaking vibrational mode, allowing it to mix with the nearby S1

state. Since S1 is a bright state, the transition dipole moment of 1(TT) be-

comes non-zero to first order. This is the Herzberg-Teller intensity borrowing75

mechanism (or equivalently the Albrecht B-term in Raman spectroscopy76) that

we described in detail in Section 2.4.3 and Appendix D. Since coupling to a

vibration is required, the 0-0 peak of 1(TT) emission is expected to be sup-

pressed. Thus the luminescence spectrum of 1(TT) is expected to form a vi-

bronic progression, with the first visible peak (the 0-1 phonon replica) lying at

approximately 2 × ET1 − ~ωvib, i.e. twice the triplet energy minus one vibra-

tional quantum29,74,103. In the case of diF-TES-ADT, twice the triplet energy

of 1.08 eV (Ref. 74) minus one vibrational quantum (0.17 eV) exactly matches

the first peak of the delayed fluorescence (vertical line in Figure 4.6), entirely

consistent with Herzberg-Teller emission from the 1(TT) state.
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Figure 4.7 Time-resolved PL dynamics of diF-TES-ADT at 100 K. False-
colour maps of the TRPL measured at 100 K and normalised at 4 ns. Laser intens-
ities corresponding to excitation densities of 1017cm−3 (left), 1018cm−3 (middle) and
1019cm−3 (right) were used. Dashed boxes highlight the regime of TTA, for which
a relative increase in PL intensity is observed at higher excitation densities. No S1

signatures are observed on these timescales. Spectral components extracted using
MCR-ALS225,226 are shown below each map.

To determine whether 1(TT) is formed from bimolecular TTA as well as
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through singlet fission74, we turn to the PL dynamics. Figure 4.7 shows false-

colour maps of time-resolved PL (TRPL) measured at three different excitation

densities at 100 K. We extracted the S1 and 1(TT) spectral components using

the Multivariate Curve Resolution Alternating Least Squares (MCR-ALS) al-

gorithm32,225,226, as described in Sections 3.4.3 and 4.7.4. The extracted spectra

are shown below the PL maps.

The TRPL maps demonstrate an increase in relative emission intensity bey-

ond 10 µs as the excitation density increases. On these timescales triplet ex-

citons are the dominant excited states74 and delayed emission can be reasonably

attributed to bimolecular triplet-triplet annihilation (TTA)94,240. If TTA popu-

lates 1(TT) by first forming S1
32, we would expect to see a small S1 contribution

to the PL spectrum on these timescales. Importantly, we do not observe any

such contribution, suggesting that the initial products of TTA are triplet-pair

states rather than S1 states. To confirm this, we examine the emission dynamics

in more detail.
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Figure 4.8 1(TT) from bimolecular TTA in diF-TES-ADT at 100 K. Excit-
ation density dependent dynamics of the 1(TT) component extracted via MCR-ALS
(markers). Three regions are apparent: a mono-exponential decay with time constant
∼25 ns (region I) which has been previously measured (light-blue line)74, followed by
delayed emission in region II that becomes excitation density dependent (region III)
after several microseconds. These three regions correspond to the initial decay of
1(TT) (I), followed by geminate (T...T) recombination (II) and bimolecular TTA
(III). Data corresponding to the light blue line was obtained from Ref. 74, licensed
under a Creative Commons Attribution 4.0 International License.

Figure 4.8 shows the excitation density dependent dynamics extracted via

MCR-ALS, for which three distinct regions are apparent. During region I,

the PL intensity decays exponentially with a single time constant of ∼ 25 ns

(dashed red line). In region II, the decay becomes non-exponential but shows no

dependence on excitation density. Region III marks the onset of the excitation

density dependence, with higher densities leading to more intense emission.
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This behaviour can be qualitatively explained as follows. We know from

transient absorption spectroscopy (Figure E.1) that singlet fission occurs with

a time constant of 100 ps. During region I therefore, emissive 1(TT) states

formed via singlet fission either decay to the ground state or form long-lived

‘dark’ triplets, as described previously74 (light blue line). Region III shows the

expected intensity dependence for bimolecular TTA. We assign the intermediate

region II to geminate (T...T) recombination.

This qualitative description is backed up by kinetic modelling (Figure 4.9).

We find that we need to explicitly include two distinct triplet-pair populations

in our rate model to reproduce our emission dynamics (Figure 4.9a). This is

only slightly different to the original Merrifield model102. We separate out the S1

and 1(TT) states (strongly exchange-coupled triplet-pairs) and take Merrifield’s

‘(TT)’ to be (T...T)l (weakly exchange-coupled triplet-pairs), see Figure 4.9a.

As described in Section 2.6.1, there are nine (T...T)l states (l = 1, 2, ..., 9)

whose singlet character is given by the coefficients |C l
S|2 which give their degree

of overlap with the singlet.

S1
1(TT) (T..T)l 2 x T1

hν

|CS
l|2khop

|CS
l|2k-hop

ktta ktnrkttnr
ksnr

ksf

k-sf

krelax
khop2

ktnr

a

S1 (TT) 2 x T1

Merrifield
modified

(T...T)

b

Figure 4.9 Kinetic modelling of diF-TES-ADT TRPL dynamics at 100 K.
a, Our kinetic scheme (below dotted line) involves only a slight modification of the
Merrifield model, with the explicit inclusion of the strongly exchange-coupled 1(TT)
state. b, Measured (blue markers) and simulated (red lines) 1(TT) dynamics in
diF-TES-ADT at 100 K normalised at 4 ns. The behaviour of (T...T) and T1 are
also shown. The scheme in panel (a) accurately captures the measured dynamics at
all three excitation densities measured; this is replicated for five other temperatures
(Figure 4.11).

This is equivalent to the currently accepted description of singlet fission,

usually written as a variation of

S1 ↔ 1(TT)↔ (T...T)l ↔ T1 + T1. (4.2)
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We note that, as pointed out in a recent review30, the nomenclature used in

the literature can be confusing. Merrifield assumed that triplet-pairs have no

electronic interaction (orbital overlap). In other words, the triplet-pair ‘(TT)’

state described by Merrifield is identical to what we describe as (T...T). Others

write 1(TT) and implicitly include both the electronically coupled 1(TT) and

weakly-interacting (T...T)16,74. The different kinds of triplet-pair states are

discussed in Section 2.6.1 and we note that these distinctions become especially

important when we discuss the spin statistics of TTA-UC in Chapter 7.

We use this scheme (Figure 4.9a) to model our data with additional inclusion

of spin-lattice relaxation124 and non-radiative triplet decay from (T...T)l (i.e.

(T...T)l → T1). Both of these additions are found to have little effect (Figure

E.10). The governing rate equations are below and the resulting kinetics are

shown in Figure 4.9b.

d[S1]

dt
= − (ksf + ksnr) [S1] + k−sf [

1(TT)] (4.3)

d[1(TT)]

dt
= ksf [S1]−

(
k−sf + khop

9∑
l=1

|C l
S|2 + kttnr

)
[1(TT)]

+ k−hop

9∑
l=1

|C l
S|2[(T...T)l]

(4.4)

d[(T...T)l]

dt
= khop|C l

S|2[1(TT)] +
1

8
krelax

∑
j 6=l

[(T...T)j] +
1

9
ktta[T1]2

−
(
k−hop|C l

S|2 + khop2 + ktnr + krelax

)
[(T...T)l]

(4.5)

d[T1]

dt
= (ktnr + 2khop2)

9∑
l=1

[(T...T)l]− 2ktta[T1]2 − ktnr[T1] (4.6)

In these equations square brackets denote concentrations of species in units

of cm−3. Rate constant definitions are shown in Figure 4.9a. The |C l
S|2 coef-

ficients are calculated from the spin Hamiltonian in Ref. 111, using zero-field

splitting (D and E) parameters from Ref. 74 and molecular orientation calcu-

lated from the published crystal structure210.

Before proceeding with this kinetic model, we confirm that 1(TT) is a direct

product of bimolecular TTA and is not formed via the S1 state and subsequent

singlet fission. We have already provided experimental evidence that this is the

case; recall that we observe no contribution from S1 emission in the delayed

PL at 100 K (Figures 4.6 and 4.7). Using kinetic modelling, we can predict the

expected S1 contribution if it, rather than 1(TT), were the direct product of
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TTA, as proposed for concentrated TIPS-tetracene32.

a b

Figure 4.10 TTA does not populate 1(TT) via S1. a, 1(TT) dynamics can
be reproduced using a kinetic model in which TTA populates S1 directly rather than
triplet-pairs. However, this would lead to an appreciable contribution to the total PL
from S1 (black lines) on long timescales which we do not observe. b, The measured
PL spectrum (100 K) on a timescale of tens of microseconds. The PL arises entirely
from 1(TT); the predicted contribution from S1 (red dashed line) is not observed.

If we modify the kinetic model of Figure 4.9a such that TTA populates S1

rather than (T...T)l, we find that we can still obtain a good fit to the experi-

mentally measured 1(TT) dynamics (Figure 4.10a). However, we would expect

from the balance of rates that a small fraction (1/120) of S1 excitons formed

from TTA should decay radiatively, rather than undergoing fission. Yet since

the radiative rate of S1 is approximately 40 times greater than that of 1(TT)

in diF-TES-ADT74, this would still lead to an appreciable S1 contribution to

the total PL of around 14% (Figure 4.10a, black lines) on timescales of tens of

microseconds, which we do not observe (Figure 4.10b). We therefore conclude

that TTA populates the triplet-pair states directly and not via S1.

Figure 4.9b shows the simulated 1(TT) population dynamics, fitted glob-

ally to the measured excitation density-dependent 1(TT) population using the

kinetic model illustrated in Figure 4.9a. Where possible, rate constants were

calculated or taken from the transient absorption data in Figure E.1 (ksf , k−sf ,

ksnr). The remaining seven were optimised to globally fit the full excitation

density dependent dataset at each temperature and our uncertainty analysis

(Figures E.11-E.16) shows that they are tightly constrained. For full details of

the kinetic modelling, see Sections 4.7.5 and E.3. At every temperature, we find

excellent agreement between simulation and data across all measured timescales

and excitation densities, as shown in Figure 4.11.

Many of the time-resolved photoluminescence measurements that have been

performed on singlet fission materials and combined with kinetic or density
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a

b

Figure 4.11 Kinetic modelling of all diF-TES-ADT TRPL dynamics. a,
Measured 1(TT) population dynamics as function of exciton density and temperature
(blue markers) together with the simulated population (red lines) using the kinetic
scheme illustrated in Figure 4.9a. The kinetic scheme accurately reproduces the ex-
citation density-dependent dynamics across all six temperatures. b, Rate constants
extracted from the kinetic modelling as a function of temperature. All the rate con-
stants display plausible temperature dependencies. Uncertainty in the rate constants,
reflected here by the error bars, is discussed in Appendix E.

matrix modelling have tracked the population of the S1 state102,112,114,120,121,134.
1(TT) population dynamics are typically extracted from transient absorption

data through global or target analysis74,151,169 but as noted above, this be-

comes difficult when, for example, 1(TT), (T...T) and T1 all have very similar

excited-state absorption spectra241. Furthermore, signal-to-noise limitations of

transient absorption spectroscopy mean that, at best, only the first three or-

ders of magnitude of population decay can be measured. While this may be

sufficient to capture the dominant ‘forward’ dynamics, the finer details of the

interactions and equilibria between triplet-pair species are obscured.

We have demonstrated that, at low temperature, diF-TES-ADT thin films

exhibit remarkably bright photoluminescence from the 1(TT) state which can

be tracked over many orders of magnitude using highly sensitive time-resolved

photoluminescence techniques. By applying our kinetic model, we can examine
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the behaviour of the various rate constants that govern the intricate triplet-pair

dynamics as a function of temperature (Figure 4.11b). Firstly, we note that

the large error bars for khop2 and ktta at 77 K reflect the fact that complete

triplet-pair dissociation is largely suppressed at this temperature. We find that

the forwards and backwards rates for triplet-pair separation, khop and k−hop,

are approximately equal at every temperature. According to the principle of

detailed balance, this implies a near-zero difference in free energy between 1(TT)

and (T...T). If, as widely claimed184, there is an entropic gain for free triplet

formation, then the electronic energy of the 1(TT) state must be lower than

2× ET1 . As expected, we find that the rate constant associated with processes

thought to be governed by triplet hopping (khop, k−hop, khop2, ktta) all follow a

qualitatively similar temperature dependence.

Merrifield’s model was originally developed to describe magnetic field de-

pendent fluorescence. Our kinetic scheme should, therefore, also be able to

describe these effects, which arise as the |C l
S|2 coefficients vary with magnetic

field according to the spin Hamiltonian111 (Equation 2.70). Figure 4.12b there-

fore shows a plot of ∆PL/PL as a function of magnetic field at two different

delay times, measured at room temperature on a drop-cast sample¶ (Figure

4.12a). We then used our kinetic model to simulate the expected magnetic field

dependence. The model (Figure 4.12b), reproduces the shape, magnitude and

zero-crossing at both delay times. We adjusted the values of the rate constants

slightly from those used to describe the 1(TT) dynamics in the thin film sample

(Figure 4.11) and adjusted the D and E parameters within the experimental

errors given in Ref. 74 to fine tune the zero crossing point of the simulation.

As shown in Figure 4.12b-d, the modified rate constants allowed us to simulate

both the PL kinetics and magnetic field effect of the drop-cast sample.

We note that in our model, the magnetic field dependence arises specifically

from 1(TT) ↔ (T...T), which occurs on longer timescales than ultrafast sing-

let fission S1 ↔ 1(TT). Thus kinetic schemes, such as the original Merrifield

model102, that do not explicitly include both of these steps cannot correctly

simulate the time dependence of the magnetic field effect. We illustrate this

in Figure 4.13. Whilst a good description of the magnetic field effect is ob-

tained at 20–30 ns delay (blue), at 100–200 ns (orange) the Merrifield model

predicts almost no effect at all. Steady-state magnetic field effects are likely

to be well described by Merrifield’s model, highlighting the importance of per-

forming time-resolved measurements.

¶Shuangqing Wang prepared the drop-cast sample and measured the magnetic field effect.
I performed the data analysis and simulations.
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500μm

a b

c d

Figure 4.12 Magnetic field effect on a diF-TES-ADT crystal at room tem-
perature. a, Polarised microscope image of the drop-cast diF-TES-ADT sample.
Rather than forming a thin film, diF-TES-ADT crystallised into large domains
scattered over the substrate. Viewed through crossed polarisers, we see that these
crystalline domains are single-orientation and many hundreds of micrometers in size.
Thus we conclude that our laser spot (50 µm diameter) sampled a single crystalline
domain during the measurement. Note that medium grey areas (such as the bottom
left corner) are bare substrate. b, Measured (markers) and simulated (lines) effect of
magnetic field on the room temperature PL of a single crystalline domain of diF-TES-
ADT. Error bars were calculated from the small differences in measured PL intensity
between spectra obtained while sweeping up in magnetic field and those obtained
while sweeping back down. The differences arise principally from small fluctuations
in laser intensity. The kinetic scheme from Figure 4.9a reproduces all features of the
measured effect at both time delays. c, The same kinetic model provides a reasonable
description of the PL dynamics, provided that the rate constants are adjusted from
those used for the thin film sample as shown in (d).

The kinetic scheme proposed by Dover et al.32 includes an emissive excimer-

like state (Section 2.5.2) that acts as a singlet trap rather than an intermediate

to singlet fission, but does not include any intermediates between S1 and 2×T1.

This model is not applicable here: the magnetic field-dependent PL requires the

presence of 1(TT) and (T...T) intermediates. Since 1(TT) is a singlet state and

thus expected to be emissive29,74,103, we find no reason to assume that trap

states are responsible for the emission we observe.
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a b

Figure 4.13 Merrifield’s model does not describe both kinetics and mag-
netic field effect. a, The singlet emission dynamics of the diF-TES-ADT crystal
(red markers) can be well described by Merrifield’s scheme. b, The magnetic field
effect can be very well described at 20–30 ns delay (blue), however the model predicts
almost no effect at 100–200 ns (orange), in contrast to our measurement.

b ca

Figure 4.14 Excimers in diF-TES-ADT are distinct from 1(TT). a, Time-
gated spectra of a diF-TES-ADT thin film at 250 K, 4, 20 and 500 ns after excitation
with an initial excitation density of 1017cm−3. b, Subtraction of the 500 ns spectra (S1

and 1(TT) only) from the early-time data yields the excimer spectrum as a function
of time. The integrated PL dynamics of the excimer are shown in (c). c, Simulated
population dynamics for diF-TES-ADT at 250 K and an initial excitation density of
1017cm−3 using the kinetic model described in the text. The rise of the excimer PL
(orange markers) coincides with the rise of free triplets.

In fact, at a temperature of 250 K, we do observe distinct excimer-like emis-

sion in addition to 1(TT) and S1 emission. Figure 4.14a shows time-gated

spectra of a diF-TES-ADT thin film at 4, 20 and 500 ns after excitation with

an initial excitation density of 1017cm−3. Over the first 20 ns, a broad excimeric

feature grows in which disappears by 100 ns, leaving only the S1 and 1(TT)

spectra. To isolate the excimer component, we subtract the unchanging S1 and
1(TT) spectra at 500 ns from the early-time data. The excimer spectrum as

a function of time delay is shown in Figure 4.14b and its dynamics are shown

by the markers in Figure 4.14c, alongside excited state populations simulated
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using the kinetic model from Figure 4.9a. Interestingly, the rise of the excimer

emission appears to match the growth of the free triplet population.

It is perhaps surprising that the rise in the excimer population appears to

occur so late, well after the decay of the singlet exciton. It could be that

the excimers are indeed forming from singlet excitons at sites in the film more

suited to excimer relaxation. Such a parallel pathway has been proposed for

crystalline tetracene242. Alternatively, excimers may be forming from triplets,

as has recently been shown in perylene243.

We do not wish to speculate further on the behaviour of the excimers, since

we observe them only at this particular temperature and low excitation density

(and not at all at 100 K, which is the focus of this chapter). However, we

reiterate that the excimers are distinct from 1(TT) in this system. This suggests

that, while excimers may be present in singlet fission systems32,231–234,243, they

are not by themselves direct evidence of 1(TT).

Having demonstrated that emissive triplet-pairs are populated through

bimolecular TTA in a polycrystalline endothermic singlet fission material, we

now turn to our highly ordered, exothermic model system: single crystals

of pentacene. Previous reports of pentacene photoluminescence are scarce,

and the spectral assignments244,245 were made before the recent boom in

singlet fission research. We therefore start by revisiting this literature and find

evidence that the observed emission is consistent with 1(TT). We further show,

using fluence- and time-dependent measurements, that the 1(TT) emission

arises from bimolecular TTA.

4.4 Redshifted emission in pentacene single crystals is

from 1(TT)

Figure 4.15a shows delayed emission from single crystals of pentacene. Despite

the sub-100 fs, near-200% conversion of singlets to triplets in crystalline penta-

cene108,238, we were able to measure weak photoluminescence from the crystals

at 77 K. Just as for diF-TES-ADT, we found an instrument limited conversion

from the S1 fluorescence at around 690 nm to a redshifted feature that includes a

peak at around 740 nm. Due to poor spectral sensitivity beyond around 820 nm

(Figure 3.7), we cannot resolve the spectral shape at longer wavelengths and

can only say that some emission is present in this region. This poor sensit-

ivity, coupled with the weakness of the PL signal make the assignment of the

redshifted feature considerably more challenging than for diF-TES-ADT.

We therefore begin by comparing our emission spectra to those previously
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a b

Figure 4.15 Delayed emission from pentacene single crystals at 77 K. a,
Time-gated emission spectra of pentacene single crystals 2 and 3; both the raw and
smoothed spectra are shown. As for diF-TES-ADT, initial S1 fluorescence is replaced
by redshifted emission on longer timescales. b, Delayed emission from (a) overlayed
with luminescence spectra from Ref. 246. All the features in our time-resolved data
are present in the previously measured spectra. The literature data is well described
by a Franck-Condon progression (dashed black line) provided that the 0-0 band is
suppressed. This type of emission is predicted for 1(TT) states that emit via Herzberg-
Teller intensity borrowing. Panel b adapted from Ref. 246, with the permission of
AIP Publishing.

measured244–246 (Figures 4.15b and E.17). The features that we observe are

consistent with previously reported emission spectra of pentacene single crys-

tals244,245 and high-quality 20 nm thin layers246, all of which report bands at

around 1.85 eV, 1.65 eV, 1.5 eV and 1.35 eV. In Figure 4.15b we plot the delayed

emission measured in this work alongside that reported at 4 K and 100 K in

Ref. 246 which we judge to be the least affected by artefacts, particularly self-

absorption. A comparison with other reported spectra is presented in Figure

E.17.

The three redshifted bands in the PL spectrum at 4 K (purple line in Figure

4.15b) appear to form a vibronic progression. If all these bands arise from the

same electronic state, the 0-1 and 0-2 peaks should follow a standard Franck-

Condon progression whilst the 0-0 may be either enhanced or suppressed, de-

pending on symmetry constraints85. We therefore fitted the two lowest energy

peaks of the 4 K spectrum to the 0-2 and 0-1 bands of a Franck-Condon pro-

gression. We used the in-plane C-H bending mode at 1180 cm−1 as the main

vibrational mode coupled to the electronic transition. Resonance Raman exper-

iments have shown that this mode is resonant with both the S1 fluorescence and

the peak at 1.65 eV247. It also matches the separation between the 0-1 and 0-2

vibronic replicas in our polarised absorption measurement (Figure 4.5). Strik-

ingly, the emission band at 1.65 eV coincides with the 0-0 peak of the resulting
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progression (dashed line in Figure 4.15b), provided that its intensity is partially

suppressed, as expected for emission enabled by Herzberg-Teller intensity bor-

rowing (Section 2.4.3). Within this context, intensity borrowing from S1, which

is expected to become superradiant below ∼ 10 K (Refs. 29,58,86,152), may

explain the observed temperature dependence of the 0-0 peak244,246. The 0-0

energy is slightly below that of two triplets in pentacene109 (vertical line, Figure

4.15b). The energy and spectral shape are therefore consistent with emission

from 1(TT).

Historically however, various alternative sources for the redshifted emis-

sion in pentacene have been proposed, namely defects245 and self-trapped

excitons244–246. It is also possible that excimers contribute to the redshifted

emission. While difficult to rule out, we highlight that excimeric emission

has been reported in several polyacenes and other singlet fission materi-

als32,150,231,232,234,248, yet in every case the spectrum is broad, featureless

and quite unlike the narrower, well resolved progression of peaks under

consideration here.

Defects in single crystals may include extrinsic impurities or intrinsic vacan-

cies or edge states. In the case of pentacene single crystals, extrinsic defects

are reported to give rise to dominant emission at 1.5 eV (Ref. 245), overlap-

ping with the 0-1 vibronic feature described above. While we cannot rule out

extrinsic defect emission in this spectral region, we expect it to be minimised

in our crystals, grown using a two-stage sublimation of triple-sublimed starting

material (see Section 3.2.3). We focus instead on the 1.65 eV emission, which He

et al.245 demonstrated to be intrinsic. They showed resonant Raman enhance-

ment of the 42 cm−1 phonon mode across the 1.65 eV band at 8 K. This phonon

mode is a sensitive indicator of intermolecular structure and is often used to

distinguish between different polymorphs249–251. Such resonant enhancement

of this pure mode suggests that the 1.65 eV emission arises from an intrinsic

exciton species245, rather than a vacancy or extrinsic impurity. Following pre-

vious literature244, He et al. assigned it to a self-trapped exciton245. However,

we argue in the following that self-trapped excitons are highly unlikely to be

present in pentacene.

Exciton self-trapping occurs when low-energy intermolecular phonon modes,

in other words lattice vibrations, act to localise the exciton wavefunction. The

stability of self-trapped excitons in organic crystals is thus dependent on the

exciton-lattice coupling.

The assignment of the 1.65 eV emission band in pentacene to self-trapped

excitons244 rests on a similar assignment in tetracene252,253 and the lack of non-
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S1 emission in anthracene254,255. To explain this trend, Matsui et al. extracted

the exciton-lattice coupling for tetracene and anthracene from single exponential

fits to the temperature-dependent low-energy absorption edge244,252–257 – the so-

called Urbach tail258. This procedure can be problematic due to the large error

in fitting a single exponential to the Urbach tail259–262, for example in rubrene

single crystals three exponentials are required262. However, the main issue with

their analysis is the assumption that the excitons in anthracene and tetracene

are 3D252,255.

The dimensionality of the exciton is important because it determines the

relationship between the slope extracted from Urbach tails and the exciton-

lattice coupling, which in turn governs self-trapped exciton stability263. For a

given slope, a 2D lattice gives weaker exciton-lattice coupling than a 3D one. In

order to assign the non-S1 emission in tetracene to self-trapped excitons, Matsui

et al. were forced to invoke a 3D lattice, despite the evidence that excitons are

2D in tetracene237,252,264. Thus the assumption that self-trapped excitons are

the source of the emission is built into their assignment (of the emission to

self-trapped excitons), which we find to be a somewhat circular argument.

Taking the more physically realistic 2D lattice, self-trapped excitons should

be unstable in both anthracene and tetracene252, and the predicted trend

in exciton-lattice coupling265 would match widely accepted calculations of

electron-lattice coupling by Brédas et al.266,267. Following this trend, exciton-

lattice coupling should be even weaker in pentacene than in tetracene266,

although to our knowledge it has never been determined experimentally268,269.

Such weak exciton-lattice coupling means that self-trapped excitons should be

unstable in pentacene. There is therefore no clear basis for the assignment of

redshifted emission in crystalline pentacene to self-trapped excitons244–246.

Self-trapped excitons cannot explain the trend in non-S1 emission in acenes:

none in anthracene to redshifted in pentacene. The emission instead tracks

the energy gap between S1 and 2 × T1
29. Given this trend, together with

the evidence that 1(TT) is responsible for the non-S1 emission in diF-TES-

ADT74, tetracene153,229 and TIPS-tetracene151, as well as the spectral shape

with suppressed 0-0 (Figure 4.15b), we conclude that the 1.65 eV emission band

in pentacene arises from 1(TT).
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4.5 Bimolecular TTA populates 1(TT) in pentacene

single crystals

We demonstrated above that 1(TT) is formed from bimolecular TTA in diF-

TES-ADT. To see if this is also the case in exothermic pentacene, we investigate

the behaviour of the 1(TT) 1.65 eV emission band as a function of time and

excitation density.

a b

Figure 4.16 Modelling triplet dynamics in pentacene single crystals.
Fluence-dependent photo-induced absorption (PIA) of triplets in a pentacene single
crystal at room temperature (markers), reproduced from Ref. 239. The solid lines
represent the bimolecular TTA model described in the text and methods. Panels a
and b adapted with permission from Reference 239; copyright 2013 WILEY-VCH
Verlag GmbH & Co. KGaA, Weinheim.

Figure 4.16 shows previously reported room temperature transient absorp-

tion data of pentacene single crystals239. The data show the fluence dependence

of the triplet photoinduced absorption (PIA) on ps (a) and ns (b) timescales.

In Ref. 239, the authors fitted the triplet dynamics to a simple bimolecular

annihilation model given by:

d[T1]

dt
= −ktta[T1]2 − ktnr[T1] (4.7)

where, ktta = 1.2 × 10−10 cm3 s−1 and ktnr = 1/500 ns. Ref. 239 was published

before the role of 1(TT) was well-established in pentacene. We therefore re-

modelled their data using a more complete description of the singlet fission

dynamics, in which S1 → 1(TT) occurs with a rate of ksf = 1/100 fs (Refs.

108,238) and 1(TT) → T1 + T1 occurs with a rate of ksep = 1/1 ps (Refs.

169,194,197). The T1 decay is governed by the rate constants established in Ref.

239. One of the conclusions of Ref. 239 is that not all triplet-triplet annihilation

events in pentacene represent a loss of excited state population. Indeed we find
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here that a fraction f of TTA events form 1(TT) instead. The exact value of

this fraction turned out to be unimportant and we take a value of 10% here. For

the two-dimensional pentacene lattice, triplet excitons have infinite probability

to collide98, suggesting that both elastic and inelastic scattering events may

be taking place. Furthermore, the spin-statistics of triplet-triplet annihilation

(Chapter 7) mean that we expect only a fraction of TTA events to yield a spin-0

exciton. The rate equations are as follows

d[S1]

dt
= − (ksf + ksnr) [S1] (4.8)

d[1(TT)]

dt
= ksf [S1]− ksep[1(TT)] + fktta[T1]2 (4.9)

d[T1]

dt
= 2ksep[

1(TT)]− 2ktta[T1]2 − ktnr[T1], (4.10)

and we take the triplet PIA to be proportional to the sum of the 1(TT) and T1

populations.

In order to apply this model to the experimental data, the measured laser

pulse energies (units of µJ cm−2) had to be converted to units of cm−3. Ref.

239 did not report their calculation for this conversion. We therefore obtained

a constant conversion factor simply by applying the model to their fluence-

dependent TA data and varying its value until the data was well reproduced by

eye and the simulation matched that reported in Ref. 239. The value obtained

was 8× 1015 cm−1 µJ−1. Taking a typical crystal thickness of around 300 nm239,

this number implies that roughly 10% of photons in each pulse result in an

excitation in the crystal. This is reasonable, firstly since the crystals in our

measurement (and those in Ref. 239) are of a size similar to our laser spot

itself, so not all of the light is incident on the crystal and secondly because we

observed significant scattering of the laser from the crystal surface. Using no

other free parameters, the modelled triplet dynamics match those of Ref. 239,

as shown by the solid lines in Figure 4.16.

We next investigate whether the 1(TT) behaviour predicted by this model

is consistent with our measurements of the time and fluence dependence of the

1.65 eV emission band. Figure 4.17a shows a false-colour map of the pentacene

TRPL and the kinetics of the 1.65 eV (750 nm) band are plotted in Figure 4.17b.

On a timescale of tens of nanoseconds, the decay is a power law with a slope of

-2. Figure 4.17c shows the fluence dependence of the 1.65 eV emission at four

different time delays. The intensity varies linearly with fluence within the first

few nanoseconds and becomes increasingly sub-linear at later times. Both the

power-law decay with a slope of -2, and the increasingly sub-linear intensity
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a

b

c

Figure 4.17 Bimolecular TTA directly populates 1(TT) in pentacene
single crystals. a, False-colour map of the TRPL of pentacene single crystal 2.
Distinct bands at 690 nm (corresponding to S1 emission) and 750 nm are observed.
b,c, The kinetics (b) and fluence dependence (c) of the 750 nm (1.65 eV) emission
band (blue markers) match the behaviour of 1(TT) predicted by the modelling of the
TA data in Figure 4.16 (dashed lines), demonstrating that this emission arises from
bimolecular TTA. The error bars in b,c represent the standard deviation of the noise
across a 10 nm spectral window around 750 nm.

dependence are characteristic of bimolecular TTA97,270–272.

The dashed lines of Figure 4.17b,c show the non-fitted, normalised 1(TT)

behaviour predicted by the model used to describe the transient absorption

data. All parameters, including the fluence scaling, remained the same as for

Figure 4.16. The match to our time-gated fluence dependence is remarkable

and as expected the slope of -2 in Figure 4.17b is also reproduced. It is perhaps

surprising that this independent model prediction and our data are so similar,

given the difference in measurement temperature between Figure 4.16 and Fig-

ure 4.17 (the crystal dimensions and excitation source are comparable). For

polycrystalline organic semiconductors, triplet transfer becomes slower at low

temperature194,273, as we observed for our diF-TES-ADT films (Figure 4.11).

However, charge carrier mobility, and therefore expected triplet transfer rate273,

is independent of temperature for single crystal pentacene214,274,275. The room

temperature model is therefore valid for our low-temperature PL data, and the

excellent match confirms that 1(TT) is populated directly through bimolecular

TTA. S1 cannot be involved in this process since it lies too high in energy.

We have shown that a weakly emissive 1(TT) state is formed directly
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from bimolecular TTA in pentacene single crystals. Considerably brighter
1(TT) emission is found in a range of acenes including diF-TES-ADT74, tetra-

cene153,229, and TIPS-tetracene151. The increase in 1(TT) brightness between

pentacene and diF-TES-ADT is explained by the reduced energy gap between
1(TT) and S1, which increases the Herzberg-Teller mixing. A consistent picture

thus emerges of biexcitonic 1(TT) intermediates that emit light through a

Herzberg-Teller mechanism. Crucially for spectral upconversion, we have

demonstrated here that such states are directly formed through bimolecular

TTA.

4.6 Conclusions

We have shown here that 1(TT) is an emissive, and real, intermediate state

in both singlet fission and TTA, resolving a recent controversy in the liter-

ature. We find that 1(TT) emission in our systems is distinct from excimer-

like features. These results provide the first direct spectroscopic evidence that

the strongly exchange-coupled 1(TT) triplet-pair state can be directly formed

from bimolecular triplet-triplet annihilation in both nominally endothermic and

single crystal exothermic systems. In addition, we have shown that emission

previously assigned to self-trapped excitons instead arises from 1(TT).

Magnetic resonance techniques are blind to spin-zero states. Yet these states,

including the strongly exchange-coupled 1(TT), can be easily detected using

photoluminescence spectroscopy. We find that we can track the population of
1(TT) over the same timescales as transient electron paramagnetic resonance

experiments14,139. We suggest that a combination of trEPR and TRPL meas-

urements may provide a more complete picture of the spin physics of singlet

fission and triplet-triplet annihilation and, in particular, may help to elucidate

the role of strongly exchange-coupled quintet states.

In order to describe the emission dynamics and magnetic field effect, we

used a modified Merrifield model which includes distinct (TT) and (T...T) pop-

ulations. We find that to accurately describe our kinetic data, free triplets

undergoing bimolecular TTA first recombine to form (T...T). (T...T) is rarely

considered in studies of TTA upconversion and yet its inclusion has profound

implications for the overall efficiency. In Chapter 7, we explore the ramifica-

tions of considering weak and strong intertriplet exchange coupling on the spin

statistical limit of TTA upconversion.

More speculatively, if the 1(TT)→ S0 transition implied by our observations

of 1(TT) photoluminescence signatures is a direct, 2-electron transition, a direct,
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2-electron S1 → 1(TT) transition may also be possible. This could support the

idea of the direct singlet fission mechanism, as opposed to the indirect, charge

transfer mediated mechanism that is generally favoured by the singlet fission

community (see Section 2.6.3).

4.7 Methods

4.7.1 Sample preparation and characterisation

The preparation of diF-TES-ADT thin films is described in Section 3.2.2 and

details of the pentacene single crystal growth are provided in Section 3.2.3. A

description of the optical microscopy, GIWAXS and AFM measurements is also

given in Section 3.3.

4.7.2 Steady-state absorption and PL measurements

Room temperature ground state absorption of thin film samples was performed

using a UV-visible spectrophotometer (Cary60, Agilent). For temperature-

dependent absorption and PL, the sample was mounted in a closed-cycle he-

lium cryostat (OptistatDry BLV, Oxford Instruments). White light for absorp-

tion measurements was provided by a deuterium-halogen lamp (DH2000-BAL,

Ocean Optics) and excitation for PL measurements was provided by a 405 nm

CW laser diode (Thorlabs). Spectra were recorded using a fibre-coupled spectro-

meter (HR2000+ES, Ocean Optics). A 435 nm longpass filter (GG435, Schott)

was placed before the detector for PL measurements.

The polarised absorption of the pentacene single crystals was measured by

focussing light from a tungsten lamp through a variable linear polariser and onto

the crystal using a 100 mm focal length lens. Transmitted light was collected

with a 50× Mitutoyo Plan Apo SL infinity-corrected objective and delivered to

a spectrometer (Andor).

4.7.3 Time-resolved PL measurements

For time-resolved measurements, samples were situated in the helium exchange

gas of a nitrogen bath cryostat (Optistat DN, Oxford Instruments). The tem-

perature of the exchange gas was controlled using an inbuilt heater and thermo-

couple connected to an external PID controller (Mercury iTC, Oxford Instru-

ments). The sample temperature was assumed to have stabilised at that of the

exchange gas once repeated fluorescence measurements yielded exactly the same
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spectrum and intensity. Excitation was provided by the frequency-doubled out-

put of a Q-switched Nd:YVO4 laser (Picolo-AOT, Innolas). The laser produces

pulses at 5 kHz with temporal width < 500 ps and a wavelength of 532 nm. The

photoluminescence was detected by a spectrograph (Shamrock 303i, Andor) and

time-gated intensified CCD (iStar DH334T-18U-73, Andor). A combination of

a 532 nm notch filter and 550 nm longpass filter (OG550, Schott) were used to

cut out pump scatter. The TRPL setup and data processing procedures are

described in detail in Section 3.4.1.

Measurements of average laser power P were carefully converted into values

of average exciton density N using the following expression:

N = FA (1− FS)RP
P

fπrxryd

λ

hc
(4.11)

Here, FS and FA represent the fraction of incident light scattered and absorbed

by the sample respectively, evaluated from the UV-visible transmission spec-

trum (0.44 and 0.18 respectively for diF-TES-ADT), RP is the ratio of meas-

ured power between the sample position and power meter position (0.58 for our

setup), f is the repetition rate of the laser (1 kHz for internally triggered power

measurements), rx and ry are the radii of the excitation beam spot, measured

as 130 nm and 100 nm respectively with a CCD beam profiler (Thorlabs), d is

the sample thickness, λ is the excitation wavelength and h and c are Planck’s

constant and the speed of light respectively.

4.7.4 Transient absorption spectroscopy

Transient absorption measurements were carried out using the picosecond TA

setup described in Section 3.4.2. The pump and probe polarizations were set to

magic angle. Pump beam spot size was measured at the sample position using

a CCD beam profiler (Thorlabs).

Multivariate curve resolution alternating least squares

The extraction of spectral components was achieved using Multivariate Curve

Resolution Alternating Least Squares (MCR-ALS)225,226. A description of the

basic principles of MCR-ALS is given in Section 3.4.3. Here, two components

only were used in each case and pure spectra were used as the initial point. Both

the spectra and concentrations were forced to be non-negative using fast non-

negative least squares. The spectral matrix was normalised and the algorithm

run until convergence was achieved.
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In general, the separation of S1 and 1(TT) components is only relevant

during the first few nanoseconds, where singlet fission is ‘smeared out’ in our

instrument response. Beyond a few nanoseconds, the spectrum does not change

with time, and consists only of 1(TT) at low temperatures or a mixture of 1(TT)

and S1 at higher temperatures, which are in any case in equilibrium. Thus after

the first few nanoseconds, the extracted dynamics are essentially identical to

the wavelength-integrated PL.

Figures E.2-E.7 in Appendix E show the TRPL data sets alongside spectra

and dynamics of S1 and 1(TT) extracted via MCR-ALS. At 200 K (Figure E.5)

for example, the algorithm very successfully separated the 1(TT) and S1 spectra

and we can see the equilibrium maintained between the two populations. How-

ever, at 250 K and 291 K, the algorithm did an imperfect job of fully separating

the spectra; this is because the S1 contribution starts to dominate leading to

very little spectral change at all with time, even over the first few nanoseconds.

Despite the presence of a third component, the excimer, at an exciton density

of 1017cm−3 at 250 K, the MCR-ALS algorithm could not successfully extract

it. This makes little difference to the extracted dynamics, since the excimer

was only observed at this particular temperature and low excitation density

and over a limited range of delay times. As such, we do not include excimers

in our kinetic scheme.

4.7.5 Kinetic modelling for diF-TES-ADT

Algorithms

All simulations and fitting were performed using custom-made python code�.

The systems of rate equations were solved using an ordinary differential equation

solving algorithm that switches automatically between stiff and non-stiff prob-

lems. A least squares procedure was used to globally fit the kinetic models to

the exciton density-dependent data through variation of certain rate constants.

The logarithm of data and simulation were taken when calculating residuals in

order to treat all timescales equally. Rate constants were manually adjusted

prior to fitting to ensure convergence to the global minimum.

Spin Hamiltonian

Spin wavefunction overlap factors |C l
S|2 were computed by diagonalaising the

spin Hamiltonian in Equation 2.70 using custom-made python code. The ori-

entation of the molecules was determined from the published crystal structure

�The code is freely available at https://github.com/davidbossanyi/sfmodelling

https://github.com/davidbossanyi/sfmodelling
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of diF-TES-ADT210. We took the zero-field splitting parameters D and E

from PL quantum beating experiments reported previously (D = 1 × 10−6eV,

E = 3× 10−6eV)74. The strength of the triplet-triplet dipole-dipole interaction

was taken as 60 neV149.

Instrument response

We took the instrument response of our iCCD into account in a somewhat crude

fashion by assuming an exponentially rising population of photoexcited singlet

excitons. Mathematically, this involved introducing an additional rate equation

to the kinetic models for the pre-excitation ground state as follows:

d[GS]

dt
= −kgen[GS] (4.12)

d[S1]

dt
= kgen[GS] + ... (4.13)

We calculated the initial value of [GS] according to equation 4.11. We then

determined the value of kgen by modelling the decay of the S1 state in penta-

cene single crystal 2. Since singlet fission is known to occur within 100 fs in

pentacene108, the PL decay of S1 is instrument-limited. We found a value of

1.8 ns−1 using this method. We note that this is a reasonable number, given

the laser pulse width of < 500 ps. The precise shape of the instrument response

function (IRF) is immaterial since all the dynamics of interest occur on longer

timescales. The decay of the pentacene S1 fluorescence gives a very reasonable

idea of the IRF, since the decay constant is known to be ≤ 100 fs (Ref. 108).

This is equivalent to (for example) measuring the decay of pump scatter.

Fixed rate constants

We determined the value of the singlet fission rate constant ksf from TA meas-

urements as 10 ns−1 (Figure E.1). Since this rate is thought to be independent

of temperature110, we fixed it for all the modelling presented here.

We set the rate constant for conversion of 1(TT) back to S1 (k−sf ) to zero

for temperatures of 100 K and below since little or no singlet contribution was

observed in the delayed photoluminescence. From 150 K upwards, we estim-

ated the rate using the following relation, which assumes a thermal equilibrium

between 1(TT) and S1:
k−sf
ksf

=
PS

PTT

kttr
ksr

(4.14)

Here PS/PTT is the ratio of S1 PL to 1(TT) PL in the delayed photolumines-
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cence and we took the ratio of radiative rates kttr/ksr to be 1/40 as previously

reported74.

Finally, we took the intrinsic lifetime of the singlet to be 12 ns, as measured

using TA for dilute solutions of diF-TES-ADT (Figure E.1). We note however,

that the precise values of all these fixed rate constants have a negligible effect

on the 1(TT) population dynamics (Section E.3.4).

4.7.6 Magnetic field effect measurements

The PL dynamics at 0 mT were measured first in order to check rate constant

values for magnetic field effect modelling. The effects of magnetic field on PL

were measured by recording PL spectra at a series of magnetic field strengths

at two different gate delays: 20–30 ns and 100–200 ns. The measured spectra

were identical in shape and magnitude both while sweeping upwards and sub-

sequently downwards in magnetic field strength, allowing us to rule out any

effects from photo-degradation or laser power fluctuations and giving us high

confidence in the reproducibility of the observed magnetic field effect. Spectra

were integrated along the wavelength axis and the magnetic field effect evalu-

ated as
∆PL

PL
(B) =

PL(B)− PL(0)

PL(0)
(4.15)
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Chapter 5

Searching for triplet-pair

emission in crystalline rubrene

Rubrene single crystals exhibit curious polarisation-dependent photolumines-

cence somewhat reminiscent of Herzberg-Teller emission from the 1(TT) state

that we measured in the previous chapter. Here, we use time-resolved pho-

toluminescence to investigate the possibility that 1(TT) is responsible for the

ab-polarised component in the absorption and emission spectra of orthorhombic

rubrene single crystals. We find that this is not the case: different behaviours

of the two components are found only at specific sites on the crystals and likely

arise from surface defects.

5.1 Introduction

In Chapter 4, we showed that 1(TT) states formed through both singlet fission

and triplet-triplet annihilation give rise to photoluminescence signatures con-

sistent with Herzberg-Teller intensity borrowing from the nearby S1 state. We

postulated that diF-TES-ADT thin films gave brighter 1(TT) emission com-

pared to pentacene single crystals in part because the energy gap between S1

and 1(TT) is smaller. In fact, this can be seen by examining the expression for

the first-order 1(TT) dipole moment, which we can obtain from Herzberg-Teller

theory (Section 2.4.3 and Equation 2.48) as:

µS0−TT =
∑
α

µeS1
(Q0)

(
〈ψS1| ∂H∂Qα |ψTT 〉
ES1 − ETT

)
Q0

〈χS0,ν |Qα |χTT,ν′〉 . (5.1)

HereQα are symmetry-breaking vibrational modes, |ψi〉 are electronic wavefunc-

tions, |χi,ν〉 are vibrational wavefunctions (ν is a vibrational quantum number)
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and H is the Hamiltonian governing Coulomb repulsion between electrons and

nuclei. From equation 5.1, we see that the brightest 1(TT) emission should

be observed for (i) small S1-1(TT) energy gaps and (ii) large vibronic coupling

between S1 and 1(TT) through appropriate vibrational modes that break the

symmetry forbidding 1(TT) from emitting at the equilibrium geometry Q0.

Crystalline rubrene (Figure 5.1) is a singlet fission material189 for which

S1 and 1(TT) are almost isoenergetic74,276–278. We therefore hypothesised that
1(TT) states in crystalline rubrene might be particularly emissive.

x, L

y, M

z, N a

b

c

a b

Figure 5.1 Crystal structure of rubrene. a, Molecular structure of rubrene,
indicating the molecular coordinate system. b, Orthorhombic crystal structure of
rubrene obtained from Ref. 279. Molecules coloured red are displaced along the
c-axis.

Furthermore, there is recent experimental evidence of significant vibronic

coupling between S1 and 1(TT) in rubrene single crystals35. At the equilib-

rium geometry (Q0), the C2h π-stacking symmetry of crystalline rubrene (Fig-

ure 5.1b) means that electronic couplings between 1(TT) and S1 (and indeed
1(TT) and charge-transfer states) vanish35,188. Singlet fission is therefore en-

abled by symmetry-breaking vibrational modes. The observation of coherent,

instantaneous excitation of both S1 and 1(TT) in impulsive transient absorp-

tion, followed by coherent oscillations at the frequency of a candidate symmetry-

breaking mode, suggests that the vibronic coupling between S1 and 1(TT) can

be significant35. Similar instantaneous co-formation of S1 and 1(TT)35 has

been observed in other time-resolved studies36,37, and could even be due to dir-

ect S0 → 1(TT) absorption, a transition that has been observed in pentacene

derivatives by coherent 2D electronic spectroscopy154.

Further hints of a strong 1(TT) dipole matrix element can be found in stud-

ies of the photoluminescence and absorption of rubrene single crystals33,34. The

strong S0-S1 transition dipole moment is polarised along the M-axis of the rub-

rene molecule, and hence the c-axis of the rubrene crystal34 (Figure 5.1). The

c-polarised absorption (emission) spectrum of rubrene single crystals consists

of a vibronic progression, with the 0-0 transition at 2.32 eV (2.22 eV)34. Inter-
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estingly, rubrene crystals also possess pronounced ab-polarised absorption and

emission. The ab absorption (emission) spectra appear as vibronic progressions

with the same vibrational and 0-0 energy as the c-polarised spectra, yet with the

0-0 transition suppressed, giving the first apparent peak at 2.49 eV (2.04 eV)34.

Strikingly, experiments have shown that the rubrene single crystal photolu-

minescence spectrum at around 565 nm (c-polarised only34) and around 607 nm

(both c- and ab-polarised) exhibit different behaviour33. In particular, it was

shown that only the redder part of the emission spectrum was quenched by

an exciton splitter deposited at the surface of a rubrene crystal, and that the

yellow-green part (c-polarised only34) was short-lived with a lifetime of approx-

imately 15 ns33. As a result of these observations, the authors proposed a singlet

exciton origin for the yellow-green part and a triplet exciton origin for the redder

part.

These results are highly suggestive. One possible interpretation of the

spectral components is that the S1 state is responsible for the c-polarised ab-

sorption/emission and the ∼isoenergetic 1(TT) state, which borrows intensity

from S1 through Herzberg-Teller coupling, gives rise to the ab-polarised ab-

sorption/emission. This intepretation is consistent with the results of Ref. 33.

However, we might expect the 1(TT) dipole moment to retain the polarisation

of the state from which it borrows intensity, in this case the M- and hence

c-polarised S1.

An alternative explanation is that the ab-polarised absorption/emission

arises from Herzberg-Teller coupling between S1 and a higher-lying singlet

state that has its dipole moment along the L-axis. A similar mechanism has

been proposed to be active in other polyacenes280,281 and the effect would be

especially pronounced in rubrene due to its unique crystal structure. However,

this explanation cannot account for the different quenching and dynamical

behaviour of the two components33.

In order to test the hypothesis that an emissive 1(TT) state is the source

of ab-polarised absorption and emission in rubrene crystals, we began by at-

tempting to reproduce the results of Ref. 33, in which the emission at around

565 nm was initially found to decay much faster than that at 607 nm. We find

that whilst we can indeed observe this effect, it occurs only at specific sites on

the crystal surface and is therefore likely a result of morphological or surface

inhomogeneities.
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5.2 Rubrene single crystals

Figure 5.2 shows microscope images of the two vapour-grown rubrene crys-

tals (see Section 3.2.3) used in this work. Crystal 1 (Figure 5.2a) is a 0.7 µm

thick platelet, 120µm wide and several mm long, with few visible imperfec-

tions. Crystal 2 (Figure 5.2b) is much larger, thicker, less uniform and more

damaged. Optical experiments were confined to the region indicated by the red

box in Figure 5.2b. This region is approximately 2µm thick.

PL, 500nm

1mm
1mm

crystal 1 crystal 2a b

Figure 5.2 Rubrene single crystals. a,b, Microscope images of crystals 1 and
2 respectively, grown by physical vapour transport. All spectroscopic measurements
of crystal 2 were conducted within the region indicated by the red box.

The absorption spectra of crystals 1 and 2 are shown in Figures 5.3a and

5.3b respectively for incidence angles of 0° and 30°. The 0° spectra are consistent

with the ab-polarised absorption of orthorhombic rubrene single crystals34. The

increased absorption and appearance of a peak at 532 nm upon rotation of the

crystal to 30° incidence reflect the contribution of the c-polarised component.

This demonstrates that the M-axes of the rubrene molecules, and hence the c-

axis of the crystals, is normal to the substrate plane. Crystals 1 and 2 therefore

have their largest dimensions in the ab plane, as expected for vapour grown

rubrene crystals34. Excitation at 532 nm therefore selectively excites the c-

polarised transition, whilst excitation at around 500 nm excites both the c- and

ab-polarised transitions, with the ratio of absorptions dependent on incidence

angle.



5.3. Site-dependent anomalous photoluminescence behaviour 121

a bcrystal 1 crystal 2

Figure 5.3 Absorption spectra of rubrene single crystals. a,b, Absorption
spectra of crystals 1 and 2 respectively, at both 0° and 30° degree incidence angle.
The spectra of the excitation pulses are also shown.

5.3 Site-dependent anomalous photoluminescence beha-

viour

Figure 5.4a,b shows time-gated photoluminescence spectra, normalised at

607 nm, from crystals 1 and 2 following pulsed excitation at 500 nm. The pump

was introduced at an incidence angle of 45° and therefore excites both the c-

and ab-polarised absorption components. The pump spectrum is shown in

Figure 5.3c. PL (in all polarisations) was collected at normal incidence to the

ab crystal plane (see Section 5.5.3).

Figure 5.4c,d shows the dependence of the PL intensity (integrated from

0–2 µs) on the rotation angle of a linear polariser placed before the detector.

In both cases, the intensity exhibits the expected cos2θ pattern associated with

dipole emission. The pattern is slightly less pronounced in crystal 1 (Figure

5.4c), perhaps due to some PL ‘leakage’ from the edges of the crystal being

picked up by the collection lens.

We observe slight changes with time to the shape of the PL tail beyond

620 nm in Figure 5.4a,b which suggests small contributions from lower-lying

excited states282. Similar low energy bands of varying intensity are commonly

observed in the PL tail of rubrene single crystals34,35,37,189,282–287. The origin of

such bands are debated; suggestions include oxygen-related mid-gap states286

or amorphous regions within the crystal282. We note that the PL spectra from

our crystals strongly resemble the spectra from ‘pristine’ rubrene single crystals

in Ref. 34 (see Figure 5.7).

Crucially, we do not find any significant differences in temporal behaviour

between 565 nm and 607 nm and therefore between the c- and ab-polarised emis-

sion components, suggesting that at the positions measured, both components
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crystal 1 crystal 2a b

c d

Figure 5.4 Ordinary photoluminescence behaviour of rubrene crystals.
a,b, Time-gated PL spectra, normalised at 607 nm, for crystal 1 (a) and crystal 2
(b). c,d, The dependence of the PL intensity at 607 nm on the rotation angle of a
linear polariser placed before the detector. The excitation density was approximately
50 µJ cm−2 for all TRPL measurements reported in this chapter.

arise from the same excitonic species.

However, by scanning around the surface of crystal 2, we were able to find

a spot that reproduced the behaviour observed in Ref. 33, which we denote

crystal 2*. The time-gated spectra from this spot (Figure 5.5a) show a striking

dependence on detection wavelength. A short-lived component that peaks at

∼565 nm (and is hence c-polarised only34) dominates during the first few nano-

seconds, before giving way to a constant spectrum resembling the ab-polarised

emission (plus the expected c-polarised ‘leakage’ due to experimental condi-

tions34). These different dynamics are clearly evident when comparing the PL

decay profiles in Figure 5.5b. Beyond 50 ns, the PL dynamics of crystal 2 and

2* are identical. Initially however, the band at 565 nm appears as an extra

component with a lifetime of a few nanoseconds.

To investigate the origins of the two emission components evident in crys-

tal 2*, we measured the detection polarisation anisotropy of the PL intensity,

shown in Figure 5.6a,b. The long-lived, mainly ab-polarised component of crys-
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crystal 2*

a b

(different spot)

Figure 5.5 Anomalous photoluminescence behaviour of rubrene crystals.
a, Time-gated PL spectra, normalised at 607 nm, for crystal 2*, a different spot on
the surface of crystal 2 that exhibited similar PL behaviour to that reported in Ref.
33. b, Time-dependence of the PL intensity from crystals 1, 2 and 2* at various
detection wavelengths, normalised at 100 ns.

a
b

crystal 2* 20μm

c

d

Figure 5.6 Origins of anomalous photoluminescence behaviour of rubrene
crystals. a, Normalised PL spectra from crystal 2*, gated from 5–10 ns (green) and
0.7–2 µs. b, The dependence of PL intensity (at 565 nm, green and 607 nm, red) on
detection polariser angle for the two spectra shown in (a). c, Microscope image of a
microcrystal defect on the surface of crystal 2. Such a defect is a candidate source
of the emission from crystal 2*. d, Image of the photoluminescence from the defect
shown in (c). The defect is much brighter than the bulk crystal.

tal 2* (red, Figure 5.6a,b) shows the same expected cos2θ dipole dependence

as crystals 1 and 2 (Figure 5.4c,d). In contrast, the short-lived, c-polarised

component of crystal 2* (green, Figure 5.6a,b) is almost completely isotropic.

If 1(TT) and S1 respectively are the sources of the ab- and c-polarised emis-

sion components, we would not expect significant differences in their anisotropy,

nor would we expect the c-polarised part to be observable only at specific sites

on the crystal. Instead, the measurements in Figures 5.4-5.6 indicate that the

short-lived, c-like component arises from a sub-population of singlet excitons



124 5. Searching for triplet-pair emission in crystalline rubrene

found only at certain points on the crystal due to morphological inhomogen-

eity.

This conclusion is in agreement with results in Ref. 34, where it was

found that micrometer-sized defects on the crystal surface within the excit-

ation/detection region resulted in a large enhancement in the PL shoulder

at 565 nm. This was attributed to the scattering of c-polarised PL into the

detector. Such scattering would explain why we measure this emission to be

isotropic. Indeed an examination of the surface of crystal 2 (Figure 5.2b)

reveals that several rough, micrometer-sized microcrystals are present on the

surface. An example of such a surface microcrystal is shown in Figure 5.6c,

and it is clear from the PL image* in Figure 5.6d that these microcrystals can

be significantly brighter than the bulk crystal. It therefore seems likely that

such microcrystals or defects, rather than singlet and triplet origins, are the

cause of the curious results in Ref. 33.

5.4 Conclusions

We have demonstrated that there is no clear evidence of photoluminescence from

the 1(TT) state in rubrene single crystals, despite the small S1-1(TT) energy gap.

Our photoluminescence experiments show that previously observed differences

in the behaviour of c-polarised and ab-polarised emission components are found

only at particular sites on rubrene crystals. We have shown that these sites are

likely to correspond to microcrystal surface defects.

This result introduces something of a conundrum. If 1(TT) is non-emissive

in rubrene crystals, the matrix element that couples S1 with 1(TT) through

vibrational modes in Equation 5.1 must be small. However, recent ultrafast

experiments35 have suggested that the vibronic coupling between S1 and 1(TT)

is strong and that it enables ultrafast singlet fission (which is ordinarily forbid-

den due to the unique symmetry of the rubrene crystal188). We investigate this

apparent discrepancy in the following chapter.

5.5 Methods

5.5.1 Rubrene single crystal growth

Rubrene single crystals were grown by Maik Matthiesen at the University of

Heidelberg using physical vapour transport. Details can be found in Section

3.2.3.

*The PL image was recorded by Rahul Jayaprakash.
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5.5.2 Ground state absorption

Ground state absorption spectra were recorded using the probe beam of the

picosecond transient absorption setup described in Section 3.4.2. The probe

spot size is less than 100 µm in diameter at the sample position which is less

than the smallest dimension of crystal 1 (Figure 5.2). The transmission of

the probe light was recorded through both the crystal and bare substrate (by

translating the crystal laterally out of the beam focus) and the absorbance

calculated from these two measurements.

5.5.3 Time-resolved photoluminescence

Narrowband 500 nm pump pulses were produced in a home-built non-collinear

optical parametric amplifier (NOPA)�, seeded by a Ti:sapphire regenerative

amplifier (Solstice, Spectra-Physics, 800 nm, 90 fs FWHM, 1 kHz, 4 mJ). The

NOPA produces broadband pulses spanning the range 500–700 nm; the nar-

rowband pulses were obtained by passing the NOPA output through a 500 nm

bandpass filter (FWHM 10 nm). The excitation was focussed onto the sample

at a 45° incidence angle by an aspheric lens (f = 32 mm). The photolumines-

cence was collected by the same lens (reflection geometry) at normal incidence

and recorded by the spectrograph and iCCD described in Section 3.4.1. Filters

were used to eliminate pump scatter (longpass Schott OG550 for 500 nm ex-

citation and 532 nm notch for 532 nm excitation). The pump polarisation was

set parallel to the b-axis for crystal 1. For measurements of PL anisotropy, a

rotatable linear polariser was placed before the spectrograph slit. The TRPL

setup is illustrated in Figure 3.8a.

We note that following the laboratory closure during the COVID-19 pan-

demic, the wavelength calibration of our spectrograph became slightly off. The

measurements presented in this chapter (and the next) were recorded after the

laboratory reopened, but before the calibration issue was realised. Therefore,

all spectra presented in this chapter have been shifted by 8.5 nm to correct for

the miscalibration. In Figure 5.7, we compare such a corrected spectrum (crys-

tal 1, 0–2 µs) against a spectrum from Ref. 34 measured for a pristine rubrene

crystal under similar experimental conditions. We find that the 8.5 nm shift

correction results in an extremely close match between our spectrum and the

literature reference. The slight suppression of the blue edge of the spectrum

in our measurement can be attributed to absorption by the 550 nm longpass

filter used and the small differences around 650 nm may arise from the different

�The NOPA was built by Sayantan Bhattacharya.
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Figure 5.7 Wavelength miscalibration and comparison with literature
spectra. Normalised PL spectrum of crystal 1 (0–2 µs), recorded using our spec-
trograph and iCCD. The spectrum has been shifted by 8.5 nm to account for the
wavelength miscalibration that occurred during a prolonged laboratory closure prior
to the measurements in this chapter being taken. Our corrected spectrum closely
matches an equivalent spectrum from Ref. 34, demonstrating that the 8.5 nm shift
is sufficient to correct the miscalibration. Data shown by black circles adapted with
permission from Reference 34; Copyright 2012 by the American Physical Society.

crystals studied, as discussed above.



127

Chapter 6

Triplet-pair formation in

crystalline rubrene

In the previous chapter we found no evidence for emissive 1(TT) states in rub-

rene single crystals despite the close energy level alignment of 1(TT) and S1.

This implies that vibronic coupling between the two states must be weak. This

conclusion is in direct contradiction with recent work, in which near instant-

aneous 1(TT) formation in rubrene single crystals was explained by invoking

strong vibronic coupling between S1 and 1(TT). In this chapter we attempt to

resolve this conundrum. We perform transient absorption spectroscopy of rub-

rene single crystals at different excitation wavelengths and incidence angles and

find no evidence of instantaneous 1(TT) formation, suggesting, in line with cal-

culations, that the vibronic coupling between S1 and 1(TT) is weak. Strikingly

however, we discover that polycrystalline films exhibit pronounced instantaneous
1(TT) formation. We suggest that ultrafast singlet fission in crystalline rubrene

can instead be enabled by static disorder.

6.1 Introduction

Singlet fission ordinarily requires electronic coupling between S1 and 1(TT),

possibly via charge transfer states as described in Section 2.6.3. In orthorhombic

single crystals of rubrene however, the electronic coupling between 1(TT) and

S1 (and charge transfer states) vanishes owing to the peculiar symmetry of the

C2h π-stacking188. As a result, singlet fission is forbidden at the equilibrium

geometry and requires the action of vibrational modes to break the symmetry

constraint188. Calculations of the singlet fission dynamics of rubrene crystals,

based on this framework, show that singlet fission is incoherent, and that the
1(TT) population rises from zero, reaching approximately 20% of the initial
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photo-excited S1 population by 1 ps188.

Some transient absorption measurements189,288 and transient grating pump-

probe experiments289 of rubrene crystals appear to support these calculations.

They found that the 1(TT) population, probed via its excited state absorp-

tion at 510 nm, initially increased approximately exponentially following photo-

excitation, with a time constant of ∼2 ps (although the transient grating ex-

periments reported this time constant to vary substantially with excitation

wavelength).

In 2017 however, several studies reported near-instantaneous (instrument-

limited, i.e. < 25 fs) formation of 1(TT) in rubrene single crystals35–37 not

predicted by the calculations188 discussed above and in contrast to the other

experimental results189,288,289. The explanations for this surprising observation

differ. The details of the proposed mechanisms and the discrepancies between

them are nicely described in a recent review article191. Here, we give an overview

of the key points.

Miyata et al.35 found that part of the total triplet-pair population was gen-

erated within the 25 fs instrument response time of their ultrafast transient

absorption experiment. This initial 1(TT) population was temperature inde-

pendent and a subsequent, slower rise was found to be thermally activated. At

35 K, the authors observed vibrational coherences in both the 1(TT) and S1

transient absorption signals. Through analysis of these coherences, the authors

proposed a mechanism whereby strong mixing between S1 and 1(TT) occurs

near the Franck-Condon region (ground state minimum), enabled through a

vibrational mode of appropriate symmetry. This mixing allows direct, coherent

excitation of both S1 and 1(TT)35 and is supported by recent calculations186.

Breen et al.36 performed both electronic transient absorption and 2D elec-

tronic spectroscopy at room temperature and found no evidence of coherent

oscillations, despite observing the same < 25 fs partial population of the 1(TT)

state. Instead, the authors found that a vibronic shoulder of the 1(TT) excited

state absorption spectrum decayed with a time constant of 2 ps which they as-

signed to relaxation of a vibrationally dressed 1(TT) state, denoted 1(TT)′. A

mechanism was proposed whereby the initially excited state is a vibrationally

dressed S1 state, S1
′, that undergoes ultrafast equilibration with 1(TT)′. The

equilibration process was suggested to be mediated by weak couplings between

S1 and 1(TT) with the ultrafast time constant ascribed to the resonance between

the vibronic sublevels36. Interestingly, a similar mechanism was proposed by

Ishibashi et al.288, but instead with a 2 ps time constant.

The coherent vibronic coupling mechanism proposed by Miyata et al. implies
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that 1(TT) should be emissive in rubrene crystals35,103. However, in Chapter

5, we found no evidence of 1(TT) photoluminescence signatures in our rubrene

single crystals. In this chapter, we therefore aim to clarify the mechanism of
1(TT) formation in rubrene single crystals.

6.2 Selective excitation of pristine rubrene crystals

We use the same ‘pristine’ rubrene crystals studied in Chapter 5 and shown

in Figure 5.2. We judged our crystals to be pristine, particularly crystal 1, by

comparing their PL spectra against those reported in Ref. 34, an extremely

careful and comprehensive analysis of the absorption and emission properties

of rubrene single crystals (see, for example, Figure 5.7). We note that the PL

spectra reported by Miyata et al.35 and Bera et al.37 are both dominated by the

650 nm band indicative of defective rubrene crystals34,282,286. Furthermore, the

PL spectrum (from platelet crystals very similar to ours) reported by Breen et

al.36 is dominated by a band at 565 nm. In Chapter 5, we showed, in accordance

with Ref. 34, that such emission can arise from microcrystal defects on the

crystal surface. The lack of experimental details surrounding the acquisition

of the PL spectrum make interpretation difficult, however, we note that such

defects can be clearly seen in the microscope image presented by Breen et al.36.

In fact, of the transient absorption literature reviewed above, only Ishibashi et

al.288 report a PL spectrum consistent with pristine rubrene crystals34. We will

see below that potentially defective crystals may have a substantial impact on

the measured transient absorption data.

a bcrystal 1 crystal 2

Figure 6.1 Selective excitation of rubrene single crystals. a,b, Absorption
spectra of rubrene single crystals 1 and 2 at incidence angles of 0° and 30°, reproduced
from Figure 5.3. The 495 nm and 532 nm pump spectra used in the transient absorp-
tion experiments presented in this chapter are shown. The two pump wavelengths
target the 0-1 and 0-0 vibronic transitions respectively.
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Figure 6.1 reproduces the absorption spectra of crystals 1 and 2 from Fig-

ure 5.3. Alongside, we plot the spectra of two different pump pulses used in

our transient absorption experiments (see Section 6.7.2). The pulse centred

at 495 nm selectively excites the 0-1 transition, which includes both ab- and

c-polarised components34. The pulse centred at 532 nm selectively excites the

vibrationless 0-0 transition, which is exclusively c-polarised34.

According to the coherent mechanism proposed by Miyata et al.35, excit-

ation using either of these pump pulses should result in instrument-limited
1(TT) formation. In contrast, the incoherent pathway suggested by Breen et

al.36 should only be activated when the initial photo-excited state is a vibra-

tionally dressed S1 state. In that case, instrument-limited 1(TT) formation

should be observed only when pumping at 495 nm. Comparing the dynamics

of the 1(TT) population under these two excitation conditions should therefore

enable us to distinguish between these two mechanisms. To obtain further con-

firmation of our conclusions in Chapter 5 that 1(TT) is not responsible for the

ab-polarised absorption component, we also performed experiments at both 0°

and 30° incidence.

6.3 No instantaneous 1(TT) formation in single crystals

Figure 6.2a,b show transient absorption spectra recorded in crystal 1 with

495 nm excitation at 0° incidence, and 532 nm excitation at 30° incidence, re-

spectively. The band at 435 nm arises from the S1 → S3 excited state absorp-

tion189,278 whilst the band at 510 nm is characteristic of T1 → T3
35,36,189,278,288.

In the probe region beyond 550 nm, both singlet and triplet excited state ab-

sorptions contribute35,278,290. Absorptions from charge separated states can also

be present in the spectral region around 600–900 nm291,292. We discount them

here because they are usually observed only under ultraviolet excitation189,291,292

and are generally short-lived292, unlike the persistent signal apparent at 660 nm

in our measurements. We observe an isosbestic point between the singlet and

triplet-pair absorption features, indicating that singlet fission is a one-to-one

conversion between S1 and 1(TT)189.

The transient absorption dynamics corresponding to Figure 6.2a,b are plot-

ted in Figure 6.2c,d for probe wavelengths of 435 nm (mostly singlets), 660 nm

(a mixture of singlets and triplet-pairs) and 510 nm (almost entirely triplet-

pairs). The dynamics are normalised to the maximum signal at 435 nm. In

Figure H.6, we demonstrate that the dynamics at 510 nm are almost entirely

uncontaminated by spectral overlap with nearby singlet bands and are thus a
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a b

c d

Figure 6.2 Transient absorption spectroscopy of rubrene crystals. a,b,
Transient absorption spectra measured on crystal 1 at different delay times for 495 nm
excitation at 0° incidence (a) and 532 nm excitation at 30° incidence (b). c,d, Cor-
responding transient absorption dynamics at 435 nm (mostly S1) 660 nm (mixture
of S1 and 1(TT)) and 510 nm (almost entirely 1(TT)). The excitation intensity was
70 µJ cm−2 for all experiments reported in this chapter.

good measure of triplet-pair population.

We find no clear evidence of instrument-limited 1(TT) formation in Figure

6.2c,d. The rise in the triplet-pair population at 510 nm starts after, and is less

steep than, the rise of the photo-excited singlet population at 435 nm. This

cannot be an artefact of the chirp correction procedure (see Section 6.7.2) be-

cause it is also later, and less steep, than the rise of the signal at 660 nm. This

behaviour is the same regardless of excitation wavelength.

In order to compare our measured triplet-pair dynamics with previous meas-

urements, we attempted to extract time constants using multi-exponential fit-

ting. We found that whilst a bi-exponential function gave a good fit, the ex-

tracted time constants varied significantly depending on the time window used

for the fit. Moving to a tri-exponential function (Figure 6.5a, below) provided

a much more robust set of fitting parameters. However, as a result of the large

number of fitting parameters (six) and clear non-exponential behaviour, it does
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not make sense to talk about time constants per se. Nevertheless, the fitting

results are instructive, particularly when we come to compare the triplet-pair

dynamics to those measured for a polycrystalline film below.

A tri-exponential fit to the triplet-pair dynamics of crystal 1 (532 nm ex-

citation, 30° incidence), shown below in Figure 6.5a, yielded time constants of

0.25(3) ps (23(2) %), 1.8(4) ps (26(3) %) and 14(3) ps (51(2) %). These three

values are similar to those extracted by Breen et al.36 and the latter two time

constants agree well with those reported by Ma et al.189 and Ishibashi et al.288

based on bi-exponential fitting. Our sub-picosecond component is slower than

that of Ref. 36 by a factor of 2-3. This might reflect differences in the in-

strument response time, though we reiterate that our initial triplet-pair rise is

slower than the rise time of the singlet exciton signal.

a bcrystal 1 crystal 2

Figure 6.3 Consistent triplet-pair dynamics in rubrene crystals. a,b,
Triplet-pair dynamics, probed at 510 nm for single crystals 1 and 2 respectively. No
major differences were observed between different crystals, excitation wavelengths or
incidence angles.

For completeness, Figure 6.3 compares the triplet-pair dynamics probed at

510 nm for both crystals 1 and 2 under different excitation wavelengths and in-

cidence angles. We find that the dynamics are very similar across both crystals,

incidence angles and excitation wavelengths. It appears that the triplet-pair

dynamics exhibit a very slightly more pronounced sub-picosecond component

when the excitation wavelength is 495 nm, resulting in a marginally larger pop-

ulation at 2 ps. At first glance, this appears to support the conclusions of Breen

et al.36 that a vibrationally dressed photo-excited singlet state (only possible

with 495 nm excitation in our experiment) is required to enable ultrafast 1(TT)

formation. However, it is noticeable from Figure 6.3 that the effect of excita-

tion wavelength is more pronounced in crystal 2 than crystal 1. Crystal 2 is

significantly more defective (see Figure 5.2), suggesting that this may not be an

intrinsic bulk effect.
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6.4 Clear instantaneous 1(TT) formation in polycrystal-

line films

Since many of the rubrene crystals reported in the literature exhibit PL spectra

indicative of defects, and since we find that the effect of excitation wavelength on

sub-picosecond triplet-pair formation is more pronounced in a more defective

crystal, we repeated our measurements on a polycrystalline thin film. The

absorption spectrum is shown in Figure 6.4a and the microscope image in Figure

6.4b reveals a polycrystalline texture on the micrometer length scale.

a b c

100μm

Figure 6.4 Instantaneous triplet-pair formation in polycrystalline films.
a, Absorption spectrum of a polycrystalline rubrene film prepared by thermal evapor-
ation and annealing. b, Microscope image of the film surface, revealing a micrometer-
scale polycrystalline texture. Many of the crystals appear to be oriented in the same
direction. c, Comparison of transient absorption dynamics at probe wavelengths
of 435 nm and 510 nm between crystal 1 (30° incidence) and the polycrystalline film.
The excitation wavelength (532 nm) and intensity (70 µJ cm−2) were the same in both
cases.

Strikingly, when comparing the transient absorption dynamics of the film

and crystal in Figure 6.4c, we find very clear evidence of instantaneous 1(TT)

formation in the polycrystalline sample. The initial rise of the triplet-pair sig-

nal at 510 nm exactly follows the rise of the photo-excited singlet at 435 nm,

demonstrating 1(TT) formation within the instrument response. We demon-

strate in Figure H.7 that this observation is not an artefact of spectral overlap.

We note that the instantaneous 1(TT) formation in the polycrystalline film oc-

curs even though the excitation wavelength is 532 nm. 532 nm is not sufficiently

energetic to populate vibrationally dressed S1 states, thereby casting doubt on

the mechanism proposed by Breen et al.36 to explain femtosecond singlet fission

in rubrene.

We repeated the tri-exponential fitting for the triplet-pair dynamics on the

polycrystalline film. The fit is shown in Figure 6.5a and we extracted time
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a b

Figure 6.5 Triplet-pair dynamics in crystals and films. a, Tri-exponential fits
to the triplet-pair population dynamics of crystal 1 (532 nm excitation, 30° incidence)
and a polycrystalline film (also 532 nm excitation). b, The triplet-pair dynamics of
the polycrystalline film, following the instrument-limited rise to 50% of the maximum
population, closely match those of the bulk single crystal when a constant offset is
added to the latter.

constants of 0.21(5) ps (59(12) %), 1(3) ps (16(23) %) and 6(6) ps (25(27) %).

The large errors on the latter two components illustrate the limitations of such

fitting, but it is clear that the sub-picosecond component is significantly greater,

and slightly faster, than in the bulk crystal. More instructively, in Figure 6.5b,

we show that for the first few tens of picoseconds, the triplet-pair dynamics of

the polycrystalline film can be explained as an instrument-limited initial offset

of around 50% of the maximum population with subsequent dynamics that

exactly match those of the bulk crystal.

6.5 Discussion

Our transient absorption results demonstrate that instantaneous, or instrument-

limited, formation of 1(TT) following photo-excitation of crystalline rubrene

occurs in polycrystalline thin films but not in bulk single crystals. Following

this ultrafast rise in the film, the 1(TT) dynamics appear almost identical to

those of the bulk crystal. The lack of femtosecond singlet fission in rubrene

crystals is in line with expectations188, raising the question of what factors

enable it to occur in polycrystalline films.

One possibility is that 1(TT) and S1 are mixed at certain sites within the film

morphology where the C2h π-stacking symmetry breaks down due to static dis-

order, for example at grain boundaries or dislocations. At these sites, 1(TT) can

be formed extremely rapidly, whilst elsewhere, the formation dynamics mimic

those of the bulk crystal, as shown in Figure 6.5b. It is perhaps curious then

that singlet fission is reported to be completely suppressed in truly amorphous
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solid rubrene289, though this may simply be a result of weaker intermolecular

couplings. Further experiments and calculations may be required to discover

which intermolecular alignments are preferential for ultrafast singlet fission in

rubrene.

a b
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weak vibronic coupling strong vibronic coupling

slow, incoherent singlet fission

very weak 1(TT) emission

fast, coherent singlet fission

stronger 1(TT) emission?

Figure 6.6 Possible singlet fission pathways in crystalline rubrene. a, In
bulk crystals, low energy modes provide weak vibronic coupling between S1 and
1(TT). As a result singlet fission is incoherent and slow (picosecond timescale). b,
At sites where the symmetry is broken by static disorder, S1 and 1(TT) can become
strongly mixed, allowing fast (femtosecond) coherent formation of both. We might
expect the strength of any Herzberg-Teller emission from 1(TT) to follow the strength
of vibronic coupling (purple arrows).

These two proposed types of singlet fission, bulk and defect, are shown

schematically in Figures 6.6a and 6.6b respectively. In the bulk (a), low-energy

librational modes provide weak vibronic coupling between S1 and 1(TT), en-

abling incoherent singlet fission to occur with a picosecond time constant. At

sites where the symmetry constraint is broken (b), 1(TT) and S1 may become

substantially mixed. Photo-excitation at such sites results in a coherent super-

position of S1 and 1(TT).

The pathways proposed in Figure 6.6 suggest that photoluminescence from
1(TT), enabled by vibronic coupling, or Herzberg-Teller intensity borrowing,

might be present in polycrystalline thin films but not in single crystals. To

test this, we measured the time-resolved photoluminescence of our polycrystal-

line thin film under both 500 nm and 532 nm excitation (Figures 6.7a and 6.7b

respectively).

Following 532 nm excitation (Figure 6.7b), we do observe a small shoulder

grow in on a timescale of several nanoseconds at 630 nm. This is similar to a

spectral feature previously assigned to 1(TT) in rubrene thin films74. However,

we observe no such behaviour following excitation at 500 nm (Figure 6.7a). The

slight changes in behaviour with excitation wavelength may be due rather to
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a b

Figure 6.7 TRPL of polycrystalline rubrene. a,b Time-gated photolumines-
cence spectra of a polycrystalline rubrene film following excitation at 500 nm (a) and
532 nm (b).

a different region of the film falling within the excitation spot across the two

separate measurements. Furthermore, it is well known that defects in rubrene

films can emit at around 630 nm (Ref. 34). Further experiments should therefore

be performed before any assignment can be made.

In any case, even if 1(TT) is notionally emissive in polycrystalline rubrene,

it may not be possible to distinguish its spectral component from that of S1

using time-resolved photoluminescence. If the two states are strongly mixed,

we cannot necessarily talk in terms of separate diabatic S1 and 1(TT) states.

6.6 Conclusions

In this chapter, we have demonstrated that ultrafast instantaneous formation

of 1(TT) states in crystalline rubrene occurs in polycrystalline films but not

in bulk crystals, in contrast to recent reports. Our results are consistent with

calculations that showed singlet fission in rubrene crystals to be an incoher-

ent process, occurring on the picosecond timescale, and driven by low energy

vibrational modes that weakly couple S1 to 1(TT).

We proposed that the instantaneous 1(TT) formation that we readily observe

in polycrystalline films may arise from static disorder. At certain sites within

the film morphology, molecules may be oriented in such a way as to break the

symmetry and allow S1 and 1(TT) to mix. At such sites, singlet fission can be

a coherent process.

We further hypothesised that such mixing might result in site-dependent

Herzberg-Teller emission from the 1(TT) state in polycrystalline rubrene. How-

ever, our time-resolved PL measurements found no clear evidence of this. These

results highlight the need for more detailed experiments to investigate the de-
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pendence of singlet fission on inter-molecular geometry in rubrene.

6.7 Methods

6.7.1 Sample preparation

Single crystal growth is described in Section 3.2.3. Rubrene thin films were

prepared by thermal evaporation and annealing, as detailed in Section 3.2.2.

The absorption spectrum of the rubrene film was recorded using a spectropho-

tometer (Cary60, Agilent).

6.7.2 Transient absorption spectroscopy

Transient absorption spectroscopy was performed using the setup described in

Section 3.4.2. The chirp of the probe pulses was corrected for by measuring the

coherent artefact of a bare substrate. Experiments were performed with the

pump polarisation both parallel and perpendicular to the probe polarisation,

allowing both the isotropic signal and anisotropy to be obtained224,293. Data

presented in this chapter were taken in the parallel configuration; we show in

Figure H.8 that these data are proportional to the isotropic signal (in other

words, the anisotropy has no time dependence).

6.7.3 Time resolved photoluminescence

TRPL measurements were conducted as described in Section 5.5.3.
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Chapter 7

On the spin statistics of

triplet-triplet annihilation*

The preceding chapters have focussed on the formation and spectral signatures of

the strongly exchange-coupled, spin-0 triplet-pair state 1(TT). In Chapter 4, we

found that 1(TT) is formed via triplet-triplet annihilation and that this occurs

via weakly bound (T...T) states. If 1(TT) is similar in energy to S1, as is the

case for rubrene which we concentrated on in Chapters 5 and 6, then bright, spin-

0 singlet excitons can be formed from two dark spin-1 triplets through triplet-

triplet annihilation. The probability of obtaining a singlet state through such an

interaction is given by the spin statistical factor, η. The value of η is therefore

critical in determining the efficiency of devices that rely on triplet-triplet anni-

hilation such as blue-emitting OLEDs and photon upconverters. In this chapter,

we show that η is frequently incorrectly described in the literature. We use a

combined theoretical and experimental approach, using rubrene as a model sys-

tem, to investigate in detail the factors influencing the value of η and reveal

several strategies for engineering materials with high values of η that have been

largely overlooked to date.

7.1 Introduction

In Section 2.6, we saw how bright, emissive singlet excitons can be created from

the fusion of two dark triplet excitons through the photophysical process of

triplet-triplet annihilation (TTA)97. Efficient TTA is highly desirable for im-

proving the performance of organic light emitting diodes (OLEDs)295,296 and

*This chapter has been adapted from the following publication294: Bossanyi et al., JACS
Au 1, 12, 2188-2201 (2021). Some sample preparation was carried out by Yoichi Sasaki; all
other work presented in this chapter is my own.
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solar photovoltaics13,14,20,106,107,202, as well as for biomedical applications21,55

including targeted drug delivery297 and optogenetics23. Furthermore, the inter-

actions between triplet excitons that govern the TTA process are of fundamental

interest to a variety of research areas such as the condensed phases of ground

state triplet molecules298–301, the physics of interacting bosons302, quantum en-

tanglement31,117 and quantum information and computing based on organic

molecules303,304.

The probability that a pair of annihilating spin-1 triplet excitons results in

a spin-0 singlet exciton is given by the spin statistical factor, η, with 0 ≤ η ≤ 1.

For OLEDs and TTA-mediated photon upconverters, materials systems with a

high value of η would result in very efficient device performance19,22,107,202,295,296.

However, despite its fundamental importance, the triplet-triplet interactions

that govern the value of η are not, in general, fully understood or appreciated.

As a result, several potential strategies for designing materials with a high value

of η have been largely overlooked to date.

In Section 2.6.4, we discussed how, in the literature, the spin statistical

factor of triplet-triplet annihilation, η, is almost always discussed in terms of

nine pure-spin triplet-pair encounter complexes: one spin-0 singlet, three spin-1

triplets and five spin-2 quintets22,38–42. At first glance, this might suggest that

η = 1
9
, however measurements of triplet-triplet annihilation upconversion (TTA-

UC) efficiencies greatly exceeding this limit demonstrate that this is not the

case38,208 (recall that in TTA-UC, annihilating triplets are first sensitised on ac-

ceptor molecules by energy transfer from photo-excited donor species19,22,107,202,

as shown in Figure 2.19). As discussed further below, the quintet complexes

readily dissociate again into individual triplets since molecular quintet states

are energetically inaccessible in relevant molecules209. The triplet complexes on

the other hand can undergo internal conversion to nearby triplet states, leading

to the loss of one triplet of the pair39,40. If such internal conversion is efficient,

this description yields η = 2
5
.

These conventional discussions of spin statistics overlook many of the

subtleties of triplet-triplet interactions, studied initially by Merrifield and

co-workers 50 years ago102, further developed by others since98,305 and explored

in detail in Section 2.6.1. These interactions have been investigated in great

depth more recently through research into singlet fission29,30 which, as we

demonstrated in Chapter 4, proceeds via the same intermediate triplet-pair

states. Here we aim to bridge the apparent divide between the singlet fission

and TTA-UC descriptions by demonstrating the profound effect of triplet-pair

character, in particular the strength of inter-triplet exchange coupling, on
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the spin statistical factor. Inspired by recent reports of high-level reverse

intersystem crossing from T2 to S1
306, which could allow the loss associated

with the formation of spin-1 triplet-pair complexes to be bypassed307, we

also investigate internal conversion rate constants and the fate of higher-lying

triplet states and their impacts on the spin statistical factor.

We therefore begin by providing an overview of the spin physics of triplet-

pair states in the context of TTA-UC. Next, we investigate the triplet-pair char-

acter, energy levels, internal conversion rates and reverse intersystem crossing in

rubrene, the most common acceptor molecule for near-infrared-to-visible TTA-

UC42,107. Based on these experimental results, we present an updated model

for the spin statistics of upconversion that includes the effects of inter-triplet

exchange coupling and orientation, as well as internal conversion rate constants,

energy levels and reverse intersystem crossing. We find that variations in ex-

change energy and orientation can tune the spin statistical factor η within the

range 2
5
≤ η ≤ 2

3
, but that careful optimisation of the S1, T2 and T1 energy

levels may allow η to reach unity, thereby bypassing such considerations.

7.2 Theoretical background

In Section 2.6.1 we provided a detailed description of weakly and strongly

exchange-coupled triplet-pair states and gave expressions for the governing spin

Hamiltonian and the various spin wavefunctions. Here, we relate the spin phys-

ics of triplet-pair states to the spin statistical factor η of triplet-triplet annihil-

ation.

T1 + T1

(TT)l

S1

kDk'TTA

kIC|CT
l|2

kTF|CS
l|2

loss of one
triplet

G

S0

kS

Figure 7.1 The simplest kinetic model of TTA-UC. A schematic diagram of
the simplest kinetic model for TTA-UC that considers triplet-pair spin character in
a general way. The processes and rate constants are described in the text. This is
referred to as model 1.
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In order to understand the influence of triplet-pair character on the spin

statistics of TTA-UC, we can construct a kinetic model based on the Johnson-

Merrifield framework102,124. We note that while related analyses have been

reported by Mezyk et al. in 2009308 and more recently by Schmidt and Castel-

lano309, the effect of triplet-pair character on spin statistics was not explored in

either work. Even in the work of Atkins and Evans305, in which the inter-triplet

exchange interaction was explicitly included, the spin statistical factor (written

by them as λT ) was incorporated only as a parameter and no expression for it

was ever given.

The simplest possible such model is illustrated in Figure 7.1. Triplet states

generated at rate G can annihilate to form triplet-pair states (TT)l, whose spin

wavefunctions |ψl〉 are determined by the spin Hamiltonian (Equation 2.70).

We choose to consider an annihilation process that depends linearly rather

than quadratically on the triplet population. This results in a linear set of rate

equations with a simple analytical solution under steady-state conditions. TTA

is therefore described by an effective annihilation rate constant k′TTA.

The triplet-pair states formed can either dissociate back into independent

triplets with rate constant kD or form a singlet state with rate constant kTF ,

modulated by the singlet character |C l
S|2. Recall that

|C l
S|2 = | 〈S|ψl〉 |2, (7.1)

where |S〉 is the pure spin-0 triplet-pair state defined in (Equation 2.71). The

|ψl〉 are obtained by diagonalising the spin Hamiltonian (Equation 2.70), hence

the overall triplet-pair fusion rate is also dependent on the spin Hamiltonian.

We also include an internal conversion channel, with overall rate constant

kIC , that results in the loss of one triplet; participation in this channel requires

non-zero triplet character so the rate constant is modulated by |C l
T |2. Following

Ref. 308, we define |C l
T |2 in an analogous way to the singlet character. Now

however, there are three possible pure spin-1 triplet-pair states (Equation 2.71)

and so we write

|C l
T |2 =

∑
m=x,y,z

|C l
Tm|2 =

∑
m=x,y,z

| 〈Tm|ψl〉 |2. (7.2)

Quintet triplet-pairs are approximately equal in energy to S1 only when two

chromophores are involved. Coalescence from a quintet triplet-pair to a single-

chromophore molecular quintet state is energetically infeasible209 (the corollary

for singlets and triplets is opposite). The only fate of quintets is therefore
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to simply break apart again into independent triplets39 and so no process in

the model depends explicitly on the quintet character of the triplet-pair states.

Nevertheless, for completeness, we will define the total quintet character |C l
Q|2

as

|C l
Q|2 =

∑
m=a,b,x,y,z

|C l
Qm|2 =

∑
m=a,b,x,y,z

| 〈Qm|ψl〉 |2, (7.3)

where |Qm〉 are the pure spin-2 triplet-pair states defined in Equation 2.71.

Finally, the singlet S1 states decay radiatively back to the ground state with

rate constant kS.

The rate equations describing the above processes can be written as follows:

d[T1]

dt
= G+ 2kD

9∑
l=1

[(TT)l] + kIC

9∑
l=1

|C l
T |2[(TT)l]− 2k′TTA[T1] (7.4)

d[(TT)l]

dt
=

1

9
k′TTA[T1]− kD[(TT)l]− kIC |C l

T |2[(TT)l]− kTF |C l
S|2[(TT)l] (7.5)

d[S1]

dt
= kTF

9∑
l=1

|C l
S|2[(TT)l]− kS[S1]. (7.6)

Since the photoluminescence quantum yield (PLQY) is unity in this model and

no other losses are present besides spin statistical effects, the spin statistical

factor η can be evaluated analytically by solving the equations under steady-

state conditions. We obtain

η =
2kS[S1]

G
(7.7)

=

∑9
l=1

kTF |ClS |
2

kTF |ClS |2+kIC |ClT |2+kD∑9
l=1

kTF |ClS |2+ 1
2
kIC |ClT |2

kTF |ClS |2+kIC |ClT |2+kD

. (7.8)

Equation 7.8 is identical to the expression previously arrived at by Schmidt

and Castellano309, though it was not written out explicitly in their work. At

the time however, the distinction between weak and strong exchange coupling

within triplet-pair states was not so well understood, and the true implications

were not fully grasped.

We can evaluate Equation 7.8 for the limits of strongly and weakly exchange-

coupled triplet-pairs discussed above. We find:

ηstrong =

(
1 +

3

2

kICkTF + kICkD
kICkTF + kTFkD

)−1

(7.9)

ηweak =

(
1 +

1

2

kICkTF + 3kICkD
kICkTF + kTFkD

)−1

. (7.10)



144 7. On the spin statistics of triplet-triplet annihilation

Assuming that the dissociation of triplet-pair states is considerably slower than

fusion or internal conversion (kD � kTF , kIC), we obtain, as expected40,309,

η = 2
5

in the limit of strong exchange coupling. Interestingly however, the spin

statistical factor rises to η = 2
3

for weakly exchange-coupled triplet pair states.

In both cases, η = 1 if kIC = 0.

singlet triplet

PS PT

×½
lose one triplet
of the pair

PT×½×PS

PT×½×PT×½×PS

singlet triplet

PS PT

×½
lose one triplet
of the pair

singlet triplet

PS PT

×½
lose one triplet
of the pair

PS

Figure 7.2 Probability tree for TTA spin statistics. The spin statistical factor
can be evaluated using a probability diagram when the triplet character is contained
exclusively in pure spin-1 states (there is no triplet-quintet or triplet-singlet mixing, as
is the case for molecules oriented parallel). PS and PT are the respective probabilities
of forming a triplet-pair state with singlet or triplet character.

We can understand these limits more intuitively by considering the prob-

ability tree associated with triplet-pair formation events (Figure 7.2). Only

triplet-pair states with singlet or triplet character are ‘active’ in TTA-UC and

we let their probabilities of formation be PS and PT respectively. The spin

statistical factor is then given by a geometric progression:

η = PS

[
1 +

1

2
PT + (

1

2
PT )2 + (

1

2
PT )3 + . . .

]
(7.11)

=
PS

1− 1
2
PT

. (7.12)

In the case of strong exchange coupling, the relevant triplet-pair states com-

prise one pure singlet and three pure triplets giving PS = 1
4

and PT = 3
4
, and

hence η = 2
5
. For weakly exchange coupled triplet-pair states (on parallel mo-

lecules) we again have three pure triplets. The singlet character is spread across

three singlet-quintet mixtures. The quintet component does not affect the fate

of these mixed spin states, and so we have PS = PT = 1
2

and therefore η = 2
3
.

Equations 7.8-7.10 allow us to identify the key factors expected to affect the

spin statistics of TTA-UC. First, the inter-triplet exchange energy J determines
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the character of the triplet-pair spin wavefunctions. If J is negligible compared

to other terms in the spin Hamiltonian (Equation 2.70), the finer details of the

intra-triplet spin dipolar interactions, including intermolecular orientation, also

play a role. Second, the rate constants of internal conversion from 3(TT) to

individual triplet states TN, and the subsequent fate of TN, have a profound

effect. If the internal conversion is slow in comparison to triplet-pair fusion and

separation, or if high-level reverse intersystem crossing306,307,310,311 (HL-RISC)

channels 3(TT) states to S1 via T2, the spin statistical factor can approach

unity307. In the following, we investigate these factors in turn in the context of

rubrene, the most common acceptor molecule for near-infrared-to-visible TTA-

UC.

7.3 Material system: rubrene

Figure 7.3a shows the molecular structure of rubrene. In crystalline rubrene,

triplets are formed via singlet fission on the picosecond timescale35,36,189, allow-

ing their fusion behaviour to be studied without the presence of sensitizer spe-

cies216. We perform the majority of our experiments on rubrene nanoparticles

(NPs) dispersed in a poly(vinyl alcohol) (PVA) matrix (Figure 7.3b). Nano-

particles prepared in this way have an average diameter of 220 nm and show

no sharp peaks in their X-ray diffraction pattern203. These nanoparticle films

are the basis of recently reported solid-state TTA-UC systems45,203 and we will

investigate their photophysics in detail in Chapter 8.

a

b

Figure 7.3 Rubrene nanoparticle films. a, Molecular structure of rubrene. b,
Absorption and emission spectra of rubrene nanoparticle films alongside the absorp-
tion spectrum of rubrene dissolved in toluene (1× 10−4 M).

In Figure 7.3b we present the absorption and emission spectra of our rubrene
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NPs alongisde the absorption spectrum of rubrene monomers in toluene. From

these spectra, we confirm the S1 energy level at between 2.32 eV and 2.23 eV

based on the absorption and emission maxima. A small peak at 400 nm (3.1 eV)

is clearly visible in the solution absorption spectrum which does not appear to

follow the vibronic progression of the S1 state. We suggest that this may be a

signature of S2. The strong absorption at around 300 nm (4.13 eV) corresponds

to a higher-lying S0 → SN transition.

7.4 Triplet-pair character

Equations 7.8-7.10 demonstrate that the spin Hamiltonian of Equation 2.70,

in particular the inter-triplet exchange coupling J , has a profound effect on

the spin statistical factor η. In order to probe the inter-triplet interactions in

our rubrene NPs, we measured the effects of magnetic fields on the delayed

fluorescence during bimolecular triplet-triplet annihilation.

Figure 7.4a shows the time-resolved photoluminescence (PL) of a rubrene

NP film at three different excitation intensities. Between 100 ns and 10µs,

we find that greater excitation density leads to a relative increase in measured

PL. These dynamics are characteristic of bimolecular triplet-triplet annihilation

that, via triplet-pair intermediates, repopulates the S1 state. We found a similar

signature in our measurements of diF-TES-ADT in Chapter 4.

To investigate the character of the triplet-pair states that are the initial

product of bimolecular TTA, in Figure 7.4b we plot the change in PL intensity

0.5–1 µs after excitation as a function of applied magnetic field, at the same

three excitation intensities as Figure 7.4a. We observe a small increase in the

PL for fields < 50 mT followed by a decrease at higher fields. The overall

magnitude of the effect increases with excitation intensity, demonstrating that

the triplet-pairs responsible are products of bimolecular TTA.

Magnetic field effects (MFEs) such as those presented in Figure 7.4b are well-

known to be characteristic of triplet-triplet annihilation and were first explained

by Johnson and Merrifield 50 years ago25,102. In Section 2.6.2, we described how

MFEs arise in the context of the Johnson-Merrifield model and we will revisit

the key points here.

The Johnson-Merrifield model for the spin physics of singlet fission and

triplet-triplet annihilation is based on the spin Hamiltonian (Equation 2.70)

but with no exchange term, i.e. J = 0. Thus Johnson and Merrifield’s rather

vaguely defined ‘TT’ states are implicitly weakly exchange-coupled, though such

terminology was not used at the time. As implied in the later work of Atkins
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a b

Figure 7.4 Triplet-triplet annihilation and magnetic field effects. a, Time-
resolved photoluminescence (PL) of a rubrene nanoparticle film at three different
excitation intensities. The decays have been normalised at 8 ns. b, Magnetic field
effects (MFEs) on fluorescence gated from 0.5–1 µs at the same three excitation in-
tensities. Error bars reflect the variation between sweeping up and down in magnetic
field and arise from slight photobleaching and small fluctuations in laser power.

and Evans305, MFEs measured under fields of a few tens of mT are therefore

signatures of weakly exchange-coupled triplet-pair states115. This can be readily

understood by examining the spin Hamiltonian of Equation 2.70.

The zero-field splitting parameter D is typically around 10µeV. For ex-

ample, it is 6.45µeV in tetracene138 and is thought to be similar for rubrene111.

The Zeeman term thus has a similar magnitude to the zero-field term when

gµBB ∼ D, i.e. B ∼ 50 mT. In the absence of other terms in the spin Hamilto-

nian of similar or greater magnitude, the competition between the Zeeman and

zero-field terms at such fields leads to variations in the eigenstates |ψl〉 with

magnetic field and hence to variations in the singlet character |C l
S|2 (Equa-

tion 2.75) of the triplet-pair states102,124. For example we have seen that when

B = 0, three of the eigenstates (|xx〉, |yy〉 and |zz〉) have singlet character.

If gµBB � D, this falls to two102, giving rise to the characteristic reduction

in measured PL during triplet-triplet annihilation. If however, as is implicitly

assumed in discussions of spin statistics for TTA-UC, the triplet-pairs formed

are strongly exchange-coupled (J � D), we would not see any significant MFE

until gµBB ∼ J , since the zero-field term now acts only as a tiny perturbation.

This requires much higher field strengths and gives rise to very different types

of MFE114,115,119. In acene materials, high-field MFEs have been reported in

only one material, TIPS-tetracene119 and the effect was observed only at 1.4 K.

MFEs corresponding to weakly exchange-coupled triplet-pairs, similar to

ours in Figure 7.4b, have been measured during TTA-UC both in the solid

state308 and in solution312–315. Observations of these MFEs cannot prove that



148 7. On the spin statistics of triplet-triplet annihilation

all TTA events exclusively produce triplet-pair states that are initially weakly

exchange-coupled since strongly exchange-coupled triplet-pairs do not contrib-

ute to the MFE at low (tens to hundreds of mT) magnetic field strengths.

Nevertheless, the idea that triplet-pair states formed through bimolecular TTA

are weakly exchange-coupled is supported by the results in Chapter 4 and it is

demonstrably true for at least a proportion of TTA events. Below, we therefore

explore the implications of this for the spin statistics of TTA-UC. First however,

we investigate the other key factors that may impact the spin statistical factor:

internal conversion, energy levels and reverse-intersystem crossing.

7.5 Energy levels and internal conversion

In order to estimate the rate constants of internal conversion from 3(TT) to TN,

we must first determine the triplet energy levels. The energy of T1 is well known

to be 1.14 eV for rubrene74,207,276. We can therefore take the energy of 3(TT)

to be 2.28 eV in the absence of large inter-triplet binding. Reported values for

the rubrene T2 energy vary significantly277,289,290,316. For a precise determina-

tion of the higher lying triplet energies, we turn to transient absorption (TA)

spectroscopy.

a

b

S1→SN

T1→T2

T1→T2
T1→T3

S1→SN

S1→SN

Figure 7.5 Transient absorption spectroscopy of rubrene nanoparticle
films. a, False-colour map showing transient absorption measurements of rubrene
NP films pumped at 532 nm with an excitation intensity of 40 µJ cm−2. b, Transi-
ent absorption spectra spanning the visible and near-infrared reveal singlet fission
dynamics. Singlet photo-induced absorption (PIA) features at 440 nm, 680 nm and
1170 nm decay, accompanied by a rise in triplet PIA bands at 510 nm, 850 nm and
960 nm. The latter two peaks, highlighted in (c), correspond to the 0-0 and 0-1 bands
of the T1 → T2 transition. Given the T1 energy of 1.14 eV, we calculate the T2 and
T3 energy levels to be 2.43 eV and 3.57 eV respectively.

Figure 7.5 shows transient absorption spectra of a rubrene NP film pumped
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at 532 nm. We find the characteristic signatures of singlet fission in rubrene: the

singlet photo-induced absorption (PIA) at 440 nm decays rapidly, accompanied

by a rise in the triplet PIA at 510 nm189. Broad PIA features at around 680 nm

and 1170 nm decay with similar dynamics to the 440 nm band (Figure I.1) and

we therefore assign them to S1 → SN transitions, as reported previously35,74.

Finally, we observe two PIA peaks in the near-infrared at 960 nm and 850 nm

(Figure 7.5c) whose dynamics match those of the well-known triplet PIA at

510 nm (Figure I.1). Similar peaks have previously been assigned to triplet

states in rubrene74. Broad PIA features in the same spectral region have been

explicitly assigned to T1 → T2 transitions in rubrene35, in agreement with cal-

culations317. The two sharp peaks that we measure here are separated in energy

by 0.17 eV, suggesting that they belong to a vibronic progression. We therefore

assign them to the 0-0 and 0-1 vibronic peaks of the T1 → T2 transition, putting

the T2 energy at 2.43 eV. The next triplet PIA is that at 510 nm, suggesting

that T3 lies at 3.57 eV.

T1 + T1
T2

2.32eV

1.14eV

2.28eV 2.43eV

3.57eV

2.23eV

3.1eV

5eV

3.8eV

T1

T3

S1

SN

m(TT)

S0

ΔE = +0.15eV = 6kBT

ΔE = −1.14eV

a b

Figure 7.6 Energy levels of rubrene and internal conversion in acenes.
a, Energy level diagram for rubrene based on the transient absorption spectra in
Figure 7.5. 3(TT) → T1 is exothermic by 1.14 eV and 3(TT) → T2 is endothermic
by 150 meV = 6kBT . b, S1 → S0 nonradiative rates plotted against optical gap for
acenes based on data in Refs. 318 and 319. We find excellent agreement with the
energy gap law. Measurements of triplet-triplet internal conversion rate constants in
erythrosin B, rose bengal and tetraphenylporphyrin310 follow the same gap law.

We use the photo-induced absorptions from Figure 7.5 to construct the en-

ergy level diagram of rubrene shown in Figure 7.6a. Of particular import-

ance for the spin statistics of upconversion are the energy differences between

2T1 ≈ 3(TT), T1 and T2. 3(TT) → T1 is exothermic by 1.14 eV, whilst
3(TT) → T2 is endothermic by 150 meV = 6kBT . To date, only the relat-

ive energy levels have been considered in determining whether the 3(TT)→ TN

loss channel is operational in TTA-UC41. Here, we aim to go a step further by

estimating the rate constants of the internal conversions.
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As discussed in Section 2.4.1, in the absence of strong vibronic or non-

adiabatic coupling, the rate constant of internal conversion in organic molecules

obeys the energy gap law59, which we write here as

kIC = A exp

(
−γ∆E

~ω0

)
, (7.13)

where ∆E is the energy gap between the electronic states, ~ω0 is the highest

available vibrational frequency that couples to the electronic states (taken to

be the symmetric vinyl stretching mode at 0.17 eV)61 and γ and the prefactor

A are material system dependent.

We begin by assuming that internal conversion in the triplet and singlet

manifolds obeys the same energy gap law. For singlet internal conversions, we

use the rate constants of the nonradiative S1 → S0 transition. These have

been determined experimentally for the acene family from benzene through

to hexacene318 and also for carbon nanotubes319. Following Ref. 29, we plot

these internal conversion rate constants against their optical gaps in Figure 7.6b

and find excellent correspondence with the energy gap law. This allows us to

extract values of A = (4.9± 1.3)× 1012 s−1 and γ = 0.845± 0.015 for molecules

comprising fused aromatic rings. Experimental determinations of triplet-triplet

internal conversions are much less common, though measurements do exist for

erythrosin B, rose bengal and tetraphenylporphyrin310. Plotting these values on

Figure 7.6b, we find good agreement with the energy gap law for singlet manifold

internal conversions, providing some justification of our earlier assumption.

We use the values of A and γ extracted from Figure 7.6b in Equation 7.13

to estimate the triplet internal conversion rate constants in rubrene. For the

exothermic 3(TT)→ T1 process, we find a rate constant of (1.7±0.5)×1010 s−1

or (60± 20) ps. The endothermic route via T2 requires thermal activation, but

can then proceed with an energy gap of zero. Thus the rate constant can be

approximated by

k3(TT)→T2
= A exp

(
−

∆ET2−3(TT)

kBT

)
, (7.14)

which evaluates to (1.2 ± 0.3) × 1010 s−1 or (80 ± 20) ps at room temperature.

The internal conversion rate constants are therefore expected to be similar for

transitions to T1 and T2 despite the endothermic nature of the latter. This is

highly significant: it has been recently reported that high-level reverse inter-

system crossing (HL-RISC) from T2 to S1 can occur in rubrene306, potentially

providing a pathway from 3(TT) to S1 that could alleviate at least some of the
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losses usually implied by the formation of 3(TT)307. We therefore use pump-

push-probe spectroscopy to investigate the fate of the T2 state in rubrene.

7.6 High-level reverse intersystem crossing

T2

T1

S1
3(TT)

a

probe, 1kHz
push, 800nm, 1kHz

pump, 400nm, 500Hz

Δ𝜏 = 1070ps
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< 200fs
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120ps

c

T2

T1

T3

S1
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SN
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510nm
probe at

b

singlet fission
×2

Figure 7.7 Pump-push-probe spectroscopy of rubrene. a, Illustration of the
pump-push-probe experiment and the electronic transitions targeted by each pulse.
The pump initiates singlet fission. After 1 ns, the excited state population will be prin-
cipally triplets, which are excited from T1 to T2 by the sub-bandgap push pulse. The
probe is used to investigate the effect of the push pulses with and without the initial
pump. b, Pump-probe and pump-push-probe data recorded at a probe wavelength
of 510 nm (the T1 → T3 transition) for a polycrystalline rubrene thin film. The push
pulse causes an enhancement of the T1 → T3 photo-induced absorption, with dynam-
ics that match the initial singlet fission. c, Interpretation of the pump-push-probe
data in terms of high-level reverse intersystem crossing from T2 to S1.

Figure 7.7a illustrates the pump-push-probe experiment and the transitions

in rubrene targeted by each pulse. Full details of the experimental setup are

given in Figure 3.13. The 400 nm pump pulses photo-excite the singlet manifold,

thereby initiating singlet fission. The push pulses are delayed by a constant 1 ns

with respect to the pump, by which time triplets are expected to be the dom-

inant excited states. The sub-bandgap 800 nm push pulses are approximately

resonant with the T1 → T2 transition290 and we monitor the probe transmission

at 510 nm, which corresponds to T1 → T3. Other probe wavelengths show no

discernable push-induced effects due to reduced signal to noise (the triplet PIA

is sharply peaked at around 510 nm). These are shown in Figure I.2. We halve

the frequency of the pump pulses only, and record the differential transmission

as a function of pump-probe delay.

We performed the pump-push-probe experiment on a polycrystalline thin
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film (the same sample studied in Chapter 6 and characterised in Figure 6.4)

rather than the rubrene NPs, since we found it to possess a stronger triplet

excited state absorption at 510 nm, giving sufficient signal to noise to measure

the push-induced effects. Figure 7.7b shows the results with (red) and without

(black) the presence of the push pulses. We find that the push from T1 to T2

causes an increase, rather than a bleach, of the T1 population. Furthermore,

the dynamics of the push induced enhancement match the regular pump-probe

dynamics of singlet fission, as shown in the inset of Figure 7.7b.

We consider several possibilities for the underlying photophysics, which we

discuss in more detail in Appendix I. First, if the T2 states populated by the

push pulses simply undergo internal conversion to T1, we would expect to see a

bleach, and subsequent recovery of the T1 population. Alternatively, the push

could act as a second pump, perhaps through two-photon absorption320,321. In

this case, the ground state population available to be ‘re-pumped’ by the push is

depleted by the first pump pulse, and we would again expect to see a reduction

in signal when the push is present. Instead, we observe an enhancement.

We suggest that these results are consistent with recent reports of exothermic

high-level reverse intersystem crossing from T2 to S1 in rubrene306. In this case,

T2 states populated by the push are converted, via S1 and singlet fission, into

pairs of triplets. This can only occur in the presence of the initial pump; it

therefore manifests itself as an enhancement in the triplet signal rather than a

bleach, since each T2 state results in a pair of triplets. Quantitative calculations

in Appendix I further support this assignment. We find that the HL-RISC

mechanism should result in a push-induced ∆T/T signal of between −2.4×10−4

and −9.3×10−4. Our measured signal of −3.5×10−4 falls within this predicted

range. We note that the reverse intersystem crossing must occur within the

instrument response of our setup (∼ 200 fs) for the HL-RISC pathway to be

consistent with our results. As shown in Figure 7.7c, we therefore expect HL-

RISC to be the dominant fate of the T2 excited state because internal conversion

to T1 is relatively slow owing to the large energy gap (we estimate a time

constant of 120 ps from the energy gap law in Figure 7.6b). Furthermore, we

expect singlet fission to be the dominant fate of the resulting S1 states, since

ISC back to T2 is thermally activated and slow (on the order of 1µs at room

temperature277,322).

There is precedent for expecting HL-RISC to occur in rubrene. As mentioned

above, it is well known that thermally activated intersystem crossing from S1

to T2 occurs in rubrene277,316, though estimates of the Arrhenius parameters

differ by several orders of magnitude between measurements in solution277 and
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solid glasses316. It must also be possible therefore for the exothermic HL-RISC

process to occur. Furthermore, HL-RISC was proposed by several authors to

explain high TTA-UC efficiencies in OLED devices based on rubrene323 and

substituted anthracenes307,311,324 (though it is interesting to note that it does

not occur in diphenylanthracene (DPA)307, perhaps due to symmetry restric-

tions325). Recently, a detailed study of magnetic field effects in rubrene-based

OLEDs confirmed that HL-RISC was occurring306. The sub-picosecond times-

cale is also plausible: HL-RISC rate constants for erythrosin B, rose bengal

and tetraphenylporphyrin have been measured to be 1 ps or less310. The S1-T2

energy gaps in these three dyes are several hundred meV greater than in rub-

rene, so we might expect the HL-RISC rate constant in the latter to be even

faster. Finally, we note that vibronic coupling effects have been calculated to

increase RISC rate constants by several orders of magnitude in thermally ac-

tivated delayed fluorescence molecules326 and suggest that similar effects could

help to enable sub-picosecond HL-RISC in rubrene.

7.7 Simulations and discussion

T1 + T1

(T...T)l

S1

1(TT)
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Figure 7.8 An extended model of TTA-UC. Schematic diagram showing a
refinement of the model in Figure 7.1. We differentiate between triplet-pairs formed
directly through TTA, and strongly-exchange coupled pure spin triplet-pairs. In the
limit of strong exchange coupling, these sets of states are identical. We also include
a singlet fission channel. This is referred to as model 2.

Given that the initial products of TTA are weakly exchange-coupled triplet

pairs, and given the important distinction between internal conversions from
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3(TT) to T1 and T2, we can extend our simple scheme (model 1) from Figure

7.1 into that shown in Figure 7.8 (model 2). Now we explicitly differentiate

between triplet-pair states (T...T)l formed through TTA, which are governed

by the spin Hamiltonian in Equation 2.70, and the pure spin states 1(TT), 3(TT)

and 5(TT), which couple to the (T...T)l states through their singlet, triplet and

quintet character respectively. In the limit of J � D, these two sets of states

will coincide. We also include a singlet fission channel, and add a distinct T2

state that is permitted to undergo HL-RISC to form S1.

The rate equations governing this extended model can be written as follows:

d[T1]

dt
= GT + 2kD

9∑
l=1

[(T...T)l] + kIC1

∑
m=x,y,z

|C l
T |2[3(TT)m]

+ kIC21[T2]− 2k′TTA[T1]

(7.15)

d[(T...T)l]

dt
=

1

9
k′TTA[T1]− kTF

(
|C l

S|2 + |C l
T |2 + |C l

Q|2
)

[(T...T)l]

+ kTS

(
|C l

S|2[1(TT)] +
∑

m=x,y,z

|C l
Tm|2[3(TT)m]

+
∑

m=a,b,x,y,z

|C l
Qm|2[5(TT)m]

)
− kD[(T...T)l]

(7.16)

d[5(TT)m]

dt
= kTF

9∑
l=1

|C l
Qm|2[(T...T)l]− kTS

(
9∑
l=1

|C l
Qm|2

)
[5(TT)m] (7.17)

d[3(TT)m]

dt
= kTF

9∑
l=1

|C l
Tm|2[(T...T)l]− kTS

(
9∑
l=1

|C l
Tm|2

)
[3(TT)m]

− (kIC1 + kIC2)[3(TT)m]

(7.18)

d[1(TT)]

dt
= kTF

9∑
l=1

|C l
S|2[(T...T)l]− kTS

(
9∑
l=1

|C l
S|2
)

[1(TT)]

+ kSF [S1]− k−SF [1(TT)]

(7.19)

d[S1]

dt
= GS + k−SF [1(TT)]− kSF [S1]− kS[S1] + kRISC [T2] (7.20)

d[T2]

dt
= kIC2

∑
m=x,y,z

|C l
T |2[3(TT)m]− (kIC21 + kRISC)[T2]. (7.21)

Since we assumed an effective linear annihilation rate constant k′TTA, we solved

the equations (numerically) using linear algebra.
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The quantum yield of TTA-UC is generally written as22

ΦUC =
1

2
ηΦPLΦTTAΦTETΦISC , (7.22)

where ΦISC , ΦTET and ΦPL are the quantum yields of intersystem crossing (or

more generally triplet production) on the donor species, triplet energy transfer

from donor to acceptor and acceptor fluorescence respectively. The factor of
1
2

reflects the fact that two triplets yield one singlet and ΦTTA describes the

competition between annihilation and decay for the fate of triplet states.

In model 2, by construction ΦTTA = ΦTET = ΦISC = 1. As a result, the

upconversion quantum yield can be calculated from

ΦUC =
kS[S1]

GT

, (GS = 0), (7.23)

whilst the photoluminescence quantum yield is given by

ΦPL =
kS[S1]

GS

, (GT = 0), (7.24)

where GT and GS are the generation rates for triplet and singlet states respect-

ively. If the rate constant of singlet fission kSF is non-zero, ΦPL may not be

unity and instead will depend on the spin statistical factor η, which in general

can be calculated as

η =
2ΦUC

ΦPL

. (7.25)

Order-of-magnitude values for the main rate constants are given in Table

7.1. As shown Figure I.3, the values of k′TTA and kSF have no effect on the

model predictions and neither does Gi=S or T since the equations are linear. The

other rate constants can be varied significantly from the values in Table 7.1 with

little impact. Large variations in kTF , kD and kIC do have an effect on η but this

is only to be expected309 from equation 7.8. We thus consider the conclusions

drawn from the model to be robust and highly general. In our simulations, we

use the zero-field splitting parameters of monomeric tetracene138, D = 6.45 ×
10−6 eV and E = −6.45× 10−7 eV, which have been judged to be more suitable

for such simulations than those for the crystal111. We note that the spin-dipolar

term in Equation 2.70 can be formulated in various ways. Since the coupling

strength X is thought to be on the order of 10 neV149,327, much less than D and

E, the exact form is unimportant111. For simplicity, we use112

Hdipole−dipole ≈ XŜA · ŜB (7.26)
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and take X = D/1000. Finally, we take the simplest case of parallel molecules,

which corresponds to the π-stacking direction in acene crystals including rub-

rene, unless otherwise indicated.

Table 7.1 Values and sources of the main rate constants.

Rate Value
(ns−1)

Source

kS 0.0625 Refs. 67,289

kSF 100 Approximated from TA data (Figures 7.5 and I.1)

k−SF 100 Approximated from TA data (Figures 7.5 and I.1)

kTS 10 Lower bound on triplet hopping rate, estimated from the
TTA rate constant in Ref. 216, larger values have no effect
(Figure I.3)

kTF 5 = kTS/2 for 1D diffusion

kD 0.1 Approximate, estimated from onset of bimolecular TTA in
Figure 7.4

kIC1 17 Energy gap law (Figure 7.6)

kIC2 12 Energy gap law (Figure 7.6)

kIC21 8 Energy gap law (Figure 7.6)

kRISC 5000 Approximate instrument response of pump-push-probe

Figures 7.9-7.11 show the key predictions from the model�. In order to

investigate the effects of inter-triplet exchange coupling, we begin by switching

off the HL-RISC channel and taking the simplest case of parallel molecules,

which corresponds to the π-stacking direction in most acene crystals including

rubrene. Next, we explore the effects of non-parallel molecular orientation and

finally we introduce the HL-RISC channel.

Figure 7.9a shows the simulated MFE for triplet-triplet annihilation in the

limits of strong (red) and weak (blue) exchange coupling. To demonstrate the

generality of our model, we also show the (identical) predictions from model 1,

incorporating a singlet fission channel (circles). As expected, we find that only

in the limit of weak exchange coupling between triplets following TTA do we

reproduce the experimentally measured MFE (Figure 7.4b). The lower panel

of Figure 7.9a illustrates the origin of the J = 0 MFE by plotting the number

of (T...T)l states with |C l
S|2 > 5% (i.e. more than 5% singlet character) as a

function of magnetic field, along with equivalent numbers for triplet and quintet

character. The threshold of 5% was chosen because it nicely illustrates the key

�The simulation code is freely available at https://github.com/davidbossanyi/spin-
statistics.

https://github.com/davidbossanyi/spin-statistics
https://github.com/davidbossanyi/spin-statistics
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a b

Figure 7.9 Effects of exchange energy on spin statistics. a, Simulated MFE
for parallel molecules comparing model 1 (Figure 7.1) and model 2 (Figure 7.8) for
strongly (J = 1 meV) and weakly (J = 0) exchange-coupled triplet-pairs. The lower
panel shows changes in spin character of the J = 0 triplet-pairs with applied magnetic
field. Note that >5% S means triplet-pair states with |C lS |2 > 5%, i.e. more than
5% singlet character, and similarly for triplet (T) and quintet (Q) character. The
simulation shows that the experimental MFE (Figure 7.4b) can only be reproduced if
the initial products of TTA are weakly exchange-coupled triplet-pairs. b, Simulated
spin statistical factor η for parallel molecules as a function of inter-triplet exchange
energy J . The lower panel again shows the changes in triplet-pair spin character.
The simulation shows that, for parallel molecules and in the absence of HL-RISC,
η = 2

3 rather than the conventionally assumed 2
5 .

behaviours. At higher fields, two rather than three of the (T...T)l triplet-pair

states have appreciable singlet character, leading to reduced PL. We note that

the HL-RISC channel would introduce further magnetic field effects: the S1

states formed can undergo singlet fission, which gives an inverted MFE shape

compared to TTA, and the RISC process itself carries a (negative) magnetic

field effect306 which is beyond the scope of our model.

In Figure 7.9b we plot the spin statistical factor for TTA-UC as a function

of inter-triplet exchange energy. In the conventionally assumed but as we have

explained, incorrect, case of strong exchange coupling we find the expected limit

of η = 2
5
. As shown in the lower panel, this is the case for eigenstates that are

pure spin states: 5 quintets, 3 triplets and 1 singlet. The spin statistical factor

rises to 2
3

as the exchange coupling is reduced, reflecting the increase (from 1 to

3) in the number of triplet-pair states possessing significant singlet character.

As discussed above, the spin character of weakly exchange-coupled triplet-

pair states is dependent on the relative orientation of the two molecules in-

volved111,112,115. This has a knock-on effect on the spin statistical factor, as
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z x

y

Figure 7.10 Effects of molecular orientation on spin statistics. Model 2
simulation showing the variation of η with inter-molecular orientation, for J = 0 and
kRISC = 0. The lower panel shows triplet-pair spin character. Changes to singlet-
triplet-quintet spin mixing causes η to vary between 2

3 (parallel orientation) and 2
5

(perpendicular orientation).

shown in Figure 7.10. Rotation of one molecule of the pair with respect to

the other causes increased singlet-triplet-quintet mixing. In particular, the

greater number of states possessing significant triplet character results in a

higher probability for 3(TT) → TN internal conversions, thereby reducing the

spin statistical factor (in the absence of efficient HL-RISC). The dependence

of η on relative molecular orientation may help to explain differences in TTA

efficiency between monomeric annihilators and rigid dimers328. Furthermore, it

introduces an important consideration for the design of solid state upconver-

sion systems. We find that the parallel orientations associated with close π− π
stacking (and hence rapid triplet diffusion93) in acene crystals also result in the

best spin statistical factors.

Finally, in Figure 7.11, we explore the impact of HL-RISC on the spin stat-

istical factor by plotting η against T2 energy (relative to the 3(TT) level) for

several different cases. In solution, the common annihilator molecules rubrene

and DPA are thought to form triplet-pair complexes in which the chromophores

are oriented perpendicular to each other309. In this case, the spin-statistical

factor is 40% in the absence of a HL-RISC channel, but we emphasise that this

is a result of weakly interacting triplet-pair states with mixed singlet, triplet and

quintet character and not because TTA forms pure singlet, triplet and quintet

complexes in a 1:3:5 ratio. We suggest that this is the reason that DPA in solu-

tion is reported to give η ∼ 40%107,202,307,309,330–334. The range of experimentally
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DPA
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solid
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Figure 7.11 Effects of reverse intersystem crossing on spin statistics.
Model 2 simulation of η as a function of 3(TT)-TN energy gap (for rubrene, N = 2),
for several different cases, all with J = 0. The presence of HL-RISC causes a sensit-
ive dependence on T2 energy, relative to 3(TT), with smaller gaps leading to higher
values of η. In the absence of HL-RISC, this dependence is much weaker and shows
the opposite trend. The oblique case, corresponding to an inter-molecular geometry
found in the DPA crystal329, shows a more pronounced dependence, due to increased
triplet-singlet and triplet-quintet mixing and hence greater variation in the internal
conversion rates. These simulations show that differences in triplet-pair orientation,
coupled with the presence or absence of HL-RISC, can explain the different values
of η measured experimentally for rubrene and DPA, shown in the right-hand panel.
These reported experimental ranges of η for DPA, rubrene in solution and rubrene in
the solid state were obtained from the literature37,38,42,74,208,277,307,323,330–335 and are
given, together with reported values of the rubrene T2 energy level, in Tables I.1 and
I.2 respectively.

measured values of η for DPA are shown in the right-hand panel of Figure 7.11

and the values and references are given in Table I.1. There are two inequivalent

molecules in the DPA crystal unit cell329 and therefore two possible triplet-pair

orientations, one parallel and one oblique. The oblique orientation results in

spin statistical factors within the experimentally reported range.

In rubrene, the HL-RISC channel can contribute due to the favourable en-

ergy level alignment between 2 × T1, T2 and S1, which raises the value of η

close to the ∼ 60% measured for rubrene in solution38,208, indicated (with the

reported experimental errors) in the right-hand panel of Figure 7.11. In solid

rubrene, η has been reported to reach 72%323, also shown in the right-hand

panel of Figure 7.11. Again, our model can explain this value through a com-

bination of parallel molecular geometry, weakly exchange-coupled triplet-pairs

and a partially active HL-RISC channel. The effectiveness of the HL-RISC

channel is highly sensitive to the relative energy levels due to the exponential
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nature of the energy gap law and Boltzmann factors. Figure 7.11 shows that

variations on the order of kBT can have a large impact on η and as shown in

Table I.2, there is a considerable spread in the reported T2 energy level of rub-

rene. Finally, we note that in the absence of HL-RISC, η increases only weakly

as T2 is raised above 3(TT) and never reaches 100% as has been suggested41.

In the presence of HL-RISC however, η = 100% is attained when T2 and 3(TT)

are very close in energy and regardless of inter-molecular orientation.

7.8 Conclusions

In this chapter we have shown how factors rarely considered in discussions

the of TTA-UC spin statistics can have a profound effect on the efficiency.

In particular, we have explained why the oft repeated statement that TTA

produces pure singlet, triplet and quintet encounter complexes in a 1:3:5 ra-

tio contains an implicit assumption that the triplet-pair states are strongly

exchange-coupled. This is incompatible with experimentally measured mag-

netic field effects that can be explained only through weakly exchange-coupled

triplet-pair states. When the triplet-pairs are weakly exchange-coupled, our

simulations show that varying the inter-molecular orientation tunes the spin

statistical factor from 2
3

for parallel chromophores to 2
5

for perpendicular chro-

mophores, through variations in the spin mixing of the triplet-pair wavefunc-

tions. We suggest that the origin of the commonly observed 40% value for

acceptors such as DPA107,202,307,309,330–334 is therefore considerably more subtle

than has been assumed to date.

Our updated framework for calculating the spin statistical factor can also

explain the higher values that have been measured for rubrene. Using transient

absorption and pump-push-probe spectroscopy, we provided additional evidence

for the recently reported high-level reverse intersystem crossing channel from

T2 to S1 in rubrene. Based on the energy levels of T1, T2 and S1, we modelled

the effect of this channel and found that measured spin statistical factors of

60% for solution38,208 and 72% in the solid state323 can be readily understood

in terms of chromophore orientation and high-level reverse intersystem crossing.

This work points the way towards strategies for exceeding the spin statistical

limit of TTA-UC. Control of inter-molecular distance and geometry within the

triplet-pair complexes can result in values up to 2
3
. Even better, harnessing

high-level reverse intersystem crossing can make such considerations redundant,

potentially allowing the spin statistical factor to reach unity. These findings

therefore provide an important step in understanding that will pave the way
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for significant efficiency improvements in photon upconverters for solar energy

harvesting and light-driven biomedical applications, as well as in organic light-

emitting diodes.

7.9 Experimental

7.9.1 Sample preparation

Films of rubrene nanoparticles dispersed in a PVA matrix were prepared by

Yoichi Sasaki as described in Section 3.2.4. Polycrystalline thin films were

fabricated by thermal evaporation as described in Section 3.2.2.

7.9.2 Ground state absorption and TRPL measurements

Ground state absorption spectra were recorded with a UV–vis spectropho-

tometer (Cary60, Agilent). A Ti:sapphire regenerative amplifier (Solstice,

Spectra-Physics) providing 800 nm pulses (90 fs FWHM, 1 kHz, 4 mJ) was used

to generate the pump beam for photoluminescence measurements. A portion

of the 800 nm beam was frequency doubled in a BBO crystal to generate

400 nm pump pulses and focussed onto the sample. The photoluminescence

was detected in reflection geometry using the time-gated iCCD described in

detail in Section 3.4.1. A 435 nm long pass filter was used to eliminate pump

scatter. Magnetic fields were applied transverse to the excitation beam using

an electromagnet. Magnetic field strength was measured using a transverse

Hall probe. The pump beam spot size was measured at the sample position

by translating a razor blade through the focus and monitoring the transmitted

power.

7.9.3 Picosecond transient absorption spectroscopy

Picosecond TA spectroscopy was carried out using the setup described in Section

3.4.2. The pump beam spot size was measured at the sample position using a

CCD bean profiler (Thorlabs).

7.9.4 Pump-push-probe spectroscopy

Pump-push-probe spectroscopy was carried out using the setup described in

Section 3.4.2. The 400 nm, 500 Hz pump pulses had an energy of 0.2 mJ cm−2

at the sample position whilst the 800 nm, 1 kHz push pulses had an energy of

1.2 mJ cm−2 at the sample position. The push pulses were delayed by a fixed

1070 ps with respect to the pump.
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Chapter 8

Singlet energy collection in

rubrene*

We have seen (Chapter 7) that triplet-triplet annihilation can produce singlet

states in rubrene. We have also seen that singlet states in rubrene undergo sing-

let fission (Chapter 6), thereby, in principle, undoing the hard work of triplet-

triplet annihilation. To counteract this, many groups have doped rubrene with

small quantities of tetraphenyldibenzoperiflanthene (DBP), which can harvest

and emit singlet energy from rubrene via Förster transfer. This has been shown

to increase the photoluminescence quantum yield (PLQY) of rubrene by more

than an order of magnitude and lead to much more efficient photon upconver-

sion, an effect that has long been attributed rather vaguely to the suppression of

singlet fission. In this chapter, we perform detailed time-resolved spectroscopy of

rubrene nanoparticles doped with DBP. We find that energy transfer from rub-

rene to DBP does not outcompete the formation of triplet-pairs through singlet

fission, despite the addition of DBP increasing the PLQY from 3% to 61%. In-

stead, it competes with triplet-pair separation and we rationalise these findings

in the context of the well-known effects of triplet fusion and triplet-quenching

defects on the photoluminescence yield of crystalline rubrene.

8.1 Introduction

As discussed in Section 2.6, triplet-triplet annihilation upconversion (TTA-UC)

provides an attractive mechanism for converting near-infrared photons into vis-

ible photons19,39,107. Triplet excitons created on donor species following photon

*This chapter has been adapted from the following publication336: Bossanyi, Sasaki et al.,
J. Mat. Chem. C (2022). This work was the result of a fruitful collaboration with Yoichi
Sasaki (Kyushu University, Japan). The majority of the work presented here is my own;
Yoichi’s contributions are explicitly noted.



164 8. Singlet energy collection in rubrene

absorption are transferred to acceptor molecules via Dexter transfer337. The

subsequent annihilation of two sensitised triplets yields one singlet state which

fluoresces, giving upconverted emission (Figure 2.19). TTA-UC has received a

great deal of interest in recent years due to its potential to significantly enhance

the power conversion efficiency of photovoltaics cells14,40,106,338,339. In addition,

TTA-UC also has a variety of biomedical applications21,55 including optogenet-

ics23 and targeted drug delivery297.

In order to maximise the photon energy gain (anti-Stokes shift) during TTA-

UC, it is desirable for the singlet energy level of the annihilator molecule to be

as close as possible to twice the triplet energy. Rubrene fulfils this criterion277,

which partly explains its widespread use as the acceptor molecule for near-

infrared-to-visible TTA-UC19,22,38,43,107,202,205,207,340. For example, a TTA-UC ef-

ficiency of 8% (out of a maximum 50%) has been reported for rubrene-mediated

TTA-UC in solution208. However, photovoltaic and biomedical applications de-

mand solid state TTA-UC material systems. In this case, the beneficial energy

level alignment between S1 and twice T1 can become a hindrance to efficient

upconversion. This is because the singlet states populated by TTA can undergo

the reverse process of singlet fission15,16, whereby they split into pairs of triplet

excitons, rather than emitting their energy radiatively43–46,341.

As a result, several strategies have recently been reported to mitigate the

effects of singlet fission in solid rubrene-based TTA-UC systems. The addition

of bulky side groups to increase intermolecular distances has been shown to im-

prove the PLQY of rubrene several-fold44,342,343, though the benefit to TTA-UC

is severely tempered by reduced triplet diffusivity343. More commonly, rub-

rene is doped with the singlet energy collector tetraphenyldibenzoperiflanthene

(DBP), which can harvest singlet energy from rubrene by Förster resonance

energy transfer (FRET, discussed in Section 2.5.3)43–46. The effectiveness of

this strategy appears to vary significantly with the type of sample studied. For

example Wu et al. reported a 19-fold increase in the upconversion quantum

yield upon doping with DBP43, whilst Wieghold at el. reported that it had

little effect46.

Previous studies of rubrene-DBP TTA-UC systems include in some form

the assertion that FRET from rubrene to DBP outcompetes singlet fission43–46.

This simple statement appears to overlook the complexity of singlet fission and

triplet fusion that occurs in solid rubrene, dynamics that have been extensively

studied in orthorhombic single crystals33–37,93,137,189,216,272,279,288,344–346 and to a

lesser degree in more complex thin films74,112,289,292,341,343,347,348.

Furthermore, as described in Chapter 6, transient absorption spectroscopy
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of rubrene single crystals has shown that S1 → 1(TT) occurs extremely rapidly,

with reported time constants varying from 25 fs35,36 to 2 ps189,288. FRET from

rubrene to DBP is therefore very unlikely to outcompete this first singlet fission

step for the majority of excitons. In Appendix J, we estimate the rubrene-DBP

FRET rate to be 1.5 ps for nearest neighbours based on previous calculations of

the Förster radius349. We also demonstrate that, since the DBP concentration

is low (1 in 20044,45), the majority of photo-excited rubrene singlets will undergo

singlet fission well before diffusing far enough to encounter a DBP molecule. If

energy transfer from rubrene to DBP is not competitive with singlet fission,

what role does DBP play that enables it to increase the PLQY of solid rubrene

by such a large factor43,44,203?

In order to answer this question, we probe the excited-state dynamics of

some of the most highly emissive solid-state rubrene samples developed to

date45,203, both with and without the DBP dopant. These are the nanoparticle

films which, in their pure rubrene form, we measured in Chapter 7. To reiterate,

the material system consists of solid rubrene nanoparticles prepared by repre-

cipitation and dispersed in an oxygen-blocking poly(vinyl alcohol) (PVA) mat-

rix45,203. The nanoparticles are smooth and spherical with an average diameter

of 220 nm and give no peaks in X-ray diffraction measurements203, indicating

a lack of any long-range molecular ordering. These rubrene nanoparticle films

have proven to be an effective and versatile platform for realising in-air TTA-

UC in solid rubrene, reaching an upconversion quantum efficiency of more than

2% when doped with an optimum 0.5 mol% DBP45. Perhaps most strikingly,

the reported PLQY value of 84% for the rubrene-DBP nanoparticles45 is sev-

eral times greater than the 15% measured for equivalently doped polycrystalline

films44.

In rubrene-DBP systems, the details of exciton dynamics is yet to be dis-

cussed in terms of the triplet-pair intermediates and the concurrent nature of

singlet fission and triplet fusion in rubrene. Here we use the high-performing

rubrene NP films as a model system, combined with transient absorption and

time-resolved photoluminescence spectroscopy, to explore and understand the

true role of the DBP dopant. We also compare our results against a polycrys-

talline film reference. We begin by characterising the singlet fission and triplet

fusion dynamics of pure rubrene NPs, allowing us to next identify which pro-

cesses are affected by the addition of DBP. We find that FRET from rubrene to

DBP does not outcompete the formation of triplet-pairs via singlet fission, but

instead partially competes with triplet-pair separation. We further highlight

the crucial effects of energy cycling through triplet fusion in the high PLQY of
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DBP-doped rubrene.

8.2 Singlet fission and triplet fusion in rubrene: a brief

review

Before presenting our results, it is useful to briefly review the extensive existing

literature on singlet fission and triplet fusion in rubrene crystals and films. We

begin with the best studied material system: vapour-grown orthorhombic single

crystals34,279.

In orthorhombic rubrene crystals, the electronic coupling between S1 and
1(TT) vanishes by symmetry188. As a result, some form of symmetry breaking

is responsible for the first fission step, S1 → 1(TT), though the mechanism is

debated35,36,191 and reported time constants range from 25 fs35,36 to 2 ps189,288.

The formation of 1(TT) via singlet fission in rubrene single crystals was extens-

ively discussed in Chapter 6.

Next, 1(TT) separates into (T...T) over tens of picoseconds35,36,189,288, a

process thought to occur by thermally-activated triplet hopping193–196. The

overall singlet fission process is therefore commonly written as169,228

S1 → 1(TT)→ (T...T)→ T1 + T1, (8.1)

where (T...T) denotes spatially separated triplet-pair states that retain their

spin interactions117 before eventually decohering into independent triplet ex-

citons (see also Sections 2.6.1 and 2.6.3).

Observations of quantum beats (Section 2.6.2) in the delayed fluorescence137

confirm the existence of 1(T...T): a spatially separated triplet-pair state that

retains its spin-0 singlet character133,134,192,327. 1(T...T) subsequently undergoes

spin evolution112, resulting in the formation of mixed-spin triplet-pair states

(T...T)l, whose presence is confirmed by the observation of changes in PL with

applied magnetic field125. The final products of singlet fission in rubrene single

crystals are independent triplet excitons, which are formed with near-unity

quantum yield216,272. These triplets possess a long excited state lifetime of

100µs272, enabling them to diffuse across distances of several microns33,93.

Geminate and non-geminate fusion of triplet-pairs and triplets respectively

results in pronounced delayed PL216,272,344,345. Geminate fusion of separated

triplet-pairs gives rise to distinct power-law dynamics in the delayed PL, with

exponents that depend on the dimensionality and anisotropy of the triplet dif-

fusion344,345. Overall, triplet fusion in rubrene crystals is extremely efficient
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and can contribute more than 90% of the total photoluminescence quantum

yield (PLQY)216. The long diffusion length of the triplet excitons, coupled with

dominant contribution of triplet fusion to the total PL, means that the PLQY

of rubrene single crystals is extremely sensitive to triplet-quenching defects346.

Rubrene single crystals are impractical for technological applications. In-

stead, rubrene-based TTA-UC systems are often based on thin film morpholo-

gies43,44,46. Similar to single crystals, singlet fission dynamics and delayed PL

arising from triplet fusion have been reported in rubrene thin films, though the

time constants measured vary widely and there is a clear dependence on sample

morphology74,112,289,292,341,343,347,348. In particular, truly amorphous thin films

show no evidence of singlet fission: the photoluminescence decays exponentially

with a time constant of 15.2 ns289, matching the radiative lifetime of singlet

excitons in solution67. Even thin films that give no peaks in X-ray diffraction

experiments exhibit singlet fission dynamics112,347, suggesting that favourable

molecular packing on a local scale can give rise to site-specific singlet fission347.

8.3 Model system: rubrene nanoparticles

We prepared� rubrene and rubrene-DBP nanoparticles (NPs) using the repre-

cipitation method, dispersed them in a PVA matrix and cast them onto glass

substrates as described in Section 3.2.4 and Refs. 203 and 45. Nanoparticle films

prepared in this way have been characterised previously: the nanoparticles are

spherical with an average diameter of 220 nm and there are no sharp peaks

apparent in X-ray diffraction patterns indicating a lack of any long-range crys-

talline order45,203. We might therefore expect the NPs to behave differently to

rubrene crystals.

We measured the absolute PLQY of our pure rubrene (Figure 8.1a) NP films�

to be 2.9–3.6 %, and rising to 61% when doped with an optimum45 0.5 mol%

DBP (Figure 8.1b). The absolute PLQY values exhibited a small degree of

sample-to-sample variation and dropped slightly over more than one year of

sample storage in inert atmosphere. For example, we measured a PLQY of 46%

for DBP-doped rubrene NPs 18 months after fabrication. These small variations

are discussed in Appendix J, but we highlight that the photophysical behaviour

did not change significantly with storage time (Figures J.3 and J.4).

The dramatic rise in PLQY upon doping with DBP is reflected in the steady-

state PL spectra (Figure 8.1c). As described previously43–46, for the DBP-doped

�Samples were prepared by Yoichi Sasaki, both at Kyushu University and during his visit
to the University of Sheffield

�PLQY values were measured by Yoichi Sasaki at Kyushu University
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Figure 8.1 Rubrene and DBP. Molecular structures of rubrene (a) and DBP
(b). c, Absorption spectra of rubrene dissolved in anhydrous toluene (1 × 10−4 M)
and as a nanoparticle (NP) film. The emission spectrum for pure rubrene nanoparticle
films (orange) is affected by self-absorption due to their high optical density. When
0.5 mol% DBP is added, almost all of the PL comes from the DBP (red). d, The
S1 and triplet-pair energy levels in rubrene are isoenergetic, allowing for concurrent
singlet fission and triplet fusion via various triplet-pair intermediates. The S1 state
of DBP lies approximately 200 meV lower. Calculations have shown that the triplet
energy of DBP is approximately 0.2 eV above that of rubrene43,323, so DBP acts as
a singlet energy collector only.

NPs, almost all of the emission comes from DBP, with only a small residual

contribution from rubrene. The absolute PLQY of our rubrene NP films is

towards the higher end of values typically reported for polycrystalline rubrene

films44,342, for which the relatively low quantum yield has been attributed to the

rapid formation of triplets through efficient singlet fission112,342. Previous works

that saw a similar enhancement in PL yield upon doping with DBP attributed

it to FRET outcompeting singlet fission43–46. As discussed in Appendix J, this

seems unlikely given that singlet fission is expected to be considerably faster

than FRET in rubrene-DBP systems35,36,189,288,349.

To investigate the role of the DBP dopant in our rubrene NPs, we begin

by characterising the singlet fission and triplet fusion processes in pure rubrene

NPs. This gives us rate constants for all of the steps in the singlet fission process

(Equation 8.1), thereby allowing us to understand which processes are affected

by the presence of DBP.

8.4 Photophysics of pure rubrene nanoparticle films

Figure 8.2a-c(i) shows ultrafast transient absorption (TA) spectroscopy of a

rubrene nanoparticle film, which we compare against data taken for a dilute

solution (ii) and a spin-coated 50 nm thick polycrystalline film (iii) under the
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same experimental conditions. Transient absorption data has been measured

previously for rubrene in solution189,348, films292,343,348 and crystals35,36,189,288

(see also Chapter 6) and we include them here simply as references.

a

b

c

Figure 8.2 Singlet fission in rubrene nanoparticles. a, False-colour maps of
the transient absorption of rubrene as PVA-dispersed NPs (i), dilute (1×10−4 M) tolu-
ene solution (ii) and polycrystalline film (iii). The excitation intensity was 41 µJ cm−2

and the pump pulses were centred at 532 nm with a FWHM of 16 nm. Data in the
spectral region of the pump have been removed. b, Transient absorption spectra of
singlets (orange) and triplets (blue) in rubrene, extracted via MCR-ALS in (i) and
(iii). The singlet and triplet excited state absorption spectra in the NPs are very sim-
ilar to those of rubrene in solution350. c, Dynamics of singlets and triplets in rubrene,
normalised to the initial singlet population. Panel b(i) adapted with permission from
Reference 350; Copyright 1979 American Chemical Society.

In the rubrene NP film (Figure 8.2a-c(i)) we find signatures of singlet fis-

sion189. An extraction of the two components using Multivariate Curve Resolu-

tion Alternating Least Squares (MCR-ALS)225,226 (see Sections 3.4.3 and 8.8.5)

results in spectra (Figure 8.2b(i)) that closely match the excited state absorp-

tion (ESA) spectra of singlet and triplet excitons in solution278,348,350. From

the extracted dynamics (Figure 8.2c(i)), we see that the singlet exciton life-
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time is dramatically reduced from the 16 ns value measured in solution (Figure

8.2c(ii)). In the NP film, the singlet population initially decays exponentially

with a time constant of 5 ps to half of its initial value, accompanied by a cor-

responding exponential rise in the triplet population, also with a time constant

of 5 ps (Figure 8.3). These dynamics indicate (in the absence of rapid nonradi-

ative decay to the ground state) that a roughly 50:50 equilibrium between S1

and triplet-pair states is established within the first 10 ps. In addition, similar

to rubrene single crystals189, we find an isosbestic point between the singlet

and triplet ESA spectra (Figure J.2), similar to that of Figure 6.2, indicating a

single singlet to triplet transformation189. Taken together, these data suggest

that the first step of singlet fission, S1 ↔ 1(TT) occurs in the nanoparticles

with a time constant of 10 ps, and that the triplet yield is high, as it is in single

crystals189,216.

a b

Figure 8.3 Formation of a ∼50:50 equilibrium between S1 and 1(TT).
a, The singlet population decays to approximately half its initial value mono-
exponentially with a time constant of 5 ps. b, The triplet population rises mono-
exponentially with the same time constant. This represents the expected behaviour
for the creation of a 50:50 equilibrium between S1 and 1(TT) with a singlet fission
(and triplet-pair fusion) rate of 10 ps.

Given the similarity between the singlet fission dynamics of our rubrene

NP films and rubrene single crystals189,289, it is surprising that the singlet and

triplet ESA spectra of the NPs so closely resemble those of rubrene in solution,

and that the triplet ESA is four times weaker in the NPs than the polycrystal-

line film, relative to the initial singlet ESA. Since the spectra are similar, we

estimated the triplet yield in our rubrene NP films from the ESA cross-sections

previously measured in solution278. This procedure gives a yield of ∼ 40% (out

of a maximum of 200%), which would imply that only 1 in 5 singlet excitons

undergoes fission. This is inconsistent with the population dynamics however:

50% of the initial S1 population is lost within the first 10 ps, with an expo-

nential decay that matches the rise of the triplet signal. The reasons for the
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similarities and differences in ESA spectral shapes and cross sections between

solution, crystals and NPs therefore remain unclear.

Moving beyond the first 10 ps, the triplet signal in the rubrene NP films

continues to rise, accompanied by a reduction in singlet population (Figure

8.2c(i)). This could be a sign of the next step in the singlet fission process:

the formation of spatially separated triplet-pairs from 1(TT)36,169,193. There

are alternative explanations for two-stage singlet fission dynamics, such as the

co-existence of a direct parallel pathway S1 → 1(T...T) or exciton migration

to singlet fission sites192. In Appendix J, we explain, with the help of fur-

ther experimental evidence, why these are less likely than the simple sequential

S1 → 1(TT) → 1(T...T) pathway that has been well established for rubrene

single crystals35–37,189,288. We show below that this sequential pathway quant-

itatively explains our experimental data with physically reasonable rate con-

stants. Finally, we find a slight dependence of the singlet and triplet dynamics

on excitation pulse energy, demonstrating that a small amount of singlet-singlet

annihilation (SSA) is taking place. As shown in Figure J.11, SSA principally

affects the dynamics within the first 10 ps, though this is somewhat unclear in

the normalised dynamics of Figure 8.2c(i).

Given that initial singlet fission (∼10 ps) and triplet-pair separation

(∼100 ps) are orders of magnitude faster than radiative decay (16 ns), triplet

fusion must contribute significantly to the absolute PLQY of the rubrene

nanoparticles, just as it does for rubrene single crystals216. We therefore turn

to time-resolved measurements on nanosecond-millisecond timescales in order

to investigate the triplet fusion dynamics in the rubrene NP films.

Figure 8.4a shows the photoluminescence decay (wavelength-integrated since

the spectrum is time-independent) of the rubrene NPs measured using a combin-

ation of time-correlated single photon counting (TCSPC) and an electronically

gated iCCD (see Section 8.8.3). Three regions are apparent. Following pho-

toexcitation, the PL decays exponentially with an apparent time constant of

3 ns, though our TCSPC measurement does not have sufficient time resolution

to give an accurate value. This subsequently gives way to a power law decay

with an exponent of −1.3. On timescales of several hundred nanoseconds we

find the onset of an enhancement to the delayed PL which grows with increasing

excitation density. This latter region matches the triplet excited state dynamics

shown in Figure 8.4b, measured using transient absorption spectroscopy. Bey-

ond 100 ns, the slow decrease in triplet population is replaced by a more rapid

decay, which gets faster with increasing excitation density. This is characteristic

of non-geminate TTA239, which here repopulates the S1 state.
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a b

Figure 8.4 Rubrene photoluminescence and triplet dynamics. a,
Wavelength-integrated TRPL dynamics of rubrene NP films comprising TCSPC
(blue, 470 nm excitation) and intensified gated CCD (orange, 532 nm excitation)
measurements. The power-law behaviour is characteristic of geminate fusion of 1(TT)
and (T...T)344,345. We find an excitation density dependent enhancement to the
delayed PL beyond 100 ns, that corresponds to the onset of bimolecular TTA determ-
ined by monitoring the triplet transient absorption signal at 510 nm (b).

The intermediate power law dynamics that we observe in the NP films

are characteristic of geminate fusion of associated and separated triplet-pair

states344,345,351, i.e. 1(TT) and (T...T). A random walk model for the triplet

diffusion between fission and geminate fusion events predicts an exponent of

−1.5 in the limits of 3D and 1D diffusion and −1 for 2D diffusion345,351. For

example, Wolf et al.344 have shown that a change in the power law exponent

from −1.18 to −1.66 measured in rubrene single crystals is associated with a

transition from 2D to 3D triplet diffusion. Our exponent lies in between these

values, suggesting a mixture of 2D and 3D triplet diffusion occurs in the NP

films on timescales of tens of nanoseconds.

We can estimate a lower bound on the contribution that triplet fusion makes

to the total PL by integrating under the PL decay in Figure 8.4a. We find that

the ‘prompt’ exponential part contributes at most 66% of the total emitted light

if no non-geminate TTA takes place, and much less otherwise. The exponential

region itself must contain contributions from 1(TT) fusion since the singlet

fission rate is 10 ps, thus ours is a conservative estimate. Triplet fusion following

singlet fission therefore makes a very substantial contribution to the total PL

emitted by the rubrene NP films, similar to rubrene single crystals in which

more than 90% of the PLQY comes from triplet fusion216.

To gain further insight into the nature of the triplet-pair intermediates in the

rubrene NP films, we measured the effects of an applied magnetic field on the

PL (Section 2.6.2) at two different time delays. These results are presented in

Figure 8.5. At a delay of 20 ns, we observe an enhancement of the PL for fields
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Figure 8.5 Magnetic field effect in rubrene nanoparticles. Magnetic field
effect on fluorescence at two different time delays. Error bars reflect the difference
between sweeping up and down in magnetic field. At 20 ns we observe an enhancement
in PL with magnetic field due to the formation of mixed-spin triplet-pair states.
Recombination of these states results in the negative effect observed at 200 ns.

> 70 mT. This is characteristic of the formation of weakly exchange-coupled

triplet-pair states102,112,124. These triplet-pair states are not eigenstates of the

total spin operator, thus spin is no longer a good quantum number and they

instead possess mixed spin character. At zero applied field, three of the nine

possible triplet-pair states have a degree of singlet character102. This falls to two

at higher fields102, thus reducing the probability that singlet energy is lost and

increasing the measured PL. At a delay of 200 ns the magnetic field effect (MFE)

is inverted, showing that fusion of mixed spin triplet-pair states dominates on

this timescale. We note that the magnitude of the time-gated MFEs depends

sensitively on the gate time and width in a non-trivial way, and it is the shapes

and signs that are important here.
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Figure 8.6 Temperature dependence of triplet fusion. Wavelength-
integrated time-resolved photoluminescence decays of the rubrene nanoparticles at
291 K, 200 K and 100 K. As the temperature is decreased, the contribution of non-
geminate triplet recombination to the total PL reduces. At 100 K, all the triplet
recombination is geminate and follows the expected power-law dynamics344,345.
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We further investigate the effects of triplet-pair dynamics on the NP photolu-

minescence through measurements of the PL decay as a function of temperature

and excitation density, as shown in Figure 8.6. The PL dynamics at 100 K are

considerably different to those at 200 K and room temperature. Firstly, we find

that the initial decay becomes noticeably exponential with a time constant of

16 ns, matching the radiative rate of singlet excitons in rubrene67,289. A very

similar feature is seen in the PL decay of rubrene single crystals at room temper-

ature345, where it corresponds to emission from the small percentage of singlet

excitons that do not undergo fission344. Secondly, we find no dependence of the

PL decay on excitation density, in stark contrast to the behaviour at room tem-

perature and 200 K. Instead, the power law behaviour persists for many tens of

microseconds, demonstrating that all subsequent triplet fusion is geminate at

this temperature. Similar effects have been observed in tetracene derivatives151

and we measured a similar effect in diF-TES-ADT films in Chapter 4.

The reduction in non-geminate triplet fusion with temperature implies that

the triplet diffusion length is reduced at low temperature. This could be due to

changes in the diffusion constant or the lifetime. The triplet lifetime in rubrene

films shows little dependence on temperature74. In contrast, the hole mobility

(mediated by a 1-electron Dexter transfer) in rubrene single crystals reduces

by a factor of 30 on cooling from room temperature to 100 K352. Since triplet

transfer is a 2-electron Dexter transfer process, we might expect the reduction

in triplet mobility to be even greater. In rubrene thin films, the triplet hopping

rate has been reported to decrease by approximately one order of magnitude

over the same temperature range353.
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Figure 8.7 Temperature dependence of PLQY. PLQY of the rubrene nano-
particles as a function of temperature. We calculated the interpolated PLQY values
by normalising the integrated PL as a function of temperature to the measured ab-
solute PLQY. Error bars reflect the discrepancy between normalising to the PLQY
measured at 77 K and room temperature.

These low-temperature dynamics, caused by reduced triplet mobility, are ac-
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companied by a striking 20-fold increase in the PLQY, shown in Figure 8.7. At

77 K, 77% of absorbed photons are re-emitted as PL. Singlet fission is still occur-

ring at these temperatures since we observe significant delayed PL arising from

geminate triplet fusion. Subsequent triplet-pair separation, which is reported

to be thermally activated in rubrene35 may also be reduced at low temperature.

The dramatic increase in PLQY accompanied by reduced triplet diffusion

as the temperature is decreased suggests that substantial losses are associated

with the formation of separated triplets following singlet fission, such as triplet

quenching354 and trapping355,356, but that these losses are minimal at low tem-

perature when triplet migration is inhibited. These results for our rubrene NP

films are similar to reported single crystal measurements which show a reduction

in the PL yield as the defect density is increased, attributed to the long diffusion

lengths of triplet excitons and their dominant contribution to the total PL346.

Confirming this idea, Figure J.8 shows how a faster decay of the total triplet

population, and hence increased triplet losses in our polycrystalline rubrene

films dramatically reduce their emitted PL compared to the NP samples.
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Figure 8.8 Photophysics of rubrene nanoparticles. a, Schematic diagram
summarising the photophysics of rubrene nanoparticles. b, The kinetic scheme in
(a) provides a good description of the ps singlet and triplet dynamics. We have
neglected the > 100 ns triplet fusion and included singlet-singlet annihilation (k =
3× 10−8 cm3 s−1) in the simulation.

Putting our results together, we arrive at the description of rubrene NP pho-

tophysics shown in Figure 8.8a which, with the addition of singlet-singlet anni-

hilation, quantitatively reproduces the picosecond singlet and triplet dynamics

as shown in Figure 8.8b (rate equations and constants are given in Appendix

J). The kinetic scheme is consistent with the picture built up through measure-

ments of crystalline rubrene35,36,189,216,272,288,289,344–346 which we reviewed above.

Here we focus on the rate constants of the different steps, which will be import-
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ant when we come to consider the effect of the singlet energy collector DBP in

the following section.

Interconversion between S1 and 1(TT) occurs within 10 ps. 1(TT) sub-

sequently separates into 1(T...T) with a time constant of approximately 140 ps.

This triplet hopping rate is consistent with the bimolecular triplet annihilation

constant of 5 × 10−12 cm3 s−1 measured for rubrene single crystals216 (see Sec-

tion J.3). The rate of fusion from 1(T...T) to 1(TT) is roughly six times slower

which is expected for triplet hopping in three dimensions. Spin evolution on a

timescale of several nanoseconds results in triplet-pairs with mixed spin charac-

ter. Not included in the simulation is the complicated diffusion-mediated triplet

fusion that occurs on nanosecond timescales344,345.

In our description of the photophysics of the rubrene NP films, we have

neglected the possibility that rubrene monomers may exist in isolation within

the PVA matrix. There are several reasons why any such contribution must

be very small. Firstly, the PLQY of the NP films (around 3%) is similar to

values reported for pure polycrystalline films44,342,343. Significant concentra-

tions of monomeric rubrene, which has a PLQY of almost unity67, would cause

the PLQY to increase. Secondly, we find no evidence of the 16 ns exponential

decay component of monomeric rubrene67,289 in either the time-resolved fluor-

escence or transient absorption measurements. Thirdly, the large magnitude of

the magnetic field effect shown in Figure 8.5 demonstrates that the majority

of the fluorescence arises from solid, aggregated rubrene. The photolumines-

cence intensity of monomeric rubrene, which does not undergo singlet fission,

is independent of magnetic field.

8.5 Addition of DBP does not suppress initial singlet

fission

In the previous section we showed that the PLQY of the rubrene NPs depends

heavily on triplets, as it does for rubrene single crystals216. To investigate the

effect of the DBP dopant on the photophysics of rubrene, we compare transient

absorption measurements of DBP-doped NP films with those of pure rubrene

NPs, recorded under the same experimental conditions.

We begin by determining the transient absorption signatures of DBP singlet

states by performing measurements of monomers in solution. In Figure 8.9 we

see that the TA data is comprised principally of negative ground state bleach

and stimulated emission features. These decay uniformly with a time constant

of 4 ns and we therefore assign them to the singlet exciton.
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a b

c

Figure 8.9 Transient absorption of DBP monomers in solution. a, Ultrafast
TA spectroscopy of DBP dissolved in anhydrous tetrahydrofuran (THF) at a concen-
tration of 10−4M. We observed a single spectral feature that decayed uniformly with
time and is assigned to the S1 state. b, TA spectrum associated with the S1 state
of DBP obtained by averaging the TA data from 10 ps onwards. c, Normalised TA
dynamics at 587 nm give the approximately exponential decay of the S1 state of DBP
monomers. The lifetime is ∼4 ns.

Figure 8.10a-b shows ultrafast transient absorption data for rubrene NPs

containing 0.5 mol% DBP. In addition to the spectral features corresponding

to the singlet and triplet excited states of rubrene, we observe a new, negative

feature that grows in over several tens of picoseconds. This feature closely

matches the TA spectrum of DBP monomers in solution (Figure 8.9b) and we

therefore assign it to the singlet state of DBP, which includes both ground

state bleach and stimulated emission. We used the singlet spectra measured

in solution measurements as references in our global extraction of the singlet,

triplet and DBP dynamics using MCR-ALS, as described in Section 8.8.5.

The kinetics of the singlet and triplet states of rubrene resulting from this

procedure are shown in Figure 8.10c. Strikingly, we find that there is very little

change to the excited state dynamics of pure rubrene NPs (grey squares) upon

the addition of DBP. In particular, initial singlet fission, that is S1 → 1(TT),

still occurs with the same initial yield and rate. We see the same lack of change

for polycrystalline films containing the same 0.5% mole fraction of DBP (Figure

J.9). On timescales of tens to hundreds of picoseconds, the singlet and triplet

populations do appear to decay slightly faster in the DBP-doped nanoparticles,

indicating that energy transfer to DBP occurs predominantly on these longer

timescales.

Indeed, this is borne out by the kinetics of the DBP singlet state, shown by
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a

b

c

d

Figure 8.10 The addition of DBP does not suppress initial singlet fission.
a, Ultrafast TA of rubrene nanoparticles doped with 0.5 mol% DBP. Data is shown
for an excitation density of 18 µJ cm−2. We extracted spectral components using a
global MCR-ALS procedure based on measured reference spectra, giving the rubrene
singlet (orange), rubrene triplet (blue) and DBP singlet (red) spectra shown in (b).
c, The corresponding dynamics of the rubrene singlet and triplet populations in the
DBP-doped NPs are almost identical to those in the pure NPs (both shown for an
excitation density of 18 µJ cm−2). We find a small reduction in the singlet and triplet
populations beyond 50 ps. d, The principal rise in the DBP singlet population occurs
well after initial singlet fission has taken place and is strongly dependent on excitation
density. Some DBP molecules are directly photo-excited by the 532 nm pump pulses,
which were the same as those used to excite the pure rubrene NP films.

red triangles in Figure 8.10d. We find that following photo-excitation (which

populates the singlet state of both rubrene and DBP), the DBP singlet mainly

grows in on timescales of several tens to hundreds of picoseconds, after the first

step of singlet fission has taken place. Thus the addition of DBP does not

suppress initial singlet fission. Instead, FRET from the rubrene S1 to the DBP

S1 is competitive with the subsequent step of triplet-pair separation (see Figure

8.8a).

The yield of DBP singlet is heavily dependent on the excitation density,

which on picosecond timescales affects the dynamics only through singlet-singlet

annihilation (Figure 8.10d). If there is a distribution of singlet exciton diffusivity

within the NPs, singlets with greater mobility are more likely to transfer their

energy to the DBP molecules, but it is these same mobile singlets that are



8.5. Addition of DBP does not suppress initial singlet fission 179

quenched by singlet-singlet annihilation in our experiments.

100% Rub S1 can undergo FRET to DBP 50% Rub S1 can undergo FRET to DBPa b

Figure 8.11 Modelling the inclusion of DBP in rubrene NPs. a, If all the
rubrene singlets are able to undergo FRET to DBP, the depletion of the singlet and
triplet populations is overestimated. b, If instead only half of the rubrene singlets are
able to undergo FRET to DBP, the dynamics are reasonably well described. In both
cases the effect of singlet-singlet annihilation on the DBP dynamics is underestimated.
We suggest that this is because the same mobile singlets that preferentially undergo
FRET are also most affected by singlet-singlet annihilation.

This hypothesis supported by our kinetic modelling§ (Figure 8.11). To sim-

ulate the inclusion of DBP, we initially included a single rubrene-DBP FRET

rate of 20 ns−1. Note that since DBP molecules also absorbed the 532 nm pump

pulses, we split the initial photoexcitation between rubrene S1 and DBP S1

states in the ratio 10:1. The mole fraction (0.5%) of DBP in the sample and the

ratio of molar absorptivity at the excitation wavelength (1:10)45,203 give a ratio

of 20:1. We found that 10:1 better reproduced the data, though we note that

the model does not reproduce the large effect of singlet-singlet annihilation on

the DBP population dynamics so there is some uncertainty in this ratio.

Under the simple assumption that all of the rubrene singlet states are able

to undergo FRET to DBP, we obtain the simulation shown in Figure 8.11a. In

this case, the model underestimates the effect of singlet-singlet annihilation on

the DBP population dynamics, but overestimates the depletion of the rubrene

singlet and triplet populations. This is consistent with the interpretation that

the less mobile singlets are not able to find DBP molecules, whilst the more

mobile ones that can are particularly susceptible to singlet-singlet annihilation.

We can therefore assume instead that (somewhat arbitrarily) only 50% of the

singlet excitons in rubrene can undergo FRET to DBP. To model this we take

the average of two simulations, one with kfret = 0 and one with kfret = 20 ns−1.

§The code used for the simulations in Figures 8.8 and 8.11 is freely available at
https://github.com/davidbossanyi/rubrene-nanoparticle-dynamics

https://github.com/davidbossanyi/rubrene-nanoparticle-dynamics
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In this case we can reproduce the singlet, triplet and DBP dynamics reasonably

well as shown in Figure 8.11b, though again, the excitation density dependence

of the DBP dynamics is still not captured. This is to be expected since the

model does not include diffusion processes.

In line with our calculations of FRET rates and exciton diffusion lengths in

Appendix J, plenty of singlet excitons evidently do undergo both singlet fission

and triplet separation. This is evidenced by the substantial triplet signal that

persists for several nanoseconds after the DBP population has mostly decayed

away. The residual triplet signal, relative to the initial photo-excited singlet,

is at least half that of pure rubrene NPs, yet we find that the addition of

DBP increases the absolute PLQY by a factor of 20. This can nevertheless be

rationalised by taking into account the recycling of excitation energy through

triplet fusion216, which we explore in the following section.

8.6 Singlet energy collection in rubrene nanoparticles

Figure 8.12a compares the PL dynamics of rubrene nanoparticles with and

without the addition of DBP. The initial ‘prompt’ decay is more pronounced

for DBP-containing nanoparticles and makes a larger contribution to the total

PL than for pure rubrene NPs. Beyond 30 ns, a slightly faster roll-off of sing-

let population generated from bimolecular TTA is observed for rubrene-DBP

NPs. A comparison of the triplet dynamics, shown in Figure 8.12b, reveals

almost identical behaviour regardless of the presence of DBP. The underlying

photophysics in both cases is therefore predominantly that of concurrent sing-

let fission and triplet fusion in rubrene. We suggest the following hypothesis to

explain the 20-fold increase in PLQY upon doping with DBP.

DBP acts to increase the probability of radiative decay when excitation

energy returns to the S1 ↔ 1(TT) equilibrium. Correspondingly, the probabil-

ity of non-radiative decay of fission generated independent triplets is reduced.

Since energy is continually moving back and forth between singlets and triplets,

including when DBP is present, the cumulative effect results in a substantial

increase to the PLQY, from 3% to 61%, as shown in Figure 8.12c. Our measure-

ments of polycrystalline rubrene films are also consistent with this conclusion

(Figure J.9), which we summarise schematically in Figure 8.13.

Since less energy is lost through nonradiative triplet decay in DBP-doped

rubrene, Figure 8.12c shows a much more modest increase in PLQY at low

temperature than that measured for pure rubrene. Reducing the temperature

is a different way to avoid non-radiative triplet decay, but instead through sup-
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a

b

c

d

increased TTA

Figure 8.12 Energy transfer to DBP competes with triplet-pair separa-
tion. a, TRPL dynamics of rubrene NP films with and without DBP comprising
TCSPC (470 nm excitation) and intensified gated CCD (532 nm excitation) meas-
urement. DBP-doped nanoparticles show increased prompt PL and a slightly faster
roll-off of singlet population on the microsecond timescales associated with TTA.
Very similar triplet fusion dynamics are observed on these timescales, as shown by
transient absorption measurements at 510 nm in (b). Note that the overlap between
the TCSPC and iCCD data is not perfect owing to the very different pulse energies
used, and that the TCSPC data for the DBP-containing nanoparticles was detec-
ted at 640 nm. c, DBP-doped nanoparticles have a much higher PLQY than pure
rubrene nanoparticles at room temperature that increases only moderately for low
temperatures. d, Magnetic field effect on time-gated fluorescence with and without
the addition of DBP.

pression of triplet diffusion which reduces the likelihood that triplets encounter

defects.

The change in the MFE shown in Figure 8.12d is consistent with this de-

scription of the role of the singlet energy collector in rubrene. The reduced

probability that triplet-pairs separate and undergo spin evolution causes a de-

crease in the magnitude of the MFE at 20 ns delay. At 200 ns delay, the negative

MFE associated with triplet fusion is stronger because the positive contribution

from triplet separation and subsequent spin evolution is reduced.
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Figure 8.13 Proposed role of DBP doping in rubrene photophysics. Schem-
atic diagram summarising the suggested interplay between singlet energy collection,
singlet fission and triplet recombination in rubrene-based nanoparticles. The addition
of DBP increases the probability that singlet energy decays radiatively by (partially)
competing with triplet separation. This increased emission probability is encountered
every time excitation energy is recycled through triplet recombination, leading to a
large increase in PLQY at room temperature.

8.7 Conclusions

In this chapter we have presented a detailed photophysical characterisation of

recently developed rubrene nanoparticle films. Our most striking finding is

that the addition of 0.5 mol% of the singlet energy collector DBP has very little

discernable effect on the singlet and triplet population dynamics in rubrene,

despite increasing the photoluminescence quantum yield by a factor of 20 to

61% at room temperature. We suggest that this behaviour can be rationalised

by considering the roles of geminate and non-geminate triplet fusion, which

have been extensively studied in rubrene crystals over the last decade.

In rubrene NP films, we have shown that similar concurrent singlet fission

and triplet fusion dynamics to those in rubrene crystals35,36,189,216,272,288,289,344–346

occur. This is surprising, given the lack of peaks in the X-ray diffraction pat-

terns of the rubrene NPs45,203 and the similarity between their excited state

absorption spectra and those measured for singlets and triplets in solution350.

It is well known that triplet-quenching defects substantially reduce the

PLQY of rubrene crystals346, and we find that similar defects are also the likely

cause of the modest 3% PLQY of pure rubrene NP films. We suggested that

the effect of the DBP dopant is to reduce the probability that triplets encounter

such defects by providing a radiative channel for singlets (∼ 50 ps) that com-

petes not with the formation of triplet-pairs (10 ps) as is usually implied, but

with their subsequent separation (∼ 140 ps).

These results point to alternative strategies for achieving efficient TTA-UC
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in solid rubrene. Whilst singlet fission can be completely suppressed in rub-

rene by making it amorphous289, or adding bulky side groups343, the disruption

this causes to the crystal structure seriously hinders the long-range triplet dif-

fusion required20 and leads, overall, to lower upconversion efficiencies343. We

suggest instead that efforts should focus on controlling triplet-pair separation

and eliminating triplet-quenching defects. Such a strategy could increase the

PLQY whilst maintaining the crystallinity required for triplet diffusion. It may

even be possible to forego the addition of DBP altogether, thereby avoiding the

associated 200 meV reduction in the upconversion anti-Stokes shift.

8.8 Methods

8.8.1 Sample preparation

Films of rubrene and DBP-doped rubrene nanoparticles dispersed in a PVA

matrix were prepared by Yoichi Sasaki as described in Section 3.2.4. Poly-

crystalline films of rubrene and DBP-doped rubrene were solution processed as

described in Section 3.2.2.

8.8.2 Steady-state absorption and photoluminescence

Ground state absorption spectra were recorded with a UV–vis spectrophoto-

meter (Cary60, Agilent). Temperature-dependent PL spectra were measured

by Yoichi Sasaki using a spectrofluorometer (FP-8300 and CSH-831, JASCO)

combined with a liquid nitrogen cryostat (Optistat DN2, Oxford Instruments).

The absolute photoluminescence quantum yield was measured by Yoichi Sasaki

in an integrating sphere using a Hamamatsu Photonics absolute quantum yield

measurement system.

For comparisons of room temperature static PL intensity, excitation was

provided by a 532 nm continuous wave laser diode (CPS532, Thorlabs). PL was

collected via optical fibre and detected with a CCD spectrometer (AvaSpec,

Avantes). The excitation intensity was ∼1 W cm−2. A 532 nm notch filter was

used to reduce laser scatter in the measured spectra.

8.8.3 Time-resolved photoluminescence

Time correlated single photon counting (TCSPC) measurements were carried

out by Yoichi Sasaki using a lifetime spectroscopy system (Quantaurus-Tau

C11367-02, Hamamatsu). The excitation wavelength was 470 nm. Nanosecond-

millisecond TRPL measurements were carried out using our iCCD setup, de-
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scribed in detail in Section 3.4.1. Excitation took the form of 532 nm pump

pulses (temporal width < 500 ps, 5 kHz) provided by the frequency-doubled

output of a Q-switched Nd:YVO4 laser (Picolo-AOT, Innolas). A 532 nm notch

filter was used to eliminate pump scatter. For low-temperature measurements

samples were situated in the helium exchange gas of a nitrogen bath cryostat

(Optistat DN, Oxford Instruments). The pump beam spot size was measured

at the sample position by translating a razor blade through the focus and mon-

itoring the transmitted power.

For magnetic field dependent TRPL measurements, a different excitation

source was used, owing to its superior power stability over time. A Ti:sapphire

regenerative amplifier (Solstice, Spectra-Physics) providing 800 nm pulses (90 fs

FWHM, 1 kHz, 4 mJ) was used to generate the pump pulses. A portion of

the 800 nm beam was frequency doubled in a BBO crystal to generate 400 nm

excitation. The excitation intensity used was 25µJ cm−2.

8.8.4 Transient absorption spectroscopy

Transient absorption spectroscopy was performed using both the picosecond

and nanosecond setups described in Sections 3.4.2 and 3.4.2 respectively.

8.8.5 Spectral deconvolution of TA data

We extracted the spectra and dynamics of the different excited state species

from our ultrafast TA data using Multivariate Curve Resolution Alternating

Least Squares (MCR-ALS)225,226, the basic principles of which are discussed in

Section 3.4.3. We generated reference spectra, used to act as starting points for

the fitting procedure, in the following ways. We obtained the rubrene singlet

spectrum from the measurement of rubrene monomers in solution, by averaging

the data from 10 ps onwards. This is the spectrum plotted in Figure 8.2b(ii).

This spectrum was then redshifted in energy by 32.7 meV such that the peak

coincided with the maximum of the S1 spectral feature in the solid samples. We

obtained the DBP singlet spectrum in an exactly analogous way from the meas-

urement of DBP monomers in solution (Figure 8.9b). In this case the required

redshift was 55.9 meV. We estimated the rubrene triplet spectrum for the nan-

oparticle (NP) samples by averaging the pure rubrene NP TA data (18 µJ cm−2)

from 5 ns onwards. Beyond 5 ns the spectral shape remained unchanged because

the singlet component had decayed, thus we judged the remaining spectral fea-

tures to be representative of excited triplet species. We used the same procedure

to obtain a starting spectrum for the triplets in the polycrystalline films.



8.8. Methods 185

Next, we grouped all of our ultrafast TA measurements by sample type. For

the nanoparticle (NP) samples, this gave six datasets in total: rubrene NPs

with and without the 0.5 mol% DBP additive, measured with pump intensit-

ies of 8µJ cm−2, 18µJ cm−2 and 41µJ cm−2. For the polycrystalline films, we

had three datasets: films with 0, 0.1 and 0.5 mol% DBP measured with pump

intensities of 41 µJ cm−2.

We ran the MCR-ALS algorithm only once for each group of datasets, since

the spectral components are common to all samples. Note that the DBP com-

ponent was excluded for samples of pure rubrene. Grouping the datasets in this

way provides a much more tightly constrained deconvolution. We used the ref-

erence spectra as described above for the initial point of the fitting procedure.

The algorithm was run until convergence was achieved.
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Chapter 9

Summary and Outlook

In this chapter we review the key findings of the work presented in this thesis

and place them in the context of the wider research field. We identify a range

of open questions and propose future studies that may begin to answer them.

9.1 Summary

This thesis has investigated intermediate triplet-pair states in singlet fission

and triplet-triplet annihilation. Building on the recent wave of research in

these areas, we have studied a variety of material systems in order to clarify

the nature and behaviour of different kinds of triplet-pair states and how they

impact the photophysical mechanisms of exciton fission and fusion.

In Chapter 4, we investigated emission signatures of the strongly exchange-

coupled spin-0 triplet-pair state, 1(TT). Previous works had assigned redshifted

features in emission spectra to the 1(TT) state but these signatures varied from

vibronically structured photoluminescence attributed to the Herzberg-Teller in-

tensity borrowing mechanism to broad unstructured features assigned to exci-

mer states. It had also been shown that the excimer-like emission features were

observed only during singlet fission and not during the triplet-triplet annihila-

tion, casting doubt on the role of 1(TT) as a real intermediate state.

We conducted time-resolved photoluminescence measurements on two ma-

terial systems: polycrystalline films of diF-TES-ADT, for which singlet fission is

slightly endothermic and single crystals of pentacene, for which it is exothermic.

In both cases, we were able to measure clear structured photoluminescence sig-

natures consistent with 1(TT) states formed directly via triplet-triplet annihil-

ation and emitting through the Herzberg-Teller mechanism. In diF-TES-ADT,

we showed that these spectral signatures of 1(TT) are distinct from excimers,

suggesting that observations of excimer emission are not necessarily evidence of
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1(TT). Our analysis of the emission spectra of our pentacene single crystals took

us back to the 1980s, when redshifted photoluminescence features in pentacene

and tetracene were instead assigned to self-trapped excitons. We demonstrated

that these previous assignments were inconsistent, and used our time-resolved

photoluminescence measurements, the first to be conducted on pentacene single

crystals, to identify 1(TT), formed through triplet-triplet annihilation, as the

source of the redshifted emission.

Our results add weight to the notion that 1(TT) is a real, observable inter-

mediate state in both singlet fission and triplet-triplet annihilation and that this

is generally true for all polyacenes. We demonstrated that time-resolved pho-

toluminescence spectroscopy can be used to track the 1(TT) population decay

with high sensitivity over many orders of magnitude. Indeed, in doing so we

identified contributions from weakly exchange-coupled triplet-pair states and

confirmed their involvement through magnetic field effects.

Based on the conclusions of Chapter 4, we hypothesised that Herzberg-Teller

emission from 1(TT) might be particularly bright in single crystals of rubrene

owing to the close energetic alignment between S1 and 1(TT). This hypothesis

was suggested in part by curious photoluminescence behaviour previously re-

ported in rubrene single crystals. We therefore studied the time-resolved pho-

toluminscence behaviour of rubrene single crystals in Chapter 5, but found no

evidence of emission from 1(TT) states. Instead, we found that previous reports

of anomalous photoluminescence behaviour are likely to be a result of defects

sometimes present on crystal surfaces.

The role of defects in rubrene came to the fore in Chapter 6. Surprised

by recent reports of ultrafast 1(TT) formation in rubrene single crystals, we

used transient absorption spectroscopy at different excitation wavelengths and

incidence angles to investigate the formation of 1(TT) states. We found that
1(TT) was formed ‘instantaneously’ only in polycrystalline films and not in bulk

single crystals. The results from this chapter allow us to contribute to the debate

surrounding the time constant of singlet fission in bulk crystalline rubrene191.

Recall that some groups report a rate of ∼ 25 fs for the initial formation of
1(TT) from S1

35–37, while others give a value of ∼ 2 ps189,288,289. We suggest that

the latter value is likely to be correct in the sense that the 2 ps time constant

represents the singlet fission rate intrinsic to pure, bulk rubrene crystals, as

indeed is predicted by calculations188. We have shown that significantly faster

singlet fission on the order of tens of femtoseconds can occur in crystalline

rubrene, but only when the morphology differs from that of ideal crystals, for

example in polycrystalline films.
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In Chapter 7, we continued our investigations of rubrene but now focussing

on the probability of obtaining a spin-0 singlet state from the annihilation of two

spin-1 triplets, a quantity known as the spin statistical factor, η. Our results in

Chapter 4 had suggested that triplet-triplet annihilation forms first weakly, then

strongly exchange-coupled triplet-pair states. We confirmed this for rubrene in

Chapter 7 using magnetic field dependent measurements, and explained why

most discussions of η in the literature have considered only strongly exchange

coupled triplet-pairs. For example, it is usually assumed that the probability of

a pair of triplets annihilating to form a singlet is 2
5
. By happy coincidence this

matches the measured spin statistical factor for the archetypal DPA molecule

in solution. Our results show that this is only a coincidence, and is based on

the false premise that the interacting triplets are initially strongly exchange-

coupled.

Because of the weak exchange interaction initially found between annihilat-

ing triplets, we showed that the molecular geometry of the encounter complex

can dramatically alter the spin statistical factor, varying it from 2
5

to 2
3
. In

addition, we demonstrated that the spin statistical factor can be overcome in

materials such as rubrene by high-level reverse intersystem crossing. With care-

ful molecular engineering, therefore, our results show that 100% of all triplet

annihilation events could result in a bright singlet exciton. These findings un-

cover several potential strategies for engineering materials with favourable spin

statistical factors for use in OLEDs and photon upconverters.

Finally, in Chapter 8, we showed how knowing the dynamics of different

triplet-pair states is key to understanding the interplay between singlet fis-

sion and singlet energy collection via FRET to a dopant molecule in rubrene

nanoparticles. We used transient absorption spectroscopy and time-resolved

photoluminescence measurements to demonstrate that singlet energy collection

does not outcompete singlet fission, as previously supposed, but instead com-

petes with triplet-pair separation. This finding will help direct future efforts in

maximising the photon upconversion quantum yield in rubrene-based systems.

9.2 Unanswered questions

The research presented in this thesis raises a range of questions and future

research directions which we group below into five areas. Building on the ex-

periments and simulations in Chapters 4-8, we propose possible avenues for

future work that might begin to tackle these questions.
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The emission spectrum of rubrene

In Chapter 5, we showed that 1(TT) is not responsible for the ab-polarised ab-

sorption/emission component in rubrene single crystals. In the introduction,

we suggested that instead, it could arise due to Herzberg-Teller intensity bor-

rowing from a higher-lying singlet state. Raman spectroscopy, coupled with

calculations, may help to confirm this hypothesis.

More fundamentally, during our investigations of rubrene in Chapters 5-

8, we came to the realisation that the emission spectrum of rubrene remains

poorly understood, particularly its temperature dependence. For example, in

Figure J.10, we clearly observe that the apparent vibrational energy increases

dramatically with decreasing temperature from around 135 meV at room tem-

perature to around 170 meV at 80 K. The vibrational energy we extract from

the absorption spectrum is also around 170 meV but this is independent of

temperature353,357. We have confirmed that this behaviour also occurs in poly-

crystalline thin films, and it has been reported elsewhere353. Surprisingly, we

cannot find a measured temperature dependence of the absorption and emission

spectra of rubrene monomers (for example dissolved in a glass-forming solvent

such as 2-methyltetrahydrofuran) in the literature. Such an experiment should

be performed to determine whether the changes in vibrational energy with tem-

perature seen in the PL spectrum are intrinsic to the rubrene molecule.

Even in solution at room temperature, there appears to be no satisfactory

explanation for the much reduced vibrational energy required to fit the PL spec-

trum compared to the absorption spectrum357,358. It is thought that the rubrene

backbone is twisted in solution, and possibly in thin films as well359. Perhaps

rubrene planarises in the excited state, leading to a different potential energy

surface compared to the ground state. Combining temperature dependent ab-

sorption and emission measurements with ground state and resonant Raman

spectroscopy, alongside theoretical calculations, may help to answer such ques-

tions.

Fundamentals of singlet fission

Our measurements of bright, long-lived emission from the 1(TT) state in diF-

TES-ADT at 100 K suggest that this system may be an ideal platform to unravel

the spin physics of singlet fission. In Section 2.6.3 we outlined the uncertainty

surrounding the role of the strongly exchange coupled quintet states 5(TT)

that have been observed in trEPR measurements. By combining time-resolved

photoluminescence measurements of 1(TT) with trEPR measurements of 5(TT),
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it may be possible to determine whether 5(TT) acts as an intermediate state

between 1(TT) and free triplets141,145,147 or whether it is formed as a by-product

via weakly exchange-coupled triplet pairs (which are singlet-quintet mixtures).

The role of morphology

Our results from Chapters 5 and 6 were inconclusive regarding the possibility

of 1(TT) photoluminescence from disordered, polycrystalline rubrene. We sug-

gested that 1(TT) may be formed extremely rapidly at disordered sites where

symmetry breaking promotes S1-1(TT) mixing. Such mixing may also promote

brighter 1(TT) emission. Spatially-resolved TRPL measurements, combined

with calculations, may help to determine exactly which type of molecular mis-

alignment is required for ultrafast singlet fission in rubrene.

This leads us to a more general question with as yet, no clear answer: how

does morphology impact singlet fission and, by extension, triplet-triplet anni-

hilation? Going further, how does this dependence manifest itself in materials

with different molecular packing geometries? For example, S1-1(TT) couplings

are non-zero in brickwork-packed TIPS-pentacene, but zero in orthorhombic

rubrene188. In addition to our studies of rubrene in Chapter 6, recent work171

employed spatially resolved transient absorption spectroscopy to suggest that

singlet fission occurred preferentially at the edges and defects of TIPS-pentacene

crystals, sites that were also associated with a different crystal packing and lower

S1 energy.

We suggest that spatially- and time-resolved photoluminescence measure-

ments of diF-TES-ADT at low temperature could provide a clear dataset for

investigating the role of morphology on singlet fission. At 100 K for example,

we have shown that S1 and 1(TT) are both bright and spectrally highly distinct

(Chapter 4). As such the rate and yield of triplet-pair formation could be spa-

tially imaged and correlated against morphological features or other spatially-

resolved measurements, such as the S1 and 1(TT) energies and linewidths.

Similarly, our results in Chapter 6 indicate that spatially-resolved transient

absorption of polycrystalline rubrene may help to unravel the effects of molecu-

lar alignment on singlet fission. Going further, impulsive vibrational spectro-

scopy could be used to probe the role of vibrational modes in enabling singlet

fission at different sites. It would then be interesting to investigate whether the

same morphological features that encourage rapid and efficient singlet fission

are also associated with increased or reduced TTA-UC.
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Rubrene nanoparticle morphology

The rubrene nanoparticles introduced in Chapter 7 and studied in detail in

Chapter 8 exhibited a number of curious properties that we were not able to

satisfactorily explain. Firstly, we found that the dynamics and lifetime of triplet

species were similar to those found in bulk rubrene single crystals, in contrast to

polycrystalline films which exhibit instantaneous 1(TT) formation and consid-

erably shorter triplet lifetimes. However, the excited state absorption spectrum

of triplet excitons in the nanoparticles was remarkably similar to that meas-

ured for rubrene in solution350, and very different to that of single crystals.

Furthermore, either the cross-section of this absorption, or the singlet fission

yield, are lower than in single crystals and polycrystalline films. These apparent

contradictions call for detailed investigations of the nanoparticle morphology,

especially given their potential as an air-stable material system for TTA-UC

applications.

Annihilator molecules for TTA-UC

One of the conclusions of Chapter 7 is that relative molecule orientation should

impact the spin statistical limit of TTA-UC through the spin Hamiltonian.

A future study could investigate this prediction experimentally. Dimers have

been successfully used to study the fundamental physics of triplet-pair states

in singlet fission166,167,360,361 and they have recently been shown to perform well

for TTA-UC362. We suggest that a series of rigid annihilator dimers exhibiting

a range of inter-chromophore geometries and separations could be used to test

our hypothesis in sensitized TTA-UC experiments.

In addition to intermolecular orientation, our simulations in Chapter 7

demonstrated that materials exhibiting HL-RISC can potentially exceed any

spin statistical limit for TTA-UC. Computational and synthetic chemists could

explore ways to create molecules possessing efficient HL-RISC for blue-emitting

OLEDs and photon upconverters.

9.3 Future directions for research into triplet-pair states

Some of the most potentially fruitful experiments to further elucidate the nature

and character of triplet-pair states are likely to be those that aim to understand

the impact of morphology. As we alluded to above, a promising series of exper-

iments could aim to link spatially-resolved transient absorption and photolu-

minescence measurements to the results of other spatially-resolved experiments



9.4. Future applications for exciton fission and fusion 193

recorded on the same areas of the same samples. The large, multidimensional

datasets generated by such experiments would lend themselves to analysis using

statistical methods, allowing the contribution of different morphological factors

to the time-resolved behaviour of the excited states to be determined.

As suggested above, diF-TES-ADT thin films at low temperature could be a

sensible starting point for such a series of experiments. One could imagine map-

ping the spatial distribution of parameters obtained from time-resolved spectro-

scopy, such as time constants, linewidths and excited state energies against, to

begin with, basic morphological structures such as grain boundaries identified

by microscopy techniques.

9.4 Future applications for exciton fission and fusion

Much of the recent research into exciton fission and fusion has been motivated

by the potential to create spectral converters for photovoltaics. Even if efficient

spectral conversion systems based on exciton fission or fusion could be created,

to be commercially appealing to the photovoltaics industry such systems would

need to meet a host of stringent requirements relating to cost, toxicity and long-

term stability and performance under harsh environmental conditions. One

can’t help feeling that this may never come to pass.

Nevertheless, spectral converters based on exciton fission and fusion could

still be valuable in other ways. We have already mentioned the biomedical

applications of TTA-UC in this thesis. Going further, spectral converters could,

for example, be used to enhance the wavelength range of photodetectors, act as

ultraviolet light sources with antimicrobial properties or manipulate the light

transmitted into greenhouses in order to optimise the solar spectrum for the

growth of different plants.
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Appendix A

Time-dependent perturbation

theory

Consider the Hamiltonian H0 of an unperturbed system. The eigenstates obey

the time-independent Schrödinger equation

H0 |n〉 = En |n〉 (A.1)

and vary in time only by a phase term

|n(t)〉 = e−iEnt/~ |n〉 . (A.2)

We now introduce a time-dependent perturbation to the system so that the

total Hamiltonian becomes

H = H0 +H1(t) (A.3)

and the quantum state of the perturbed system |ψ(t)〉 obeys the time-dependent

Schrödinger equation

H |ψ(t)〉 = i~
∂

∂t
|ψ(t)〉 . (A.4)

The quantum state |ψ(t)〉 can be constructed from a linear combination of the

eigenbasis of H0, giving

|ψ(t)〉 =
∑
n

cn(t)e−iEnt/~ |n〉 . (A.5)
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Substituting Equation A.5 into Equation A.4, using the product rule and Equa-

tion A.1, we find that the zero-order terms cancel, leaving

∑
n

(
i~
dcn(t)

dt
− cn(t)H1(t)

)
e−iEnt/~ |n〉 = 0. (A.6)

Left multiplying by 〈k| and using the orthonormality of the eigenbasis, we find

dck(t)

dt
=

1

i~
∑
n

〈k|H1(t) |n〉 cn(t)e−i(En−Ek)t/~, (A.7)

which integrated yields

ck(t) = ck(0) +
1

i~
∑
n

∫ t

0

〈k|H1(t′) |n〉 cn(t′)e−i(En−Ek)t′/~dt′. (A.8)

Iterative substitution into the right hand side gives, to first order in H1,

ck(t) = ck(0) +
1

i~
∑
n

∫ t

0

〈k|H1(t′) |n〉 cn(0)e−i(En−Ek)t′/~dt′. (A.9)

If the perturbation is turned on at t = 0 when the system is in initial state |i〉
we have cn(0) = δin giving, for k 6= i,

ck(t) =
1

i~

∫ t

0

〈k|H1(t′) |i〉 e−i(Ei−Ek)t′/~dt′. (A.10)

Equation A.10 is a key result from first-order time-dependent perturbation the-

ory. We next use it to derive expressions for the Fermi Golden Rule.

Consider an oscillatory perturbation of angular frequency ω of the general

form

H1(t) = V e−iωt + V ∗eiωt. (A.11)

We can treat each term separately. For example considering the first term we

find that

ck(t) =
1

i~
〈k|V |i〉

∫ t

0

ei(ωki−ω)t′dt′ (A.12)

where ωki = Ek − Ei is the difference between the energies of the initial state

|i〉 and the state |k〉. Performing the integration gives

ck(t) =
1

~(ωki − ω)
〈k|V |i〉

(
1− ei(ωki−ω)t

)
(A.13)
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which can be re-written as

ck(t) =
−2

~
〈k|V |i〉 ei(ωki−ω)t/2 sin ((ωki − ω)t/2)

(ωki − ω)
. (A.14)

Thus the probability of the transition |i〉 → |k〉 is given by

Pi→k = |ck(t)|2 =
4

~2
| 〈k|V |i〉 |2 sin2 ((ωki − ω)t/2)

(ωki − ω)2
. (A.15)

Using the definition of the Dirac delta function

lim
t→∞

sin2(Ωt/2)

Ω2t
=
π

2
δ(Ω) (A.16)

we find that for t→∞

Pi→k =
2π

~
| 〈k|V |i〉 |2δ(Ek − Ei − ~ω)t, (A.17)

where we have written the delta function in terms of energy rather than angular

frequency. Thus the rate of the transition is given by

Γi→k =
∂Pi→k
∂t

=
2π

~
| 〈k|V |i〉 |2δ(Ek − Ei − ~ω). (A.18)

Including both terms from Equation A.11 we obtain, for real V ,

Γ±i→k =
2π

~
| 〈k|V |i〉 |2δ(Ek − Ei ± ~ω), (A.19)

where Γ−i→k corresponds to a process in which the system gains energy from the

perturbation such that Ek = Ei + ~ω (for example the absorption of a photon)

and Γ+
i→k corresponds to a process in which the system loses energy back into

the perturbation such that Ek = Ei − ~ω (for example the stimulated emission

of a photon). This is Fermi’s Golden Rule.

In reality, the exact energy matching required for the transition rate to be

non-zero is never met. Instead, rather than considering two discrete energy

levels, we introduce a density of final states, ρ(Ek), where ρ(Ek)dEk gives the

number of final states with energy in the interval (Ek, Ek+dEk). By integrating

the transition rate over the density of states, we obtain a more useful form of

Fermi’s Golden Rule:

Γ±i→k =
2π

~
| 〈k|V |i〉 |2ρ(Ek)δ(Ek − Ei ± ~ω), (A.20)

where the delta function ensures energy conservation. Finally, we consider the
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case of a constant, time-invariant perturbation H1(t) = V ′ that turns on at

t = 0. In this case, we can simply set ω = 0, giving

Γi→k =
2π

~
| 〈k|V ′ |i〉 |2ρ(Ek)δ(Ek − Ei). (A.21)
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Appendix B

The Born-Oppenheimer

approximation

The Born-Oppenheimer approximation is based on the fact that nuclei are more

than three orders of magnitude heavier than electrons. Electrons dynamics are

therefore very ‘fast’ compared to the movements of the nuclei and hence we

introduce an electronic state |ψ(r; R)〉 that depends only parametrically on the

nuclear coordinates R = {R}. In other words the electronic state |ψ(r; R)〉 is

determined by a given set of static nuclear coordinates.

We likewise extract from the total molecular Hamiltonian defined in Equa-

tions 2.2-2.5 a part that depends parametrically on the nuclear coordinates,

given by

HBO(R) = Hel−el +Hel−nuc + Vnuc−nuc, (B.1)

where the only term not included is the nuclear kinetic energy term, Tnuc. The

states |ψ(r; R)〉 are eigenstates of HBO and so

HBO(R) |ψk(r; R)〉 = Ek(R) |ψk(r; R)〉 . (B.2)

Given this set of adiabatic electronic wavefunctions |ψ(r; R)〉, we can write the

total molecular wavefunction as

|Ψ(r,R)〉 =
∑
k

|ψk(r; R)〉χk(R) (B.3)

where χk(R) are expansion coefficients dependent only on the positions of the

nuclei. We could of course also expand the total molecular wavefunction in
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terms of the nuclear wavefunctions |χkl(R)〉, for example:

|Ψ(r,R)〉 =
∑
kl

ckl |ψk(r; R)〉 |χkl(R)〉 , (B.4)

though this requires extra expansion coefficients. From here on, we drop the r

and R dependency labels for clarity and recall simply that the |ψk〉 depend on

r and parametrically on R, whilst the χk depend on R.

Inserting Equation B.3 into Schrödinger’s equation for the entire molecule

(Equation 2.1) gives

H |Ψ〉 = (HBO + Tnuc)
∑
k

|ψk〉χk

=
∑
k

Ek |ψk〉χk +
∑
k

Tnuc |ψk〉χk

= E
∑
k

|ψk〉χk.

(B.5)

Left multiplying by 〈ψj| and using the orthonormality of the |ψk〉 and Equa-

tion B.2, we obtain

Ejχj +
∑
k

〈ψj|Tnuc |ψk〉χk = Eχj. (B.6)

Using the definition of Tnuc from Equation 2.4, we can evaluate Tnuc |ψk〉χk
using the chain rule,

Tnuc |ψk〉χk =
∑
α

P2
α

2Mα

|ψk〉χk

=
∑
α

1

2Mα

{
|ψk〉P2

αχk +
[
P2
α |ψk〉

]
χk + 2Pα |ψk〉Pαχk

}
,

(B.7)

giving, for the second term in Equation B.6,∑
k

〈ψj|Tnuc |ψk〉χk = Tnucχj +
∑
k

Θjkχk, (B.8)

where we have defined the nonadiabatic coupling as

Θjk = 〈ψj|Tnuc |ψk〉+
∑
α

1

Mα

〈ψj|Pα |ψk〉Pα. (B.9)

Inserting B.8 into B.6, we obtain a set of coupled equations for the coefficients
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χj:

(Ej + Tnuc + Θii − E)χj = −
∑
k 6=j

Θjkχk. (B.10)

Thus far the treatment is exact. The Born-Oppenheimer approximation is to

set the nonadiabatic coupling on the right hand side to zero. The diagonal term

Θii, known as the Born-Oppenheimer diagonal correction, is typically very small

and therefore also ignored. This gives a simple eigenvalue equation for χk:

(Ek + Tnuc)χk = Eχk. (B.11)

Thus under the Born-Oppenheimer approximation, the electronic and nuclear

motions are decoupled. We therefore write the many body wavefunction as the

product of electronic and nuclear wavefunctions,

|Ψk,ν(r,R)〉 = |ψk(r; R)〉 |χk,ν(R)〉 , (B.12)

where ν are the vibrational quantum numbers associated with each adiabatic

electronic state k. We have shown that, provided we neglect the nonadiabatic

terms, this wavefunction is an eigenstate of the total molecular Hamiltonian:

H |ψk(r; R)〉 |χk,ν(R)〉 ≈ (Ek(R) + Tnuc) |ψk(r; R)〉 |χk,ν(R)〉 . (B.13)

Ek(R) is the adiabatic potential energy surface associated with electronic state

k and is the effective potential experienced by the nuclei.

Finally we address the validity of the Born-Oppenheimer approximation.

Perturbation theory tells us that the nonadiabatic coupling (Equation B.9) can

be safely neglected provided that the matrix elements 〈Ψj|Θjk |Ψk〉 are much

smaller than the energy difference Ej − Ek between the electronic states. The

Born-Oppenheimer approximation therefore breaks down in situations where

(i) the adiabatic potential energy surfaces of different electronic states ap-

proach each other or intersect, or

(ii) the electronic wavefunction changes rapidly as a function of the nuclear

coordinates.

For example situation (i) is encountered at a conical intersection whilst situation

(ii) occurs during internal conversion.
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Appendix C

Normal mode coordinates

The nuclear Hamiltonian can be expressed as

Hk(R) =
∑
i

P2
i

2Mi

+ Vk(R), (C.1)

where k labels the electronic states and Vk(R) = Ek(R) is the nuclear poten-

tial, or adiabatic potential energy surface. For simplicity we will work in one

dimension, in which case

Hk(x) = −
∑
i

~2

2Mi

∂2

∂x2
i

+ Vk(x). (C.2)

For small nuclear motions, we can expand the potential about some equilibrium

geometry x0, giving

Hk(x) = −
∑
i

~2

2Mi

∂2

∂x2
i

+
1

2

∑
ij

∂Vk
∂xi∂xj

(xi − x0i)(xj − x0j) + . . . , (C.3)

where we have set Vk(x0) = 0 without loss of generality. Next, we introduce

relative coordinates scaled by the nuclear masses

xi − x0i →
1√
Mi

x̄i =⇒ ∂

∂xi
→
√
Mi

∂

∂x̄i
(C.4)

giving

Hk(x̄) = −
∑
i

~2

2

∂2

∂x̄2
i

+
1

2

∑
ij

Hijx̄ix̄j + . . . , (C.5)

where Hij is the mass-weighted Hessian matrix

Hij =
1√

Mi

√
Mj

∂Vk
∂xi∂xj

. (C.6)
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We define normal coordinates Qα through the orthonormal transformation

x̄i =
∑
α

DαiQα DTD = 1. (C.7)

The transformation matrix D is the matrix of eigenvectors of H. The diagonal

eigenvalue matrix w is defined by

DHDT = w (C.8)

and we will write its elements as

wαβ = ω2
αδαβ, (C.9)

where, as we shall see shortly, ωα are the frequencies of the normal modes. The

eigenvectors of H are orthonormal and so

∑
i

∂2

∂x̄2
i

=
∑
α

∂2

∂Q2
α

(C.10)

allowing us to write the nuclear Hamiltonian in terms of the normal mode

coordinates as

Hk(Qk) =
1

2

∑
α

(
P 2
α + ω2

k,αQ
2
k,α

)
, (C.11)

which corresponds to that of a set of quantum harmonic oscillators of unit mass.

We recall that the eigenvalues of each mode are given by

Eν
k,α =

(
ν +

1

2

)
~ωk,α (C.12)

for vibrational quantum numbers ν = 0, 1, 2, . . . and the wavefunctions by

χνk,α(Qk,α) =
1√
2νν!

(ωk,α
π~

) 1
4

exp

(
−
ωk,αQ

2
k,α

2~

)
Hν

(√
ωk,α
~
Qk,α

)
, (C.13)

where Hν are the Hermite polynomials,

Hν(z) = (−1)νez
2 dν

dzν

(
e−z

2
)
. (C.14)
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Appendix D

Herzberg-Teller intensity

borrowing

Consider the dipole matrix element for spin-allowed transitions between adia-

batic Born-Oppenheimer states

µmn,νν′ = 〈Ψm,ν |p · ε̂ |Ψn,ν′〉 = 〈χm,ν |µemn |χn,ν′〉 . (D.1)

Expanding to first order about some equilibrium geometry Q0 we find

µmn,νν′ = µemn(Q0) 〈χm,ν |χn,ν′〉+
∑
α

(
∂µemn
∂Qα

)
Q0

〈χm,ν |Qα |χn,ν′〉+ . . . (D.2)

Transitions from |Ψn,ν′〉 to |Ψm,ν〉 are formally dipole-forbidden if µemn(Q0) = 0.

Recalling that

µemn = 〈ψm|p · ε̂ |ψn〉 = 〈ψm| p |ψn〉 , (D.3)

we can evaluate the derivative of the electronic dipole matrix element using the

chain rule (
∂µemn
∂Qα

)
Q0

=

(
〈ψm| p |

∂ψn
∂Qα

〉+ 〈∂ψm
∂Qα

| p |ψn〉
)
Q0

(D.4)

In order to evaluate the derivatives of the wavefunctions, we turn to perturba-

tion theory. Consider the action of a normal mode Qα acting as a perturbation

to the Hamiltonian. To first order, we have

H = H(Q0) +
∑
α

(
∂Hel−nuc

∂Qα

)
Q0

Qα (D.5)

where we have noted that only the Hamiltonian corresponding to Coulomb

repulsion between the electrons and nuclei is perturbed by vibrational motion.
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We can therefore write the perturbed electronic wavefunctions as

|ψn〉 = |ψn〉 (Q0) +
∑
α

∑
i 6=n

(
〈ψi| ∂Hel−nuc∂Qα

|ψn〉
Ei − En

)
Q0

|ψi〉Qα (D.6)

Allowing us to identify the derivative of the wavefunction

(
∂ψn
∂Qα

)
Q0

=
∑
i 6=n

(
〈ψi| ∂Hel−nuc∂Qα

|ψn〉
Ei − En

)
Q0

|ψi〉 . (D.7)

If we assume that ψm represents the electronic ground state, we can neglect the

term ∂ψm
∂Qα

in equation D.4 because the energy denominators in equation D.7 will

always be large75. Substituting equations D.4 and D.7 into equation D.2, we

arrive at the following expression for the Herzberg-Teller dipole matrix element

µmn,νν′ =
∑
α

∑
i 6=n

µemi(Q0)

(
〈ψi| ∂Hel−nuc∂Qα

|ψn〉
Ei − En

)
Q0

〈χm,ν |Qα |χn,ν′〉 . (D.8)
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Appendix E

Supplementary information for

Chapter 4

E.1 Transient absorption of diF-TES-ADT

Figure E.1a shows transient absorption (TA) spectra of a dilute solution of diF-

TES-ADT (1×10−4 M in anhydrous toluene, sealed under nitrogen atmosphere

inside a 1 mm path length quartz cuvette). All excited state absorption, ground

state bleach and stimulated emission features decay mono-exponentially with

a time constant of ∼12 ns (Figure E.1b). They are therefore assigned to the

singlet exciton.

Figure E.1c shows TA spectra of a diF-TES-ADT thin film. The spectra

are broadly similar to those found in dilute solution, yet now there are spectral

changes with time, indicating that more than one species is present (for example,

compare 430 nm with 495 nm at 1 ps and 1 ns). To begin with everything decays

with a time constant of 100 ps (Figure E.1d); this is attributed to singlet fission

which rapidly depletes the singlet exciton population74. We speculate that a

longer lived species evident at 495 nm arises from triplet-pairs. Note that the

oscillations in the TA spectra present in the NIR arise from optical interference

effects related to the encapsulating glass coverslip.
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a b

c d

solution

thin film

Figure E.1 Transient absorption spectroscopy of diF-TES-ADT. a, TA
spectra of dilute solution. b, Dynamics at 430 nm, corresponding to the singlet ex-
citon. c, TA spectra of a diF-TES-ADT thin film. d, TA dynamics captured at
various wavelengths (indicated by coloured bars in (c)), showing fast singlet fission
(100 ps) followed by longer lived triplet-pairs (evident at 495 nm). Note that the spec-
tral region around 532 nm has been removed due to pump scatter.
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E.2 TRPL datasets for diF-TES-ADT
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Figure E.2 diF-TES-ADT TRPL at 77 K. 2D maps of the normalised TRPL
data are shown in the left column, extracted spectra in the central column and extrac-
ted dynamics, normalised at 4 ns, in the right column. Initial exciton density varies
from 1017cm−3 (top row) through 1018cm−3 (middle row) to 1019cm−3 (bottom row).
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Figure E.3 diF-TES-ADT TRPL at 100 K. 2D maps of the normalised TRPL
data are shown in the left column, extracted spectra in the central column and extrac-
ted dynamics, normalised at 4 ns, in the right column. Initial exciton density varies
from 1017cm−3 (top row) through 1018cm−3 (middle row) to 1019cm−3 (bottom row).
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Figure E.4 diF-TES-ADT TRPL at 150 K. 2D maps of the normalised TRPL
data are shown in the left column, extracted spectra in the central column and extrac-
ted dynamics, normalised at 4 ns, in the right column. Initial exciton density varies
from 1017cm−3 (top row) through 1018cm−3 (middle row) to 1019cm−3 (bottom row).
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Figure E.5 diF-TES-ADT TRPL at 200 K. 2D maps of the normalised TRPL
data are shown in the left column, extracted spectra in the central column and extrac-
ted dynamics, normalised at 4 ns, in the right column. Initial exciton density varies
from 1017cm−3 (top row) through 1018cm−3 (middle row) to 1019cm−3 (bottom row).
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Figure E.6 diF-TES-ADT TRPL at 250 K. 2D maps of the normalised TRPL
data are shown in the left column, extracted spectra in the central column and extrac-
ted dynamics, normalised at 4 ns, in the right column. Initial exciton density varies
from 1017cm−3 (top row) through 1018cm−3 (middle row) to 1019cm−3 (bottom row).
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Figure E.7 diF-TES-ADT TRPL at 291 K. 2D maps of the normalised TRPL
data are shown in the left column, extracted spectra in the central column and extrac-
ted dynamics, normalised at 4 ns, in the right column. Initial exciton density varies
from 1017cm−3 (top row) through 1018cm−3 (middle row) to 1019cm−3 (bottom row).
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E.3 Kinetic modelling for diF-TES-ADT

E.3.1 The Merrifield model

The most well known kinetic model of singlet fission was originally proposed

by Johnson and Merrifield in 1970 in order to explain the changes in prompt

and delayed luminescence with applied magnetic field in anthracene crystals102.

The model is described in detail in Section 2.6.1. The rates equations for the

Merrifield model can be written as follows:

d[S1]

dt
= −

(
ksf

9∑
l=1

|C l
S|2 + ksnr

)
[S1] + k−sf

9∑
l=1

|C l
S|2[(TT)l] (E.1)

d[(TT)l]

dt
= ksf |C l

S|2[S1]−
(
k−sf |C l

S|2 + khop + kttnr
)

[(TT)l]

+
1

9
ktta[T1]2

(E.2)

d[T1]

dt
= 2khop

9∑
l=1

[(TT)l]− 2ktta[T1]2 − ktnr[T1] (E.3)

Triplet-pair states can dissociate through khop to form pairs of free triplets

which can subsequently annihilate with rate ktta to re-form the triplet-pairs.

This is a bimolecular, non-geminate process. Note that this process will popu-

late the 9 triplet pair states with equal probability. Finally, the model includes

decay of the excited states to the ground state through ksnr, kttnr and ktnr,

which in practice are the sum of the radiative and non-radiative rates.

We again highlight that one of the key assumptions underlying this model

is that there is no electronic interaction between the triplets comprising each of

the (TT)l states. We cannot therefore directly apply this model to datasets in

which we clearly measure PL from two distinct singlet states, S1 and 1(TT). To

start, therefore, we take the same approach as for pentacene (see main text).

We use simple 3-state models that explicitly include 1(TT). Finding these to

be inadequate, and since we also wish to simulate magnetic field effects, we

subsequently make modifications to Merrifield’s model and find that simply by

explicitly including 1(TT) as an intermediate between S1 and (T...T)l, where

(T...T)l are identical to Merrifield’s (TT)l, we are able to obtain a quantitative

description of our full temperature- and excitation density-dependent TRPL

(Figure 4.11), as well as the room-temperature magnetic field effect (Figure

4.12).
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E.3.2 Simple 3-state models are insufficient for diF-TES-ADT

Figure E.8a shows a schematic diagram of a simple 3-state model similar to

that used to describe the excited-state dynamics in pentacene single crystals

(see main text). The rate equations are as follows:

d[S1]

dt
= −(ksf + ksnr)[S1] + k−sf [

1(TT)] (E.4)

d[1(TT)]

dt
= ksf [S1]− (k−sf + kttnr + khop)[

1(TT)] + ktta[T1]2 (E.5)

d[T1]

dt
= khop[

1(TT)]− 2ktta[T1]2 − ktnr[T1] (E.6)

a

S1
1(TT) 2 x T1

hν

ksf

k-sf

ktta
ktnr

kttnr

ksnr

khop

b

Figure E.8 Merrifield model and diF-TES-ADT at 100 K. a, Schematic
diagram of the kinetic model. b, The simulated 1(TT) population (red lines) fails to
capture the 3 distinct regions of measured emission dynamics. The onset of excitation-
dependence occurs immediately after the mono-exponential decay of region I, i.e. the
model cannot simulate region II.

Figure E.8b shows the result of attempting to fit this model to the measured

decay of the 1(TT) emission. Naturally, the initial portion of the data can be

explained, however the model fails to capture the dynamics beyond 100 ns.

Indeed, we find that it is only possible to generate regions I and III using this

model, i.e. the initial exponential decay of the 1(TT) population and the onset

of an exciton density dependence arising from bimolecular TTA.

We suggest that the reason for the poor performance of the model is due

to its inherent inability to consider geminate, monomolecular TTA as well as

the non-geminate, bimolecular process. Put another way, with only a single

‘triplet-pair’ species explicitly included in the equations, there is no way to

keep track of triplet-pairs that never fully separate. In this model, once 1(TT)

has separated to form two free triplets, any information regarding the origin of

those two triplets is lost.
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The simplest way to mimic the effect of geminate TTA might be to include

a monomolecular pathway from free triplets to 1(TT). Thus we add the process

T1 + T1 → 1(TT) to the kinetic scheme, but with a rate k−hop that depends

only linearly on the free triplet population (Figure E.9a). The rate equations

become:

d[S1]

dt
= −(ksf + ksnr)[S1] + k−sf [

1(TT)] (E.7)

d[1(TT)]

dt
= ksf [S1]− (k−sf + kttnr + khop)[

1(TT)] + k−hop[T1] + ktta[T1]2

(E.8)

d[T1]

dt
= khop[

1(TT)]− 2ktta[T1]2 − (2k−hop + ktnr)[T1] (E.9)

Applying this scheme to our data, we find that, just as for the first model, it

is unable to reproduce the dynamics beyond 100 ns (Figure E.9b). It would seem

that simply including a monomolecular pathway from free triplets to triplet-

pairs is not a reasonable approximation to geminate recombination.

a

b

S1
1(TT) 2 x T1

hν

khop

k-hop

ktta

ktnr
kttnr

ksnr

ksf

k-sf

Figure E.9 3-state kinetic models cannot describe diF-TES-ADT at
100 K. a, Schematic diagram of the kinetic model: the same as above but including
a monomolecular triplet recombination pathway. b, The simulated 1(TT) population
(red lines) still fails to capture the 3 distinct regions of measured emission dynamics.
Together with Figure E.8, this suggests that an additional excited state species is
required in the kinetic scheme in order to successfully reproduce the excited state
dynamics.
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E.3.3 Spin-lattice relaxation has little effect

We can remove the process of spin-lattice relaxation in order to see how much

of an effect this has on the model’s ability to reproduce the experimental data.

The fitted results are shown in Figure E.10a. The quality of the fit is almost

unchanged, despite having one less parameter to vary.

The temperature dependencies of the rate constants (Figure E.10b), are

also very similar. The principal difference is the value of ktta at 77 K. Since

complete separation of triplet-pairs is largely suppressed at this temperature

(lack of exciton density dependence in the dynamics) the rate of free triplet

annihilation is in any case not well defined.

a

b

Figure E.10 Spin-lattice relaxation rate has little effect. b, Application
of the model (red lines) to the TRPL data (blue markers). The model is able to
adequately describe the data even with one fewer free parameters. b, Extracted rate
constants as a function of temperature.
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E.3.4 Uncertainty estimation for rate constants

Uncertainty in each rate constant (for the kinetic model presented in Figure

4.9a was estimated by individually varying each one about its optimised (or

fixed) value, whilst keeping all others constant and monitoring the effect on a

cost function. The cost function, χ, was the same as was minimised during the

rate constant optimisation process and was defined as:

χ =
1

2N

N∑
i=1

(log10 yi − log10 fi)
2 (E.10)

where i = 1, 2, ..., N runs over every time point at all three exciton densities

measured and yi and fi are the measured and simulated 1(TT) populations

respectively. The normalisation by N is included to allow comparison between

cost functions at different temperatures, for which different numbers of time

points were measured. The logarithms were taken in order to give equal weight

across all timescales measured.

The uncertainty in each rate constant was calculated as the lower and upper

values which caused an increase of 20% in the cost function. The choice of

20% as a threshold is of course arbitrary, but it allows for a comparison of the

uncertainties between rate constants.

Figures E.11-E.16 on the following two pages illustrate the process for calcu-

lating the uncertainty in each rate constant for temperatures of 77 K to 291 K.

Black lines show the variation of χ with each rate constant. The dashed hori-

zontal grey line shows the value of the optimized cost function, the solid one

shows the 20% threshold. Vertical grey lines indicate the optimised value for

each rate constant. Red circles indicate the lower and upper bounds. Note that

though shown, ksf , k−sf and ksnr were not varied during the optimisation.

Unsurprisingly, given that singlet fission is much faster than our instrument

response, we find that the values of ksf , k−sf and ksnr have negligible effect on

the model output. We further find that krelax has no lower bound for temper-

atures above 100 K, which is to say that it only has a significant role at low

temperature. In contrast, khop, k−hop, khop2, ktta, kttnr and ktnr are generally

very tightly constrained. Note that at 77 K there is very little dependence of

the 1(TT) decay with excitation density, indicating that complete triplet separ-

ation is largely suppressed at this temperature. As a result, khop2 and ktta are

relatively poorly constrained at 77 K.
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Figure E.11 Uncertainty estimation for the diF-TES-ADT rate constants
at 77 K. Note that k−sf is not included in the analysis since it was set to zero.
Grey shading indicates rate constants that were not varied. Each rate constant was
individually varied about its optimised value; uncertainty was estimated as the lower
and upper values that caused a 20% increase in the cost parameter.
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Figure E.12 Uncertainty estimation for the diF-TES-ADT rate constants
at 100 K. Note that k−sf is not included in the analysis since it was set to zero.
Grey shading indicates rate constants that were not varied. Each rate constant was
individually varied about its optimised value; uncertainty was estimated as the lower
and upper values that caused a 20% increase in the cost parameter.
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Figure E.13 Uncertainty estimation for the diF-TES-ADT rate constants
at 150 K. Grey shading indicates rate constants that were not varied. Each rate
constant was individually varied about its optimised value; uncertainty was estimated
as the lower and upper values that caused a 20% increase in the cost parameter.
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Figure E.14 Uncertainty estimation for the diF-TES-ADT rate constants
at 200 K. Grey shading indicates rate constants that were not varied. Each rate
constant was individually varied about its optimised value; uncertainty was estimated
as the lower and upper values that caused a 20% increase in the cost parameter.



222 E. Supplementary information for Chapter 4

10
1

10
0

10
1

10
2

10
3

rate (ns 1)

0.015

0.020

co
st

 p
ar

am
et

er
, 

ksf

10
3

10
2

10
1

10
0

rate (ns 1)

k sf

10
3

10
2

10
1

10
0

rate (ns 1)

ksnr

10
2

10
1

10
0

10
1

rate (ns 1)

kttnr

10
4

10
3

10
2

10
1

rate (ns 1)

ktnr

10
2

10
1

10
0

10
1

rate (ns 1)

0.015

0.020

co
st

 p
ar

am
et

er
, 

khop

10
2

10
1

10
0

10
1

rate (ns 1)

k hop

10
3

10
2

10
1

10
0

rate (ns 1)

khop2

10
21

10
20

10
19

10
18

rate (cm3ns 1)

ktta

10
4

10
3

10
2

10
1

rate (ns 1)

krelax

Figure E.15 Uncertainty in diF-TES-ADT rate constants at 250 K. Grey
shading indicates rate constants that were not varied. Each rate constant was indi-
vidually varied about its optimised value; uncertainty was estimated as the lower and
upper values that caused a 20% increase in the cost parameter.
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Figure E.16 Uncertainty estimation for the diF-TES-ADT rate constants
at 291 K. Grey shading indicates rate constants that were not varied. Each rate
constant was individually varied about its optimised value; uncertainty was estimated
as the lower and upper values that caused a 20% increase in the cost parameter.
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E.4 Pentacene single crystal PL
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Figure E.17 Comparison of measured pentacene emission spectra. Our
time-gated spectra (faint red and blue lines) are plotted against previously reported
steady-state spectra from single crystals244,245 and high-quality thin films246. All the
features in our time-resolved data can be found in the literature spectra. Purple and
green lines adapted from Reference 246, with the permission of AIP Publishing. Blue
and orange dashed lines adapted from Reference 244 with the permission of World
Scientific Publishing Co. Black dashed line adapted from Reference 245, with the
permission of AIP Publishing.

Figure E.17 shows a comparison of our time-gated spectra with literature

steady-state spectra. There are small amounts of variation between the different

measurements. Nevertheless, all show the same four emission bands at around

1.85 eV, 1.65 eV, 1.5 eV and 1.35 eV.

E.4.1 Raw data
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Figure E.18 Pentacene TRPL on long timescales. Spectra are shown for the
last 3 data points in Figure 4.17b, which have the worst signal to noise ratio. The
noise in these spectra is reflected in the error bars of Figure 4.17b.
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Figure E.18 shows the raw data for the PL kinetics measured on pentacene

single crystal 2 at the three longest delay times. These spectra, together with

the error bars on the data presented in Chapter 4, give a good idea of the fidelity

of the dataset.
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Figure E.19 Pentacene time-gated fluence dependence. PL spectra as a
function of laser pulse energy at delay times of 2–4 ns (a), 5–10 ns (b), 10–20 ns (c)
and 20–50 ns (d). The good signal to noise ratio of all the spectra is reflected in the
small error bars of Figure 4.17c.

Figure E.19 shows the raw data from which the fluence dependence reported

in the main text was calculated. The signal to noise ratio at 750 nm is reasonably

good for all fluences measured.
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Appendix F

Phthalocyanine-sensitised TTA

in diF-TES-ADT

We attempted to gain further confirmation that 1(TT) is formed through

bimolecular TTA by conducting triplet sensitisation experiments. The aim of

these experiments was to add weight to the conclusion that bimolecular TTA

does not proceed via S1. Due to a variety of difficulties, outlined below, the

experiments were not nearly as conclusive as we had hoped.

F.1 Methods

The triplet sensitizer palladium (II) octabutoxyphthalocyanine (PdPc - see Sec-

tion 3.1.2) with triplet energy ET1 = 1.24 eV has been shown to effectively

sensitise triplets in rubrene (ET1 = 1.14 eV)207. For the case of diF-TES-ADT

(ET1 = 1.08 eV74), triplet energy transfer is expected to be exothermic by ap-

proximately 160 meV.

Narrowband pump pulses at 725 nm were generated by frequency doubling

the 1450 nm output of an optical parameteric amplifier (TOPAS Prime, Light

Conversion) seeded with 800 nm pulses from a Ti:Sapphire regenerative ampli-

fier (Solstice, Spectra Physics) in a BBO crystal. These pulses were then passed

through a shortpass filter (Schott KG3), to remove residual infrared, an off-axis

750 nm bandpass filter, to spectrally clean the pulses and a 695 nm longpass fil-

ter, to ensure that no wavelengths that could directly excite diF-TES-ADT were

present in the pulse. Time-gated PL spectra were measured using our iCCD

detector (see Section 3.4.1). A 700 nm shortpass filter (FES700, Thorlabs) was

used to reduce scattered pump light.

725 nm light is well below the optical gap of diF-TES-ADT, but sufficient to

excite the S0 → S1 transition of PdPc. We controlled for 2-photon absorption
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by repeating our measurements on a pure diF-TES-ADT film. This turned out

to be important: using femtosecond pulses resulted in significant upconverted

emission arising from 2-photon absorption even in the pure diF-TES-ADT film.

We highlight that upconversion emission from 2-photon absorption can carry the

same quadratic intensity dependence as that expected from bimolecular TTA.

We therefore passed the 725 nm pump light through a 10 cm quartz rod and 2 m

optical fibre to temporally stretch the pulses. As a result of this modification,

we were able to measure upconverted emission only in the diF-TES-ADT film

doped with PdPc and not in the pure film (Figure F.1b).

ba

Figure F.1 Sensitised TTA in diF-TES-ADT. a, Spectrum of upconverted
emission (green line) compared to prompt (red dashed line) and delayed (blue line)
PL in diF-TES-ADT at 100 K. The upconverted PL contains contributions from
both S1 and 1(TT). The S1 contribution is likely to arise from exothermic triplet
transfer from a sensitiser aggregate onto a neighbouring diF-TES-ADT molecule that
has already received a triplet. The excess energy then allows S1 to be accessed. b,
The dependence of the upconverted PL on pulse energy shows the expected quadratic
relationship. No upconverted PL was observed in pure diF-TES-ADT films allowing
us to rule out 2-photon absorption effects.

F.2 Results and discussion

Figure F.1a shows spectra from pure diF-TES-ADT pumped at 532 nm. The

prompt emission (red) arises predominantly from S1, whilst that at 20 µs is from
1(TT) at a time delay where bimolecular TTA dominates (blue). The upcon-

verted emission, gated from 200–400 ns, arising from sensitised TTA (green)

contains contributions from both S1 and 1(TT). Figure F.1b shows the depend-

ence of upconverted emission on laser power. The slope is 2, but no emission was

observed for the pure film, confirming that TTA upconversion is the mechanism

at play.
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The two spectra that arise from TTA are different: in the sensitisation

experiment, a small amount of emission from S1 is present, in addition to the

expected 1(TT) emission. This is consistent with the scenario presented in the

preceeding section, whereby the annihilation of two triplets forms an S1 state

that subsequently undergoes exciton fission to produce 1(TT). Indeed, running

the same model shown in Figure 4.10a, yet starting with an initial population

of triplets rather than singlets to mimic the sensitisation, yields an expected

14% contribution of S1 to the total PL on a timescale of 200–400 ns, similar to

the contribution shown in Figure 4.10a. This is similar to what we observe in

Figure F.1a.

How, then, does the discrepancy arise between the two ‘TTA’ spectra (blue

and green lines in Figure F.1a)? We propose that different, non-bimolecular

TTA events dominate the recombination in the sensitised film. It is well known

that porphyrin or phthalocyanine based triplet sensitisers aggregate and un-

dergo phase separation when blended into crystalline films107,132,363 and that

this can be a major problem in solid-state upconversion systems leading to,

for example, sensitiser-sensitiser annihilation and triplet quenching107,132. It is

therefore quite likely that in our film, TTA occurs predominantly at these ag-

gregates and may include contributions from sensitiser-sensitiser and sensitiser-

acceptor TTA. In both of these cases, since triplet transfer from PdPc to diF-

TES-ADT is exothermic by approximately 160 meV, annihilation events carry

more than enough excess energy to enable the 1(TT) → S1 transition, which

is thermally activated in diF-TES-ADT, as demonstrated here and in previous

work74.

In an attempt to alleviate this problem of ‘hot’ TTA, we turned to a differ-

ent type of triplet sensitiser: inorganic quantum dots (QDs) (sometimes called

colloidal semiconductor nanocrystals)43,364. Colloidal PbS QDs possessing ex-

ceptionally narrow linewidths and with their triplet energies tuned to be equal

to or very slightly above that of diF-TES-ADT were synthesised by Philippe

Green in the group of Professor Mark Wilson at the University of Toronto, fol-

lowing the methods in their recent publication206. We fabricated two types of

samples by either (1) blending a small molar fraction of the QDs in solution

with diF-TES-ADT before spin coating or (2) spin-coating a thin layer (∼ 5

dots) of QDs onto the substrate and thermally evaporating the same thickness

∼ 60 nm of diF-TES-ADT on top, forming a bilayer.

The QD-diF-TES-ADT samples were excited using the 1064 nm fundamental

of our sub-ns Q-switched Nd:YVO4 laser (Picolo-AOT, Innolas). The films

were maintained at 100 K in the same cryostat-PL setup depicted in Figure 3.8.
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However, we were unable to measure any upconverted emission from any of the

samples. We suspect that this may be due to very poor triplet transfer from the

QD to the diF-TES-ADT, which is well known to be hindered by the oleic acid

ligands that are attached to the surface of the QDs337. Further experiments

using the QDs are ongoing.
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Supplementary information for

Chapter 5

crystal 1

crystal 2

crystal 2*

Figure G.1 Rubrene crystal TRPL with 500 nm excitation. Time-gated
PL spectra (left column), TRPL kinetics at 565 nm and 607 nm (middle column)
and dependence of quasi steady-state PL intensity (0–2 µs) on detection polariser
angle (right column) for crystal 1, crystal 2 and crystal 2* (rows). The excitation
wavelength was 500 nm.

Figure G.1 shows the complete time resolved photoluminescence datasets

with 500 nm excitation for crystals 1 and 2. Data for crystal 2* (a different
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spot on the surface of crystal 2) is also shown. As a control, we also recorded

similar datasets using 532 nm excitation; these are shown in Figure G.2. We

saw no evidence of different temporal behaviours between 565 nm and 607 nm

using 532 nm excitation.

crystal 1

crystal 2

Figure G.2 Rubrene crystal TRPL with 532 nm excitation. Time-gated PL
spectra (left column), TRPL kinetics at 565 nm and 607 nm (middle column) and
dependence of quasi steady-state PL intensity (0–2 µs) on detection polariser angle
(right column) for crystal 1 and crystal 2 (rows). The excitation wavelength was
532 nm.
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Chapter 6

H.1 Complete transient absorption datasets

Figures H.1-H.5 display the complete transient absorption datasets for crystals

1 and 2 and the polycrystalline film.
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Figure H.1 TA datasets for crystal 1, 0° incidence. Transient absorp-
tion of crystal 1 at 0° incidence, excited with 495 nm and 532 nm pumps (left and
right columns respectively). Spectra (top row) show a clear evolution from singlets
(S1 → S3 excited state absorption at 435 nm) to triplet-pairs (T1 → T3 excited state
absorption at 510 nm). The conversion is approximately one-to-one, evidenced by the
isosbestic point at 460 nm. The dynamics (middle row) and anisotropy (bottom row)
are shown for probe wavelengths of 435 nm (mostly singlets, some triplets), 660 nm
(mixture of singlets and triplets) and 510 nm (almost entirely triplets).
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Figure H.2 TA datasets for crystal 1, 30° incidence. Transient absorp-
tion of crystal 1 at 30° incidence, excited with 495 nm and 532 nm pumps (left and
right columns respectively). Spectra (top row) show a clear evolution from singlets
(S1 → S3 excited state absorption at 435 nm) to triplet-pairs (T1 → T3 excited state
absorption at 510 nm). The conversion is approximately one-to-one, evidenced by the
isosbestic point at 460 nm. The dynamics (middle row) and anisotropy (bottom row)
are shown for probe wavelengths of 435 nm (mostly singlets, some triplets), 660 nm
(mixture of singlets and triplets) and 510 nm (almost entirely triplets).
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Figure H.3 TA datasets for crystal 2, 0° incidence. Transient absorp-
tion of crystal 2 at 0° incidence, excited with 495 nm and 532 nm pumps (left and
right columns respectively). Spectra (top row) show a clear evolution from singlets
(S1 → S3 excited state absorption at 435 nm) to triplet-pairs (T1 → T3 excited state
absorption at 510 nm). The isosbestic point at 460 nm is slightly less pronounced than
in crystal 1. The dynamics (middle row) and anisotropy (bottom row) are shown for
probe wavelengths of 435 nm (mostly singlets, some triplets), 660 nm (mixture of
singlets and triplets) and 510 nm (almost entirely triplets).
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Figure H.4 TA datasets for crystal 2, 30° incidence. Transient absorp-
tion of crystal 2 at 30° incidence, excited with 495 nm and 532 nm pumps (left and
right columns respectively). Spectra (top row) show a clear evolution from singlets
(S1 → S3 excited state absorption at 435 nm) to triplet-pairs (T1 → T3 excited state
absorption at 510 nm). The isosbestic point at 460 nm is slightly less pronounced than
in crystal 1. The dynamics (middle row) and anisotropy (bottom row) are shown for
probe wavelengths of 435 nm (mostly singlets, some triplets), 660 nm (mixture of
singlets and triplets) and 510 nm (almost entirely triplets).
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Figure H.5 TA datasets for a polycrystalline film. Transient absorption of the
polycrystalline film at 0° incidence, excited with 495 nm and 532 nm pumps (left and
right columns respectively). Spectra (top row) show a clear evolution from singlets
(S1 → S3 excited state absorption at 435 nm) to triplet-pairs (T1 → T3 excited state
absorption at 510 nm). The ground state bleach is much more pronounced than in
the crystals. The dynamics (middle row) and anisotropy (bottom row) are shown
for probe wavelengths of 435 nm (mostly singlets, some triplets), 660 nm (mixture
of singlets and triplets) and 510 nm (almost entirely triplets). The anisotropy at
435 nm, for the 495 nm excitation diverges at around 50 ps because the signal crosses
from positive to negative ∆A at that time.
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H.2 510 nm probe wavelength for triplet-pair population

Figure H.6 demonstrates that the transient absorption data, shown for crystal

1 with 532 nm excitation and at 30° incidence, in Figure H.6a can be faith-

fully reproduced by an MCR-ALS225,226 reconstruction containing a singlet and

triplet spectral component (Figure H.6b). The residuals are well below 5% ex-

cept in the vicinity of time-zero and the pump scatter (Figure H.6c). Figure

H.6d shows that the kinetics at a probe wavelength of 510 nm closely match

the triplet population dynamics extracted via MCR-ALS. This indicates that

the kinetics at 510 nm are uncontaminated by spectral overlap from the singlet

excited state absorption. The same is not true of the kinetics at 435 nm, which

contain both singlet and triplet contributions.

a b

c d

Figure H.6 MCR-ALS of crystal 1 TA data. a, Transient absorption spec-
troscopy of crystal 1 excited at 532 nm at 30° incidence. b, Singlet and triplet spec-
tral components extracted via MCR-ALS. A spectrum measured for rubrene solution
(1× 10−4 M toluene), in which only singlets are present, is shown for comparison. c,
Residuals between the data (a) and the MCR-ALS reconstruction, normalised to the
maximum signal. The residuals are well below 5% except in the vicinity of the pump
scatter and time-zero. d, Kinetics at probe wavelengths of 435 nm and 510 nm com-
pared against the singlet and triplet population dynamics extracted via MCR-ALS.
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Figure H.7 shows a repeat of the MCR-ALS analysis for the polycrystalline

film excited at 532 nm. Again, a good reconstruction is obtained by MCR-

ALS. There is more spectral overlap between the singlet and triplet excited

state absorption spectra (Figure H.7b) at 510 nm due to the increased ground

state bleach in the film as compared to the crystals. As a result, the match

between kinetics at a probe wavelength of 510 nm and the true triplet population

dynamics is not quite as close as for the crystal. Crucially however, we find that

the instantaneous formation of 1(TT) observed at 510 nm does not arise from

spectral overlap with the S1 signal.

a b

c d

Figure H.7 MCR-ALS of polycrystalline film TA data. a, Transient absorp-
tion spectroscopy of a polycrystalline rubrene film excited at 532 nm. b, Singlet and
triplet spectral components extracted via MCR-ALS. A spectrum measured for rub-
rene solution (1 × 10−4 M toluene), in which only singlets are present, is shown for
comparison. c, Residuals between the data (a) and the MCR-ALS reconstruction,
normalised to the maximum signal. The residuals are well below 5% except in the vi-
cinity of the pump scatter and time-zero. d, Kinetics at probe wavelengths of 435 nm
and 510 nm compared against the singlet and triplet population dynamics extracted
via MCR-ALS.
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H.3 TA anisotropy

Figure H.8a,b shows a comparison between the parallel and isotropic TA kin-

etics for crystal 1 and the polycrystalline film. The parallel data, ∆A‖, was

recorded with the pump and probe polarisations parallel. Data was also re-

corded with pump and probe polarisations perpendicular, ∆A⊥. The isotropic

signal, proportional to that measured at the magic angle, can then be recovered

through293

∆Aiso = ∆A‖ + 2∆A⊥. (H.1)

For crystal 1, the anisotropy is entirely independent of time, giving perfect

agreement between ∆A‖ and ∆Aiso as shown in Figure H.8a. For the polycrys-

talline film, the anisotropy exhibits a small time dependence, thus the agree-

ment is not perfect. However, we note that all important features of the data,

in particular the instrument-limited rise at 510 nm, are the same regardless of

polarisation.
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Figure H.8 TA anisotropy. a, TA kinetics for rubrene single crystal 1 excited at
495 nm at 0° incidence. Both the parallel and isotropic data are shown. The isotropic
data have been scaled by a constant factor. b, As for (a), but for the polycrystalline
film excited at 495 nm.
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I.1 Further analysis of transient absorption data

We confirm our assignments (to singlet or triplet states) of spectral features in

our transient absorption data by comparing the dynamics.

Figure I.1a shows singlet and triplet PIA spectra in the visible spectral

region extracted using multivariate curve resolution alternating least squares

(MCR-ALS)225,226. Reference spectra used as the starting point of the deconvo-

lution were obtained by time-averaging the data from 0.5–1 ps and 3–7 ns. The

concentrations were constrained to be non-negative. The spectra resulting from

the MCR-ALS procedure agree well with the measured singlet and reported

triplet350 absorption spectra for rubrene in solution.

The singlet and triplet dynamics extracted using MCR-ALS (Figure I.1b)

are characteristic of singlet fission189. The triplet population rises with a time

constant of approximately 3 ps, accompanied by a 50% reduction in the singlet

population with a similar time constant. This suggests that singlet fission (S1 →
1(TT)) and triplet-pair fusion (1(TT) → S1) occur simultaneously with a time

constant of 2× 3 ps = 6 ps ∼ 10 ps.

In Figure I.1c, we show that the PIA bands at 680 nm and 1170 nm match the

singlet dynamics, although an additional fast component is present at 1170 nm.

Figure I.1d shows the dynamics at 850 nm and 960 nm, each with the dynamics

at 1170 nm, weighted by the absorbance difference between the two wavelengths,

subtracted. This removes the singlet component, yielding the residual triplet

dynamics, which match those extracted in the visible region by MCR-ALS. This

confirms that the peaks at 850 nm and 960 nm arise from triplet excited states.
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a b

c d

Figure I.1 Transient absorption dynamics. a, Singlet and triplet PIA spectra
extracted in the visible region using MCR-ALS225,226. The spectra match the singlet
from measurements in dilute solution (Figure 8.2b(ii)) and the previously reported
triplet spectrum for rubrene in solution350. b, Extracted singlet and triplet dynamics.
c, Comparison of singlet PIA dynamics. d, Comparison of triplet PIA dynamics.
The singlet component has been removed from the dynamics at 850 nm and 960 nm
by subtracting the (suitably scaled) dynamics at 1170 nm. Panel a adapted with
permission from Reference 350; Copyright 1979 American Chemical Society.
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I.2 Pump-push-probe spectroscopy of a polycrystalline

rubrene film

a b
probe at 650nm

probe at 460nm

Figure I.2 Pump-push-probe spectroscopy at different probe
wavelengths. Pump-push-probe spectroscopy for probe wavelengths of 460 nm (a)
and 650 nm (b) show no discernable push-induced effects, in contrast to the data at
510 nm (Figure 7.7b).

I.2.1 Alternative explanations for the pump-push-probe data

We find that the effect of our 800 nm push pulses is to enhance the T1 to T3

photo-induced absorption (PIA) when the 400 nm pump is present. In this

section we investigate the predicted change in triplet PIA for three possible

scenarios and show that only the proposed HL-RISC can give rise to an en-

hancement.

Let the triplet PIA signal X induced by the 400 nm pump have magnitude

A at some arbitrary delay time. Then we have

X0,0 = 0 (I.1)

X1,0 = A, (I.2)

where Xi,j denotes the signal with the pump on (i = 1), pump off (i = 0), push

on (j = 1) or push off (j = 0). Then, for example, the pump-probe signal is

given by:

Xpump−probe = X1,0 −X0,0 = A− 0 = A. (I.3)

The push acts as a second pump

The first case we consider is that the push pulse acts as a pump from S0 to SN

(for example through two-photon absorption) or even from S0 to T1. Let the
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triplet PIA signal induced by the push alone have magnitude B at the same

arbitrary delay time:

X0,1 = B. (I.4)

When the push is preceded by the 400 nm pump pulse, some of the ground state

has already been depleted by the first pump pulse. As a result, the magnitude

of the push-induced triplet PIA will be less than B, by an amount δ1, giving

X1,1 = X1,0 +X0,1 − δ1 = A+B − δ1. (I.5)

The pump-push-probe signal in this case is

Xpump−push−probe = X1,1 −X0,1 = A+B − δ1 −B = A− δ1, (I.6)

and so even if the push pulse acts as a second pump, the effect is to reduce the

pump-push-probe signal rather than enhance it.

Internal conversion from T2 to T1

The second case to consider is that the push pulse excites the T1 to T2 transition

but that T2 undergoes internal conversion to T1. In this case, the push pulse

has no effect in the absence of the pump:

X0,1 = 0, (I.7)

but causes a reduction δ2 in the pump-induced PIA due to depletion of the T1

state:

X1,1 = X1,0 − δ2 = A− δ2, (I.8)

and therefore again resulting in a reduced pump-push-probe signal

Xpump−push−probe = X1,1 −X0,1 = A− δ2 − 0 = A− δ2, (I.9)

where the magnitude δ2 of the signal reduction would decrease to zero as the

T1 state is repopulated by internal conversion from T2.

HL-RISC from T2 to S1

In this case, the push pulse excites the T1 to T2 transition and T2 undergoes

rapid HL-RISC to form S1. S1 then undergoes singlet fission, forming T1+T1.
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In the absence of the pump, the push pulse has no effect:

X0,1 = 0. (I.10)

When the pump pulse is present, T1 is again depleted by amount δ3. However,

since each S1 state formed by the subsequent HL-RISC produces two T1 states

through singlet fission, the triplet PIA is enhanced by an amount 2δ3, giving

X1,1 = X1,0 − δ3 + 2δ3 = A+ δ3, (I.11)

and hence a pump-push-probe signal of

Xpump−push−probe = X1,1 −X0,1 = A+ δ3 − 0 = A+ δ3. (I.12)

Thus, HL-RISC is predicted to produce an enhancement of the triplet PIA, and

the dynamics of the enhancement should match the pump-probe singlet fission

dynamics.

I.2.2 Quantitative analysis of the pump-push-probe signal mag-

nitude

Having demonstrated that HL-RISC is the most likely explanation for the push-

induced enhancement of the triplet PIA, we can estimate the expected mag-

nitude of the enhancement from known and estimated triplet absorption cross

sections and measured pulse intensities.

First, we estimate the density of triplet excitons responsible for a given

∆T/T signal at 510 nm. We can write the triplet PIA absorbance at 510 nm as

∆A = − log10 e
−αd = nTσd log10(e), (I.13)

where α and σ are the triplet absorption coefficient and cross section, respect-

ively, at 510 nm, d is the film thickness and nT is the number density of triplet

excitons.

Transforming into the measurement units of ∆T/T gives the following ex-

pression for the number density of triplet excitons:

nT =
− log10

(
1 + ∆T

T

)
σd log10(e)

. (I.14)

The triplet absorption cross section in the vicinity of 510 nm has been measured

as 1.2 × 10−16 cm2 for rubrene in solution278. Using this value, and our film
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thickness of 125 nm, gives nT = 4.5× 1018 cm−3 for our maximum ∆T/T signal

of −0.0067 and nT = 3.9×1018 cm−3 for ∆T/T = −0.0058, the value just before

the arrival of the push pulse (see Figure 7.7b).

We can cross check these triplet exciton densities against the singlet exciton

density calculated from the measured pump pulse intensity and the absorption

of the film at 400 nm. In general, we have

nS = FA(1− FS)P
λ

hc

1

d
(I.15)

where FA and FS are the fraction of incident λ = 400 nm light absorbed and

scattered/reflected by the film, respectively, and P is the pump pulse intensity in

units of J cm−2. By fitting a scattering background to the absorption spectrum

of the film shown in Figure 6.4a, we estimate FA ∼ 0.1 and FS ∼ 0.3 (from

absorbances of 0.05 and 0.15). We measured P to be 0.2 mJ cm−2 (see Section

7.9.4). Using these values in Equation I.15 results in an initial photoexcited

singlet exciton density of nS ∼ 2.3 × 1018 cm−3. Assuming that singlet fission

forms triplet excitons with a yield of 200%, we would expect a maximum triplet

exciton density of nT ∼ 4.6× 1018 cm−3, which agrees very well with the values

calculated above from the solution cross section and the measured ∆T/T signal.

We are now in a position to estimate the number density of triplet excitons

that are re-excited by the push pulse, n′T , and hence obtain estimates for the

push-induced ∆T/T signal from Equation I.14.

The number density of triplets re-excited by the push can be evaluated from

Equation I.15, where P now represents the λ = 800 nm push pulse intensity

which we measured to be 1.2 mJ cm−2. FS is now the fraction of 800 nm light

that is scattered by the film which we again obtain from the absorption spec-

trum, finding FS ∼ 0.09. The unknown parameter is FA, the fraction of 800 nm

light absorbed by the T1 → T2 transition in the film. We have

FA = 1− 10−A800 , (I.16)

where the triplet-triplet absorbance at 800 nm is given by:

A800 = nTσ
′d log10(e) = nTσ

σ′

σ
d log10(e). (I.17)

Here σ and σ′ are the triplet absorption cross sections at 510 nm and 800 nm

respectively and nT = 3.9× 1018 cm−3 (see above) is the triplet exciton density

just before the arrival of the push pulse.

The ratio of triplet-triplet absorption cross sections at 510 nm and 800 nm



I.2. Pump-push-probe spectroscopy of a polycrystalline rubrene film 247

can be estimated from measured triplet PIA spectra for rubrene. We find sig-

nificant variation between different measurements. For example the triplet PIA

spectrum reported by Miyata et al.35 for rubrene single crystals gives σ′/σ ∼ 0.3.

We suggest that this is an upper bound, given the significant spectral overlap

between singlet and triplet PIA bands in the vicinity of 800 nm in their data.

We can obtain a lower bound from our own transient absorption data in Figure

7.5. Although we cannot use the data at 800 nm due to residual fundamental

in that probe region, we can take the ratio of the PIA signal at 510 nm and

850 nm (for t > 1000 ps) as a lower bound, giving σ′/σ ∼ 0.08.

These upper and lower bounds for the triplet-triplet cross section ratio result

in a range of 1.6×1017 cm−3 < n′T < 6.2×1017 cm−3 for the push-induced triplet

density, in other words the T2 exciton density caused by the push pulse. In the

HL-RISC picture, pushing from T1 to T2 results in the net gain of one T1. This

is because the push removes one T1 state but HL-RISC from T2 to S1, followed

by singlet fission from S1 to T1+T1, adds back two T1 states.

Thus we can simply convert n′T into an expected push-induced ∆T/T signal

at 510 nm by rearranging Equation I.14. Assuming that all T2 states populated

by the push undergo HL-RISC, we predict that the magnitude of the push-

induced ∆T/T signal should lie between −2.4 × 10−4 and −9.3 × 10−4. Our

measured value of −3.5×10−4 (see Figure 7.7b) lies within this range, providing

additional justification for our interpretation of the pump-push-probe data in

terms of HL-RISC.
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I.3 Sensitivity of the model to rate constant values
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Figure I.3 Sensitivity of model 2 to different rate constants. Each rate
constant was varied by ±3 orders of magnitude about its original value and the effect
on η monitored. In particular, we highlight that the value of η does not depend on
ksf or k′tta and that increasing the triplet hopping rates further also has little impact.
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I.4 Literature values of spin statistical factors and en-

ergy levels

Tables I.1 and I.2 give non-exhaustive experimental literature values for the

spin statistical factor of diphenylanthracene (DPA) and rubrene and the T2

energy in rubrene. These values were used to indicate the spread of reported

experimental values shown in Figure 7.11.

Table I.1 Experimental values of the spin statistical factor for rubrene and DPA.

Annihilator System η (%) Reference

DPA thin film 37 307

DPA solution 44a 330

DPA solution 36a 331

DPA solution 45 332

DPA solution 36a 333

DPA solution 48a 334

DPA solution 52 335

rubrene solid 72 323

rubrene solution 61(5)b 38,208

rubrene solution 15c 42

aThe value given is the upconversion quantum yield, which is very close to η since the other

efficiencies are near unity.
bThe value and error are taken from the measurements in Ref. 38. Very similar values were

reported in Ref. 208
cIt is unclear why the values reported in Ref. 42 are so much lower than the others.

Table I.2 Experimental values of the T2 energy level in rubrene. Note that only
near-infrared (NIR) transient absorption (TA) data is included: some authors report
the T1 → T2 transition at 800 nm35,290, giving a T2 energy of 2.69 eV however their
probe spectra do not extend far enough into the NIR to determine the true transition
energy. ISC stands for intersystem crossing.

System Method T2 energy (eV) Reference

solution thermally activated ISC 2.38-2.40 277

thin film NIR TA 2.40 74

nanoparticle film NIR TA 2.43 This work

crystal NIR TA 2.55 37
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J.1 Further analysis of transient absorption data

Figure J.1 shows that anisotropy changes and peak shifts, which are charac-

teristic signatures of exciton migration in transient absorption224, occur faster

than, or on a similar timescale to, initial singlet fission. We note that monitor-

ing the singlet excited state absorption (ESA) peak wavelength beyond 200 ps

is impossible due to spectral overlap with the triplet ESA. Interestingly, the

timescale of the singlet ESA shift is similar to the timescale of the first singlet

fission step, suggesting that exciton migration to fission sites, resulting in 1(TT)

formation, may be occurring within the first 10 ps.

Beyond 20 ps however, both the singlet ESA peak position and the aniso-

tropy are constant, suggesting that the ∼100 ps secondary rise time that we

observe for the triplet signal in transient absorption is not due to exciton mi-

gration to fission sites. Instead, the fission dynamics are consistent with the

formation of a ∼50:50 equilibrium between S1 and triplet-pair states within

10 ps (Figure 8.3). Although we cannot with certainty say whether the initial

triplet-pair states are strongly interacting 1(TT) states or, as has been recently

suggested192, weakly interacting 1(T...T) states, we believe that the former is

more likely in this case for several reasons.

Firstly, S1 → 1(TT) → 1(T...T) is the generally accepted pathway for sing-

let fission169,193, including in rubrene35–37. Secondly, as shown below, we would

expect a triplet hopping rate of around 100 ps based on the annihilation rate

constant; this is consistent with the second time constant of the triplet dynam-

ics, suggesting that the first (10 ps) component reflects the formation of 1(TT).

Lastly, our sequential model is consistent with the model in Ref. 345, which the
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authors use to predict the same power law photoluminescence dynamics that

we measure (Figure 8.4)a.

a b

Figure J.1 Signatures of exciton migration are similar to, or faster than,
singlet fission dynamics. a, The slight redshift of the singlet excited state ab-
sorption (ESA) feature that occurs after photo-excitation has a time constant of
around 4 ps. b, The initial change in anisotropy has a 1 ps time constant. These time
constants are much faster than the 100 ps secondary rise in triplet-pair population
observed by transient absorption.
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Figure J.2 Isosbestic point during singlet fission in rubrene NP films. The
presence of an isosbestic point between the singlet and triplet excited state absorptions
suggests that the singlet fission yield is high in the rubrene NP films. Data is shown
for an excitation density of 41 µJ cm−2.

J.2 Sample-to-sample variations

We find that the absolute PLQY values are slightly sensitive to the sample

preparation conditions, and that they decrease over time. Table J.1 summarises

the sample-to-sample variation in measured PLQY. For DBP-doped rubrene

NPs, we quote the value of 61% since we were able to reproduce this number

reliably in freshly-prepared samples. We observe only small changes to the

measured excited state dynamics, as shown in Figures J.3 and J.4.
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Table J.1 Measured values of absolute PLQY for different samples.

Sample Time before PLQY measurement PLQY (%)

Rub <1 month 7.6, 5.9, 4.2

Rub 18 months 3.6, 2.9

Rub/DBP <1 month 59, 63, 64, 61

Rub/DBP 18 months 46, 44

400450500550600650
Wavelength (nm)

0

5

10
1

10
2

10
3

Ti
m

e 
(p

s)
   

  

Rub, 532nm pump
1yr storage

22
0

22

A (mOD)

450 500 550 600 650
Wavelength (nm)

0

5

10
1

10
2

10
3

Ti
m

e 
(p

s)
   

  

Rub, 400nm pump
freshly prepared

2
0
2

A (mOD)

0 5

0.0

0.2

0.4

0.6

0.8

1.0

A 
(n

or
m

.)

10
1

10
2

10
3

Time (ps)     

stored 440nm
fresh 440nm

stored 510nm
fresh 510nm

400450500550600650
Wavelength (nm)

0

5

10
1

10
2

10
3

Ti
m

e 
(p

s)
   

  

Rub/DBP, 532nm pump
1yr storage

12
0

12

A (mOD)

450 500 550 600 650
Wavelength (nm)

0

5

10
1

10
2

10
3

Ti
m

e 
(p

s)
   

  

Rub/DBP, 400nm pump
freshly prepared

1
0
1

A (mOD)

0 5
0.6
0.4
0.2
0.0
0.2
0.4
0.6
0.8
1.0

A 
(n

or
m

.)

10
1

10
2

10
3

Time (ps)     

stored 600nm
fresh 600nm

Figure J.3 Picosecond photophysics are similar for fresh and aged
samples. Although a direct comparison is impossible owing to the different pump
wavelength and excitation density, we measure similar photophysics for both freshly
prepared samples and samples kept in a glovebox for one year.
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Figure J.4 TCSPC decays are similar for fresh and aged samples. a, For
pure rubrene NPs, the initial decay is slightly faster (and the PLQY correspondingly
slightly lower) than for samples stored longer. The behaviour on longer timescales is
very similar. b, For DBP-doped rubrene NPs, there is very little observable change
in the PL decay between fresh and stored samples, although we find that the absolute
PLQY decreases from 61% to 46%.
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J.3 Estimation of the triplet hopping rate in rubrene

As discussed in Section 2.5.4, the bimolecular triplet-triplet annihilation rate

constant γ is related to the triplet diffusivity D in three dimensions through100

γ = 4πDRa (J.1)

where Ra is the annihilation radius. The diffusion constant can be written

in terms of the triplet hopping rate k and the hopping distance R. In three

dimensions365

D =
kR2

6
. (J.2)

For simplicity we will assume that the annihilation radius is equal to the hopping

distance since triplets are fairly localised in rubrene366. This gives us a simple

relationship between the annihilation constant and time constant for triplet

hopping:

τ =
1

k
≈ 2πR3

3γ
(J.3)

Taking R = 7.18 Å, the b-axis lattice constant of orthorhombic rubrene34 and

using the measured value of γ = 5× 10−12 cm3 s−1 for rubrene single crystals216

gives a hopping time of τ ≈ 150 ps.

We can also estimate a lower bound for the annihilation constant on our

rubrene nanoparticles from the excitation density dependent triplet dynamics

of the rubrene NPs, shown in Figure 8.4b of the main text. In the simplest case

we can assume that the triplet population dynamics T (t) are governed by only

triplet decay and bimolecular annihilation, giving239

dT (t)

dt
= −kTT (t)− γT 2(t), (J.4)

where kT is the inverse of the triplet lifetime. The solution of this rate equation

can be linearised96,

1

T (t)
=

(
1

T (0)
+

γ

kT

)
exp (kT t)−

γ

kT
, (J.5)

where T (0) is the triplet population at t = 0. From the simulation presented

in Figure 8.8a, we obtained the ratio of singlet and triplet populations a few ns

following excitation, giving us a conversion factor from measured pulse energy

at 532 nm in units of µJ cm−2 to triplet excitation density in units of cm−3.

The conversion factor was then multiplied by two since there are two triplets

per triplet-pair state. This procedure gave us a conversion factor of 9.2 ×
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1017 µJ−1 cm−1, which we used to convert our measured triplet TA signal at

510 nm into a population density. The inverse of these populations are plotted

in Figure J.5 against exp (kT t), where we have taken kT = 1 × 10−5 ns−1 (Ref.

272).

1.0 1.2 1.4 1.6 1.8 2.0
exp(kTt)

0

2

4

6

8

10

12

14

1 
/ T

(t)
 (c

m
3

×
10

17
)

=0.90×10 12cm3s 1

=0.50×10 12cm3s 1

=0.35×10 12cm3s 1

Figure J.5 Triplet-triplet annihilation in rubrene nanoparticles. The triplet
annihilation dynamics cannot be described by a single annihilation rate constant as
suggested by Equations J.4 and J.5. This is because the interplay with other excited
states, such as triplet-pair states, is not considered. Nevertheless, we can extract
order-of-magnitude values for the annihilation rate constant that are similar to that
measured for single crystal rubrene.

Applying Equation J.5 to the linearised data in Figure J.5 was not possible

for a single value of γ. This is in part because the simple rate model in Equation

J.4 assumes that triplet-triplet annihilation is a loss channel when in fact it can

efficiently form triplet-pair states which also contribute to the measured triplet

signal216. Nevertheless, as shown in Figure J.5, we find that the annihilation

rate constants obtained using this over-simplified model are a similar order of

magnitude to that measured for rubrene single crystals216.
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J.4 MCR-ALS residuals
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Figure J.6 MCR-ALS residuals. We evaulated the quality of the MCR-ALS
reconstructions by plotting the residuals between fitted and measured data. The
residuals r are normalised to the maximum TA signal ∆Amax for each dataset. The
residuals are small in all cases, except around t = 0 where coherent artefacts are
present in the data, and in the vicinity of the pump scatter.
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J.5 Polycrystalline rubrene films

0.5mm

A B

Figure J.7 Polycrystalline rubrene films. a, Absorption spectrum of a 50 nm
thick spin-coated polycrystalline rubrene film. b, Optical micrograph of the film
showing spherulite crystal structures and visible micron-scale crystalline domains.

a b cnanoparticles polycrystalline film steady-state PL comparison

×9

Figure J.8 Triplet losses dramatically reduce the PLQY of rubrene. a,
Triplet and singlet dynamics of rubrene NPs measured by TA (at 510 nm) and TRPL
(wavelength integrated) respectively. b, Triplet and singlet dynamics of a polycrystal-
line rubrene film. The triplet decay is more rapid, reflecting increased triplet trapping
and/or quenching compared to the NPs. This is reflected in the PL dynamics, which
also decay more quickly, particularly on microsecond timescales. c, This results in
a dramatic reduction in the steady-state PL of the rubrene film compared to the
nanoparticles. The key to obtaining high PLQY in rubrene is therefore to encourage
efficient singlet formation through triplet recombination following singlet fission.

Figure J.8 highlights the importance of triplet energy losses in rubrene. The

triplet population in the polycrystalline film drops of considerably more rap-

idly with time than in the nanoparticles. This is reflected in the PL dynamics,

which also decay more quickly. As a result, the steady-state PL (normalised for

the different absorbances of the samples) is reduced by a factor of nine. This
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highlights the critical role of triplet recombination in determining the absolute

PLQY of rubrene and suggests that polycrystalline morphologies may be asso-

ciated with increased triplet energy losses, perhaps due to the concentration of

grain boundaries.

a

b

c

d

Figure J.9 Addition of DBP does not suppress initial singlet fission in
polycrystalline films. a, False-colour map of the transient absorption of a poly-
crystalline rubrene film containing 0.5 mol% DBP. The triplet signal at 510 nm is
very pronounced. b, MCR-ALS spectra corresonding to the rubrene singlet (orange)
rubrene triplet species (blue) and DBP singlet (red). c, The singlet and triplet dy-
namics are unchanged despite the addition of DBP. There is only a small amount of
energy transfer to DBP, evidenced by the slight rise in the DBP population during
the first few tens of picoseconds. Some DBP molecules were photo-excited by the
532 nm pump pulses. d, Despite the apparent lack of energy transfer to DBP occur-
ring on picosecond timescales, and no evidence of singlet fission suppression, most of
the photoluminescence comes from DBP rather than rubrene, and it is considerably
brighter than the pure rubrene film. This highlights an important point: DBP does
not suppress initial singlet fission, instead it reduces the probability of encountering
losses associated with triplets and provides a more effective radiative sink for singlet
energy.
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J.6 Rate equations and constants

We modelled the ultrafast TA data using the simple kinetic scheme shown in

Figure 8.8a. The rate equations governing the populations of the singlet [S1],

strongly-exchange coupled singlet triplet-pair [1(TT)], weakly exchange-coupled

singlet triplet-pair [1(T...T)], mixed spin triplet-pairs [(T...T)] and singlet en-

ergy collector DBP [S1c] are given by

d[S1]

dt
= − (kr + kfret + ksf ) [S1]− kssa[S1]2 + ktf [

1(TT)] (J.6)

d[1(TT)]

dt
= ksf [S1]− (khop + ktf ) [1(TT)] + k−hop[

1(T...T)] (J.7)

d[1(T...T)]

dt
= khop[

1(TT)]− (k−hop + kspin + kt) [1(T...T)] (J.8)

d[(T...T)]

dt
= kspin[1(T...T)]− kt[(T...T)] (J.9)

d[S1c]

dt
= kfret[S1]− krc[S1c], (J.10)

where square brackets denote concentrations of excited state species in units of

cm−3. We write rubrene singlets as [S1] and DBP singlets as [S1c].

The definitions and values of the rate constants are given in Table J.2. The

values of the rate constants are well constrained by the measured TA data

and the optimisation procedure (global least squares fitting to the excitation

density dependent singlet and triplet dynamics) was performed principally for

cosmetic reasons. We note that values of khop and k−hop were checked against

the expected values based on diffusion mediated triplet hopping in the rubrene

nanoparticles.

The initial population of the photo-excited singlet state was estimated from

the measured power P , spot radius at sample position r and known repetition

rate f and wavelength λ of the excitation laser of the experimental setup using

N0 ≈
P

fπr2

λ

hc

1

d

(
1− 10−OD

)
, (J.11)

where the absorbing sample thickness d was estimated from the measured op-

tical density (OD) and known molar absorptivity203. A precise measurement of

absorbing thickness was impossible since the samples comprised nanoparticles

dispersed in a PVA matrix, rather than a continuous film.

We obtained the simulated excited state dynamics corresponding to different

experimental measurements by integrating the rate equations using custom-

made python code. Note that triplet transient absorption signals were assumed
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Table J.2 Values and sources of the rate constants used in the model. Note that
the optimisation procedure was largely cosmetic: the values of the rate constants are
well constrained by the measured TA data.

Rate constant Value Source

ksf 104 ns−1 TA data, then optimised

ktf 118 ns−1 TA data, then optimised

khop 7 ns−1 TA data, then optimised

k−hop 1.2 ns−1 optimised, subject to constraint

kspin 0.25 ns−1 MFE data, Ref. 137, fixed

kfret 20 ns−1 TA data, fixed

kssa 3× 10−17 cm3 ns−1 manually adjusted, then fixed

kr 0.0625 ns−1 TA data, fixed

krc 0.25 ns−1 TA data, fixed

kt 1× 10−5 ns−1 Ref. 272, fixed

to be proportional to [1(TT)]+[1(T...T)]+[(T...T)]. The simulated populations

were convolved with a Gaussian function with a FWHM of 100 fs to mimic the

instrument response of the experimental setup. Since the TA cross sections

are unknown for our samples, the triplet and DBP populations were scaled by

constant factors to match the experimental data.

J.7 Temperature-dependent PL of rubrene/DBP nano-

particles

a bRubrene NPs Rubrene/DBP NPs

Figure J.10 Temperature dependence of steady-state PL. a, PL spectra of
rubrene NPs at temperatures between 80 K and room temperature. b, PL spectra of
rubrene/DBP NPs.
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J.8 Timescales of singlet-singlet annihilation

Figure J.11 shows the effect of normalisation choice on the apparent timescales

of singlet-singlet annihilation. In reality, singlet-singlet annihilation affects the

dynamics most strongly within the first ten picoseconds, but this is less clear

when normalising to the signal maximum.

normalised to maximum normalised at 200ps

Figure J.11 Timescales of singlet-singlet annihilation. Singlet population at
three different excitation densities normalised to the signal maximum (left) and to the
signal at 200 ps (right). The effect of singlet-singlet annihilation is most pronounced
during the first 10 ps, but this is obscured somewhat when normalising to the max-
imum signal.
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J.9 Estimations of FRET rates

The rate of Förster resonance energy transfer (FRET) between a donor D and

acceptor A is given by203

k =
1

τ

(
RF

R

)6

(J.12)

where τ is the radiative lifetime of the donor, in this case the 16 ns radiative

lifetime of rubrene singlet excitons67,289, R is the intermolecular distance and

the Förster radius RF is given by203

RF = 0.2108

[
κ2ΦD

n4

∫ ∞
0

ID(λ)εA(λ)λ4dλ

] 1
6

(J.13)

where κ is an orientational factor, ΦD is the fluorescence quantum yield of

the (isolated) donor, n is refractive index, ID is the normalised fluorescence

spectrum of the donor and εA is the molar absorption coefficient of the acceptor.

Figure J.12 shows the molar absorption coefficients of rubrene and DBP,

measured in Refs. 203 and 45 respectively alongside the fluorescence spectrum

of rubrene taken from Ref. 203. From the spectral overlaps, we estimate that the

rubrene-to-DBP FRET rate is approximately 50 times greater than the rubrene-

to-rubrene FRET rate, if all other parameters are equal. This difference can be

attributed to the much greater oscillator strength and spectral overlap of DBP.
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Figure J.12 Spectral overlap between rubrene and DBP. Molar absorption
coefficients of rubrene and DBP are shown together with their overlap with the rub-
rene photoluminescence spectrum. From the spectral overlaps, we estimate rubrene-
to-DBP FRET to be approximately 50 times faster than rubrene self-FRET.

The Förster radius has been previously calculated as 4.7 nm for the rubrene-

DBP pair in solid systems349. Based on the relative spectral overlap integ-
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rals, we estimate the rubrene-rubrene Förster radius to be 2.5 nm. Taking the

smallest intermolecular centre-of-mass separation of 7.2 Å in orthorhombic rub-

rene279 as a lower bound for R, we estimate a rubrene-rubrene FRET rate of

10 ps, similar to the singlet fission rate.

We do not know how rubrene molecules pack around DBP molecules, but a

centre-of-mass distance of 1 nm would seem reasonable, given the significantly

larger size of the DBP molecule. This results in an estimated rubrene-DBP

FRET rate of 1.5 ps. At 2 nm separation, this rises to 95 ps.

Photo-excited singlet excitons generated on rubrene molecules directly adja-

cent to a DBP molecule are therefore expected to transfer their energy to DBP

before singlet fission takes place. However, since the concentration of DBP mo-

lecules is low (1 in 200), most photo-generated rubrene singlets are not nearest

neighbours with DBP sites. These excitons must therefore diffuse by rubrene-

rubrene FRET in order to get close enough to a DBP molecule to transfer their

energy.

Whilst a kinetic Monte Carlo simulation, or similar, would be needed to

quantitatively determine the likelihood of a randomly generated exciton trans-

ferring its energy to DBP via FRET rather than undergoing singlet fission, we

can get a sense of how unlikely this is from simple calculations.

In a time t after photo-excitation, a singlet exciton diffusing via rubrene-

rubrene FRET has an average mean-squared displacement of

〈r2〉 ≈ ka2t (J.14)

where k is the rubrene-rubrene FRET rate and a is the distance of a single hop.

Let us take the time t when a fraction f of initially generated excitons have

undergone singlet fission:

1− f = e−ksf t. (J.15)

Rearranging for t and inserting into our expression for the mean square dis-

placement, we find

〈r2〉 ≈ a2 k

ksf
ln

(
1

1− f

)
. (J.16)

Since we estimate the rubrene-rubrene FRET rate to be approximately equal

to the singlet fission rate, the root mean square displacement is approximately

rrms ∼ a

√
ln

(
1

1− f

)
. (J.17)

Again taking a to be 7.2 Å, we find that by the time 99% of excitons have
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undergone singlet fission (f = 0.99) the root mean square displacement of a

typical exciton is only around 1.5 nm, or just over two intermolecular separa-

tions. Thus we would expect singlet fission to outcompete rubrene-DBP FRET

fairly comprehensively and indeed the experiments presented in this work clearly

demonstrate that this is the case.

To cross-check this analysis, we estimate the root mean square displacement

of rubrene singlet excitons when the elapsed time t corresponds instead to the

16 ns radiative lifetime of rubrene. In this case, we obtain a value of 29 nm,

in very close agreement with the reported singlet exciton diffusion length of

(35± 2) nm for disordered, solid rubrene349.
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