
Moody Man: Improving creative teamwork through dynamic
affective recognition

Mimi Nguyen
m.nguyen@imperial.ac.uk
Imperial College London

United Kingdom

Milad Laly
lalym@uni.coventry.ac.uk

Coventry University
United Kingdom

Bum Chul Kwon
bumchul.kwon@us.ibm.com

IBM Research
United States

Céline Mougenot
c.mougenot@imperial.ac.uk
Imperial College London

United Kingdom

ABSTRACT
While a significant part of communication in the workplace is
now happening online, current platforms don’t fully support socio-
cognitive nonverbal communication, which hampers the shared
understanding and creativity of virtual teams. Given text-based
communication being the main channel for virtual collaboration,
we propose a novel solution leveraging an AI-based, dynamic affec-
tive recognition system. The app provides live feedback about the
affective content of the communication in Slack, in the form of a
visual representation and percentage breakdown of the ‘sentiment’
(tone, emoji) and main ‘emotion states’ (e.g. joy, anger). We tested
the usability of the app in a quasi-experiment with 30 participants
from diverse backgrounds, linguistic analysis and user interviews.
The findings show that the app significantly increases shared un-
derstanding and creativity within virtual teams. Emerged themes
included impression formation assisted by affective recognition,
supporting long-term relationships development; identified chal-
lenges related to transparency and emotional complexity detected
by AI.

CCS CONCEPTS
• Human-centered computing → Empirical studies in collab-
orative and social computing.
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1 INTRODUCTION
We two - if we could ever think as one, the Trojans’ evil day would be
postponed no longer - [22, 2.356-428]
As innovation became a critical notion for competitive advantage
for firms to survive in uncertain environments, and creativity being
its pre-requisite [3, 47], the growing interest in creative collabora-
tion has been vivid during the past three decades.With the turbulent
changes brought by the COVID-19 pandemic, technology-enabled
remote work has emerged as a new norm for many professional
workers [20, 44], and is predicted to at least partly be remained
[33]. However, computing professionals have been focusing mainly
on developing tools that support productivity for users to work
faster, more efficient, and to reduce errors [40]. It has been raised
in prior works [18, 40] that there are still challenges and "untapped
potential" for creativity-oriented tools among HCI researchers. A
study by [32] highlights further obstacles for creativity in virtual
work including the lack of shared understanding, domain knowl-
edge, and social influences. Commonly, previous attempts for aug-
menting HCI environments in prototype-driven research included
visualisations of group dis/agreements or contribution level [24, 28].
However, [37] conducted a medium-scale survey showing that vir-
tual meetings suffer also from the negative tone and lack of social
cues among other obstacles. A small body of literature addresses
this through experimenting and testing emotion management sys-
tems in education [17, 46], video meetings [17, 37, 38], or through
chatbots [6, 35]. Given pre-COVID-19, chat apps were the num-
ber one collaboration tool for teams [42], recent post-COVID-19
industry surveys reveals that semi-synchronous instant messaging
are becoming even more important for teams, reported with 35%
dramatically increase of use, and 54% beginning to use [43]. To date,
no interactive systems exists that explicitly provides dynamic affec-
tive recognition feedback (including both sentiment and emotions),
and specifically there has not been conducted empirical studies
targeting this concept in terms of virtual teams’ creativity.

This paper seeks to address our interest in how affective recogni-
tion (including sentiment and emotion) affect shared understanding
and creativity in text-based communication. To do so, we developed
a solution for dynamic affective recognition feedback system seam-
lessly integrated into a market-leading team communication tool
(Slack) with the leading AI system (IBMWatson), and examined how
it can affect user’s shared understanding and creativity through
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a quasi-experiment with online surveys, in-depth post-workshop
interviews, and linguistic analysis of chat transcripts.

2 AFFECTIVE RECOGNITION FEEDBACK
SYSTEM: RATIONALE AND DESIGN

Findings from prior work informed the design of the emotion recog-
nition dashboard. The app included behavioural features related
to the notion of team shared mental model: sentiment and emo-
tions of text messages supported by emojis through a modal view
(see Fig. 1), as emojis can facilitate conversational functions [13].
We designed the dashboard with an infrastructure (see Fig. 2 in
Appendix) that is seamlessly integrated with existent Slack chat
messenger (as chatbot-based emotion management systems are
found to be intrusive to participants [6]) due to technical feasibility,
the ability to add own software to the existing developer environ-
ment through API, and to reduce the Hawthorne effect. The basic
design of Moody Man followed design specifications from Slack
documentation1, and consists of a Slack Bot presenting a Modal
View2. The Python server, run in the background, manages pro-
cessing the text and inputting the text into IBM Watson Natural
Language Understanding (Watson NLU) to provide the relevant
information. The results were then saved on a MongoDB database,
better suited for query data into a data structure native to Python,
which allowed the participant to re-view the information without
any delay.

3 METHODOLOGICAL APPROACH
The objective is to assess how affective feedback (i.e. sentiment
and emotions) in text-based communication affects online meeting
creativity and team shared mental models. In this study, affective
feedback is provided by the affective recognition feedback system
that we developed - Moody Man - and tested through a series of
quasi-experiments at design workshops with online pre-test (T1)
post-test (T2) surveys. We followed the investigation with in-depth
post-workshop interviews for qualitative analysis and performed
linguistic analysis of post-workshop chat transcripts to study real
affect development. The affective recognition feedback system was
leveraging the natural language processing (NLP) for advanced text
analysis through Watson NLU technology. It is identified as the
leader in the Garner’s Magic Quadrant for data science and machine
learning [19] and also the highest-rated NLP platform in Software
Engineering considering the aspects (intents classification, confi-
dence scores, and entity extraction) investigated by Abdellatif et al.
[1] with the highest accuracy (79.2%) according to Ermakova et al.
[16].

3.1 Participants
A total of 30 participants took part in the study, in line with similar
studies listed in Table 1 in the Appendix. Participants were recruited
1https://api.slack.com/surfaces/modals/using
2When the participant clicks on the shortcut, it will send a request to the app server
to notify the shortcut has been clicked. The app will then retrieve the message the
participant wants to view and understand the message’s sentiment and emotion.
Afterwards, the app will query within the MongoDB database and find the sentiment
and emotion values for the text. The app will then put the values into a JSON so that
the Slack modal view in which participants can check the sentiment and emotion of a
message. The front-end consists of a JSON object payload that Slack would understand
and present feedback to the participant.

among students from five universities in the United Kingdom. They
were required to have a prior experience in (1) virtual communica-
tion channels and (2) multidisciplinary and creative teamwork. The
participants’ ages ranged from 20 to 36, and 63% were women. To
control the factor of potential existing shared mental models, the
matching of the dyads was based on the fact that the team mem-
bers had not previously worked with each other. The study was
approved by the Science Engineering Technology Research Ethics
Committee under the SETREC reference 21IC6717. The participants
were compensated 50 GBP for their participation.

3.2 Protocol
To explore how the affective recognition system affects virtual
teams shared understanding the creativity, we adopted a quasi-
experimental research design with within-subject users under a
given intervention, using one-group pre-test post-test method in-
formed by literature [2, 30]. For each group, the team was given
an hour to ideate, envision and discuss a solution for future mo-
bility3. First, participants were invited to work on a given design
brief through a text-based communicator (Slack) and to complete
an interim online survey (T1). In the second stage of the study (i.e.
after 30 min of the workshop), the participants were introduced
to the Moody Man app and explained how they could utilise the
tool to learn about affective (sentiment and emotion) feedback on
the messages within Slack. Post-intervention phase, and at the end
of the workshop, all participants were asked to fill out an exit on-
line survey (T2). Following the design workshops, all participants
were asked for 60-min in-depth post-workshop interviews to share
their reflections and feedback on the collaboration process and the
solution app.

3.3 Survey Measures
Our measures were each adapted from prior research for the con-
text and consisted of multi-item statements with Likert-scale re-
sponse formats. The Appendix provides the texts of the statements
items for our primary measures. Table 2 in the Appendix present
used measurement scales and source works. Results of the quasi-
experiment assessing creativity and shared understanding were
obtained pre-intervention (T1) with the interim online survey after
30 min of the design workshop, and post-intervention (T2) with
exit online survey using the same multi-item statements. The exit
questionnaire included additionally a scale evaluating the feedback
system dashboard. For all measures, we confirmed the statistical
appropriateness of aggregation by computing the Cronbach 𝛼 co-
efficients for the various measures. Items were averaged into an
overall scale score.

3.4 Post-workshop interviews
Following the experimental workshops, we conducted in-depth
semi-structured self-reflective interviews, with one participant leav-
ing the study (N=29). Previous empirical works in HCI includes
3During the design workshops the participants were asked to discuss and brainstorm
in their dedicated Slack channel a given design brief on the future of mobility. This
concept is one of the challenges identified in ARUP Drivers of Changes [4]. We selected
this brief due to the following reasons: it requires creative thinking, multidisciplinary
collaboration, is challenging enough, and can be completed in an experimental duration
of the workshop.
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Figure 1: The Moody Man dashboard and it’s components.

studies on Slack chat usage [15] with 8 interviews, meetings sen-
timent analyser [37] with 9 interviews, or AI explainability [29]
with 20 informants. The interviews ranged from 30-60 minutes. A
total of 1122 minutes of interviews were recorded and transcribed
verbatim. We performed axial coding [10], and followed grounded
theory for our thematic analysis [12, 21], widely used to study soci-
etal interactions in social science research disciplines. Our coding
process has been conducted by the two first authors, where detailed
annotation instructions were collaboratively pre-developed and
intercoder reliability was performed (% of agreement: 85.7, Cohen’s
k: 0.695) based on extracted 1300 transcription lines. Both kappa
and percent agreement has been performed and reported. The re-
searchers frequently discussed between each other on an everyday
basis and the iterative coding process resulted in 22 axial codes.

4 RESULTS: QUANTITATIVE ANALYSIS OF
CREATIVE WORKSHOP SURVEYS AND
LINGUISTIC ANALYSIS

Overall, the results from the exit survey (T2) showed that all mea-
sures have increased compared to the interim survey (T1). Since
the quasi-experiment included within-subjects participants, we
used Paired Wilcoxon test for the nonparametric independence
test (Related-Samples Wilcoxon Signed Rank Test) to validate the
statistical significance of the changes between the exit and interim
surveys. All scales are statistically significant in terms of the in-
creases after the intervention. We discuss these improvements in
this section.

SharedUnderstandingTomeasure shared understandingwithin
teams, we asked the participants to rate four statements at both
the pre-intervention (T1) and post-intervention (T2) periods, to see

if there was a difference after using Moody Man. Shared Under-
standing has increased with statistical significance (p-value < 0.001)
between T1 (Mean = 5.38, S.D = 0.94, 𝛼 = 0.71) and T2 (Mean = 6.10,
S.D = 1.00, and 𝛼 = 0.89).

Attitude To assess if attitude has increased within participants,
we asked participants to answer ten questions that would present
if there is a difference between participant’s attitude after Moody
Man being available or not. Attitude has increased with statistical
significance (p-value < 0.05) between T1 (Mean = 3.59, S.D = 0.51,
and 𝛼 = 0.80) and T2 (Mean = 3.66, S.D = 0.48, and 𝛼 = 0.85).

Creativity To evaluate whether creativity within participants
has increased, we looked at two dimensions: a five-item Self-Perceived
Creativity [14] and a six-item Creative Self-Efficacy [14]. We re-
ported a statistically significant increase in the exit surveys with
a p-value=0.012, between T1 (Mean = 4.19 and S.D = 0.39) and T2
(Mean = 4.28 and S.D = 0.43).

Team Satisfaction After the experiment, we asked participants
to answer seven questions to evaluate whether team satisfaction
[41] has increased during the experiment within participants. Exit
surveys T2 resulted in with the minimum and maximum on the
5-point scale ranging between 4.31 to 4.69 (Mean = 4.54, S.D. =
0.59, 𝛼 = 0.906), higher as compared to reports at T1 (Mean = 4.29,
S.D. = 0.64, 𝛼 = 0.859). Team satisfaction has reported a statistically
significant increase from T1 to T2 with a p-value < 0.001.

App evaluation The 11-item scale adopted from [37] was only
measured after the intervention with the app at T2. The responses
on the evaluation of the prototype app showed the ambiguous
and uncertain perception of the participants of the system. On
the 5-level Likert scale, participants at the exit survey revealed
uncertainty about the app (M = 2.831, S.D =0.818, 𝛼 = 0.897). We use
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this as guidance to garner further substantially valuable feedback
and opinions from interview accounts following an in-depth inquiry
post-workshop.

5 RESULTS: COMPUTATIONAL LINGUISTIC
ANALYSIS

In order to triangulate our findings, we conducted a linguistic anal-
ysis of all chat entries from the quasi-experiments exported from
the MongoDB database. We collected in total 1574 plain-text inputs,
posted by workshops participants as text messages (overall 21 008
words). We classified them according to the timestamps to messages
before and after the intervention, i.e. at T1 and T2. Watson NLU
affective recognition analysis has been applied to both batches in
order to measure the change in sentiment and emotion in these
two study periods.

The results have further strengthened our confidence that the
affect during T2 (sentiment: 0.68, sadness: 0.14, joy: 0.64 fear: 0.10,
disgust: 0.05, anger: 0.08) has improved as compared to T1 (senti-
ment: 0.57, sadness: 0.18, joy: 0.56 fear: 0.14, disgust: 0.08, anger:
0.12). Statistical significance of the improvement has been analysed
by using the Related-Samples Wilcoxon Signed Rank Test with
results for each variable at p-value<0.001.

6 FINDINGS: QUALITATIVE ANALYSIS OF
INTERVIEWS

Going back and forth to the literature, and following grounded
theory we grouped the axial codes into categories from literature
and identified two overarching themes that emerged from this
iterative process.

6.1 Motivations for affective recognition
Unclear results from the surveys about the app evaluation trig-
gered our interest to understand better and more in-depth how
and when the app would be found useful for the study participants.
Our interviews revealed specific environments that would motivate
informants to use affective recognition dashboards.

6.1.1 Usage points. We identified several usage points that echoed
the argument of Clore and Palmer [11] on specificity of the col-
laboration constraints concerning team size, as the feedback tool
would have been more useful if the team was bigger (P-17), because
when we there’s a bigger group and you can’t, you know, like, think
about how everyone’s feeling. (P-10). It is specifically crucial in cre-
ative collaboration phase of ideation when you are doing design,
but being critical in like a constructive way that you’re not coming
across as like, negative (P-1). From the individual level, it helps team
members for defining an online portrayal and self-verification
is a quick indication whether it’s comes across as good or not (P-5)
which in turn may be a solution to have a better relationship with
colleagues (P-20)

6.1.2 User type. Referring to the affective recognition, motivations
for usage depend heavily on the user type, that is described by
the characteristics of users including domain knowledge, cultural
background and language barriers [29]. Participants hint at use
cases for the affective recognition tools being useful when English is
not (his) first language (P-22) or when one is trying to learn English

(P-26). Differences in domain knowledge can also be mitigated
by affective recognition, for example as reported by P-26, when the
collaborator is not a designer, it would definitely be a tool to try and
say what is it you’re trying to convey.

6.1.3 Emojis. Previous research on emoticons has revealed sev-
eral key applications for this feature: depicting emotion toward
a subject (or recipient), helping to control emotion levels, repre-
senting emotions that are absent in the text, better expressing the
writer’s meaning, and either reinforcing or softening the writer’s
commentary. Cramer et al. [13] suggest that emojis can fulfil similar
emotion-oriented roles as emoticons. Our interview accounts’ re-
veal how this took place in a work context in creative collaboration.
In order to enhance affective communication, all participants
reached out to emojis to improve the collaboration process, as they
felt it’s necessary to, like create more of like, friendly vibe (P-19) or
make the conversation a little less bureaucratic (P-16). Emojis helped
to clarify the context, for example by using smiley face or a ques-
tion mark or whatever, like, it just clarifies your thought, as if you’re
face to face a little bit better (P-28). For Cramer et al. [13], emojis are
now often used to elaborate on contextual information or show how
a situation has changed, for example providing or re-emphasising
situational context. Emojis can be used for convenient conversation
management for cases such as quickly acknowledging the last
turn, ending a conversation when not knowing what to say or not
wanting to say anything, or when saying nothing would be inap-
propriate. Participants found emojis as a way to show agreement
(P-13, P-15), or complete the trail of thoughts, when they don’t need
to add anything more to these ones, or, okay, this thread is done, like
this job is done (P-22).

6.1.4 Impression formation. In all aspects of communication, im-
pression management is a one of the key considerations. Some
authors has previously examined the notion of impression man-
agement in computer-mediated communication (CMC) from the
perspective of casual social relationships [5] or romantic relation-
ship [48]. In an online setting, the variety of nonverbal clues that
typically help in the development of impressions is significantly
reduced [45]. In line with this our participants highlighted the need
to use Moody Man in less familiar relationships, for examples
when they don’t know the person [their] talking to (P-29). The af-
fective and emotion recognition feedback system would be hence
used quite a lot, especially at start getting to know people (P-3). More
specifically, such feedback system would be utilised by the study
participants when speaking to a figure of authority, for exam-
ple when talking to my boss, or my boss’s boss, for example, or a
professor even at uni (P-28), especially when one’s need to be more
careful about the word I use (P-3). Self-presentational concerns can
be mitigated, by utilising emotion and affective recognition that
can in turn support positive self-portrayal. Prior work reports
that textual cues were more dominant in the process of impression
formation [34]. For example, one of the participants recalled if the
feedback that is neutral, then like, that’s okay to send, and you don’t
really have to worry about if you’re coming across to (P-1). The moti-
vations to use affective feedback tools include moments when the
user needs to be be careful with the way you express yourself (P-19)
and when one wants to make sure that [he is] coming across well
(P-5).
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6.2 Design Goals for AI affective recognition
adoption

6.2.1 Delivery timing. While previous work on the delivery timing
of feedback systems with sentiment analyser suggests usefulness
of reports on behaviour features post-meeting [37], our study
revealed that workshop participants, albeit would find it interesting
(P-5), they would not even review it (P-20), as damage has already
been done (P-30). This is due to the fact that in terms of building a
shared understanding within online teamwork, it is quite difficult
sometimes to compensate afterwards and hence participants would
not have any reason to reflect on that (P-26). The in-depth inter-
views revealed further concerns about this and stronger preference
towards a pre-sentence delivery timing. P-12 recalled that she
does not feel [that] there’s any point in finding out [her] message is
angry and might cause a bit of friction after [she] sent it.

6.2.2 Usability. Specifically, we found a detailed suggestion on
how this pre-sentence feedback could be designed: as you’re typing,
there’s like a little emoji that sort of changes color as your sentences
are completing. And maybe like a really easy way, because I can also
see that being kind of annoying after a long time, if you’re just having
a normal conversation, you don’t need to see it, so maybe like a very
quick toggle - then you can just toggle them on and off in the corner,
and then it changes color, or it just becomes sort of transparent (P-28).
Moreover, from our interviews, we have learnt about obstacles for
the greater adoption of such feedback systems. User experiences and
usability have been seen salient in multiple interview accounts, and
the critique was often related to the number of clicks required
to access the feedback information. Since the Moody Man app
required extra click (P-24), as it was hard to access [and] a bit of
a pain to having to click on other stuff (P-14). Another challenge
for adoption was the numeric data representation. It seemed
that sentiment and emotion measurement displayed as percentages
were unclear to the workshop participants, where some reported
that they were not aware if that was noise or whatever that it is
reading of that emotion (P-21). This would also affect the speed of
participants’ comprehension, as they would prefer something more
visual, something more easy to understand; because percentages, you
might understand that but if you just look at a chart or something,
it’s like quick one second (P-14).

6.2.3 Trust. Trust in accuracy, algorithm, and the data source is
one of the frequent themes that emerge in discussions regarding
adoption hurdles for AI-based products, from the very end users
of the systems created through utilising machine learning (ML)
models. Our study participants reported concerns about accuracy
that there’s a possibility it wouldn’t be accurate (P-30). This was af-
fected by the perceived accuracy of one of the respondents recalled
didn’t think it really reflected the message very accurately (...) I don’t
think I think I got it completely the wrong way. So I thought okay, I
don’t think this is really that helpful for me (P-28). Prior work on
AI explainability raises concerns about such models and the lack
of trust in the algorithm, being considered as "black boxes" since
they don’t provide any information about how they arrive at their
estimates. Determining how to visualise, explain and understand
deep learning models is becoming more important in research [29].
Our participants challenged the accuracy as they were trying to

understand how the what the algorithm was, or the code was behind
(P-22). According to a study from Kennedy et al. [26], users pay
more attention to the size of the training data set, the algorithm’s
source, and the stated accuracy, and less attention to the model’s
transparency or the relevance of the training data. However, the
source of the trained data seems to be of interest for our partici-
pants, as they would assume that the AI has been taught with Native
users, so I wouldn’t trust it to assume from non native uses (P-10) as
similar, questions arose, whether the model was based on British
slang, or normal English (P-22).

6.2.4 AI design (complexity of emotions detected). "Labelled" emo-
tions, for example, anger or happiness, have a special place in the
affective computing world. However, some researchers are still de-
bating the concept, value, and existence of such "labelled" states
[36]. Even while most AC applications seem to rely on such cate-
gorisations, some research in HCI suggests that alternative methods
may better serve computer system development. There’s a debate
over what the right degree of representation should be for the
applied use of affective computing [8]. Some of the participants
mentioned that they did not continue to use Moody Man as the
AI did not contain emotional nuances they deemed useful to
their mannerism such as irony and sarcasm (P-11). This implies
that participants wanted to have a wider range of emotions includ-
ing various situational and contextual nuances. Additionally, P-1
mentioned that you can’t really judge some message based on if it’s
positive or negative. This implies that further research is needed
to display and present an extensive range of emotions of AI to be
adopted by a wider audience.

7 DISCUSSION AND FUTUREWORK
This study was performed as a quasi-experiment, as opposed to a
traditional experiment, because the random assignment of partici-
pants to conditions for between-subjects treatment was not feasible
for the given total sample size. However, although every possible at-
tempt was made to control many aspects, several factors remained
that could not be controlled in the setting. We are aware that our
research may have the following limitations, that are advised to be
addressed in future work: (1) time passed, (2) cultural context, and
(3) reflective bias. As our findings present how affective recognition
facilitates online impression formation, and following studies on
impression management being a predictor for long-term relation-
ships, we present evidence for how AI-based affective recognition
can support virtual teams in building long-term relationships. The
study also presents threefold directions for further research: (1)
ethical, (2) social, and (3) technological implications.

The theme of concern over the transparency of Artificial In-
telligence (AI) is a common one in applications that utilise AI, as
highlighted in the work of the United Nations publication ’Resource
Guide on Artificial Intelligence (A.I) Strategies’ [31]. This legitimate
concern can stem from questions of trust, fairness, and particularly
accuracy, as highlighted in this study. Concerns over transparency
may seem to be particular to the implementation of AI, however,
in reality, these same concerns have also historically been levied
at technologies governing areas such as privacy and security. Ar-
tificial Intelligence, particularly in the form of neural networks is
a younger technology, requiring time for best practices such as
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transparency to become embedded as a critical element of AI itself.
Also, an area for consideration regarding this study is the topic of
sentiment itself. There are few functions of intelligence that appear
to be in the purview of the human experience quite so much as
sentiment. The application of sentiment to language for commu-
nication can be considered core to what it is to be human, being
a solely human behaviour. It is therefore difficult to disregard this
perspective when analysing the reports of the participants in their
perceptions of accuracy.

Whilst prior works on sentiment recognition in virtual team-
work focuses on team performance in situ, especially in respect
to short-term real-time team behaviour, our study sheds light on
how AI-based models for affective recognition can affect long-term
relationships. Through post-workshop interviews, research partici-
pants shared multiple reflective accounts on how dynamic senti-
ment and emotion recognition feedback systems would motivate
them to use for impression formation with strangers or figures
of authority. Such technology may provide opportunities to self-
evaluate their language, to change their behaviours, and to revise
their text in real-time/during a meeting, reported as valuable for
their online impression formation. As Human et al. [23] suggested,
initial impression formation is a significant predictor of longer-term
relationship development, and establishing accurate impressions
among new acquaintances has a positive impact on the development
of their relationship. Our study, therefore, presents the potential
of the affective recognition technology for building long-term rela-
tionships through facilitating impression formation.

The present findings suggest several courses of action to im-
prove future designs of AI-based tools. With regard to the feedback
systems and their delivery timings, in contrary to previous works
with tone analyser, our participants found pre-message feedback
more useful than post-meeting. A further important implication for
design guidelines refers to the usability of the developed systems,
especially in terms of the UX and UI. Participants advocated the
minimum required a number of clicks to access the feature, suggest-
ing a potential toggle to active the affective recognition feedback
on demand. They also raised an aversion to the numerical represen-
tations of the AI-generated feedback in terms of user readability
and quick comprehension. Lastly, our findings suggest that design-
ers of future AI-based communication support systems tailor the
solution to specific usage points, concerning affect being crucial in
more personal feedback and social collaboration including ideation,
brainstorming, newcomer onboarding, or promotion opportunities.

Our results are encouraging and present promising insight into
how dynamic affective recognition feedback systems can improve
shared understanding and creativity in virtual teams. We hope
that this study will serve as a base for future investigations in
this limited, yet fascinating intersection of the two disciplines of
creative research and HCI, and help inform future AI-based solution
designers with guidelines for stronger adoption.
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A APPENDIX
A.1 Flowchart of the app design

Figure 2: Flowchart of the app design

A.2 Prior studies samples

Publication body Article Survey
participants

Interview
participants

Linguistic analysis
of chat transcripts Sample

Real-time language-based
feedback

CHI ’09: CHI Conference on Human
Factors in Computing Systems [28] 25 - undergraduate

students

Explainable AI CHI ’20: CHI Conference on Human
Factors in Computing Systems [29] - 20 UX and design

practitioners
Affect Detection in
Collaborative Chat

CSCW ’13: Proceedings of the 2013 conference
on Computer supported cooperative work [7] 32 astrophysics

scientists
Taxonomy of Affect in
Collaborative Online Chat

SIGDOC ’12: Proceedings of the 30th ACM
international conference on Design of communication [39] 30 astrophysics

scientists
Chat activity and chat
sentiment

ICSEW’20: Proceedings of the IEEE/ACM 42nd Interna-
tional Conference on Software Engineering Workshops [27] 8 software developers

Real-time meeting feedback
dashboard

CHI ’21: CHI Conference on Human
Factors in Computing Systems [37] 23 9 employees of a large

tech company

Table 1: Prior relevant studies’ sample sizes
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A.3 Sources of questionnaire questions

ID Measurement Scale Source

Q1_1 - Q1_4 Shared understanding Likert Scale 1-7 (1 = strongly disagree, 7 = strongly agree) [9]
Q3_1 - Q3_4 Attitude (Team Relationship) Likert Scale 1-5 (1 = far too much, 5 = far too little) [25]
Q5_1 - Q5_4 Attitude (Task Conflict) Likert Scale 1-5 (1 = far too much, 5 = far too little) [25]
Q9_1 - Q9_2 Attitude (Climate for Creative Productivity) Likert Scale 1-5 (1 = strongly disagree, 5 = strongly agree) [47]
Q6_1_Q6_5 Self-perceived creativity Likert Scale 1-5 (1 = strongly disagree, 5 = strongly agree) [14]
Q7_1 - Q7_6 Creative self-efficacy Likert Scale 1-5 (1 = strongly disagree, 5 = strongly agree) [14]
Q4_1 - Q4_7 Team Satisfaction Likert Scale 1-5 (1 = extremely dissatisfied, 5 = extremely satisfied) [41]
Q8_1 - Q8_10 App evaluation Likert Scale 1-5 (1 = strongly disagree, 5 = strongly agree) [37]

Table 2: Survey measurement scales and source works

A.4 Scale and statements

ID Statements Measurement Scale Source

Q1_1 In my team, the team members have a similar under-
standing about the procedures, strategies and contin-
gency plans involved in decision making.

Shared
understanding

Likert Scale 1-7
(1 = strongly disagree,
7 = strongly agree)

[9]

Q1_2 In my team, the team members have a similar under-
standing of each other’s responsibilities, interdependent
roles and communication patterns.

Q1_3 Inmy team, the teammembers have a similar understand-
ing about the technology, resources and tools needed to
make decisions.

Q1_4 In my team, the team members are familiar with the
preferences and abilities of each other.

Q3_1 How much friction is there among members in your
team? Attitude (Team

Relationship)

Likert Scale 1-5
(1 = far too much,
5 = far too little)

[25]

Q3_2 How much are personality conflicts evident in your
team?

Q3_3 How much tension is there among members in your
team?

Q3_4 How much emotional conflict is there among members
in your team?

Q5_1 How often do people in your team disagree about opin-
ions regarding the work being done? Attitude (Task

Conflict)

Likert Scale 1-5
(1 = far too much,
5 = far too little)Q5_2 How often are there conflicts about ideas in your team?

Q5_3 How often are there differences of opinion in your team?
Q5_4 How often are there disagreements within you team

about the task you are working on?
Q9_1 In my team, we are encouraged to develop new ways of

doing things.
Attitude (Climate
for Creative
Productivity)

Likert Scale 1-5 (1 = strongly
disagree, 5 = strongly agree) [47]

Q9_2 In my team, when team members come up with new
ideas they receive appropriate praise.

Q6_1 I feel that I am good at generating novel ideas.

Self-perceived
creativity

Likert Scale 1-5 (1 = strongly
disagree, 5 = strongly agree)

[14]

Q6_2 I have confidence in my ability to solve problems cre-
atively.

Q6_3 I have a knack for developing the ideas of others further.
Q6_4 I am good at finding creative ways to solve problems.
Q6_5 I have the talent and skills to do well in my work.
Q7_1 I feel comfortable trying out new ideas.

Creative
self-efficacy

Likert Scale 1-5
(1 = strongly disagree,
5 = strongly agree)
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Q7_2 I have opportunities to use my creative skills and abilities
at work.

Q7_3 I am invited to submit ideas for improvements in the
workplace.

Q7_4 I have the opportunity to participate on team(s)
Q7_5 I have the freedom to decide how my job tasks get done.
Q7_6 My creative abilities are used tomy full potential at work.
Q4_1 How satisfied are you with your team?

Team Satisfaction
Likert Scale 1-5 (1 = ex-
tremely dissatisfied, 5 = ex-
tremely satisfied)

[41]

Q4_2 How satisfied are you with the functioning of your team?
Q4_3 How satisfied are you with your participation in the

workshop?
Q4_4 How satisfied are you with the decisions made by your

team?
Q4_5 How satisfied are you with communication among your

team members?
Q4_6 How satisfied are you with the strategy of your team?
Q4_7 How satisfied are you with the interpersonal relation-

ships among the team members?
Q8_1 The real-time feedback app improved my awareness of

meeting behaviours.

App evaluation
Likert Scale 1-5
(1 = strongly disagree,
5 = strongly agree)

[37]

Q8_2 The real-time feedback app improved meeting effective-
ness.

Q8_3 The real-time feedback app improved meeting inclusiv-
ity.

Q8_4 I think the app is important.
Q8_5 I think the app is useful.
Q8_6 I’m satisfied with the app.
Q8_7 The app drew insights from my meeting.
Q8_8 The app determined if sentiment in the meeting changed.
Q8_9 The app determined the attitude of each attendee in the

meeting.
Q8_10 The app determined the emotions of each attendee in

the meeting.
Table 3: Statements used in measurement scales and source works
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A.5 Data Structure

Themes Second order codes First order codes Quotes

Design goals

AI design Complexity of
emotions

P-11: like I use a lot of irony and sarcasm. And I cannot imagine that
our computer would even remotely be able to. To identify that.
P-23: if there was like, I don’t know, an option to extend the range of
emotions that you can detect, like, you know, you have your defaults.
P-1: the dimension of the different motions, emotions was an important
because I think you can’t really judge some message based on if it’s
positive or negative
P-16: ut pick it up on on nuances. Like when you ask a question and
like a bit of a passive aggressive way, because you’re trying to get a
point across, I think it struggled with that maybe

Delivery
timing

Post-sentence

P-15: I think it would be nice if it was live and automatic. Like it’s just
like, as you’re typing a message
P-30: if it’s after then, I mean, the damage has already been done if it’s
offensive
P-20: If it’s at the end, maybe I wouldn’t even review it, you know

Pre-sentence

P-12: I would say before you hit send because as I don’t know, I per-
sonally don’t feel like there’s any point in finding out my message is
angry and might cause a bit of friction after I’ve sent it because the
damage is already done
P-28: it would be very, very handy to like, as you’re typing, there’s like
a little emoji minute sort of changes color as as your as your sentences
are completing, and maybe like a really easy way, because I can also
see that being kind of annoying after a long time, if you’re just having
a normal conversation, you don’t need to see the so maybe like a very
quick toggle, like shift slash or something, then you can just toggle
them on and off the little emoji in the corner, and then it changes color,
or it just becomes sort of transparent, I would definitely use something
like that

Post-meeting

P-7: I’d rather try and compensate. But I think it’s quite difficult some-
times to compensate afterwards
P-29: I guess it’s better to have it in a sentence. Because if it’s overall
you don’t want to change.
P-26: In general, like, I wouldn’t have any reason to kind of, like, reflect
on that.

Trust Accuracy

P-29: I don’t know if I would be confident enough in this in this feature.
P-30: it could maybe sometimes lead to certain misinformation. I’d say
maybe. Maybe in the expression that’s detected by the Moody Man, is
that there’s a possibility it wouldn’t be accurate
P-28: I didn’t think it really reflected the message very accurately (...)
I don’t think I think I got it completely the wrong way. So I thought
okay, I don’t think this is really that helpful for me.

Trust Algorithm

P-22: but then I feel it all depends on the algorithm and you know, how
accurate it is and how I think people need to be made aware of how it
works a little bit more.
P-22: I was trying to understand how the what the algorithm was, or
the code was behind how it’s saying that something is like 22.23%
aggressive rate. So something is like that. What is it? If I if you’re
telling me that it’s based on British slang, or something like that, then
I would say that maybe probably I would have, but I didn’t know at
that point. You know, if it was based on British slang, I just thought it
was based on like, normal English, you know
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Trust Trained data
source

P-8: So I feel I doubt whether so I actually i don’t i don’t i feel this is
not something related to this workshop, but I feel like humans, like
how they perceive the emotion is very, sometimes it’s very intuitive.
Or we really need to, like use a very quantitative approach to try to
get this done. So this is where I doubt Yeah.
P-10: I think it’d be the opposite. I would assume in my mind, I would
assume that the AI has been taught with Native users, so I wouldn’t
trust it to assume from non native uses. P-10: I just wouldn’t trust
the ball, as I would have seen in my head, that I would be better at
interpreting someone with a foreign way of talking, as opposed to a
bot who was poorly trained with just English pieces. Yeah.

Usability Data presentation

P-8: I don’t know whether the percentage thing just makes sense to
me.
P-21: So, for me when I see numbers like this, yeah, when it gets to a
single digit percentage that feels, I’m not aware of it that is noise or
whatever it is slightly. It’s like that reading of that emotion.
P-29: I think that those two decimal points on unnecessary Yeah, it’s
too detailed.
P-14: you’d want it more visual, something more easy to understand
because percentages, you might understand that but if you just look at
a chart or something, it’s like quick like one second
P-16: sometimes it would be like, minus percent of happiness. And I’d
be like, is this supposed to be like, super sad, super unhappy, or

Usability UX

P-24: because if the moody man requires extra click
P-5: if it was like, easily, more easily accessible, that maybe I’d be more
inclined to use it
P-14: it was hard to access, it was a bit of a pain to having to click on
other stuff.

Motivations

Emojis Bridging role

P-15: that’s why sometimes I will use the sort of symbols smiley face
in my emails, because I still do want to come across as friendly. But
usually emails seem as a more formal type of communication. Whereas
emojis seem like quite a, like a colloquial, almost casual thing that like
you use it when you are messaging your friends, as opposed to in a
professional setting.
P-19: I felt it’s necessary to, like create more of like, friendly vibe, I
guess
P-26: there’s Seems to be like this overlap or a bridge that allows both
both or all all cultures to, like understand what people are saying and
get the joke.
P-28: So using a smiley face or a question mark or whatever, like, it
just clarifies your thought, as if you’re face to face a little bit better.

Emojis Revealing emotions

P-1: emoji is replacing that sort of feedback that you would get emo-
tionally from your group members.
P-16: I think are just easier to like, make the conversation a little
less bureaucratic, it’s just, it tries to attempt to put some motion in a
conversation.
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Emojis To quickly react
and acknowledge

P-24: as in as a method of kind of communicating things like a thumbs
up, I guess it’s a way to kind of convey emotion. So they’re not used
extensively before, or distracting things. But if there’s a certain kind
of sentiment to them, or just as a quick response to like
P-15: So I think I might not use emojis, but reactions could be quite a
good substitute. So you can see that Archie and I use reactions quite a
lot. And partly also because I felt like that was another way to organize
our reactions to each other’s messages. So because we didn’t really use
the reply in thread, a good way to express that we agreed with each
other was to react to each other’s messages
P-13: it’s kind of like show some agreement almost instead of having
to say, Oh, yeah, no, I agree with you. Like give him a thumbs up
P-22: he tick mark one was pretty good. Just to show that, okay, this
thread is complete, I don’t need to add anything more to these ones,
or, okay, this thread is done, like this job is done.

Impression
Formation

Figure of authority

P-8: Because for him for manager, I need to be more Be more careful
about the word I use
P-28: If I was talking to my boss, or my boss’s boss, for example, or
a professor even at uni, than I probably, when I really needed to be
careful about what I was saying.

Positive
self-portrayal

P-1: the feedback that is neutral, then like, that’s okay to send, and
you don’t really have to worry about if you’re coming across to, like a
negative way.
P-19: So it’s probably useful. As far as you know, you have to be careful
with the way you express yourself to not come across one way or
another.
P-5: Because you’d want to make sure that you’re coming across Well,
on the communication is as good as like other people’s.

Speaking to strangers

P-29: I think if I don’t know the person I’m talking to, I would probably
use it.
P-3: I think I’d use it quite a lot, especially at start getting to know
people

Usage Points

Useful for idea
evalutaion

P-1: I think it wouldn’t be particularly useful when you’re ideating
because content, but when you are making decisions and when you
are discussing the ideas, so that evaluation, and from that evaluation,
what you decide on, I think that is a really important aspect to know.
If you mean, you can be critical and that’s important when you are
doing design, but being critical in like a constructive way that you’re
not coming across as like, negative.

Self-verification

P-5: it’s like a quick indication whether it’s comes across as good or
not.
P-20: If someone realizes that, oh, people think I’m rude. Why is that?
Or, you know, maybe it’s all a matter of how they are communicating.
And and this could be a solution to have a better relationship with
colleagues.
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Useful for bigger
teams than dyads

P-17: moody man as a whole would have been more useful if the team
was bigger because like, they were just that would have been just so
many other people you’d have to talk to and like, you know, you can’t
always like read everybody just from like the messages so like, then
you could, you know, click on that and just and use it, but when the
second When there’s only two people, it’s just like, you know, you sort
of yourself get the vibe from them like you don’t. You don’t have to,
like necessary use moody man.
P-10: I believe when we there’s a bigger group and you can’t, you
know, like, think about how everyone’s feeling or like, everyone’s
interactions, because I could see it being released.
P-1: sometimes the mood can be really tense, like in a group messenger
chat. But then when you actually meet in person, it’s like, everyone’s
like, cool. And like, I think it’s easy for that tension to start in a group
chat.
P-13: I think that’s probably a more useful tool, if you have like, a
conversation between more people.

User type
Cultural difference

P-26: just looking at like those sort of cultural barriers between people.
I could see it being mega useful for people trying to learn like there’s
the English language. Yeah. And then there’s like, the, the underbelly
of it, which every language has, which is like, the jokes the sarcasm.

Not native speaker

P-22: I was trusting, moody man more so than questioning it, I would
say, some degrees, like I was looking at what I was saying more than
not taking bad as what the truth is. because English is not my first
language.
P-26: to certain native English speakers, I don’t think it’s particularly
particularly useful. Yeah. But if it’s an an English speaker to a non
native, then I think it could, it could definitely help

Domain knowledge

P-8: So if you’re a designer, someone else’s designer, [..] I wouldn’t use
that as if I was speaking with an engineer
P-26: in terms of understanding the other person who I don’t know,
and he’s not a designer, it would definitely be a tool to try and say, like,
what, what is it you’re trying to convey to me in this project

Table 4: Data structure with exemplary quotes


	Abstract
	1 INTRODUCTION
	2 AFFECTIVE RECOGNITION FEEDBACK SYSTEM: RATIONALE AND DESIGN
	3 METHODOLOGICAL APPROACH
	3.1 Participants
	3.2 Protocol
	3.3 Survey Measures
	3.4 Post-workshop interviews

	4 RESULTS: Quantitative analysis of creative workshop surveys and linguistic analysis
	5 Results: Computational linguistic analysis
	6 FINDINGS: Qualitative analysis of interviews
	6.1 Motivations for affective recognition
	6.2 Design Goals for AI affective recognition adoption

	7 DISCUSSION AND FUTURE WORK
	Acknowledgments
	References
	A APPENDIX
	A.1 Flowchart of the app design
	A.2 Prior studies samples
	A.3 Sources of questionnaire questions
	A.4 Scale and statements
	A.5 Data Structure


