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Solution properties of the incompressible Euler

system with rough path advection

Dan Crisan∗† Darryl D. Holm∗† James-Michael Leahy∗†‡ Torstein Nilssen§

Abstract

We consider the Euler equations for the incompressible flow of an ideal fluid with an
additional rough-in-time, divergence-free, Lie-advecting vector field. In recent work, we
have demonstrated that this system arises from Clebsch and Hamilton-Pontryagin variational
principles with a perturbative geometric rough path Lie-advection constraint. In this paper,
we prove local well-posedness of the system in !2-Sobolev spaces �< with integer regularity
< ≥ ⌊3/2⌋ + 2 and establish a Beale-Kato-Majda (BKM) blow-up criterion in terms of the
!1
C !

∞
G -norm of the vorticity. In dimension two, we show that the !?-norms of the vorticity are

conserved, which yields global well-posedness and a Wong-Zakai approximation theorem for
the stochastic version of the equation.
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1 Introduction

The mathematical theory underlying fluid dynamics remains one of the most active research ar-
eas, emboldened not just by theoretical considerations but also practical applications such as the
need to understand the dynamics of Earth’s oceans and atmosphere in the context of global cli-
mate change. Incorporating perturbations into the fluid motion equation has become one of the
mainstream features of fluid models, particularly in the last two decades. These include deter-
ministic perturbations [Sma63, GPMC91, Mas94, Pio99, XWW20] and stochastic perturbations
[PCML91, MT92, Sch95, PC96, Pop01, MR01, Shu05, BF09, MTVE01, IVS12, Mém14, Hol15,
BAB+17, DV18, SKD+19, SC20]. Such perturbations can be exogenously introduced into the fluid
model to account for (possibly unknown) external forces. They can also be introduced endoge-
nously, for example, to model the effects of unresolved fast sub-grid scale physics or other uncertain
processes. In geophysical fluid dynamics, this trend has led to many numerical developments, in-
cluding the introduction of parameterization schemes used to represent model uncertainties in the
interaction of disparate space and time scales to improve the probabilistic skill of the ensemble
weather forecasts [Shu05, BAB+17, SKD+19, CCH+19, CCH+20a, RPFK20, RLJ+20, CCH+20b].

Many fluid equations can be characterized as critical points of action functionals [AK98,
HMR98] that incorporate fluid physics via a Lagrangian whose kinetic energy is defined in terms
of velocity vector fields which are right-invariant under the diffeomorphisms and whose potential
energy is defined in terms of advected quantities which evolve under pushforward by the flows
generated by these vector fields. Perhaps the most well-known fluid model that arises in this
manner is the perfect incompressible Euler system [AK98], which describes geodesic flow on the
manifold of diffeomorphisms endowed with the �B-topology, B > 3

2 + 1, with respect to the weak
!2-metric defined by the fluid kinetic energy, [EM70].

A structured way to introduce a parameterization scheme for fluid models that arise from
variational principles is through the introduction of a parameterized perturbation at the level the
action functional, Critical paths of the parameterized action functional then satisfy parameterized
fluid motion equations. This approach was introduced in the stochastic setting in [Hol15] and
subsequently many further developments have been made, [GBH18, dLHLT20, SC20, CCH+19].
In [CHLN20], we extended [Hol15] and proposed a class of variational principles for fluid dynamics
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on geometric rough paths [LCL07, FV10, FH20] by constraining advection to incorporate a modeled
temporally rough vector field. Critical points of the corresponding action functionals satisfy
a system of rough partial differential equations (RPDEs) whose dynamics incorporate both the
resolved-scale fluid velocity and the modeled effects of the unresolved fluctuations. The paper
[CHLN20] provides a bridge between geophysical fluid dynamics and rough path theory. It draws
upon knowledge from both areas, and we hope that it will impact both areas.

In our current endeavor, we establish the local well-posedness of Euler’s equations for perfect
incompressible fluid flow on geometric rough paths (see (3.1)) in !2-Sobolev spaces �< with
integer regularity < ≥ ⌊3/2⌋ + 2. We have shown previously that this equation arises as a critical
path of either Clebsch or Hamilton-Pontryagin action functionals and satisfies a Kelvin circulation
balance law in [CHLN20] [Section 4.1 and 4.2] (see, also, Section 3.2.2).

A rough path is characterized by its measure of roughness, which in this paper, is its ?-variation.
The higher the value of ?, the rougher the path. See Definition 2.1 for details. The analysis of the
Euler equation perturbed by a bounded variation path (i.e., ? = 1) follows the same steps as that
of the (unperturbed) Euler equation, which is explained at the beginning of Section 4. For ? ≥ 2,
the classical integration methodology is no longer applicable and we enter the realm of rough path
theory (see e.g., [FH20]). In this paper, we treat rough path perturbations with ? ∈ [2, 3), in the
first non-trivial regime. A similar treatment is possible for paths with variation ? ∈ (1, 2) (i.e., the
Young integration case) and ? ≥ 3.

The case ? = 2 includes the class of stochastic perturbation driven by Brownian motion, see
e.g. [Hol15] or, more generally, driven by semi-martingales, see [SC20]. As already explained
in [CHLN20], rough path perturbations include non-Markovian perturbations of the Lagrangian
fluid trajectories. In particular, memory effects can be introduced through this formulation through
a judicious choice of the rough path (e.g., by choosing a realization of a fractional Brownian
motion). However, by eliminating the need for stochastic integration, we retain the pathwise
interpretation of the Lagrangian trajectories.1 In particular, the results in this paper establish a
pathwise characterization of the solution of the Euler equation analyzed in the works [BFM16,
CFH19, CL19]. They also give an interpretation of the solution of the corresponding stochastic
partial differential equations as bona fide random dynamical systems [BRS17].

In our previous work [CHLN20], we explained how fluid models on geometric rough paths
can be used in the context of stochastic parameterization schemes and uncertainty quantification
(see, e.g., [CCH+19, CCH+20a, CCH+20b]. Our results set the stage for investigating numerical
schemes and to develop geometric rough path parameterization schemes for fluid models to account
for additional properties such as unknown Lagrangian trajectory roughness and system memory.

An intrinsic theory of transport-type RPDEs was developed in the papers [BG17] and [DFS17].
In [BG17], the authors use a priori estimates based on Davies’ type expansions [Dav08] coupled with
commutator estimates in the spirit of DiPerna-Lions to establish well-posedness and the analogue of
the renormalization property. By contrast, in [DFS17] the authors use a generalized Feynman-Kac
formulae coupled with forward backward duality type arguments. The method of unbounded rough
drivers proposed in [BG17] was extended in [DGHT19] to allow for non-linear drift terms, which
influenced a series of papers [HH18, HN21, HNS20, GHN21, GH21, Hoc21, CN19] as well as
several papers on rough path Navier-Stokes equations [HLN19, HLN21] (see Remark 3.11) and

1As is well known, the Lagrangian trajectories in the stochastic framework are described by stochastic integrals,
which do not have a pathwise interpretation. The rough path formulation restores this property.
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[FHLN20].
The present paper expands the scope of the theory of unbounded rough drivers. The main tool

from this theory is Theorem 4.1 in Section A, which extends the usual Davies’ remainder estimates
for RDEs to RPDEs with linear rough transport structure. The remainder estimates are obtained
for the equation, the equation for the square, and the equation for the square of the difference
of two solutions in the non-linear drift case. To derive solution estimates one applies a rough
version of Gronwall’s lemma (see Section B) if the linear rough transport is not conservative. We
invite the reader to consult [DGHT19] for a more thorough exposition of the theory of unbounded
rough drivers. In this work, we obtain a priori estimates (Section 4) by appealing to the vorticity
formulation, which is an unconstrained (see Remark 3.5). In Section 4, we derive a system for the
vorticity and its derivatives up to order < with < ≥ ⌊3/2⌋ + 2, which has a linear rough symmetric
transport structure, and then apply the remainders estimates from the theory of unbounded rough
drivers.

The aims of the paper. The goal of the present paper is to establish solution properties of the
rough incompressible Euler system given in (3.1). Theorem 3.6 states that for an initial condition
of Sobolev regularity �< with< ≥ ⌊ 32 ⌋ +2, there exists a unique �< solution of the 3-dimensional
rough Euler system on the interval [0, )∗], where )∗ > 0 depends on the initial condition of the
equation, the driving rough path, and the coefficients of the rough driver. This solution can be
extended to a unique maximal solution (Corollary 3.7). Theorem 3.8 gives a blow-up criterion in
terms of the !1

C !
∞
G -norm of the vorticity, which extends the well-known Beale-Kato-Majda criterion

[BKM84]. In dimension two, we show that the !?-norms of the vorticity are conserved for all
? ∈ [2,∞] and thereby establish global well-posedness (see Theorem 3.9). Corollary 3.10 states
that the solution, the pressure term and harmonic constant are jointly continuous as functions of the
initial condition, the driving rough path, and the coefficients of the rough driver. In Section 3.2.1,
we discuss applications of our results to stochastic partial differential equations (Sades), including
Theorem 3.12, which gives a Wong-Zakai approximation result for the corresponding Stratonovich
driven SPDE. In Section 3.2.2, we explain how our main results yield critical points of the Clebsch
and Hamilton-Pontryagin action functionals introduced in [CHLN20]. To do this, we derive a
generalized Weber representation formula (3.19) of smooth (in space) solutions.

Structure of the paper:

• Section 2 introduces the basic notation and results which will be required throughout the
paper.

• In Section 3, we formulate the rough incompressible Euler equation in velocity form and
as well as vorticity form and state the main results of the paper: local well-posedness in
any dimension, the Beale-Kato-Majda blow-up criteria, global well-posedness in 2d, and
continuous dependence on data. We discuss various applications to stochastic equations,
including a Wong-Zakai approximation result. Finally, we explain the correspondence of
solutions with critical points of the action functionals presented in [CHLN20].

• Section 4 contains a priori estimates for remainders, the solution, and differences of solutions.

• Section 5 contains the proof of local well-posedness.

• Section 6 contains the proof of the remaining results.
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• The appendices A and B contain technical results that are used in establishing the a priori
estimates.
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2 Preliminaries

2.1 Basic notation, function spaces, and inequalities

Let 3 ∈ {2, 3, . . .} and T3 = R3/(2cZ)3 � ((1)3 denote the 3-dimensional flat torus. The
Riemannian covering map c : R3 → T3 induces global orthonormal frames {mG8 }38=1 and {3G8}3

8=1
of the tangent )T3 � T3 × R3 and cotangent bundle )∗

T
3
� T

3 × (R3)∗, respectively, and a
normalized Haar measure 3+ = Vol(T3)−13G1 ∧ · · · ∧ 3G3 .

Let + denote an arbitrarily given finite dimensional real vector space with inner product (·, ·)+
and norm | · |+ . Denote by �∞(T3 ;+) the Fréchet space of smooth +-valued functions on T3. For
given < ∈ N, let �< (T3;+) denote the Banach space of <-times continuously differentiable +-
valued functions onT3 . We will blur the distinction between 2c-periodic functions and functions on
T
3. Let L(R3 ;+) denote the space of linear maps from vector spaceR3 to+ and � : �∞(T3 ;+) →
�∞(T3 ;L(R3;+) denote the derivative operator. Let Δ : �∞ (T3;+) → �∞(T3 ;+) denote the
Laplacian, which is defined by Δ 5 = m2

G8
5 . Here and below we use the convention of summing

repeated indices over their range of values.
For given ? ∈ [1,∞], denote by !? (T3;+) = !? ((0, 2c)3 ;+) the Banach space of equivalence

classes of +-valued of !?-integrable functions on T3 with norm | · |! ? . We denote by (·, ·)!2

the inner product on the Hilbert space !2(T3;+). Since it will always be clear from the context
where a function takes its values, we drop the dependence of norms and inner products on + . It
is well-known that the sequence {k=}=∈Z3 ⊂ �∞ (T3;C) defined by for all = ∈ Z3 and G ∈ T3 by
k= (G) = 48=·G forms an orthonormal basis of !2(T3;C).

Denote the Fourier transform F : !1(T3;+) → ℓ∞(Z3;+) by F 5 (=) = 5̂ (=) =
∫
T3
5 k=3+ and

its inverse F −1 : ;∞(Z3;+) → !1(T3;+) by F ∗ 5̂ =
∑
=∈Z3 5̂ (=)k=. Let ((Z3;+) = {{2=}=∈Z3 ⊂

+ : sup=∈Z3 (1 + |=|)# |2= | < ∞, ∀# ∈ N} denote the Fréchet space of rapidly decreasing multi-
sequences. It follows that F : �∞(T3 ;+) → ((Z3;+), F −1 : ((Z3;+) → �∞(T3;+), and
moreover that F extends to an isometric isomorphism F : !2(T3 ;+) → ℓ2(Z3;+).

Denote by D′(T3;+) = { 5 : �∞ (T3;C) → + ; 5 is linear and continuous} the Fréchet space of
+-valued distributions. Equivalently, D′(T3 ;+) may be characterized as 2c-periodic distributions
D′(R3 ;+) or as distributional Fourier series. Indeed, the Fourier transform extends via duality
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to an isomorphism F : D′(T3;+) → (′(Z3;+), where (′(Z3 ;+) = {{2=}=∈Z3 ⊂ + : ∃# ∈
N s.t. sup=∈Z3 (1+|=|)−# |2= | < ∞} denotes the space of slowly increasing multi-sequences. Clearly,
for all ? ∈ [1,∞), �∞(T3 ;+), !? (T3;+) ⊂ D′(T3;+). The differential operators mU, �, and Δ

extend to distributions via duality.
Denote by �̊∞(T3;+), !̊? (T3;+), and D̊′(T3;+) the corresponding subspace of distributions

5 with 5̂ (0) = 0. If 5 ∈ D′(T3;+) is such that Δ 5 = −∑
=∈Z3 |=|2 5̂ (=)k= = 0+ (i.e., harmonic),

then 5̂ (=) = 0 for all = ∈ Z3 − {0}, which implies KerΔ = +.
For given B ∈ R, define (� − Δ)− B

2 : D′(T3;+) → D′(T3 ;+) by

(� − Δ)− B
2 5 =

∑
=∈Z3

〈=〉−B 5̂ (=)k= ,

where 〈=〉 = (1+ |=|2) 1
2 . Let B ∈ R and �B (T3;+) = (�−Δ)− B

2 !2(T3 ;+) denote the Bessel potential
spaces, which are Hilbert spaces with inner products and norms given by

( 5 , 6)�B :=

(∑
=∈Z3

〈=〉B ( 5̂ (=), 6̂(=))+

) 1
2

and | 5 |�B, ? :=

�����
∑
=∈Z3

〈=〉B 5̂ (=)k=

�����
! ?

.

The duality pairing 〈·, ·〉�B : �−B (T3;+) × �B (T3;+) → R given by

〈 5 , 6〉�B = ((� − Δ)− B
2 5 , (� − Δ) B

2 6)!2

induces an isomorphism �−B (T3 ;+) � �B(T3 ;+)′. It follows that for all < ∈ N0, �< (T3;+) =
{ 5 ∈ !2(T3;+) :

∑
0≤=≤< |�= 5 |2

!2 < ∞}. For < ∈ N, denote by,<,∞(T3;+) the Banach space of

functions 5 ∈ !∞(T3 ;+) such that | 5 |,<,∞ := max0≤|U |≤< |mU 5 |!∞ < ∞.
For given B ∈ R, we let �̊B(T3 ;+) = { 5 ∈ �B(T3;+) : 5̂ (0) = 0+ } and for < ∈ N0, let

,̊<,∞(T3;+) = { 5 ∈ ,̊<,∞(T3;+) : 5̂ (0) =
∫
T3
5 3+ = 0+ }.

Henceforth, we use the notation .21,...,23 to denote less than equal to up to a constant � =

� (21, . . . , 23) depending only on parameters 21, . . . , 23 . Throughout the paper, we will make
regular use of the following facts:

• For given # ∈ N, define %≤# : D′(T3;+) → �∞ (T3;+) by %≤# 5 =
∑

|= |≤# 5̂ (=)k=. If
B0 < B1, then for all 5 ∈ �B0 (T3 ;+), |%≤# 5 |�B1 ≤ # B1−B0 | 5 |�B0 and for all 5 ∈ �B1 (T3;+),
| (� − %≤# ) 5 |�B0 ≤ # B0−B1 | 5 |�B1 .

• If B > 3
2 + < for some < ∈ N0, then �< (T3 ;+) ⊂ �B(T3 ;+).

• (Poincaré) For all 5 ∈ �̊B+1(T3;+), | 5 |�B .3,B |� 5 |�B . For all 5 ∈ ,̊<+1,∞(T3;+),
| 5 |,<,∞ .3,< |� 5 |,<,∞.

• For all <1, <2 ∈ N0 and 5 , 6 ∈ !∞(T3;+) ∩ �<1+<2 (T;+),

| |�<1 5 | |�<26 | |!2 .3,<1,<2 | 5 |!∞ |6 |�<1+<2 + | 5 |�<1+<2 |6 |!∞ . (2.1)

• For all < ∈ N0, 5 ∈ !∞(T3 ;+) ∩ �<+1(T;+) and 6 ∈ !∞(T3;+) ∩ �< (T;+)∑
0≤|U |≤<

|mU ( 5∇6) − 5 mU∇6 |!2 .3,< (|∇ 5 |!∞ |6 |�< + | 5 |�<+1 |6 |!∞) . (2.2)
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Let (�, | · |� ) be an arbitrarily given Banach space. For an interval � ⊂ R+, denote by
� (�; �) (resp. �F (�; �)) the space of continuous (resp. weakly-continuous) �-valued functions.
For ? ∈ [1,∞], let !? (�; �) the Banach space of equivalence classes of �-valued !?-integrable
strongly measurable �-valued functions on �.

2.1.1 Hodge and Helmholtz decomposition and the Biot-Savart operator

Let {48}38=1 denote the standard basis of R3 and let {48}3
8=1 denote the dual basis. We iden-

tify vector fields D = D8mG8 ∈ Γ(T3;)T3) with R3-valued maps D = D848 : T3 → R
3 and

:-forms U =
∑
81<···<83 U81...8:3G

81 ∧ · · · ∧ 3G8: ∈ Γ(T3 ;Λ:)∗
T
3) with Λ: (R3)∗-valued maps

U =
∑
81<···<8: U81...8: 4

81 ∧ · · · ∧ 48: : T3 → Λ: (R3)∗. Denote by ♭ the map that sends vector
fields to one-forms given by D♭ = D848 , where D8 = D8 since the metric is locally Euclidean. Let ♯
denote the inverse of ♭.

For a given diffeomorphism q : T3 → T
3 and U ∈ Γ(T3;Λ:)∗

T
3), denote the pullback and

pushforward by

q∗U = :!
∑

81<...<8:
91<···< 9:

U 91 ... 9: ◦ qmG81q 91 · · · mG8: q 9: 481 ∧ · · · ∧ 48:

and q∗U = q−1;∗U, respectively.
Denote by d, X, and −Δ = dX + Xd the exterior derivative, co-differential (i.e., adjoint of d),

and Hodge Laplacian operators, respectively. In particular, using the above identification, for
5 ∈ D(T3;R3), U ∈ D′(T3; (R3)∗), l ∈ D′(T3;Λ2(R3)∗), and W ∈ D′(T3 ;Λ3(R3)∗),

d 5 = mG8 5 4
8, dU =

∑
8< 9

(mG8U 9 − mG 9U8)48 ∧ 4 9 ,

dl =
∑
8< 9<:

(mG8l 9 : − mG 9l8: + mG:l8 9 )48 ∧ 4 9 ∧ 4: ,

X 5 = 0, XU = −mG8U8, Xl = mG 9l8 94
8 , XW = −

∑
8< 9

mG: W8 9 ;4
8 ∧ 4 9 ,

−Δ 5 = −m2
G 9
5 , −ΔU = −m2

G 9
U84

8 , −Δl = −m2
G:
l8 94

8 ∧ 4 9 .

We recall that dq∗ = q∗d, d2 = 0, and X2 = 0.
Let B ∈ R be arbitrarily given. For arbitrarily given U ∈ �B (T3;Λ: (R3)∗), : ∈ {0, 1, 2}, there

exists a unique V ∈ �̊B+2(T3;Λ: (R3)∗) such that−ΔV = U− Û(0) given by V = (−Δ)−1 (U− Û(0)) =∑
=∈Z3 |=|−2Û(=)k=, which yields the Hodge decomposition

U = dXV + XdV + Û(0) = dX(−Δ)−1 (U − Û(0)) + Xd(−Δ)−1 (U − Û(0)) + Û(0).

Let
�̊B

d(T
3 ;Λ: (R3)∗) = d�̊B+1(T3;Λ:−1(R3)∗) = {U ∈ �̊B(T3 ;Λ: (R3)∗) : dU = 0},

which is understood to be ∅ if : = 0,

�̊B
X (T3 ;Λ: (R3)∗) = X�̊B+1 (T3;Λ:+1(R3)∗) = {U ∈ �̊B(T3;Λ: (R3)∗) : XU = 0},
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and H : = KerΔ = Λ: (R3)∗. Thus, we obtain the following orthogonal decomposition for
: ∈ {0, 1, 2}:

�B(T3;Λ: (R3)∗) = �̊B
d(T

3 ;Λ: (R3)∗) ⊕ �̊B
X (T3 ;Λ: (R3)∗) ⊕ H : . (2.3)

For given D ∈ D′(T3 ;R3), denote div D = mG8D
8 = mG8D8 = −XD♭. Moreover, let

�̊B
f (T3 ;R3) = {D ∈ �̊B(T3;R3) : div D = 0}, ,<,∞

f (T3;R3) = {D ∈ ,<,∞(T3 ;R3) : div D = 0},
�̊∞
f (T3;R3) = {D ∈ �∞ (T3;R3) : div D = 0}, �̊′

f (T3;R3) = {D ∈ D′(T3;R3) : div D = 0}.

Henceforth, we will simply write �̊B
f,,

<,∞
f , �̊∞

f , and �̊′
f. Applying the sharp operator ♯ to (2.3)

in the case : = 1, we derive the 3-dimensional Helmholtz decomposition of vector fields:

�B (T3;R3) = ∇�̊B+1(T3;R) ⊕ �̊B
f (T3;R3) ⊕ R3 .

Let & ∈ L(�B(T3 ;R3);∇�̊B+1(T3;R)), % ∈ L(�B(T3;R3);∇�̊B
f), and � ∈ L(�B(T3 ;R3);R3)

denote the projections associated with the decomposition so that � = % +& + �.
Let

BS = ♯(−Δ)−1X = ♯X(−Δ)−1

denote the inverse of d♭ : �B+1
f (T3 ;R3) → �B

d
(T3;Λ2(R3)∗). The operator BS is called the Biot-

Savart operator. Owing to Propositions 7.5 and 7.7 of [BCD11], for all l ∈ �̊B−1(T3;Λ2(R3)∗)
such that B > 3

2 + 1, we have

| BSl |�B .3 |∇BSl |�B−1 .3,B |l |�B−1 .3,B | BSl |�B , (2.4)

|∇BSl |!∞ .3,B ln (4 + |l |�B−1) |l |!∞ , ∀l ∈ �̊B−1(T3;Λ2(R3)∗). (2.5)

2.1.2 The Lie derivative

Let B > 3
2 + 1 so that |∇ 5 |!∞ < ∞ for all 5 ∈ �B(T3;+). For E ∈ �B(T3 ;R3) and : ∈ {0, 1, 2},

the Lie derivative £E ∈ L(�B (T3;Λ: (R3)∗);�B−1(T3;Λ: (R3)∗) acts on 5 ∈ �B (T3;R), U ∈
�B(T3 ; (R3)∗), l ∈ �B (T3;Λ2(R3)∗) by

£E 5 = E · ∇ 5 = E 9mG 9 5 , £EU = (E 9mG 9U8 + U 9mG8E 9 )48 ,
£El =

∑
8< 9

(E@mG@l8 9 + l@ 9mG8E@ + l8@mG 9 E@)48 ∧ 4 9 .

Indeed, it is a direct consequence of (2.1) that the range of the Lie derivative lies in �B−1. A simple
computation shows that d£E = £Ed. Moreover, if dl = 0, then

£El =
∑
8< 9

(
mG8 (E@l@ 9) − mG 9 (E@l@8)

)
48 ∧ 4 9 = d[l(E, ·)],

which is just a special case of Cartan’s formula.
The Lie derivative and covariant derivative £E,∇E = E · ∇ ∈ L(�B(T3;Λ: (R3)∗);�B−1(T3 ;R3)

act on D ∈ �B (T3;R3) by

£ED = (E 9mG 9D8 − D 9mG 9 E8)48 , ∇ED = E · ∇D = E 9mG 9D
848 .
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Stoke’s theorem implies that for all F, D, E ∈ �B(T3;R3),

(£EF, D)!2 = −
∫
T3

F8 (E 9mG 9D8 + D8 div E + D 9mG8E 9 )3+ =: (F, £⊤E D)!2 .

In particular, if div E = 0, then

£⊤E D = −(E 9mG 9D8 + D 9mG8E 9 )48

and

−£⊤E D = ♯£ED
♭ ⇒ −d♭£⊤D F = d£ED

♭ = −£EdD
♭, (2.6)

%£⊤E D = %£⊤E %D. (2.7)

Moreover,
D · ∇D = −£⊤D D + 2−1∇|D |2. (2.8)

If 3 = 2, then the Hodge Star map★ : �B(T3;Λ2(R2)∗) → �B(T2;R) defined by l̃ = l12 is an
isomorphism and for all E ∈ �B

f (T3 ;R3), we have

★ £El = £E ★l = E · ∇l. (2.9)

Moreover, if 3 = 3, then the Hodge Star map ♯ ★ �B(T3 ;Λ2(R3)∗) → �B (T3;R3) given by
♯ ★l = l2341 + l3142 + l1243 is an isomorphism and for all E ∈ �B

f (T3;R3), we have

♯ ★ £El = £E♯ ★l = [E, ♯ ★l] . (2.10)

2.2 Geometric rough paths and the sewing lemma

For an arbitrarily given closed interval � = [0, 1], denote

Δ� := {(B, C) ∈ �2 : B ≤ C} and Δ2
� := {(B, \, C) ∈ �3 : B ≤ \ ≤ C}.

If the interval � = [0, )], we write Δ) = Δ� .
Let (�, | · |� ) be an arbitrarily given Banach space with norm | · |� . We say a two-parameter

function 6 : Δ� → � has finite ?-variation for some ? ∈ (0,∞) on � if

|6 |?−var;�;� := sup
p=(C8)∈P(�)

(
#p−1∑
8=1

|6C8C8+1 |
?
�

) 1
?

< ∞,

where P(�) is the set of all finite partitions of � and #p denotes the number of points in a given
partition p ∈ P(�). Denote by �?−var

2 (�; �) the set of all continuous functions with finite ?-
variation on � equipped with the seminorm | · |?−var;�;� . Denote by �?−var (�; �) the set of all paths
I : � → � such that XI ∈ �?−var

2 (�; �), where

XIBC := IC − IB, (B, C) ∈ Δ� .
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For an arbitrary interval � ⊂ R that is not necessarily closed, denote by �?−var
2,loc (�; �) the set of

all continuous functions 6 : � → � such that there exists a countable sequence of closed intervals
{�: } such that ∪: �: = � and 6 ∈ �?−var

2,loc (�: ; �).
A continuous mapping s : Δ� → [0,∞) is called a control on � if l(B, B) = 0 for all B ∈ � and

if for all (B, \, C) ∈ Δ2
� ,

s(B, \) +s(\, C) ≤ s(B, C),
which is referred to as superadditivity. If s1 and s2 are controls, then for all U, V ∈ R+ such that
U + V ≥ 1, sU

1s
V
2 is a control (see, e.g., [FV10][Ex. 1.9]).

If 6 ∈ �?−var
2 (�; �) for a given ? ∈ (0,∞), then s6 : Δ� → [0,∞) defined for all (B, C) ∈ Δ� by

s6 (B, C) = |6 |?
?−var;[B,C];�

is a control (see, e.g., [FV10][Prop. 5.8]). Moreover, it is straightforward to check that for all
(B, C) ∈ Δ�

inf{s(B, C)
1
? : s is a control s.t. |6A\ |� ≤ s(A, \)

1
? , ∀(A, \) ∈ Δ[B,C] },

is an equivalent semi-norm on �?−var
2 (�; �).

For an arbitrarily given two-index map 6 : Δ� → R, define the increment operator

X6B\C = 6BC − 6\C − 6B\ , (B, \, C) ∈ Δ2
� .

We will now give the definition of a rough path and geometric rough path. We refer the reader to
[LCL07, FV10, FH20] for more thorough expositions.

Definition 2.1. Let  ∈ N and ? ∈ [2, 3). A ?-variation rough path is a pair

Z = (/,Z) ∈ C?−var(�;R ) := �?−var
2 (�;R ) ×�

?

2 −var
2 (�;R × )

that satisfies the Chen relations

X/B\C = 0 and XZB\C = /B\ ⊗ /\C , ∀(B, \, C) ∈ Δ2
� .

For an arbitrarily given Z ∈ C?−var([0, )];R ), denote

sZ = inf{s : s is a control s.t. |/BC | ≤ s(B, C) and |ZBC | ≤ s(B, C), ∀(B, C) ∈ Δ�}. (2.11)

Given a smooth path I : � → R , we define its canonical lift Z = (/, Z) ∈ C?−var([0, )];R ) by

/BC = XIBC and ZBC :=

∫ C

B
/BA ⊗ dIA , (B, C) ∈ � .

An element Z = (/,Z) ∈ C?−var(�;R ) is said to be geometric if it can be obtained as the limit in

the product topology of a sequence of rough paths {(/=,Z=)}∞
==1 that are canonical lifts of smooth

paths I= : � → R
 . We denote by C?−var

6 (�;R ) the set of geometric ?-variation rough paths

and endow it with the product topology. Finally, we denote by C?−var
6 (R+;R ) the corresponding

Fréchet space of pairs Z = (/, Z) : Δ[0,∞) → R × R × belonging to C?−var
6 ([0, )];R ) for all

positive ) .
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The following lemma, referred to as the sewing lemma, lies at the very foundation of the
theory of rough paths. The proof is a straightforward modification of [DGHT19][Lemma 1.2] or
[FH20][Lemma 4.2].

Lemma 2.2 (Sewing lemma). Let s1 and s2 be controls on �. Let ! ∈ (0,∞), Z ∈ [0, 1) and

? ≥ Z . Assume that ℎ ∈ �?−var
2,loc (�; �) is such that for all (B, D, C) ∈ Δ2

� with s1(B, C) ≤ !,

|XℎBDC | ≤ l2(B, C)
1
Z .

Then there exists a unique pathIℎ ∈ �?−var (�; �) such thatIℎ0 = 0,Λℎ := ℎ−XIℎ ∈ �Z−var
2,loc (�; �),

and for all (B, C) ∈ Δ� with s1(B, C) ≤ !,

| (Λℎ)BC | ≤ �Zs2(B, C)
1
Z . (2.12)

for a universal positive constant �Z . Moreover, for all (B, C) ∈ Δ� ,

XIℎBC = lim
|p|→0

#p−1∑
8=1

ℎC8 C8+1 ,

where the limit is understood as a limit of nets over finite partitions p ∈ P([B, C]) of the interval

[B, C] ⊂ � partially ordered by inclusion with mesh size |p| tending to zero.

3 Main results

3.1 Formulations of the rough incompressible Euler system

Let 3 ∈ {2, 3, . . .},  ∈ N, ? ∈ [2, 3), and < ∈ N be such that < ≥ <∗ := ⌊ 32 ⌋ + 2. For an
arbitrarily given initial condition D0 ∈ �̊<

f , geometric rough path Z = (/, Z) ∈ C?−var
6 (R+;R ),

and collection of vector fields b ∈ (,<+2,∞
f ) , we consider the rough incompressible Euler system

given by 


dD + D · ∇D dC − £⊤b:D dZ:
C = −d∇@C − dℎC on (0, )] × T3,

div D = 0 on [0, )] × T3,∫
T3
D 3+ = 0,

∫
T3
@ 3+ = 0 on [0, )],

D = D0, @ = 0, ℎ = 0 on {0} × T3,

(3.1)

where (see Section 2.1.2) £⊤b:D = −(b 9
:
mG 9D

8 + D 9mG8b 9:)48 . Equation (3.1) is to be solved for an

unknown divergence and mean-free vector field (velocity) D : [0, )] × T3 → R3 , mean-free scalar
field (‘time-integrated’ pressure) @ : [0, )] × T3 → R, and harmonic constant (time-integrated)
ℎ : [0, )] → R

3 . The pressure @ and harmonic constant ℎ should be understood as Lagrange
multipliers associated with the divergence-free and mean-free constraints, respectively.

In contrast to the unperturbed system (i.e., b ≡ 0 or Z ≡ 0), the system (3.1) does not preserve
the mean of the initial condition if the b’s are not constant in space due to the term D 9mG8b

9
:
.

Indeed, upon formally integrating (3.1) over T3, all other terms vanish due to the periodic boundary
conditions. Thus, the Lagrangian multiplier ℎ is required to enforce the constraint that the velocity
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D remain mean-free. It is worth noting that we impose the mean-free constraint because it simplifies
our analysis. For details on how to avoid this assumption, we refer to [HLN21], which establishes
the existence of a strong solution of the associated viscous version of equation (3.1).

Applying the divergence and mean-free projection operator % to (3.1), we find{
dD + %(D · ∇D) dC − %£⊤b:D dZ:

C = 0 on (0, )] × T3,
D = D0 on {0} × T3,

(RE)

which is to be solved for D : [0, )] → �̊<
f . We will now define the notion of solution of (RE)

we will use throughout the paper, which simply a specific case of Definition A.4. Formally, the
definition can be obtained by integrating (RE) over an arbitrary interval and iterating the equation
into the dZ: -integral twice. In fact, in the proof of local existence (see Section 5), we smooth out
the path Z and iterate in such a manner.

Definition 3.1 (�<-solution). Let < ≥ <∗ and b ∈ (,<+2,∞
f ) . We say a vector field D is a

�<-solution of (RE) on the interval [0, )] if D |C=0 = D0, D ∈ !∞([0, )]; �̊<
f ) ∩ � ([0, )]; �̊<−3

f ),
and

D
%,♮
BC := XDBC +

∫ C

B
%(DA · ∇DA) dA − %£⊤b:DB/

:
BC − %£⊤b:%£⊤b;DBZ

;:
BC , (B, C) ∈ Δ) , (3.2)

satisfies D%,♮ ∈ �
?

3 −var

2,loc ([0, )]; �̊<−3
f ). A vector field D is said to be a �<-solution of (RE) on the

interval [0, )) if D is a �<-solution of (RE) on the interval [0, ) ′] for all 0 < ) ′ < ) .

In Section 6.1, given �<-solution D of (RE) on an interval [0, )], we apply the sewing lemma
(i.e., Lemma 2.2) to construct the rough integral

∫ ·
0

£⊤b:DBdZ:
B ∈ �?−var ([0, )];�<−3); that is, for

all C ∈ [0, )],
∫ C

0
£⊤b:DB dZ:

B := lim
|p|→0

p∈P([0,C])

#p−1∑
8=1

(
£⊤b:DC8/

:
C8 C8+1

+ £⊤b:%£⊤b;DC8Z
;:
C8 C8+1

)
.

It follows by the continuity and linearity of the divergence and mean-free projection map % : �< →
�̊<
f that for all C ∈ [0, )],

DC − D0 +
∫ C

0
%(DB · ∇DB) dB −

∫ C

0
%£⊤b:DB dZ:

B = 0, (3.3)

where %
∫ ·
0

£⊤b:DB dZ:
B ∈ �?−var ([0, )]; �̊<−3

f ) is defined from the projected expansion appearing in
the right-hand-side of (3.2). The pressure @ and harmonic constant ℎ can then be recovered using
the Helmholtz decomposition % = � − & − � (see Section 2.1.1)

∇@C :=

∫ C

0
& (DB · ∇DB) dB −

∫ C

0
&£⊤b:DB dZ:

B , ℎC := −
∫ C

0
�£⊤b:DB dZ:

B , C ∈ [0, )] .

Proposition 3.2 (Recovery of pressure and harmonic constant). If D is a �<-solution of (RE) on

the interval [0, )], then there exists
∫ ·
0

£⊤b:DB3/
:
B ∈ �?−var([0, )];�<−3) and uniquely determined

@ ∈ �?−var ([0, )]; �̊<−2) and ℎ ∈ �?−var([0, )];R3) initiating from zero such that for all C ∈ [0, )],

DC − D0 +
∫ C

0
DB · ∇DB dB −

∫ C

0
£⊤b:DB dZ:

B = −∇@C − ℎC . (3.4)
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Using (2.8) and (2.6), we find that (3.1) can expressed in terms of the associated co-vector D♭

(see Section 2.1.2):

dD♭ + £DD
♭ dC + £b:D

♭ dZ:
C = −d(d@C − 2−1 |D |2dC) − dℎ♭C . (3.5)

Let l = dD♭ = (mG8D 9 − mG 9D8)48 ∧ 4 9 . By applying the exterior derivative d to (3.5) and using that
d£E = £Ed we arrive at the vorticity formulation:




dl + £Dl dC + £b:l dZ:
C = 0 on (0, )] × T3,

D = BSl on (0, )] × T3,
l = dD♭0 on {0} × T3,

(3.6)

where for a divergence-free vector field E we have (see Section 2.1.2)

£El =
∑
8< 9

(E@mG@l8 9 + l@ 9mG8E@ + l8@mG 9 E@)48 ∧ 4 9

=
∑
8< 9

(
mG8 (E@l@ 9 ) − mG 9 (E@l@8)

)
48 ∧ 4 9 = d[l(E, ·)] . (3.7)

Recall that (see Section 2.1.1) for given B ∈ R, �̊B
d

:= {l ∈ �̊B (T3;Λ2(R3)∗) : dl = 0} and

that BS : �̊<−1
d

→ �̊<
f denotes the inverse of d♭. The Cartan formulation (3.7) of the Lie derivative

£El = d[l(E, ·)] implies that the dynamics preserve the property that dl = 0 and l̂(0) = 0,
and thus no Lagrange multipliers are needed to enforce these constraints. In contrast, the velocity
equation requires the pressure and the harmonic constant to enforce the divergence-free constraint.

We summarize the equivalence between the velocity and vorticity formulation in the following
proposition. The direct implication is a simple consequence of (2.8) and (2.6) and the converse
follows from the properties of the Biot-Savart operator presented in Section 2.1.1.

Proposition 3.3 (Vorticity formulation). If D is a �<-solution of (RE) on the interval [0, )], then

l = dD♭ ∈ !∞([0, )]; �̊<−1
d

) ∩ � ([0, )]; �̊<−4
d

) and

l
♮
BC := XlBC +

∫ C

B
£DAlA dA + £b:lB/

:
BC − £b:£b;lBZ

;:
BC , (B, C) ∈ Δ) , (3.8)

satisfies l♮ ∈ �
?

3 −var
2,loc ([0, )]; �̊<−4

d
). Moreover, l♮ = d♭D%,♮. Conversely, if l and l♮ belong to the

aforementioned spaces and satisfy (3.8) with l0 := dD♭0 and D := BSl, then D is �<-solution of

(RE) and D%,♮ = BSl♮.

Remark 3.4. In dimension two, the vorticity l can be identified with a scalar-valued function

l̃ = curl D = ★l = l12. Using (2.9), we find that

dl̃ + D · ∇l̃ dC + b: · ∇l̃ dZ:
C = 0. (3.9)

The scalar transport structure then implies that !?-norms of l̃ are conserved, which is used to

prove global well-posedness (see (3.14) in Theorem 3.9). In dimension three, the vorticityl can be

identified with a vector field l̂ = curl D = ♯ ★l = l2341 + l3142 + l1243. Applying (2.10), we get

dl̂ + [D, l̂] dC + [b: , l̂] dZ:
C = 0.
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Remark 3.5. In the vorticity equation, neither Lagrange multipliers, nor projections, appear. The

structure of the operators (i.e., (3.7)) imply that mean-free and exterior-derivative-free condition

is preserved by the dynamics. This fact plays an important role in the proof of Theorem 4.2 in

Section 4 in which we obtain a priori solution estimates of (RE) using the vorticity formulation.

More precisely, the linear hyperbolic symmetric structure of the operator in the rough part of (3.6)
enables us to develop an ‘equation’ for the ‘square’ l ⊗l. Unlike in the stochastic setting, there is

no Burkholder-Davis-Gundy inequality that can be used to estimate the rough integral, and thus we

make use of the method of unbounded rough drivers [BG17], and more precisely Theorem A.5 to

obtain remainder estimates for the equation and the ‘squared’ equation. It is not clear how to obtain

a priori estimates of (RE) directly due to the projection operators, or equivalently the presence

of the pressure and harmonic constant. As a consequence, altering the structure of the operator

appearing in the 3Z-term in (3.1) even in a multiplicative way directly impacts the structure of the

vorticity equation and prevents us from obtaining a priori solution estimates.

3.2 Statement of the main results

Recall that we always work under the assumption < ≥ <∗ := ⌊ 32 ⌋ + 2. Our first main results
establish local well-posedness and the existence of a maximally extended solution in �< of (RE).
Recall that sZ is the control of Z, which is defined in (2.11).

Theorem 3.6 (Local well-posedness). Assume that D0 ∈ �̊<
f and b ∈ (,<+2

f ) . For all )∗ > 0
satisfying

4�1 (1+sZ (0,)∗)))∗ < |D0 |−1
�<∗ , (3.10)

where �1 = �1(?, 3, |b |,<∗+2,∞) depends in an increasing way on |b |,<∗+2,∞ , there exists a unique

�<-solution D ∈ �F ([0, )∗]; �̊<
f ) ∩�?−var ([0, )∗]; �̊<−1

f ) of (RE) on the interval [0, )∗] satisfying

sup
C≤)∗

|DC |�<∗ ≤ 4�1 (1+sZ (0,)∗))

|D0 |−1
�<∗ − 4�1 (1+sZ (0,)∗)))∗

. (3.11)

Moreover, if< > <∗, there is a constant�2 = �2(?, 3, <, |b |,<+2,∞) which increases with |b |,<∗+2,∞ ,

such that

sup
C≤)∗

|DC |�< ≤
√

2 exp

(
�2

(∫ )∗

0
|∇DB |!∞ dB +sZ(0, )∗)

))
|D0 |�< . (3.12)

If b ∈ (,<+4,∞
f ) , then D ∈ � ([0, )∗]; �̊<

f ).

Corollary 3.7 (Maximally extended solution). Assume that D0 ∈ �̊<
f and b ∈ (,<+2

f ) . Then there

exists a unique maximally extended �<-solution D ∈ �F ([0, )max); �̊<
f ) ∩�?−var ([0, )max); �̊<−1

f )
of (RE) on the interval [0, )max). The time )max is uniquely specified by the property if )max < ∞,

then lim supC↑)max
|DC |�<∗ = ∞. If b ∈ (,<+4,∞

f ) , then D ∈ � ([0, )max); �̊<
f ).

The next theorem extends the Beale-Kato-Majda (BKM) blow-up criterion [BKM84].

Theorem 3.8 (BKM blow-up criterion). Assume that D0 ∈ �̊<
f and b ∈ (,<∗+4,∞

f ) if < = <∗ and

b ∈ (,<+2
f ) if < > <∗. Let D denote the maximally extended �<-solution of (RE) and l = dD♭
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denote its vorticity. Then there are constants �1 = �1(3, <) and �2 = �2(?, 3, <, |b |,<+2,∞)
depending in an increasing way on |b |,<+2,∞ such that for all ) < )max,

sup
C≤)

|DC |�< ≤ �1(1 + |D0 |�<) exp

(
�2 (1 +sZ(0, ))) exp

(
�2

∫ )

0
|lB |!∞ dB

))
. (3.13)

Moreover, )max < ∞ if and only if
∫ )max

0
|lC |!∞ dC = ∞.

In dimension two, we obtain global well-posedness.

Theorem 3.9 (Global well-posedness in 23). Let 3 = 2. Assume that D0 ∈ �̊<
f and b ∈ (,<+2

f ) .

Let D denote the maximally extended �<-solution and l̃ = curl D denote its scalar vorticity. Then

)max = ∞ and for all C ≥ 0 and ? ∈ [2,∞],

|l̃C |! ? = |l̃0 |! ? . (3.14)

Moreover, there are constants �1 = �1(<) and �2 = �2(?, <, |b |,<+2,∞) which increase with

|b |,<+2,∞ such that for all C ≥ 0

|DC |�< ≤ �1 (1 + |D0 |�<) exp (�2(1 +sZ(0, C)) exp (�2 |l̃0 |!∞C)) . (3.15)

The following corollary establishes continuity of the solution map with respect to the data.

Corollary 3.10 (Continuous dependence on data). Assume that D0 ∈ �̊<
f and b ∈ (,<+2

f ) .

Further, assume that {Z=}∞==1 converges to Z in C?−var
6 and that {(D=0, b

=)}∞==1 is bounded in

�̊<
f ×,<+2,∞

f and converges to (D0, b) in ¤!2
f × (,2,∞

f ) . Denote by D and {D=}∞
==1 the maximally

extended solutions corresponding to the data (D0, b,Z) and {(D=0, b
=,Z=)}∞==1, and let (@, ℎ) and

{(@=, ℎ=)}∞==1 denote the associated pressures and harmonic constants.

• If 3 = 2, then {D=}∞==1 converges to D in � ([0,∞); �̊<−n
f ) for any n > 0 and in the

weak-star topology of !∞([0,∞); �̊<
f ). Moreover, {(@=, ℎ=)}∞==1 converge to (@, ℎ) in

� ([0,∞); �̊<−2−n) ×� ([0,∞);R3) for any n > 0.

• If < > <∗, then for all ) < )max there exists an # ()) ∈ N such that {D=}∞
==# () ) converges

to D in � ([0, )]; �̊<−n
f ) for any n > 0 and in the weak-star topology of !∞([0, )]; �̊<

f ).
Moreover, {(@=, ℎ=)}∞

==# () ) converge to (@, ℎ) in � ([0, )]; �̊<−2−n) × � ([0, )];R3) for any

n > 0.

Remark 3.11 (Rough Navier-Stokes and inviscid limit). Let a > 0. In [HLN21], two of the authors

considered the rough Navier-Stokes system given by




dD + D · ∇D dC − £⊤b:D d/ :C = aΔD − d∇@C − dℎC , on [0, )] × T3,
div D = 0 on [0, )] × T3,∫
T3
D 3+ = 0,

∫
T3
@ 3+ = 0 on [0, )],

D = D0, @ = 0, ℎ = 0 on {0} × T3 .

for 3 ∈ {2, 3}. We showed that for arbitrarily given D0 ∈ �̊1
f, there exists a time )∗ =

)∗(3, sZ, |b |,3,∞) and a solution D ∈ !2([0, )∗]; �̊2
f) ∩ � ([0, )∗]; �̊1

f). In fact, the solution
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was not constrained to be mean-free in [HLN21], but the proof goes through in a simpler manner.

In dimension two, we also proved that there is a unique global solution of the Navier-Stokes system.

With minor changes in the present paper, we can derive the existence and uniqueness of a maximally

extended solution D ∈ !2([0, )max); �̊<+1
f ) ∩� ([0, )max); �̊<

f ) in any dimension 3 ≥ 2. Moreover,

if 3 = 2 or < > <∗, then for an arbitrarily given {a=}∞
==1 converging to zero, the corresponding

sequence of Navier-Stokes solutions {D=}∞==1 converges to the Euler solution in � ([0, )max); �̊<−n
f )

for any n > 0 and in the weak-star topology of !∞([0, )max); �̊<
f ).

3.2.1 Applications to stochastic partial differential equations

In what follows, we will discuss the Wong-Zakai approximation of Euler stochastic partial dif-
ferential equation (SPDE) driven by Brownian motion in dimension two. Let � = {�: } :=1
denote a collection of  -independent Brownian motions adapted to a filtered probability space
(O, F , F = {FC}C≥0, P) satisfying the usual conditions. In [CL19], it was shown that for every
F0-adapted initial velocity D0 ∈ �̊<−1

f , there exists a unique F-adapted process D̄ ∈ � ([0,∞); �̊<
f )

such that P-a.s. for all C ∈ [0,∞),

D̄C − D0 +
∫ C

0
%(D̄B · ∇D̄B) dB −

∫ C

0
%£⊤b: D̄B ◦ d�:B = 0, (3.16)

where equality is understood in !2 and the stochastic integral is understood in the Stratonovich
sense.

By Proposition 3.5 of [FH20], P-a.s., B = (X�,Bstrat) ∈ C?−var
6 (R+;R ), where for each

;, : ∈ {1, . . . ,  } and (B, C) ∈ Δ[0,∞) :

B
strat;;:
BC :=

∫ C

B
(�;A − �;B) ◦ d�:A .

By Proposition 3.6 of [FH20], the canonical lift of a dyadic piecewise-linear approximation {�=}∞==1
of the Brownian motion �, denoted by {B=}∞==1 = {(�=,B=)}∞==1 ∈ C1−var

6 (R+;R ), converges P-a.s.
to Z in C?−var

6 (R+;R ).
By Corollary 3.9, P-a.s., corresponding to the data (D0,B, b) and {(D0,B

=, b)}∞
==1, there exists

unique solutions D, {D=}∞==1 ∈ � ([0,∞), �̊<
f ) of (3.9). Owing to Corollary 3.10, the sequence

{D=}∞==1 converges to D in � ([0, )max); �̊<−n
f ) for any n > 0 and in the weak-star topology of

!∞([0,∞); �̊<
f ).

For every C ∈ R+, the map Z| [0,C] ∈ C?−var
6 ([0, C];R ) ↦→ D ∈ � ([0, C], �̊<−

f ) is continuous
and the map > ∈ O ↦→ B(>) | [0,C] ∈ C?−var

6 ([0, C];R ) is measurable. Thus, we conclude that
the composition of the two maps is measurable, and hence that the solution D is F-adapted. As
explained above (see (3.3)), P-a.s., for all C ∈ [0, )], we have

DC − D0 +
∫ C

0
%(DA · ∇DA) dA −

∫ C

0
%£⊤b:DB dB:

B = 0.

It can be shown (see, e.g., [FH20][Corollary 5.2]) that P-a.s. for all C ∈ [0, )],∫ C

0
%£⊤b:DB dB:

B =

∫ C

0
%£⊤b:DB ◦ d�:B .

Therefore, we obtain the following Wong-Zakai approximation result.
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Theorem 3.12 (Wong-Zakai approximation). The stochastic process D is indistinguishable from D̄,

and P-a.s., {D=}∞==1 converges to D in � ([0,∞); �̊<−n
f ) for any n > 0 and in the weak-star topology

of !∞([0,∞); �̊<
f ).

Remark 3.13 (Strook-Varadhan support theorem, large deviations principle, and random dynamical
system). As in [FH20][Section 9.3], using the continuity of the solution map, one can characterize

the support of the law of the SPDE (3.16) in� ([0, )max); �̊<−n
f ) for any n > 0 in terms of Cameron-

Martin space and prove a large deviations principle (making use of contraction principle) for

dD + %(D · ∇D) dC − n%£⊤b:D ◦ d�:C = 0,

which concerns small-noise deviations about solutions of the Euler system

mCD + %(D · ∇D) = 0.

Moreover, if the driving rough path Z ∈ C?−var
6 is a continuous ?-rough path cocycle as defined,

e.g., in [HLN21], then the 2�-system (RE) generates a continuous random dynamical system on

� ([0, )max); �̊<−n
f ) for any n > 0.

Remark 3.14 (Gaussian rough paths). Our main results also yield a solution theory in any dimen-

sion 3 ∈ {2, 3, . . . , } for a class of Euler SPDEs driven by fractional Brownian or more general

Gaussian processes transport noise. We refer the reader to [FH20] for more details about the

lifts of Gaussian processes to the space of geometric rough paths. In the introduction, we have

discussed potential applications of such models to stochastic parameterizations of sub-grid scales

of ideal fluids.

3.2.2 Critical points of the Clebsch and Hamilton-Pontryagin variational principles

Let U ∈ [ 1
3 ,

1
2) and Z ∈ CU−Hol

6 , which is defined in an analogous way to C?−var
6 . For an arbitrarily

given Fréchet space � and time ) > 0, denote by D/ ([0, )]; �) the space of of �-valued Z-
controlled rough paths on the interval [0, )]. We refer to [FH20, CHLN20] for precise definitions.

In [CHLN20], we introduced the Clebsch action functional

(ClbZ (D, (_@)3@=1, (0
@)3@=1) =

∫ )

0

1

2
|DC |2!2 dC +

3∑
@=1

(
_
@
C , d0

@
C + £DC0

@
C dC + £b:0

@
C dZ:

C

)
!2
,

defined for D ∈ �?−var ([0, )]; �̊∞
f ) and (_@)3

@=1, (0
@)3
@=1 ∈ DZ([0, )];�∞). We showed that critical

points are characterized by the following system of RPDEs:




dD − %£⊤D DdC − %£⊤b:DdZ:
C = 0, D = %(∑3

@=1 0
@∇_@),

d_ + £DDdC + £b:_dZ:
C = 0,

d0 + £D0dC + £b:0dZ:
C = 0.

We also introduced the Hamilton-Pontryagin action functional

(HPZ (D, q, _) =
∫ )

0

1

2
|DC |2!2 dC +

(
_C , dqC ◦ q−1

C − DC dC + b: dZ:
C

)
!2
, (3.17)

17



defined for

(D, _, q) ∈ �?−var ([0, )]; �̊∞
f ) × DZ([0, )]; �̊∞

f ) × DiffZ([0, )];T3).

The space DiffZ([0, )];T3) consists of all rough flows (i.e., diffeomorphisms on T3) {qC}C∈[0,) ]
(see [CHLN20]) of the form{

dq = E ◦ q dC + f: ◦ q dZ:
C , C ∈ (0, )],

q0 = id,

for some (E, f) ∈ �?−var([0, )]; �̊∞
f ) × �∞([0, )]; (�∞

f ) ). Moreover, for q ∈ DiffZ([0, )];T3),
the integral in (3.17) is defined by∫ )

0
〈_C , dqC ◦ q−1

C 〉 :=

∫ )

0
(_C , EC)!2 dC + (_C , fC)!2 dZ:

C .

We refer the reader to [CHLN20] for the specifics of how variations of DiffZ([0, )];T3) are defined.
In [CHLN20], we showed that if Z is truly rough (see [FH20][Definition 6.3), then (D, q, _) is a
critical point of (HPZ if and only if{

dD − %£⊤D DdC − %£⊤b:DdZ:
C = 0, D = _,

dq = D ◦ q dC + b: ◦ q dZ:
C .

In [CHLN20], we showed that critical points satisfy a Kelvin circulation balance law: for an
arbitrarily given smooth closed curve W ⊂ T3 and all C ∈ [0, )],

d

∮
qC (W)

D♭C =

∮
qC (W)

(dD♭C + £DCD
♭
C dC + £b:D

♭
C dZ:

C ) = 0.

Assume that D0 ∈ �̊∞
f and b ∈ (�̊∞

f ) . Denote by D ∈ �?−var ([0, )max); �̊∞
f ) the unique

maximally extended �∞-solution of (RE) and let ) < )max. Let {qC}C∈[0,) ] ∈ DiffZ([0, )];T3)
denote the rough flow (see, e.g., [BRS17, FH20, CHLN20]) satisfying{

dq = D ◦ q dC + b: ◦ q dZ:
C , C ∈ (0, )],

q0 = id .

It follows that (D, q, D) is a critical point of (HPZ provided Z is truly rough.
To show that we can construct a critical point of (ClbZ , we must find _ and 0 such that the

so-called Clebsch representation D♭ = %(∑3
@=1 0

@d_@) holds. Let _ = q−1 and 0 = D0 ◦ q−1. By
Theorem 3.3 in [CHLN20], we have{

d_ + £DDdC + £b:_dZ:
C = 0,

d0 + £D0dC + £b:0dZ:
C = 0.

Proceeding as in [DH20][Lemma 3] and applying the product rule for geometric rough paths (see,
e.g., [FH20, CHLN20]), it follows that E =

∑3
@=1 0

@d_@ satisfies the linear RPDE

dE − £⊤D E dC − £⊤b: E dZ:
C = 0.
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By virtue of identity (2.7), we find that Ē := %E ∈ �?−var([0, )]; �̊<
f ) is a solution of the constrained

(to the space of divergence and mean-free vector-fields) linear RPDE given by

dĒ − %£⊤E Ē dC − %£⊤b: Ē d/ :C = 0. (3.18)

As in Proposition 3.3, using the operators d♭ and BS we can establish an equivalence between
solutions of (3.18) and solutions of the unconstrained linear RPDE

dl̄ + £Dl̄ dC + £b: l̄ dZ:
C = 0.

Thus, by the uniqueness of solutions of unconstrained linear RPDEs (see, e.g., (4.12) in Theorem
4.4 or [BG17]), we can deduce uniqueness of solutions of (3.18). Since D also solves (2.7), and
hence (3.18), we deduce that

D = %
©«
3∑
@=1

0@∇_@ª®
¬
= %(∇q−1D0 ◦ q−1) ⇔ D♭ = %q∗D

♭
0, (3.19)

where with abuse of notation we denote by % ∈ L(�B(T3; (R3)∗);�B
X (T3; (R3) the corresponding

projection associated with the one-form Hodge decomposition (see Section 2.1.1). It follows that
(D, _, 0) is a critical point of (ClbZ . The above representation extends the well-known Weber
formula (see, e.g., [Con17]). Since the exterior derivative d is natural with the push-forward, we
also obtain the following representation of the vorticity two-form l = q∗l0.

4 A priori estimates

The goal of this section is to establish a priori estimates of remainders and solutions of (RE).

4.1 Remainder estimates

Theorem 4.1 (Remainder estimates). Let D be an �<-solution of (RE) on the interval [0, )] and

s` (B, C) :=
∫ C

B
|∇DA |!∞ |DA |�< dA, (B, C) ∈ Δ) . Then there exists a constant� = � (?, 3, <, |b |,<+2,∞)

which increases with |b |,<+2,∞ such that for all (B, C) ∈ Δ) with �sZ (B, C) ≤ 1, it holds that

|D%,♮ |
?

3
?

3 −var;[B,C];�<−3 ≤ �
(

sup
B≤A≤C

|DA |�<sZ(B, C)
3
? +s`(B, C)sZ(B, C)

1
?

)
.

Moreover, for all (B, C) ∈ Δ) with �sZ (B, C) +�s` (B, C) dA ≤ 1, it holds that

|D%,♯ |
?

2
?

2 −var;[B,C];�<−2 ≤ �
(
s` (B, C) + sup

B≤A≤C
|DA |�<sZ(B, C)

2
?

)

|D |?
?−var;[B,C];�<−1 ≤ �

(
s` (B, C) + sup

B≤A≤C
|DA |�<

(
s`(B, C)

1
? +sZ(B, C)

1
?

))
,

where

D
%,♯
BC := XDBC − %£⊤b:DB/

:
BC = −

∫ C

B
%(DA · ∇DA) dA + %£⊤b:%£⊤b;DBZ

;:
BC + D

%,♮
BC .

19



Proof. By Proposition 3.3, l = dD♭ ∈ !∞([0, )]; �̊<−1
d

) ∩ � ([0, )]; �̊<−4
d

) and

l
♮
BC = d♭D%,♮ = XlBC +

∫ C

B
£DAlA dA + £b:lB/

:
BC − £b:£b;lBZ

;:
BC , (B, C) ∈ Δ) , (4.1)

satisfies l♮ ∈ �
?

3 −var
2,loc ([0, )]; �̊<−4

d
). We recall that that for a vector-field E ∈ �<,

£El =
∑
8< 9

(E@mG@l8 9 + l@ 9mG8E@ + l8@mG 9 E@)48 ∧ 4 9 .

Moreover,

l
♯
BC = d♭D%,♯ = XlBC + £b:lB/

:
BC = −

∫ C

B
£DAlA dA + £b:£b;lBZ

;:
BC + l

♮
BC .

The strategy of the proof is as follows. We form a system of equations for l and its derivatives
up to order < − 1 of the form Definition A.4 and then apply Theorem A.5 and (2.4). Let I<−1 =

{∅} ∪ ∪<−1
==1 {1, . . . , 3}

=. For � = ∅, let |� | = 0 and for given � = (81, . . . , 8=) ∈ I<−1 define |� | = =.
For given � = (81, . . . , 8=) ∈ I<−1, define m � = mG81 ◦ · · · ◦ mG8= . Let �3,<−1 = ⊕<−1

==0 (Λ2(R3)∗)⊗= .
For given = ∈ {0, 1, 2, 3}, let �= = �=(T3; �3,<−1). It follows that (�=)3==0 is a scale with a

smoothing (see Section 2.1) �[ = %≤⌊[−1⌋ , [ ∈ (0, 1), in the sense of Definitions A.1 and A.3. For
a given function Φ ∈ �=, 8, 9 ∈ {1, . . . , 3} with 8 < 9 , and � ∈ I<−1, denote by Φ�

8 9 its (�, 8 9)-th
component.

Define Ω ∈ !∞([0, )]; �−0) ∩ � ([0, )]; �−3) by Ω� = m �l and Ω♮ ∈ �
?

3 −var
2,loc ([0, )]; �−3) by

Ω� = m �l♮ for � ∈ I<−1.
Applying the weak derivative operators m � to (4.1), we find that for all (B, C) ∈ Δ) and Φ ∈ �3,

〈Ω♮
BC ,Φ〉 = 〈XΩBC ,Φ〉 + 〈`BC ,Φ〉 + 〈ΩB, [�1,∗

BC + �2,∗
BC ]Φ〉,

where

• 〈`BC ,Φ〉 :=
∑
�∈I<−1

∫ C

B

(
(m � [£DAlA] − D

@
A mG@m

�lA ,Φ
�)!2 + (D@A m �lA , mG@Φ�)!2

)
dA,

• �1
BCΦ :=

(
b
@
:
mG@Φ + a<

:
Φ

)
/ :BC ,

• �2
BCΦ := −

((
b
@
:
mG@ + a<:

) (
b
@
;
mG@ + a<;

)
Φ

)
Z
;:
BC ,

and where for each : ∈ {1, . . . ,  }, a<
:

: T3 → L(�3,<−1; �3,<−1) is implicitly and inductively
defined as follows: for 8, 9 ∈ {1, . . . , 3},

(a<: Φ)∅8 9 = Φ∅
@ 9mG8b

@
:
+Φ∅

8@mG 9 b
@
:
,

and for � ∈ I<−1 with |� | < < − 1,

mG; [b
@
:
mG@Φ + a<: Φ] �8 9 = b

@
:
mG@Φ

(�,;)
8 9 + (mG;b

9
:
)Φ(�, 9)

8 9 + ((mG;a<: )Φ) �8 9 + (a<: mG;Φ) �8 9
= b

@
:
mG@Φ

(�,;)
8 9 + (a<: Φ) (�,;)8 9 .
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Consequently, the components of the a<
:

depend only at most < derivatives of b: . In order to
apply Theorem A.5, we need to show that the pair A = (�1, �2) is an unbounded rough driver (see
Definition A.2) in the scale (�=) and that we have control of the non-linearity ` in �−1 in the sense
of (A.4).

Since Z satisfies Chen’s relation (i.e., (2.1)), (A.2) holds for A. Moreover, for all Φ ∈ �3 and
(B, C) ∈ Δ) , it holds that

�1,∗
BC Φ = (−b: · ∇Φ + a<,⊤

:
Φ)/ :BC ,

|�1,∗
BC Φ|�=

.3,< |b |,<+=,∞ |Φ|�=+1sZ(B, C)
1
? , ∀= ∈ {0, 2},

|�2,∗
BC Φ|�=

.3,< |b |2
,<+1+=,∞ |Φ|�=+2sZ(B, C)

2
? , ∀= ∈ {0, 1}.

Thus, A is an unbounded rough driver in the scale (�=).
We will now show that (A.4) holds for `. For all � ∈ I<−1, we have

m � [£Dl] − D@mG@m �l = m � [D@mG@l] − D@mG@m �l + m � [l@ 9mG8D@ + l8@mG 9D@] .

Applying (2.1), (2.2), and (2.4), we get∑
�∈I<−1

|m � [£Dl] − D@mG@m �l |!2 .3,< |∇D |!∞ |l |�<−1 + |D |�< |l |!∞ .3,< |∇D |!∞ |l |�<−1 . (4.2)

Using (4.2) and Poincare’s inequality, we find that there exists � = � (3, <) such that for all
(B, C) ∈ Δ) ,

|`BC |�−1 ≤ �
∫ C

B
|∇DA |!∞ |lA |�<−1 dA.

Therefore, in the sense of Definition A.4, Ω is a solution of

dΩ + `(dC) + A(dC)Ω = 0.

We complete the proof by invoking Theorem A.5 and (2.4). �

4.2 Solution estimates

We will now present the main solution estimates that we will use to prove local existence and
establish the BKM blow-up criteria.

Theorem 4.2 (Solution estimates). Let D be an �<-solution of (RE) on the interval [0, )]. Then

for all <′ ∈ N0 such that 1 ≤ <′ ≤ < − 2, there are constants �1 = �1 (3, <′) and � =

� (?, 3, <′, |b |,<′+2,∞) depending in an increasing way on |b |,<′+2,∞ such that

sup
C≤)

|DC |�<′ ≤
√

2 exp

(
�

(∫ )

0
|∇DA |!∞ dA +sZ(0, ))

))
|D0 |�<′ (4.3)

sup
C≤)

|DC |�<′ ≤ �1(1 + |D0 |�<′ ) exp

(
� (1 +sZ(0, ))) exp

(
�

∫ )

0
|lA |!∞ dA

))
. (4.4)
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If <∗ ≤ <′ ≤ < − 2, then for all )∗ ∈ [0, )] satisfying

4� (1+sZ (0,)∗)))∗ < |D0 |−1
�<′ ,

it holds that

sup
C≤)∗

|DC |�<′ ≤ 4� (1+sZ (0,)∗))

|D0 |−1
�<′ − 4� (1+sZ (0,)∗)))∗

. (4.5)

Proof. Using the notation of the proof of Theorem 4.1, we let

Ω = (m �l)�∈I<′−1
∈ !∞([0, )];�2(T3 ; �3,<′−1) ∩� ([0, )];�−1(T3; �3,<′−1)),

Ω♮ = (m �l♮)�∈I<′−1
∈ �

?

3 −var

2,loc ([0, )];�−1(T3; �3,<′−1)),
and

Ω♯ = (m �l♯)�∈I<′−1
∈ �

?

2 −var
2,loc ([0, )]; !2(T3 ; �3,<′−1)).

Here we have used the worst possible regularity at <′ = < − 2.
For given = ∈ {0, 1, 2, 3}, let �= = ,=,∞(T3 ; �3,<′−1 ⊗ �3,<′−1). Let d : R3 → R denote a

non-negative radially symmetric function with support in the unit ball that integrates to one. For [ ∈
(0, 1), let d[ = [−3d( ·[ ) and define the smoothing operator �[ : �0 → �∞(T3 ; �3,<′−1 ⊗ �3,<′−1)
by �[Φ = Φ ∗ d[ =

∫
R3
d[ (H)Φ(· − H)3+ . It follows that (�=)3==0 is a scale with smoothing (see

Section 2.1) �[ = d[∗, [ ∈ (0, 1), in the sense of Definitions A.1 and A.3. For Φ ∈ �3 and
: ∈ {1, . . . ,  }, denote

!b:Φ = b
@
:
mG@Φ + a<′

: Φ,

where a<
′

:
is defined as in the proof of Theorem 4.1.

In order to obtain the desired estimates, we will proceed as follows. First, we will write down
an unbounded rough driver equation (Definition A.4) for

Ω⊗2 = Ω ⊗ Ω ∈ !∞([0, )]; �−0) ∩ �?−var ([0, )]; �−3).

Second, we will apply Theorem A.5 to obtain a bound on the associated remainder term Ω⊗2,♮.
In the final step, we will test against a Φ = I such that 〈Ω ⊗ Ω, I〉 = |l |2

�<′−1 and apply rough
Gronwall’s lemma (i.e., Lemma B.1) to obtain two solution estimates; one of which is use for local
existence and other of which is used to derive the BKM blow-up criterion.

For arbitrarily given "1, "2 ∈ �3,<′−1, denote "1⊗̂"2 = 2−1("1 ⊗"2 +"2 ⊗"1). Note that
since Z is geometric, we have that for all :, ; ∈ {1, . . . ,  },

!b:ΩB ⊗ !b;ΩB/
:
BC/

;
BC = !b:ΩB ⊗ !b;ΩB (Z;:BC + Z:;BC ) = 2!b:ΩB⊗̂!b;ΩBZ

;:
BC . (4.6)

We will need to the following fact. The pointwise tensor product of smooth functions extends
canonically to a continuous bilinear map

⊗ : �1(T3 ; �3,<′−1) × �−1(T3; �3,<′−1) → �−1.

Moreover, for all 5 ∈ �1(T3 ; �3,<′−1), 6 ∈ �−1(T3; �3,<′−1), and Φ ∈ �1,

〈 5 ⊗ 6,Φ〉 := 〈6, ( 5 ,Φ)�3,<′−1
〉. (4.7)
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Applying (4.7) and (4.6), we find that for all Φ ∈ �1 and (B, C) ∈ Δ) ,

〈XΩ⊗2
BC ,Φ〉 = 2〈ΩB⊗̂XΩBC ,Φ〉 + 〈XΩBC ⊗ XΩBC ,Φ〉

= −〈MBC ,Φ〉 − 2〈ΩB ⊗̂!b:ΩB,Φ〉/ :BC
+ 2〈ΩB⊗̂!b: !b;ΩB + !b:lB⊗̂!b;lB,Φ〉Z;:BC + 〈Ω⊗2,♮

BC ,Φ〉
= −〈MBC ,Φ〉 − 〈Ω⊗2

B , [Γ1,∗
BC + Γ

2,∗
BC ]Φ〉 + 〈Ω⊗2,♮

BC ,Φ〉, (4.8)

where

〈MBC ,Φ〉 :=
∑

�,�∈I<′−1

∫ C

B
〈m � [£DAlA] ⊗ m�lA + m �lA ⊗ m� [£DAlA],Φ��〉 dA,

Γ1Φ := (b@
:
mG@Φ + 2(a<′

: ⊗̂ id)Φ)/ :BC ,
Γ2Φ := −(b@

:
mG@ + 2a<

′

: ⊗̂ id)(b@
;
mG@ + 2a<

′

; ⊗̂ id)ΦZ;:BC ,

〈Ω⊗2,♮
BC ,Φ〉 := 2〈ΩB ⊗̂Ω♮

BC ,Φ〉 +
∑

�,�∈I<′−1

∫ C

B
〈m � [£DAlA] ⊗ m�XlAB + m �XlAB ⊗ m� [£DAlA],Φ��〉 dA

+ 〈Ω♯
BC ⊗ XΩBC ,Φ〉 + 〈!b:ΩB/

:
BC ⊗ Ω

♯
BC ,Φ〉.

Here, 2a<
′

:
⊗̂ id : T3 → L(�3,<′−1 ⊗ �3,<′−1; �3,<′−1 ⊗ �3,<′−1) is the unique linear map induced

by the bi-linear map 2a<
′

:
(G)⊗̂ id : �3,<′−1 × �3,<′−1 → �3,<′−1 ⊗ �3,<′−1, G ∈ T3 , defined for

given ("1, "2) ∈ �3,<′−1 × �3,<′−1 by

(2a<′

: (G)⊗̂ id)("1, "2) = a<
′

: (G)"1 ⊗ "2 + "1 ⊗ a<
′

: (G)"2.

We will now obtain control over the drift. Proceeding as in (4.2), we find that∑
�∈I<′−1

|m � [£Dl] − D@mG@m �l |!2 .3,< |∇D |!∞ |l |�<′−1 . (4.9)

Using (4.9) and Poincare’s inequality, we find that there exists a constant� = � (3, <) such that for
all Φ ∈ �1 and (B, C) ∈ Δ) ,

〈MBC ,Φ〉 =
∑

�,�∈I<′−1

∫ C

B
〈
(
m � [£DAlA] − D@mG@m �lA

)
⊗ m�lA ,Φ��〉 dA

+
∑

�,�∈I<′−1

∫ C

B
〈m �lA ⊗

(
m� [£DAlA] − D

@
A mG@m

�lA

)
,Φ��〉 dA

−
∑

�,�∈I<′−1

∫ C

B
〈D@A (m �lA ⊗ m�lA), mG@Φ��〉 dA

≤ � |Φ|�1

∫ C

B
|∇DA |!∞ |lA |2�<′−1 dA.

Claim (Verification of ‘squared’ remainder). We have Ω⊗2,♮ ∈ �
?

3 −var
2,loc ([0, )]; �−1).
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Proof. We will proceed by estimating term-by-term. By the embeddings �2 ⊗ �1 ↩→ �−1 and
!1 ⊗ !1 ↩→ !2, we find that there is a constant � = � (3, <′, |b |,<′,∞) such that for all (B, C) ∈ Δ) ,

|ΩB⊗̂Ω♮
BC |�−1 ≤ sup

A≤)
|Ω<′
A |�2 |Ω♮

BC |
?

3
?

3 −var;[B,C];�−1 ,

|Ω♯
BC ⊗ XΩBC |!1 ≤ |Ω♯

BC |
?

2
?

2 −var;[B,C];!2 |ΩBC |??−var;[B,C];!2 ,

|£b:ΩB/
:
BC ⊗ Ω

♯
BC |!1 ≤ � sup

A≤)
|ΩA |�1sZ(B, C)

1
? |Ω♯

BC |
?

2
?

2 −var;[B,C];!2 ,

Upon using the decomposition

〈m � [£DAlA] ⊗ m�XlAB,Φ��〉 = 〈
(
m � [£DAlA] − D

@
A mG@m

�lA

)
⊗ m�XlAB,Φ��〉

− 〈D@A m �lA ⊗ mG@m�XlAB,Φ��〉 − 〈D@A m �lA ⊗ m�XlAB, mG@Φ��〉

in (4.9) and applying Poincare’s inequality, we find that for all Φ ∈ �1 and (B, C) ∈ Δ) ,∑
�,�∈I<′−1

∫ C

B
〈m � [£DAlA] ⊗ m�XlAB + m �XlAB ⊗ m� [£DAlA],Φ��〉 dA

.3,< |Φ|�1 |l |?−var;[B,C];�<′

∫ C

B
|∇DA |!∞ |lA |�<′−1 dA.

We then complete the proof by using the property that a product of powers of regular controls
whose powers sum to greater than or equal to one is a control (see, e.g., [FV10][Ex. 1.9]. �

One can easily check that the pair� = (Γ1, Γ2) is an unbounded rough driver in the scale (�=) and
that (A.1) holds withs�(B, C) := �sZ (B, C), (B, C) ∈ Δ) , for a given constant� = � (3, <, |b |,<′+2,∞)
that depends in an increasing way on |b |,<′+2 . Therefore, Ω⊗2 is a solution of

dΩ⊗2 +M(dC) + �(dC)Ω⊗2 = 0

in the sense of Definition A.4. Thus, by Theorem A.5, there is a constant� = � (?, 3, <′, |b |,<′+2,∞)
depending in an increasing way on |b |,<′+2,∞ and a constant ! = !(?) such that for all (B, C) ∈ Δ)
with s� (B, C) ≤ ! it holds that

|Ω⊗2,♮ |
?

3
?

3 −var;[B,C];�−3
≤ �

(
sup
B≤A≤C

|lA |2�<′−1sZ(B, C)
3
? +

∫ C

B
|∇DA |!∞ |lA |2�<′−1 dAsZ(B, C)

1
?

)
. (4.10)

Let I ∈ �3,<′−1 ⊗ �3,<′−1 be such that 〈Ω ⊗ Ω, I〉 = |l |2
�<′−1 . Henceforth, let � =

� (?, 3, <′, |b |,<′+2,∞) denote a constant which increases with |b |,<′+2,∞ and, thus, may change
from line to line. Letting Φ = I in (4.8), we find that for all (B, C) ∈ Δ) ,

X(|l |2
�<′−1)BC = −2

∑
�∈I<′−1

∫ C

B
〈m � [£DAlA], m �lA〉 dA + 〈Ω⊗2

B , [Γ1,∗
BC + Γ

2,∗
BC ]I〉 + 〈Ω⊗2,♮

BC , I〉.

It follows from (4.10) and the fact that � is an unbounded rough driver that for all (B, C) ∈ Δ) with
s� (B, C) ≤ ! ∧ 1,

X(|l |2
�<′−1)BC ≤ �

(∫ C

B
|∇DA |!∞ |lA |2�<′−1 dA + sup

B≤A≤C
|lA |2�<′−1sZ(B, C)

1
?

)
. (4.11)
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Upon applying rough Gronwall’s lemma (i.e., Lemma B.1) and (2.4), we obtain (4.3). For C ∈ [0, )],
define HC = ln(4+ |DC |�<′ ). By virtue of the inequality (2.5) and (4.3), we have that for all C ∈ [0, )],

HC ≤ ln(
√

2H0) + �sZ (0, C) +�
∫ C

0
|lA |!∞HA dA.

By using Gronwall’s inequality, we find that for all C ∈ [0, )],

HC ≤
(
ln(

√
2H0) +�sZ (0, C)

)
exp

(
�

∫ C

0
|lA |!∞ dA

)
,

and hence (4.4) holds.
Returning to (4.11) and applying the Sobolev embedding and (2.4) with <′ > <∗, we find that

for all (B, C) ∈ Δ) with s� (B, C) ≤ ! ∧ 1,

X(|l |2
�<′−1)BC ≤ �

(∫ C

B
|lA |3�<′−1 dA + sup

B≤A≤C
|lA |2�<′−1sZ(B, C)

1
?

)
.

Applying rough Gronwall’s lemma implies that, for all C ∈ [0, )] and C′ > C,

|lC |2�<′−1 ≤ 4� (1+sZ (0,C′))
(
|l0 |2�<′−1 +

∫ C

0
|lA |3�<′−1 dA

)
=: HC .

It follows that for all C ∈ [0, )] and C′ > C, one has

d

dC
H
− 1

2
C = −2−14� (1+sZ (0,C′))

(
H
− 1

2
C |lA |�<′−1

)3

≥ −2−14� (1+sZ (0,C′)) ,

which implies

H
− 1

2
C ≥ exp−

�
2 (1+sZ (0,C′)) |l0 |−1

�<′−1 − 2−14� (1+sZ (0,C′)C .

Therefore, upon letting C′ ↓ C and applying (2.4), we obtain (4.5). �

Remark 4.3. In [BG17], the method of doubling of variables was used to derive solution estimates

and prove uniqueness for linear rough transport equations. The remainder term for a linear rough

transport equations can only be expected to belong to �−3 if its initial condition belongs to !2.

Thus, more care is needed to derive solution estimates and uniqueness since it is not possible,

at least directly, to test the equation against the solution. In our setting, we can avoid doubling

variables and obtain solution estimates by smoothing (e.g., the path and/or the initial condition

and b) at the expense of having to assume b slightly more regular whenever we need continuity in

time in the highest norm is needed. In particular, we prove uniqueness by considering differences

only in the !2-norm and not the highest norm.

4.3 Difference estimates and uniqueness

The following theorem establishes a priori estimates of the difference of �<-solutions in the
�1-norm and �<-norm.
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Theorem 4.4 (Difference estimates and uniqueness). Let D1 and D2 be �<-solutions of (RE) on

the interval [0, )] with the same data (Z, b) ∈ �?−var
6 (R+;R ) × (,<+2,∞) starting from D1

0 and

D2
0, respectively. Then there is a constant � = � (?, 3, |b |,3,∞) such that

sup
C≤)

|D1
C − D2

C |�1 ≤
√

2 exp

(
�

(∫ )

0

(
|D1
A |�<∗ + |D2

A |�<∗

)
dA +sZ(0, ))

))
|D1

0 − D
2
0 |�1 . (4.12)

If <∗ ≤ <′ ≤ < − 2, then there is a constant � = � (?, 3, <′, |b |,<′+2,∞) such that

sup
C≤)

|D1
C − D2

C |�<′ ≤
√
@<′ ()) |D1

0 − D2
0 |�<′ + )@<′ ()) |D1

0 − D2
0 |�<∗−1 |D1

0 |�<′+1 . (4.13)

where

@<′ ()) :=
√

2 exp

(
�

(∫ )

0

(
|D1
A |�<∗ + |D2

A |�<′

)
dA +sZ(0, ))

))
.

Proof. Let D = D1 − D2 and l = l1 − l2. We will adopt the notation of the proof of Theorem 4.2
and consider<′ ∈ {1, <∗−1}∪ {<∗, <∗+1, . . .}. For = ∈ {0, 1, 2, 3}, let �= =,=,∞(T3; �3,<′−1 ⊗
�3,<′−1). By the analysis in the proof of Theorem 4.2, we have that

Ω⊗2 := Ω1,⊗2 − Ω2,⊗2 ∈ !∞([0, )]; �−0) ∩�?−var ([0, )]; �−3)

and
Ω⊗2,♮ = Ω1,⊗2,♮ −Ω2,⊗2,♮ ∈ �

?

3 −var

2,loc ([0, )]; �−1)
satisfy for all Φ ∈ �1 and (B, C) ∈ Δ) ,

〈Ω⊗2,♮
BC ,Φ〉 = 〈XΩ⊗2

BC ,Φ〉 + 〈NBC ,Φ〉 + 〈Ω⊗2
B , [Γ1,∗

BC + Γ
2,∗
BC ]Φ〉,

where

〈NBC ,Φ〉 :=
∑

�,�∈I<′−1

∫ C

B
〈m � [£DAl1

A ] ⊗ m�lA + m �lA ⊗ m� [£DAl1
A ],Φ��〉 dA

+
∑

�,�∈I<′−1

∫ C

B
〈
(
m � [£D2

A
lA] − D2,@

A mG@m
�lA

)
⊗ m�lA ,Φ��〉 dA

+
∑

�,�∈I<′−1

∫ C

B
〈m �lA ⊗

(
m� [£D2

A
lA] − D2,@

A mG@m
�lA

)
,Φ��〉 dA

−
∑

�,�∈I<′−1

∫ C

B
〈D2,@
A m �lA ⊗ m�lA , mG@Φ��〉 dA.

For all 5 ∈ �1 and 6 ∈ �B with B > 3
2 − 1, the Sobolev embedding (see, e.g., [BO13]) implies that

| 5 6 |!2 .3,B | 5 |�1 |6 |�B . (4.14)

If <′ = 1, then using (4.14) and (2.1), we find

|£Dl1 |!2 .3 |D |�1 |l1 |�<∗−1 + |∇D |!2 |l1 |!2 .3 |l |!2 |D1 |�<∗
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|£D2l − D2 · ∇l |!2 .3 |∇D2 |!∞ |l |!2 .3 |l |!2 |D2 |�<∗ .

Making use of (2.1) and (2.4), we obtain

∑
�∈I<′−1

|m � [£Dl1] |!2 .3,<′

<′−1∑
;=0

(
| |�;D | |�<′−;l1 | |!2 + ||�;+1D | |�<′−1−;l1 | |!2

)

.3,<′ |D |!∞ |l1 |�<′ + |l1 |!∞ |D |<′

.3,<′

{
|l |�<′−1 |D1 |�<∗ if <′ = <∗ − 1,

|l |�<∗−2 |D1 |�<′+1 + |l |�<′−1 |D1 |�<∗ if <′ ≥ <∗,

and

∑
�∈I<′−1

|m � [£D2l] − D2,@mG@m
�l |!2 .3,<′

<′−1∑
;=1

| |�;D2 | |�<′−;l | |!2 +
<′−1∑
;=0

| |�;+1D2 | |�<′−1−;l | |!2

.3,<′

{∑<′−1
;=0 | |�;∇D2 | |�<′−;D | |!2 if <′ = <∗ − 1,∑<′−1
;=0 | |�;∇D2 | |�<′−1−;l | |!2 if <′ ≥ <∗,

.3,<′

{
|∇D2 |!∞ |D |�<′ + |D |!∞ |D2 |�<∗ if <′ = <∗ − 1,

|∇D2 |!∞ |l |�<′−1 + |l |!∞ |D2 |�<′ if <′ ≥ <∗,

.3,<′ |l |�<′−1 |D2 |�<∗ .

Putting it all together and using |D2 |!∞ .3 |D2 |�<∗ , we get that there exists a constant � = � (3, <′)
such that for all (B, C) ∈ Δ) ,

|N<′
BC |�−1 ≤ �




∫ C

B
|lA |2!2

(
|D1
A |�<∗ + |D2

A |�<∗
)
dA if <′ = 1,∫ C

B
|lA |2�<′−2

(
|D1
A |�<∗ + |D2

A |�<∗
)
dA if <′ = <∗ − 1,∫ C

B
|lA |�<′−1 |lA |�<∗−2 |D1

A |�<′+1 + |lA |2�<′−1

(
|D1
A |�<∗ + |D2

A |�<′
)

dA if <′ ≥ <∗,

=: sN<′ (B, C).

Therefore, Ω⊗2 is a solution of

dΩ⊗2 + N (dC) + �(dC)Ω⊗2 = 0

in the sense of Definition A.4. Owing to Theorem A.5, there is a constant� = � (?, 3, <, |b |,<′+2,∞)
depending in an increasing way on |b |,<′+2,∞ and a constant ! = !(?) such that for all (B, C) ∈ Δ)
with s� (B, C) ≤ ! it holds that

|Ω⊗2,♮ |
?

3
?

3 −var;[B,C];�−3
≤ �

(
sup
B≤A≤C

|lA |2�<′−1sZ(B, C)
3
? +sN<′ (B, C)sZ(B, C)

1
?

)
.

Henceforth, let � = � (?, 3, <, |b |,<′+2,∞) denote a constant depending in an increasing way on
|b |,<′+2,∞ that may change from line to line. Letting Φ = I in (4.8) as in the proof of Theorem 4.2,
we get that for all (B, C) ∈ Δ) ,

X(|l |2
�<′−1)BC ≤ −2

∑
�∈I<′−1

∫ C

B
〈m � [£DAl1

A + £D2
A
lA], m �lA〉 dA + 〈Ω⊗2

B , [Γ1,∗
BC + Γ

2,∗
BC ]I〉 + 〈Ω⊗2,♮

BC , I〉.
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Thus, if <′ ∈ {1, <∗ − 1}, then for all (B, C) ∈ Δ) with s� (B, C) ≤ ! ∧ 1 , we have

X(|l |2
�<′−1)BC ≤ �

∫ C

B
|lA |2�<′−1−2

(
|D1
A |�<∗ + |D2

A |�<∗

)
dA +� sup

B≤A≤C
|lA |2�<′−1sZ(B, C)

1
? .

Applying Lemma B.1, we get

sup
C≤)

|l1
C −l2

C |�<′−1 ≤
√

2 exp

(
�

(∫ )

0

(
|D1
A |�<∗ + |D2

A |�<∗

)
dA +sZ(0, ))

))
|l1

0−l2
0 |�<′−1 , (4.15)

and hence (4.12) follows from (2.4).
If <′ ≥ <∗, then for all (B, C) ∈ Δ) with s� (B, C) ≤ ! ∧ 1 ,

X(|l |2
�<′−1)BC ≤ �

∫ C

B

(
|lA |�<′−1 |lA |�<∗−2 |D1

A |�<′+1 + |lA |2�<′−1

(
|D1
A |�<∗ + |D2

A |�<′

))
dA

+ � sup
B≤A≤C

|lA |2�<′−1sZ(B, C)
1
? .

Using Lemma B.1, (4.3), and (4.15), we obtain that for all C ∈ [0, )] and C′ > C,

|lC |2�<′−1 ≤ @<′ (C′)
(
|l0 |2�<′−1 + |l0 |�<∗−2 |l1

0 |�<∗−1

∫ C

0
|lA |�<′−1 dA

)
,

where

@<′ (C′) :=
√

2 exp

(
�

(∫ C′

0

(
|D1
A |�<∗ + |D2

A |�<′

)
dA +sZ(0, C′)

))
.

Thus, letting C′ ↓ C, we find that for all C ∈ [0, )],

|l1
C − l2

C |�<′ ≤
√
@<′ (C)|l1

0 − l
2
0 |�<′ + C@<′ (C) |l1

0 − l
2
0 |�<∗−2 |l1

0 |�<′+1 ,

which yields (4.13). �

5 Local well-posedness (Proof of Theorem 3.6)

Proof of Theorem 3.6. There exists a sequence {(D=0,Z
=, b=)}∞

==1 ∈ �̊∞
f ×�1−var

6 × (�∞
f ) such that

for all = ∈ N, Z= = (XI=,Z=) is the canonical lift of a I ∈ �∞(R+;R ), {(D=0,Z
=, b=)}∞

==1 converges
to (D0,Z, b) in �<

f × �?−var
6 ×,<+1,∞, and for all = ∈ N,

|D=0 |�< ≤ |D0 |�< , |b= |,<+2,∞ ≤ |b |,<+2,∞, sZ= (B, C) ≤ 1 +sZ(B, C), ∀(B, C) ∈ Δ[0,∞) . (5.1)

For all = ∈ N, there exists a maximally extended solution D= ∈ �1 ([0, )=max); �̊∞
f ) of{

dD= + %(D= · ∇D=)dC − %£⊤b=
:

D=dI=,:C = 0 on (0, )=max) × T3 ,
D= = D=0 on {0} × T3

(5.2)
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such that if )=max < ∞, then lim supC↑)=
max

|D=C |�<∗ = ∞.2 Integrating (5.2) over an arbitrary interval

[B, C] ⊂ [0, )=max) and then substituting the equation into the d/=,: -integral twice, we obtain

D
=,%,♮
BC = XD=BC +

∫ C

B
%(D=A · ∇D=A ) dA − %£⊤b=

:
D=B/

=,:
BC − %[£⊤b=

:
%[£⊤b=

;
D=B ]]Z=,;:BC , (5.3)

where

D
=,%,♮
BC := −

∫
B<C2<C1<C

%£⊤b=
:
%D=C2 · ∇D

=
C2

dC2 dI=,:C1 −
∫
B<C3<C2<C1<C

%£b=
:
%£⊤b=

;
%(D=C3 · ∇D

=
C3
)dC3 dI=,;C2 dI=,:C1

+
∫
B<C3<C2<C1<C

%£⊤b=
:
%£⊤b=

;
%£⊤b=@D

=
C3

dI=,@C3 dI=,;C2 dI=,:C1 .

and hence D=,%,♮ ∈ �
?

3 −var
2,loc ([0, )=max); �̊∞

f ). In particular, D= is a �<+2-solution of (5.3) on the
interval [0, )=max) in the sense of Definition 3.1.

By virtue of (5.1) and Theorem 4.2, there are constants �1 = �1(?, 3, <, |b |,<∗+2,∞) depending
in an increasing way on |b |,<∗+2,∞ and constant �2 = �2(?, 3, <, |b |,<+2,∞) such that for all
)∗ < )=max satisfying

4�1 (1+sZ (0,)∗)))∗ < |D0 |−1
�<∗ ,

it holds that for all = ∈ N,

sup
C≤)∗

|D=C |�<∗ ≤ 4�1 (1+sZ (0,)∗))

|D=0 |
−1
�<∗ − 4�1 (1+sZ (0,)∗)))∗

, (5.4)

sup
C≤)∗

|D=C |�< ≤
√

2 exp

(
�2

(∫ )∗

0
|∇D=B |!∞ dA +sZ(0, )∗)

))
|D0 |�< (5.5)

≤
√

2 exp

(
�2

(∫ )∗

0
|D=B |�<∗ dA +sZ(0, )∗)

))
|D0 |�< .

Furthermore, by Theorem 4.1, there exists a constant � = � (?, 3, <, |b |,<+2,∞) such that for all
(B, C) ∈ Δ)∗ with �sZ(B, C) ≤ 1, it holds that

|D=,%,♮ |
?

3
?

3 −var;[B,C];�<−3 ≤ �
(

sup
B≤A≤C

|D=A |�<sZ(B, C)
3
? +

∫ C

B
|D=A |2�< dAsZ(B, C)

1
?

)

2Indeed, to see this, for given # ∈ N, consider the equation{
mCD

# ,= + %%≤# (%≤# D# ,= · ∇%≤# D# ) − %%≤# (£⊤b:%≤# D# ,=) ¤I=,:C = 0 on (0,∞) × T3,
D# = %≤# D0 on {0} × T3 .

One may then derive solution estimates independent of # but dependent on
∫ C

0
| ¤I= | dC as in [Ber01][Chapter 3] or

[BCD11][Chapter 7]. We are not able to derive priori estimates independent of # and = jointly because the presence
of the projection %≤# prohibits us from deriving the unbounded rough driver equation (i.e. Definition A.4) for
m�l

# ,= ⊗ m�l# ,=, and hence applying Theorem A.5 to derive solution estimates independent of = as in the proof of
Theorem 4.2. For fixed = ∈ N, one passes to the limit as # → ∞ and establishes all other solution properties (e.g.,
BKM blow-up criterion) as in [Ber01][Chapter 3] or [BCD11][Chapter 7] or as detailed below for the rough version of
the equation.
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and for all (B, C) ∈ Δ) with �sZ (B, C) +�
∫ C

B
|D=A |2�< dA ≤ 1, it holds that

|D= |?
?−var;[B,C];�<−1 ≤ �

(∫ C

B
|D=A |2�< dA + sup

B≤A≤C
|DA |�<

((∫ C

B
|D=A |2�< dA

) 1
?

+sZ(B, C)
1
?

))
.

We deduce that {D=}∞==1 is bounded in !∞([0, )∗]; �̊<
f ) ∩ �?−var ([0, )∗]; �̊<−1

f ). In particular,
{D=}∞==1 is equicontinuous in �̊<−1

f . For all n > 0, there exists a \ ∈ (0, 1) such that for all
(B, C) ∈ [0, )∗]2,

|D=C − D=B |�<−n .3,< |D=C − D=B |\�<−1 sup
C≤)∗

|D=C |1−\�< ,

which implies that the sequence {D=}∞
==1 is equicontinuous in �<−n . Moreover, by virtue of

the boundedness of {D=}∞
==1 in !∞([0, )∗]; �̊<

f ) and the compactness of �< in �<−n , the gener-
alized Arzelá-Ascoli theorem implies that there exists a subsequence {D= 9 } that converges to D
in � ([0, )∗]; �̊<−n

f ) for any n > 0. Moreover, we may extract a further subsequence, also de-
noted by {D= 9 } that converges to D in the weak-star topology of !∞([0, )∗]; �̊<

f ). Furthermore,
D ∈ �?−var ([0, )∗]; �̊<−1

f ) ∩ !∞([0, )∗]; �̊<
f ). Using the lower semicontinuity of norms in the

weak-star topology, we may pass to the limit in (5.4) and (5.5) to obtain (3.11) and (3.12).

Claim. D ∈ �F ([0, )∗]; �̊<
f )

Proof. Fix an arbitrary n > 0 and q ∈ �̊−<
f . We need to show that there exists a Xn,q > 0 such that

for all (B, C) ∈ [0, )∗] with |C − B | < Xn,q , it holds that

〈q, DC − DB〉�< < n

Since �̊−<+1
f is dense in �̊−<

f , there exists a kn ∈ �̊−<+1
f such that

|q − kn |�−< <
n

4
sup
C≤)∗

|DC |−1
�< .

It follows that for all (B, C) ∈ [0, )∗]2,

〈q, DC − DB〉�< = 〈kn , DC − DB〉�<−1 + 〈q − kn , DC − DB〉�<

≤ 〈kn , DC − DB〉�<−1 + 2 sup
C≤)∗

|D |�< |q − kn |�−<

< 〈kn , DC − DB〉�<−1 + n
2
.

Since D ∈ � ([0, )∗]; �̊<−1,2
f ) ⊂ �F ([0, )∗]; �̊<−1

f ) we can find Xn,q > 0 such that for all (B, C) ∈
[0, )∗]2 with |C − B | < Xn,q , 〈kn , DC − DB〉�<−1 < n

2 , which completes the proof of the claim. �

We will now show that D is a �<-solution of RE on the interval [0, )∗] in the sense of Definition
3.1. By (5.3), for all q ∈ �̊∞

f and (B, C) ∈ Δ[0,)∗] , we have

〈D= 9 ,%,♮BC , q〉 = (XD= 9BC , q)!2 −
∫ C

B
(D= 9A ⊗ D= 9A ,∇q)!2 dA + (D= 9B , £b=: q)!2/

= 9 ,:
BC − (D= 9B , £b=; %£b=

:
q)!2Z

= 9 ,;:
BC .
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Since D= 9 → D in � ([0, )∗]; !̊2
f), b= 9 → b in (,2,∞

f ) , and Z= 9 → Z in �?−var
6 , the right-hand-side

of the above converges for every q ∈ �̊∞
f . Thus, 〈D=,%,♮BC , q〉 converges to 〈D♮,%BC , q〉, which implies

that D%,♮ ∈ �
?

2 −var ([0, )]; �̊′
f). Since {D= 9 ,%,♮} is bounded uniformly in �

?

3 −var

2,loc ([0, )∗]; �̊<−3
f ), we

have D%,♮ ∈ �
?

3 −var
2,loc ([0, )∗]; �̊<−3

f ), which completes the proof that D is an �<-solution in the sense
of Definition 3.1. Uniqueness follows immediately from (4.12) in Theorem 4.4.

Finally, we will show that if b ∈ (,<+4,∞) , then D ∈ � ([0, )∗]; �̊<
f ). For given # ∈ N,

let D#0 = %≤2# D0 ∈ �̊f. By the above proof of local well-posedness, since b ∈ ,<+4,∞
f

and |D#0 |�<∗ ≤ |D0 |�<∗ for all # ∈ N, there exists a sequence of �<+2-solutions {D#}∞
#=1 ⊂

!∞([0, )∗]; �̊<+2
f ) ∩ �?−var ([0, )∗]; �̊<+1

f ) of (RE) on interval [0, )∗] with initial conditions
{D#0 }

∞
#=1 ⊂ �̊<+2

f . Moreover, for all # ∈ N,

sup
C≤)∗

|D#C |�<∗ ≤ 4�1 (1+sZ (0,)∗))

|D#0 |
−1
�<∗ − 4�1 (1+sZ (0,)∗)))∗

≤ 4�1 (1+sZ (0,)∗))

|D0 |−1
�<∗ − 4�1 (1+sZ (0,)∗)))∗

,

sup
C≤)∗

|D#C |�< ≤
√

2 exp

(
�2

(∫ )∗

0
|D#B |�<∗ dB +sZ(0, )∗)

))
|D0 |�< .

By virtue of (4.13), for all # ∈ N, we have

sup
C≤)∗

|D#C − DC |�< ≤
√
@# ()∗) |D#0 − D0 |�< + )∗@# ()∗) |D#0 − D0 |�<−1 |D#0 |�<+1 ,

where

@# ()∗) :=
√

2 exp

(
�

(∫ )∗

0

(
|D#B |�< + |DB |�<

)
dB +sZ(0, )∗)

))
.

It follows that

2−# |D#0 |�<+1 = 2−# |%≤2# D0 |�<+1 ≤ |D0 |�<

lim
#→∞

2# |D#0 − D0 |�<−1 ≤ lim
#→∞

©«
∑

|= |>2#

|=|2< |D̂0(=) |2
ª®
¬

1
2

= 0,

which implies that the sequence {D#}∞#=1 converges to D in � ([0, )∗]; �̊<
f ), and hence D ∈

� ([0, )∗]; �̊<
f ). �

6 Proof of the remaining results

6.1 Recovery of the pressure and harmonic part (Proof of Proposition 3.2)

Proof of Proposition 3.2. Define Ξ : Δ) → �<−3 by

ΞBC = £⊤b:DB/
:
BC + £⊤b:%£⊤b;DBZ

;:
BC .
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Using that % = � −& − � (see Section 2.1.1), we find that for all (B, C) ∈ Δ) , we have

D
%,♮
BC = XDBC +

∫ C

B
DA · ∇DA dA −

∫ C

B
& (DA · ∇DA) dA − ΞBC +&ΞBC + �ΞBC .

We will apply the sewing lemma (i.e., Lemma 2.2) to construct the rough integral

�C =

∫ C

0
£⊤b:DAd/

:
A , �0 = 0,

from the local expansion Ξ. For all (B, \, C) ∈ Δ2
) ,

XΞB\C = −£⊤b:D
%,♯
B\ /

:
\C − £⊤b:%£⊤b;XDB\Z

;:
\C ,

where D%,♯ is as defined in Theorem 4.1. By Theorem 4.1, for all (B, C) ∈ Δ) with �sZ(B, C) +
�

∫ C

B
|DA |2�<dA ≤ 1, it holds that

|ΞBC |�<−3 ≤ � sup
A≤)

|DA |�<−1sZ(B, C)
1
?

|XΞB\C |�<−3 ≤ �
(
|D%,♯ |

?

2
?

2 −var,[B,C],�<−2sZ(B, C)
1
? + |D |?

?−var,[B,C],�<−1sZ(B, C)
2
?

)
.

Thus, applying Lemma 2.2, we find that there is a paths � ∈ �?−var ([0, )];�<−3), �& =

&� ∈ �?−var ([0, )];∇�̊<−2), and ℎ = �� ∈ �?−var ([0, )];R3) such that D♮ := X� − Ξ ∈
�

?

3 −var
2,loc ([0, )];�<−3), D&,♮ := X�& − &Ξ ∈ �

?

3 −var
2,loc ([0, )];∇�̊<−2) and D�,♮ := Xℎ − �Ξ ∈

�
?

3 −var

2,loc ([0, )];R3).
For all C ∈ [0, )], we have∫ C

0
|& (DA · ∇DA) |�<−3 dA ≤

∫ C

0
|DA · ∇DA |�<−3 dA ≤

∫ C

0
|∇DA |!∞ |DA |�<−3 dA.

We define @ ∈ �?−var([0, )]; �̊<−2) by

∇@C = −
∫ C

0
& (DA · ∇DA) dA + �&C .

Therefore, we have that for all (B, C) ∈ Δ) ,

D
%,♮
BC + D♮BC + D

&,♮
BC + D�,♮BC = XDBC +

∫ C

B
DA · ∇DA dA − X�BC + ∇X@BC + XℎBC ,

from which we deduce (3.4) since the right-hand-side is a path of ?
3 -variation, and hence zero. �

6.2 Maximally extended solution (Proof of Corollary 3.7)

We will give a constructive proof of the maximally extended solution as it will be used in subsequent
proofs.
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Remark 6.1. Both Definition 3.1 and Theorem 3.6 can be extended in the obvious manner to

account for an arbitrary initial time C0 ≥ 0. More precisely, for all D0 ∈ �̊<
f and b ∈ (,<+2

f ): ,
there exists a unique �<-solution D ∈ �F ([C0, )∗]; �̊<

f ) ∩ �?−var ([C0, )∗]; �̊<−1
f ) on an interval

[C0, )∗] with initial condition D |C=C0 = D0 for any time )∗ satisfying

4�1 (1+sZ (C0,)∗)) ()∗ − C0) < |D0 |−1
�<∗

and

sup
C∈[C0 ,)∗]

|DC |�<∗ ≤ 4�1 (1+sZ (C0,)∗))

|D0 |−1
�<∗ − 4�1 (1+sZ (C0,)∗)) ()∗ − C0)

.

Moreover, if < > <∗,

sup
C∈[C0 ,)∗]

|DC |�< ≤
√

2 exp

(
�2

(∫ )∗

C0

|∇DB |!∞ dB +sZ(C0, )∗)
))

|D0 |�< .

Proof of Corollary 3.7. Let ' > 1 and �̄ > �1(?, 3, |b |,<∗+2,∞) be arbitrarily given, where �1 is
as given in (3.10) in Theorem 3.6. Define 5 : R2

+ → [0,∞) by

5 (B, X) = 4�̄ (1+sZ (B,B+X))X.

Note that for all B ∈ R+, 5 (B, 0) = 0 and limX↑∞ 5 (B, X) = ∞. Since sZ is non-decreasing in its
second argument, 5 is strictly increasing in X, and hence there exists an inverse of 5 in its second
argument X∗ : R2

+ → R+; that is, for all (B, ") ∈ R2
+,

5 (B, X∗(B, ")) = 4�̄ (1+sZ (B,X∗ (B,")))X∗(B, ") = ".

Let )0 = 0 and D0
)0

= D0. Let )1 = )0 + X∗()0, (' + |D0
)0
|�<∗ )−1)) so that

4�1 (1+sZ ()0,)1)) ()1 − )0) ≤ 4�̄ (1+sZ ()0,)1)) ()1 − )0) ≤ (' + |D0
)0
|�<∗ )−1 < |D0

)0
|−1
�<∗ .

By Theorem 3.6, there exists an �<-solution D1 of (RE) on the interval [0, )1]. Let )2 = )1 +
X∗()1, (' + |D1

)1
|�<∗ )−1)). Since

4�1 (1+sZ ()1,)2)) ()2 − )1) ≤ 4�̄ (1+sZ ()1,)2)) ()1 − )0) = (' + |D1
)1
|�<∗ )−1 < |D1

)1
|−1
�<∗ ,

by Remark 6.1, there exists an �<-solution D̃2 of (RE) on the interval [)1, )2]. Let D2 = D1 on
[0, )1] and D2 = D̃2 on [)1, )2] so that D2 is a�<-solution of (RE) on the interval [0, )2]. Proceeding
by induction, we define

);+1 = ); + X∗(); , (' + |D;); |�<∗ )−1), ; ∈ {3, . . . , },

and appeal to Remark 6.1 to obtain an �<-solution D= of (RE) on the interval [0, );] for all ; ∈ N.
Let )max = sup=∈N0

); and Dmax = lim;→∞ D; . It follows that Dmax is the unique �<-solution on the
open [0, )max) by virtue of (4.12) in Theorem 4.4.

Assume that)max < ∞. Suppose, by contradiction, that lim supC↑)max
|DC |�<∗ < ∞. In particular,

there exists " > 0 such that |DC |�<∗ < " for all C < )max. For arbitrarily chosen n > 0, there exists
a ! = !(n) > 0 such that for all ; > !, );+1 − ); < n , which implies

4�̄ (1+sZ (0,)max)) (' + ")−1 < 4�̄ (1+sZ (); ,);+1)) (' + |D); |�<)−1 < n.
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Choosing n > 0 smaller than the left-hand-side, we obtain a contradiction.
Suppose, by contradiction, there exists )̄ ∈ ()max,∞] and an �<-solution D̄ of (RE) on the

interval [0, )̄). By virtue of uniqueness (i.e., (4.12) in Theorem 4.4), we have D ≡ D̄ on [0, )max),
which implies

lim sup
C↑)max

|DC |�<∗ = |D̄)max |�<∗ < ∞ ⇒ )max = ∞.

This leads to a contradiction, which precludes the existence of an extension of D. �

6.3 BKM blow-up criterion (Proof of Theorem 3.8)

Proof of Theorem 3.8. The strategy of the proof is to first construct an approximation sequence of
�<+2-solutions that converges to D on any interval [0, )] ⊂ [0, )max). We will then use the solution
estimate given in (4.4) in Theorem 4.2 and then pass to the limit in both sides of the solution
bound. The approximation sequence is constructed separately for < = <∗ and < > <∗. If < = <∗,
we only approximate the initial condition, assume (,<∗+4,∞

f ) , and use (4.13) in Theorem 4.4 to
establish convergence in � ([0, )]; �̊<∗

f ), which is needed to continue the approximating sequence
up to )max. If < > <∗, we can avoid the assumption b ∈ (,<+4,∞) for all < by smoothing the
initial condition and b and relying on compactness to obtain convergence in � ([0, )]; �̊<∗

f ), which
allows us to continue the approximating sequence up to )max.

Case < = <∗. Let {)=}∞==0 be the sequence of times specified in the proof of Corollary
3.7 converging to )max. In the proof of Theorem 3.6, we showed that the sequence {D=}∞==1 of
�<+2-solutions on the interval [0, )1] corresponding to the initial conditions {%≤2=D0}∞==1 ∈ �∞

f

converges to D in � ([0, )1]; �̊<∗
f ). In particular, there exists an #2 ∈ N be such that for all = ≥ #2,

|D=)1
|�<∗ < |D)1 |�<∗ + 2−1'. Thus, by Remark 6.1 and (4.12) (i.e., uniqueness), we can extend the

solutions {D=}∞==#2
to the interval [0, )2] such that for all = ≥ #2,

sup
C∈[)1 ,)2]

|D=C |�<∗ ≤ 4�1 (1+sZ ()1,)2))

|D=)1
|−1
�<∗ − 4�1 (1+sZ ()1,)2)) ()2 − )1)

≤ 4�1 (1+sZ ()1,)2))

(2−1' + |D)1 |�<∗ )−1 − (' + |D)1 |�<∗ )−1
.

Repeating the argument at the end of the proof of Theorem 3.6 (i.e., applying (4.13)) on the interval
[0, )2], we get that the sequence {D=}∞==#2

of �<+2-solutions on the interval [0, )2] converges to D

in � ([0, )2]; �̊<∗
f ). Proceeding inductively, for all ; ∈ N, we find an #; ∈ N such that the sequence

{D=}∞==#;
converges to D in � ([0, );]; �̊<∗

f ).
Case < > <∗. There exists a sequence {(D=0, b

=)}∞==1 ∈ �̊∞
f × (�∞

f ) that converges to (D0, b)
in �<

f ×,<+1,∞ and such that for all = ∈ N, |D=0 |�< ≤ |D0 |�< , |b= |,<+2,∞ ≤ |b |,<+2,∞ . Let {)=}∞==0
be the sequence of times specified in the proof of Corollary 3.7 converging to )max. By Theorem
3.6, there exists a sequence of �<+2-solutions {D=}∞==1 on the interval [0, )1] corresponding to the
data {(D=0, b

=)}∞
==1 such that for all = ∈ N,

sup
C∈[0,)1]

|D=C |�<∗ ≤ 4�1 (1+sZ (0,)1))

|D0 |−1
�<∗ − (' + |D0 |�<∗ )−1
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sup
C∈[0,)1]

|D=C |�< ≤
√

2 exp

(
�2

(∫ )1

0
|D=B |�<∗ dB +sZ(0, )1)

))
|D0 |�< .

Following the proof of Theorem 3.6 (i.e., applying Theorem 4.1, compactness, and Arzelá-Ascoli,
and then passing to the limit) and using uniqueness, we find that the full sequence {D=}∞

==1 converges
to D in � ([0, )1]; �̊<−n

f ) for any n > 0 and in the weak-star topology of !∞([0, )1]; �̊<
f ). In

particular, there exists an #2 ∈ N be such that for all = ≥ #2, |D=)1
|�<∗ < |D)1 |�<∗ + 2−1'. By

Remark 6.1 and (4.12) (i.e., uniqueness), we may continue the solutions to the interval [0, )2] such
that for all = ≥ #2

sup
C∈[)1 ,)2]

|D=C |�<∗ ≤ 4�1 (1+sZ ()1,)2))

(2−1' + |D)1 |�<∗ )−1 − (' + |D)1 |�<∗ )−1

sup
C∈[0,)2]

|D=C |�< ≤
√

2 exp

(
�2

(∫ )2

0
|D=B |�<∗ dB +sZ(0, )2)

))
|D0 |�< .

Again, following the proof of Theorem 3.6 and using uniqueness, we get that the full sequence
{D=}∞==#2

converges to D in � ([0, )2]; �̊<−n
f ) for any n > 0 and in the weak-star topology of

!∞([0, )2]; �̊<
f ). Proceeding inductively, for all ; ∈ N, we find an #; ∈ N such that the sequence

{D=}∞==#;
converges to D in � ([0, );]; �̊<−n

f ) for any n > 0 and in the weak-star topology of

!∞([0, );]; �̊<
f ).

We will now show (3.13). Let ) < )max = sup;∈N ); be arbitrarily given and # ()) ∈ N be
such that the sequences constructed above {D=}∞

==# () ) of converges to D in � ([0, )]; �̊<∗
f ) and in

the weak-star topology of !∞([0, )]; �̊<
f ) if < > <∗. It follows that {l= = d♭D=}∞

==# () ) converges
to l in � ([0, )]; !∞).3 By (4.4) in Theorem (4.4), there exists constants �1 = �1(3, <) and
�2 = �2(?, 3, <, |b |,<+2,∞) such that for all = ≥ # ()),

sup
C≤)

|D=C |�< ≤ �1(1 + |D0 |�<) exp

(
�2 (1 +sZ(0, ))) exp

(
�2

∫ )

0
|l=B |!∞ dB

))
.

Using the lower semi-continuity of weak-star convergence if< > <∗, we pass to the limit as = → ∞
on both sides of the inequality to obtain (3.13).

If )max < ∞, then lim supC↑)max
|DC |�< = ∞, which yields lim supC↑)max

∫ C

0
|lB |!∞ = ∞ by (3.13).

Conversely, if lim supC↑)max

∫ C

0
|lB |!∞dB = ∞, then

∞ = lim sup
C↑)max

∫ C

0
|lB |!∞dB ≤ lim sup

C↑)max

∫ C

0
|DB |�<dB,

which implies lim supC↑)max
|DC |�< = ∞. �

6.4 Global well-posedness in two-dimensions (Proof of Theorem 3.9)

Proof of Corollary 3.9. Consider the sequence {D=}∞==1 of�∞-solutions on [0,)=max) corresponding

to the data {(D=0,Z
=, b=)}∞

==1 ∈ �̊∞
f × �1−var

6 × (�∞
f ) from the proof of Theorem 3.6. For given

3We actually only need convergence of {D=} in � ( [0, )]; �̊<∗−n
f ) for any n > 0 to conclude this. However, in order

to construct the approximating sequence up to the maximal time )max, we needed the convergence in � ( [0, )]; �̊<∗
f ).
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= ∈ N, let l̃= = curl D=, so that (see Remark 3.4),{
dl̃= + D= · ∇l̃=dC + b=

:
· ∇l̃=dI=,:C = 0 on [0, )=max) × T3,

l̃= = l̃=0 on {0} × T3 .

It follows that for all = ∈ N, C ∈ [0,∞), and ? ∈ [2,∞],

|l=C |! ? = |l=0 |! ? ≤ |l0 |! ? . (6.1)

Moreover, )=max = ∞ since (see, e.g., [Ber01][Chapter 3] or [BCD11][Chapter 7]) for all = ∈ N,

|D=C |�< ≤ �1 (1 + |D=0 |�<) exp

(
�2(1 +

∫ C

0
| ¤I=B |dB) exp

(
�2C |l=0 |!∞

))
.

Owing to (4.4) in Theorem 4.2, there exists constants �1 = �1(<) and �2 = �2(?, <, |b |,<+2,∞)
such that for all = ∈ N and C ≥ 0,

|D=C |�< ≤ �1 (1 + |D0 |�<) exp (�2(1 +sZ(0, C)) exp (�2C |l0 |!∞)) . (6.2)

Proceeding as in the proof of Theorem 3.6 and using uniqueness, we find that {D=}∞
==1 converges to

D in� ([0,∞); �̊<−n
f ) for any n > 0 and in the weak-star topology of !∞([0,∞); �̊<

f ). We may then
pass to the limit (6.2) using lower semicontinuity of weak-star convergence to obtain (3.15). Since
there always exists an n > 0 such that < − n > 3

2 + 1, {l̃=}∞==1 converges to l in � ([0, )]; !∞), and
thus passing to the limit in (6.1) yields (3.14). �

6.5 Continuous dependence on data (Proof of Corollary 3.10)

Proof of Corollary 3.10. Let ' > 1 be such that for all = ∈ N,

|D=0 |�< ≤ ', |b= |,<+2,∞ + |b |,<+2,∞ ≤ ', sZ= (B, C) ≤ ' +sZ(B, C), ∀(B, C) ∈ Δ[0,∞) .

We will establish the convergence of {D=} for the cases 3 = 2 and < > <∗ separately.
Case 3 = 2. Owing to (3.15), there exists a constant �̄ = �̄ (?, <, ') such that for all and = ∈ N

and C ≥ 0,
|D=C |�< ≤ �1(1 + ') exp

(
�̄ (1 +sZ(0, C)) exp

(
�̄ |l̃0 |!∞C

) )
.

Proceeding as in the proof of Theorem 3.6, we find that {D=}∞==#1
converges to D in� ([0,∞); �̊<−n

f )
for any n > 0 and in the weak-star topology of !∞([0,∞); �̊<

f ).
Case < > <∗. Let �1(|b |,<∗+2,∞) = �1 (?, 3, <, |b |,<∗+2,∞) denote the constant appearing in

(3.10). Let �̄ = '�1(?, 3, <, ') and note that for all (B, C) ∈ Δ[0,∞) ,

�1(|b= |,<∗+2,∞)(1 +sZ= (B, C)) ∨�1 (|b |,<∗+2,∞)(1 +sZ(B, C)) ≤ �̄ (1 +sZ(B, C)).

Let {)=}∞==0 be the sequence of times specified in the proof of Corollary 3.7 with ' and �̄ as just
specified. We then proceed as in the proof of Theorem 3.8 to show that for all ) < )max, there exists
an # ()) ∈ N such that the sequence {D=}∞

==# () ) of �<-solutions converges to D in� ([0, )]; �̊<−n
f )

for any n > 0 and in the weak-star topology of !∞([0, )]; �̊<
f ).
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We will now turn our attention to showing the convergence of the pressure and harmonic
constant. Let ) < )max and # ()) = 1 if 3 = 2 and # ()) as specified if < > <∗. By Proposition
3.2, for all = ≥ # ()), there exists @= ∈ �?−var ([0, )];∇�̊<−2) and ℎ= ∈ �?−var ([0, )];R3) such
that

D=C − D=0 +
∫ C

0
D=B · ∇D=B dB −

∫ C

0
£⊤b=

:
D=B dZ=,:B = −∇@=C − ℎ=C ,

where, upon adopting the notation in the proof of Proposition 3.2, for all (B, C) ∈ Δ) , we have

∇X@=BC :=

∫ C

B
& (D=A · ∇D=A )dA +&Ξ=BC + D=,&,♮, Xℎ=BC = �Ξ

=
BC + D=,�,♮,

and
Ξ=BC = £⊤b=

:
D=B/

=,:
BC + £⊤b=

:
%£⊤b=

;
D=BZ

=,;:
BC .

Thus, for all (B, C) ∈ Δ)

|∇X@=BC |�<−3 ≤ (C − B) sup
B≤A≤C

|∇D=A |!∞ |D=A |�<−3 dA + |Ξ=BC |�<−3 + |D=,&,♮ |�<−3

|Xℎ=BC | ≤ |Ξ=BC |�<−3 + |D=,&,♮ |�<−3 .

There exists a constant � = � (?, 3, <, ') such that

|Ξ=BC |�<−3 ≤ � sup
A≤)

|D=A |�<−1sZ= (B, C)
1
? .

Theorem 4.1 implies that there exists a constant� = � (?, 3, <, ') such that for all (B, C) ∈ Δ) with
�sZ= (B, C) +�

∫ C

B
|D=A |2�<dA ≤ 1, it holds that

|XΞ=B\C |�<−3 ≤ �
(
|D=,%,♯ |

?

2
?

2 −var,[B,C],�<−2sZ= (B, C)
1
? + |D= |?

?−var,[B,C],�<−1sZ= (B, C)
2
?

)

|D=,%,♯ |
?

2
?

2 −var;[B,C];�<−2 ≤ �
(∫ C

B
|D=A |2�< dA + sup

B≤A≤C
|D=A |�<sZ= (B, C)

2
?

)
The bound (2.12) in the sewing lemma then implies that

D=,&,♮ := X�=,& − &Ξ= and D=,�,♮ := Xℎ= − �Ξ=,

are bounded independent of = in �
?

3 −var

2,loc ([0, )];∇�̊<−2) and �
?

3 −var

2,loc ([0, )];R3), respectively.

Therefore, {(∇@=, ℎ=)}∞
==# () ) is bounded in�?−var ([0, )];∇�̊<−2)×�?−var ([0, )];R3). Following

the proof of Theorem 3.6 and using uniqueness of D from which uniqueness of (@, ℎ) follows, we
deduce that {(∇@=, ℎ=)}∞

==# () ) converges to (@, ℎ) in � ([0, )];∇�̊<−2−n) × � ([0, )];R3) for any
n > 0. �

Appendices

A Unbounded rough drivers

In this section, we present some elements of the theory of unbounded rough drivers [BG17] and
the associated remainder estimates. We use Theorem A.5 in Section 4 to derive a priori estimates
of the remainder and solution (i.e., Theorems 4.1, 4.2, and 4.4).
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Definition A.1 (Scale). We say a sequence of Banach spaces (�=, | · |=)3==0 = (�=) is a scale, if

�=+1 is continuously embedded into �= for all = ∈ {0, 1, 2, 3}. Denote by �−= the topological dual

of �=.

Definition A.2 (Unbounded rough driver). For a given ? ∈ [2, 3) and interval [0, )], a pair of 2-

index maps A = (�1, �2) is called an unbounded ?-rough driver on the interval [0, )] with respect

to the scale (�=) if there exists a regular control sA on [0, )] such that for every (B, C) ∈ Δ) ,

|�1
BC |
?
L(�−=;�−(=+1) ) ≤ sA(B, C) for = ∈ {0, 2},

|�2
BC |

?

2

L(�−=;�−(=+2) ) ≤ sA(B, C) for = ∈ {0, 1},
(A.1)

and, in addition, Chen’s relations hold:

X�1
B\C = 0 and X�2

B\C = −�1
\C�

1
B\ , ∀(B, \, C) ∈ Δ2

) . (A.2)

Definition A.3 (Smoothing). We say a family of operators (�[)[∈(0,1) is a smoothing on a given

scale (�=) if the following conditions are satisfied:

|�[ − � |L(�<;�=) . [
<−= for (=, <) ∈ {(0, 1), (0, 2), (1, 2)}

|�[ |L(�=;�<) . [
−(<−=) for (=, <) ∈ {(1, 1), (1, 2), (2, 2), (1, 3), (2, 3)}.

Definition A.4 (Solution of unbounded rough driver equation). Let A = (�1, �2) be a continuous

unbounded ?-rough driver on [0, )] with respect to a scale (�=). Let ` ∈ �1−var ([0, )]; �−1).
Assume that (�=) admits a smoothing. A path 5 ∈ !∞([0, )]; �−0) ∩ � ([0, )]; �−3) is called a

solution of

d 5 + `(dC) + A(dC) 5 = 0 (A.3)

on the interval [0, )], provided 5 ♮ : Δ) → �−3 defined for every (B, C) ∈ Δ) and q ∈ �3 by

〈 5 ♮BC , q〉 = 〈X 5BC , q〉 + 〈X`BC , q〉 + 〈 5B, (�1,∗
BC + �2,∗

BC )q〉

satisfies 5 ♮ ∈ �
?

3 −var
2,loc ([0, )]; �−3).

Define the map 5 ♯ : Δ) → �−3 for every (B, C) ∈ Δ) and q ∈ �3 by

〈 5 ♯BC , q〉 = 〈X 5BC , q〉 + 〈 5B, �1,∗
BC q〉 = −〈X`BC , q〉 − 〈 5B, �2,∗

BC q〉 + 〈 5 ♮BC , q〉.

The first expression for 5 ♯BC consists of terms that are less regular in time and more regular in space

than the second expression for 5 ♯BC . The following theorem is proved using interpolation, and hence
properties of the smoothing operators, and the sewing lemma (i.e., Lemma 2.2). Its proof can be
found, for example, in [HH18][Proposition 3.1].

Theorem A.5 (Unbounded rough driver estimates). Let D be a solution of (A.3) and assume that

there exists a regular control s` on the interval [0, )] such that for all (B, C) ∈ Δ) ,

|X`BC |�−1 ≤ s` (B, C). (A.4)
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Then there exists positive constants � = � (?) and ! = !(?) such that for all (B, C) ∈ Δ) with

sA(B, C) ≤ ! it holds that

| 5 ♮ |
?

3
?

3 −var;[B,C];�−3
≤ �

(
sup
B≤A≤C

| 5A |�−0sA(B, C)
3
? +s`(B, C)sA(B, C)

1
?

)

Furthermore, for all (B, C) ∈ Δ) with sA(B, C) +s`(B, C) ≤ ! it holds that

| 5 ♮ |
?

2
?

2 −var;[B,C];�−2
≤ �

(
s` (B, C) + sup

B≤A≤C
| 5A |�−0sA(B, C)

2
? )

)

| 5 |?
?−var,[B,C];�−1

≤ �
(
s` (B, C) + sup

B≤A≤C
| 5A |�−0 (s` (B, C)

1
? +sA(B, C)

1
? )

)
.

B Rough Gronwall’s lemma

In this section, we state a rough version of Gronwall’s lemma. The proof can be found, for example,
in [DGHT19].

Lemma B.1 (Rough Gronwall’s lemma). Let ! and ? denote positive constants. Let ^ ∈ !1(�) and

s be a regular control on the interval [0, )]. Let q : Δ) → R+ be such that q(B, C) ≤ q(0, )) for

all (B, C) ∈ Δ) . Assume that � : [0, )] → R+ is such that for every (B, C) ∈ Δ) with s(B, C) ≤ !,

X� BC ≤ q(B, C) +
∫ C

B
^A�A dA +s(B, C)

1
? sup
A≤C

� C .

Then there exists a positive constant V = V(!, ?) such that

sup
0≤C≤)

� C ≤ 2 exp

(
V

(∫ )

0
^A dA +s(0, ))

))
(�0 + q(0, ))) .
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