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Abstract

While likelihood-based inference and its variants provide a statistically efficient and widely
applicable approach to parametric inference, their application to models involving intractable
likelihoods poses challenges. In this work, we study a class of minimum distance estima-
tors for intractable generative models, that is, statistical models for which the likelihood is
intractable, but simulation is cheap. The distance considered, maximum mean discrepancy
(MMD), is defined through the embedding of probability measures into a reproducing kernel
Hilbert space. We study the theoretical properties of these estimators, showing that they are
consistent, asymptotically normal and robust to model misspecification. A main advantage
of these estimators is the flexibility offered by the choice of kernel, which can be used to
trade-off statistical efficiency and robustness. On the algorithmic side, we study the geometry
induced by MMD on the parameter space and use this to introduce a novel natural gradient
descent-like algorithm for efficient implementation of these estimators. We illustrate the rel-
evance of our theoretical results on several classes of models including a discrete-time latent
Markov process and two multivariate stochastic differential equation models.

1 Introduction

Consider an open subset X C R¢ and denote by P(X) the set of Borel probability measures on
this domain. We consider the problem of learning a probability measure Q € P(X') from identi-
cally and independently distributed (IID) realisations {y; i "> Q. We will focus on parametric
inference with a parametrised family Pg(X) = {Pp € P(X) : 0 € ©}, for an open set © C RP
i.e. we seek 0* € © such that Py« is closest to Q in an appropriate sense. If Q € Pg(X) we
are in the M-closed setting, otherwise we are in the M-open setting. When Py has a density p(-|)
with respect to the Lebesgue measure, then a standard approach is to use the maximum likelihood
estimator (MLE):
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OMLE — argmax — log p(y;16).
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For complex models, a density may not be easily computable, or even exist and so the MLE need
not be available. In some cases it is possible to approximate the likelihood; see for example pseudo
likelihood [Besag, [1974]], profile likelihood [Murphy and van der Vaart, 2000] and composite
likelihood [Varin et al., 2011]] estimation. It is sometimes also possible to access likelihoods in
un-normalised forms i.e. p(y|#) = p(y|0)/C(0) where the constant C'(#) is unknown. This
class of models is known as un-normalised models, or doubly-intractable models in the Bayesian
literature, and a range of exact and approximate methods have been developped for this case; see
for example the Markov chain Monte Carlo (MCMC) algorithms of Murray et al.| [2006], Moller
et al. [2006] or the score-based and ratio-based approaches of Hyvirinen| [2006, |2007], (Gutmann
and Hyvarinen| [2012].

However, for many models of interest in modern statistical inference, none of the methods
above can be applied straightforwardly and efficiently due to the complexity of the likelihoods
involved. This is most notably the case for intractable generative models, sometimes also called
implicit models or likelihood-free models; see Mohamed and Lakshminarayanan| [2016] for a re-
cent overview. Intractable generative models are parametric families of probability measures for
which it is possible to obtain realisations for any value of the parameter § € O, but for which
we do not necessarily have access to a likelihood or approximation thereof. These models are
used throughout the sciences, including in the fields of ecology [Wood, [2010], population ge-
netics [Beaumont et al., [2002] or astronomy [Cameron and Pettitt, 2012]]. They also appear in
machine learning as black-box models; see for example generative adversarial networks (GANs)
[Goodfellow et al.,2014]] and variational auto-encoders [Kingma and Welling, 2014].

Given a Borel probability space (U, F, U), we will call generative model any probability mea-
sure which is the pushforward GZEU of the probability measure U with respect to a measurable
parametric map Gy : U — X called the generator. To generate n independent realisations from
the model, we produce IID realisations {u;}? ;"> U and apply the generator to each of these sam-
ples: z; = Gg(u;) fori = 1,...,n. While it is straightforward to generate samples from these
models, a likelihood function need not be available, given that an associated positive density may
not be computable or even exist. We therefore require alternatives to the MLE.

The estimators studied in this paper fall within the class of minimum divergence/distance
estimators [Pardo, 2005, Basu et al., 2011]]. These are estimators minimising some notion of
divergence D : P(X) x P(X) — R4 (or an approximation thereof) between an empirical
measure Q" = % Z;”:l 5yj (where 5yj denotes a Dirac measure at y;), obtained from the data

{yj ;’"b: 1 " Q, and the parametric model:

A~

072 = argmin D(Py||Q™) (1)
0cO

If Q" was absolutely continuous with respect to Py, maximising the likelihood would correspond
to minimising the Kullback-Leibler (KL) divergence which, given P1, Py € P(X), is defined as
Dk (P1||Pg) == [ + log(dPy/dP2)dPy, where dP; /dP; is the Radon-Nikodym derivative of Py
with respect to P5. This approach to inference is useful for models with complicated or intractable
likelihood, since the choice of divergence can be adapted to the class of models of interest.

In previous works, minimum distance estimators for generative models have been considered
based on the Wasserstein distance and its Sinkhorn relaxation; see |Bassetti et al.| [2006]], Frogner
et al.| [2015]], Montavon et al.| [2016]], (Genevay et al.| [2018]], Frogner and Poggio| [2018]], [Sanjabi



et al. [2018]]. These have the advantage that they can leverage extensive work in the field of opti-
mal transport. In a Bayesian context, similar ideas are used in approximate Bayesian computation
(ABC) methods|Marin et al.| [2012]], Lintusaari et al.|[2017] where synthetic data sets are simulated
from the model then compared to the true data using some notion of distance. There, significant
work has been put into automating the choice of distance [Fearnhead and Prangle, [2011]], and the
use of the Wasserstein distance has also recently been studied [Bernton et al.,[2019].

In this paper, we shall investigate the properties of minimal divergence estimators based on
an approximation of maximum mean discrepancy (MMD). Such estimators have already been
used extensively in the machine learning literature with generators taking the form of neural net-
works [Dziugaite et al., 2015} [Li et al., 2015], 2017, [Sutherland et al., 2017} |Arbel et al., [2018|
Binkowski et al., [2018}, [Romano et al., 2018 |dos Santos et al.,[2019] where they are usually called
MMD GANSs, but can be used more generally. Our main objective in this paper is to present
a general framework for minimum MMD estimators, to study their theoretical properties and to
provide an initial discussion of the impact of the choice of kernel. This study brings insights into
the favourable empirical results of previous work in MMD for neural networks, and demonstrate
more broadly the usefulness of this approach for inference within the large class of intractable
generative models of interest in the statistics literature. As will be discussed, this approach is
significantly preferable to alternatives based on the Wasserstein distance for models with expen-
sive generators as it comes with significantly stronger generalisation bounds and is more robust in
several scenarios. Our detailed contributions can be summarised as follows:

1. In Section 2] we introduce the MMD metric, minimum MMD estimators, and the statisti-
cal Riemannian geometry the metric induces on the parameter space ©. Through this, we
rephrase the mimimum divergence estimator problem in terms of a gradient flow, thus ob-
taining a stochastic natural gradient descent method for finding the estimator #* which can
significantly reduce computation cost as compared to stochastic gradient descent.

2. In Section [3] we focus on the theoretical properties of minimum MMD estimators and as-
sociated approximations. We use the information geometry of MMD to demonstrate gener-
alisation bounds and statistical consistency, then prove that the estimator is asymptotically
normal in the M-closed setting. These results give us necessary assumptions on the genera-
tor for the use of the estimators. We then analyse the robustness properties of the estimator
in the M-open setting, establishing conditions for qualitative and quantitative robustness.

3. In Section[d] we study the efficiency and robustness of minimum MMD estimators based on
Gaussian kernels for classes of isotropic Gaussian location and scale models. We demon-
strate the effect of the kernel lengthscale on the efficiency of the estimators, and demonstrate
a tradeoff between (asymptotic) efficiency and robustness. For high-dimensional problems,
we demonstate that choosing the lengthscale according to the median heuristic provides an
asymptotic variance independent of dimensionality. We also extend our analysis to mixtures
of kernels, providing insights on settings often considered in machine learning applications.

4. In Section [5| we perform numerical simulations to support the theory detailed in the pre-
vious sections, demonstrating the behaviour of minimum MMD estimators for a number



of examples including estimation of unknown parameters for the g-and-k distribution, in a
stochastic volatility model and for two systems of stochastic differential equations.

2 The Maximum Mean Discrepancy Statistical Manifold

We begin by formalising the notion of MMD and introduce the corresponding minimum MMD
estimators. We then use tools from information geometry to analyse these estimators, which leads
to a stochastic natural gradient descent algorithm for efficient implementation.

2.1 Maximum Mean Discrepancy

Let k : X x X — R be a Borel measurable kernel on X', and consider the reproducing ker-
nel Hilbert space #, associated with k (see Berlinet and Thomas-Agnan| [2004]]), equipped with
inner product (-, -)7;, and norm ||-||3,. Let Py(X) be the set of Borel probability measures /
such that [, \/k(z,z)u(dz) < co. The kernel mean embedding T, (p) = [ k( dy),
intepreted as a Bochner integral, defines a continuous embedding from Pk( ) into Hk The
mean embedding pulls-back the metric on H}, generated by the inner product to define a pseudo-
metric on P (X') called the maximum mean discrepancy MMD : P (X) x Pr(X) — R4, ie.,
MMD (P, ||P2) = ||k (P1) — Ik (P2)||2,. The squared-MMD has a particularly simple expression
that can be derived through an application of the reproducing property (f(z) = (f, k(-, z))#, ):

2

MMD?(P4[P2) := | / )Py (dz) — / (., )I%(dx))

// (z,y)P1(dz)Py(dy) —2// (z,y)P1(dz)Pso(dy)
+ [ ] b PatdaPa(ay),

thus providing a closed form expression up to calculation of expectations. The MMD is in fact
a integral probability pseudo-metric [Muller, 1997, |Sriperumbudur et al., 2012, |Sriperumbudur,

2016 since it can be expressed as:
/ f(z)Py(dx) / f(z)Py(dx)

Integral probability metrics are prominent in the information-based complexity literature where
they correspond to the worst-case integration error [Dick et al., 2013, Briol et al., [2019]. If I is
injective then the kernel k is said to be characteristic [Sriperumbudur et al.l 2010|]. In this case
MMD becomes a metric on Py, (and hence a statistical divergence). A sufficient condition for k to
be characteristic is that k is integrally strictly positive definite, i.e. [, [, k(z,y)P(dz)P(dy) =0
implies that P = 0 for all P € P;. On X = R?, Sriperumbudur et al.| [2010] showed that the
Gaussian and inverse multiquadric kernels are both integrally strictly positive definite. We shall
assume this condition holds throughout the paper, unless explicitly stated otherwise.

MMD(]PHHIP’Q sup
1172, <1




2.2 Minimum MMD estimators

This paper proposes to use MMD in a minimum divergence estimator framework for inference in
intractable generative models. Given an unknown data generating distribution QQ and a parametrised
family of model distributions Pg(X'), we consider a minimum MMD estimator:

O,, = arg min MMD? (Pg||Q™), @)
fcO

where Q"(dy) = L3, 6,,(dy), and {y;}7-,"® Q. In the following we will use Q™ to de-
note both the random measure Q™ and the measure Q™ (w), and we shall assume that Pg(X') C
Pr(X). Several existing methodologies fall within this general framework, including kernel scor-
ing rules [Eaton, [1982]] and MMD GANSs [Dziugaite et al., 2015} |Li et al.,|2015]]. For analogous
methodology in a Bayesian context, see kernel ABC [Fukumizu et al., 2013| |Park et al., 2015].

In general, the optimisation problem will not be convex and the minimiser 0., will not be
computable analytically. If the generator Gy is differentiable with respect to § with a computable
Jacobian matrix, the minimiser will be a fixed point of the equation § = —VyMMD?(Py||Q™)
where Vg = (0p,,...,0p,). Assuming that the Jacobian VG is U-integrable then the gradient
term can be written as

VsMMD2(Py[|Q™) = 2 /u /u V1k(Golu), Go(v))VeGo(w)U(du)U(dv)
—:lZ;/uVlk(Ge(U)7yj)VeGe(U)[U(dU),

where Vi k corresponds to the partial derivative with respect to the first argument. In practice
it will not be possible to compute the integral terms analytically. We can introduce a U-statistic
approximation for the gradient as follows:

_ 2252 VoGo(wi) Vik(Go(wi), Go(ur)) 23250, 3 iny VoGo(ui) Vik(Go(ui), yj)

n(n—1) nm

je (Qm) = )
where {u;}?_, "2 U. This is an unbiased estimator in the sense that E[Jy(Q™)] = VyMMD?(PPy||Q™),
where the expectation is taken over the independent realisations of the u/s. This allows us to use a

stochastic gradient descent (SGD) [Dziugaite et al., 2015} [Li et al.,[2015]]: starting from 00) ¢ 0,
we iterate:

(i) Sample {u;}j; ¥ U and set z; = Gypo_y)(ug) fori =1,...,n.
(ii) Compute ok) = gk—1) _ nkjé(k_l)(Qm).

where (7 )k 1S a step size sequence chosen to guarantee convergence (see [Robbins and Monro,
1985])) to the minimiser in Equation 2| For large values of n, the SGD should approach 6,,, but
this will come at significant computational cost. Let X C R¢ and © C RP. The overall cost of
the gradient descent algorithm is O ((n® + nm)dp) per iteration. This cost is linear in the number
of data points m, but quadratic in the number of simulated samples n. It could be made linear in
n by considering approximations of the maximum mean discrepancy as found in (Chwialkowski



et al.[[2015]. In large data settings (i.e. m large), subsampling elements uniformly at random from
{y; };”:1 may lead to significant speed-ups.

Clearly, when the generator Gy and its gradient VoGy are computationally intensive, letting
n grow will become effectively intractable, and it will be reasonable to assume that the number
of simulations n is commensurate or even smaller than the sample size. To study the behaviour
of minimum MMD estimators when synthetic data is prohibitively expensive, we consider the
following minimum divergence estimator: 6,,,, = argming.e MMD%LU(IF’QHQ’”) based on a
U-statistic approximation of the MMD:

Zi;éi’ k(zi, zir) B 22?:1 > i k(@i yj) " Zj;éj’ k(yj, y5)

2 n my\ __
MMDy, (P5]|Q™) = n(n—1) mn m(m — 1)

where P} = % > iy 0y, for some {z;} | "0IPy. This estimator is closely related to the method
of simulated moments [Hall, 2005] and satisfies E[MMDg, ;;(Py||Q™)] = MMD?(PPy||Q), thus
providing an unbiased estimator of the square distance between Py and Q. While the estimator
énym is not used in practice (since we re-sample from the generator at each gradient iteration),
it is an idealisation which gives us insights into situations where the gradient descent cannot be
iterated for a large numbers of steps relative to the observed data-set size, and so we cannot appeal
on the law of large numbers.

2.3 The Information Geometry induced by MMD

The two estimators ém and én,m defined above are flexible in the sense that the choice of kernel and
kernel hyperparameters will have a significant influence on the geometry induced on the space of
probability measures. This section studies this geometry and develops tools which will later give
us insights into the impact of the choice of kernel on the generalisation, asymptotic convergence
and robustness of the corresponding estimators.

Let Po(X') be a family of measures contained in Py (X) and parametrised by an open subset
© C RP. Assuming that the map 8 — Py is injective, the MMD distance between the elements
Py and Py in Py induces a distance between # and 6’ in ©. Under appropriate conditions this
gives rise to a Riemmanian manifold structure on ©. The study of the geometry of such statistical
manifolds lies at the center of information geometry [[Amari, 1987, [Barndorff-Nielsen, [1978]].
Traditional information geometry focuses on the statistical manifold induced by the Kullback-
Leibler divergence over a parametrised set of probability measures. This yields a Riemmanian
structure on the parameter space with the metric tensor given by the Fisher-Rao metric. A classic
result due to Cencov|[2000] characterises this metric as the unique metric invariant under a large
class of transformations (i.e. embeddings via Markov morphisms, see [|[Campbell, 1986, Montufar
et al., 2014]).

In this section, we study instead the geometry induced by MMD. To fix ideas, we shall con-
sider a generative model distribution of the form Py = G#U for 6 € ©, where (U, F,U) is an
underlying Borel measure space. We assume that (i) Gy(+) is F-measurable for all § € ©; (ii)
G.(u) € CY(O) for all u € U; (iii) | VoGy(+)|| € L} (U), for all § € O. Suppose additionally that
the kernel £ has bounded continuous derivatives over X x X’. Define the map J : © — Hj to
be the Bocher integral J(0) = II;(IPy). By [Hajek and Johanis, 2014, Theorem 90], assumptions



(1)-(i11) imply that the map J is Fréchet differentiable and
00.7(0)() = [ Tak(+,Golw)On Galw)U(dw).
u

The map J induces a degenerate-Riemannian metric g(6) on © given by the pull-back of the
inner product on Hj. In particular its components in the local coordinate-system are g;;(#) =
(Do, J(0),09,J(0))3, fori,j € {1,...,p}. By [Steinwart and Christmann, 2008, Lemma 4.34],
it follows that for i, j € {1,...,p},

g(0) = /u /u Vo Go(u) VoV k(Go(u), Go(v)) VoG (v)U(du) U(dv), 3)

where V1Vak(2,y) = {0,0,,k(x,y)}ij=1,.,4- The induced metric tensor is in fact just the
information metric associated to the MMD-squared divergence (see [A.I). Further details about
the geodesics induced by MMD can be found in Appendix This information metric will
allow us to construct efficient optimisation algorithm and study the statistical properties of the
minimum MMD estimators.

2.4 MMD Gradient Flow

Given the loss function L(f) = MMD?(PPy||Q™), a standard approach to finding a minimum
divergence estimator is via gradient descent (or in our case stochastic gradient descent). Gradient
descent methods aim to minimise a function L by following a curve 6(t), known as the gradient
flow, that is everywhere tangent to the direction of steepest descent of L. This direction depends
on the choice of Riemannian metric g on ©, and is given by —V,L where V L denotes the
Riemannian gradient (or covariant derivative) of L.

A particular instance of gradient descent, based on the Fisher Information metric, was de-
veloped by Amari and collaborators [Amari, 1998]. It is a widely used alternative to standard
gradient descent methods and referred to as natural gradient descent. It has been successfully
applied to a variety of problems in machine learning and statistics, for example reinforcement
learning [Kakade, 2002]], neural network training [[Park et al., 2000], Bayesian variational infer-
ence methods [[Hoffman et al.l 2013]] and Markov chain Monte Carlo [Girolami and Calderhead,
2011]. While the classical natural gradient approach is based on the Fisher information matrix
induced by the KL divergence, information geometries arising from other metrics on probabilities
have also been studied in previous works, including those arising from optimal transport metrics
[Chen and Li, 2018}, [Li and Montufar, 2018]] and the Fisher divergence [Karakida et al., 2016].

As discussed above, a gradient descent method can be formulated as an ordinary differential
equation for the gradient flow 6(t) which solves 8(t) = —V,L(6(t)) for some specified initial
conditions. In local coordinates the Riemannian gradient can be expressed in terms of the stan-
dard gradient Vy, formally V, = ¢g~(0)Vj, so we have 0(t) = —g~'()VyL(0). This flow
can be approximated by taking various discretisations. An explicit Euler discretisation yields the
scheme: %) = 9k=1) _ ) 5=1(9(k=1)) V4 L(6(~1)). Under appropriate conditions on the step-
size sequence (7 )ren this gradient descent scheme will converge to a local minimiser of L(6).
Provided that Vy L(#) and the metric tensor are readily computable, the Euler discretisation yields
a gradient scheme analogous to those detailed in [Amari, [1987,1998]].



For the MMD case, we cannot evaluate g from Equation (3] exactly since it contains intractable
integrals against U. We can however use a similar approach to that used for the stochastic gradient
algorithm and introduce a U-statistic approximation of the intractable integrals:

gu(0) = ——— Zveee ui) ' VaV1ik(Go(us), Go(u;))VoGo(u;),
1753

where {u; }7* ; are IID realisations from U. We propose to perform optimisation using the follow-
ing natural stochastic gradient descent algorithm: starting from 0 € O, we iterate

(i) Sample {u;}i; ¥ Uand set x; = Gy (ug) fori =1,...,n.
(i) Compute ) = ;=1 —py grr (GE-D) "1 (@Q™).

The experiments in Section [5|demonstrate that this new algorithm can provide significant compu-
tational gains. This could be particularly impactful for GANs, where a large number of stochastic
gradient descent are currently commonly used. The approximation of the inverse metric ten-
sor does however yield an additional computational cost due to the inversion of a dense matrix:
O(((n? + nm)p?d + p*)) per iteration. When the dimension of the parameter set © is high, the
calculation of the inverse metric at every step can hence be prohibitive. The use of online methods
to approximate g~! sequentially without needing to compute inverses of dense matrices can be
considered as in [Ollivier, 2018], or alternatively, approximate linear solvers could also be used to
reduce this cost.

In certain cases, the gradient of the generator VgGg may not be available in closed form,
precluding exact gradient descent inference. An alternative is the method of finite difference
stochastic approximation [[Kushner and Yin, 2003|] can be used to approximate an exact descent
direction. Alternatively, one can consider other discretisations of the gradient flow. For example,
a fully implicit discretisation yields the following scheme [Jordan et al.| [1998]]:

. 1
0%) = arg min L(6) + %MMDZ(MHP@@_D), 4)

where 1 > 0 is a step-size. Therefore the natural gradient flow can be viewed as a motion towards
alower value of L(#) but constrained to be close (in MMD) to the previous time-step. The constant
1 controls the strength of this constraint, and thus can be viewed as a step size. The formulation
allows the possibility of a natural gradient descent approach being adopted even if VyL and ¢
are not readily computable. Indeed, (@) could potentially be minimised using some gradient-free
optimisation method such as Nelder-Mead.

2.5 Minimum MMD Estimators and Kernel Scoring Rules

Before concluding this background section, we highlight the connection between our minimum
MMD estimators and scoring rules [Dawid,[2007]]. A scoring ruleis a function S : X xP(X) — R
such that S(z,P) quantifies the accuracy of a model P upon observing the realisation z € X (see
[Gneiting and Rafteryl |2007] for technical conditions). We say a scoring rule is strictly proper if
[ S + S(x,P1)Py(dx) is uniquely minimised when P; = P5. Any strictly proper scoring rule induces



a divergence of the form Dg(P1|[P2) = [, S(x,P1)Po(dz) — [, S(x,Py)Po(dz). These diver-
gences can then be used to obtain minimum distance estimators: 65, = argming.g Ds(Pg||Q™) =
argmingeg >~ S(yj, Py). One way to solve this problem is by setting the gradient in 6 to zero;
i.e. solving » 371, VpS(y;,Pg) = 0, called estimating equations.

The minimum MMD estimators 6,,, in this paper originate from the well-known kernel scor-
ing rule [Eaton| (1982, Dawid, 2007, [Zawadzki and Lahaie| 2015} [Steinwart and Ziegel,, 2017,
Masnadi-Shirazi, [2017]], which takes the form

S(z,P) = k(z,x) — 2/Xk(x,y)IP’(dy) + /){Ak(y,z)P(dy)IF’(dz).

This connection between scoring rules and minimum MMD estimators will be useful for the-
oretical results in the following section. Whilst the present paper focuses on minimum MMD
estimators for generative models, our results also have implications for kernel scoring rules.

3 Behaviour of Minimum MMD estimators

The two estimators én and OAmm defined above are flexible in the sense that the choice of kernel
and kernel hyperparameters will have a significant influence on the geometry induced on the space
of probability measures. This choice will also have an impact on the generalisation, asymptotic
convergence and robustness of the estimators, as will be discussed in this section.

3.1 Concentration and Generalisation Bounds for MMD

In this section we will restrict ourselves to the case where X € R? and ©® C RP for d,p € N.
Given observations {y; }7, " Q, it is clear that the convergence and efficiency of 0,, and énm in
the limit of large n and m will depend on the choice of kernel k as well as the dimensions p and
d. As a first step, we obtain estimates for the out-of-sample error for each estimator, in the form
of generalization bounds.

The necessary conditions in this proposition are quite natural. They are required to ensure
the existence of ém and én’m, and reclude models which are unidentifiable over a non-compact
subset of parameters, i.e. models for which there are minimising sequences 6,, of MMD(Py||Q™)
which are unbounded. While these assumptions must be verified on a case-by-case basis, for most

models we would expect these conditions to hold immediately.

Assumption 1. 1. For every Q € Py(X), there exists ¢ > 0 such that the set {§ € O :
MMD(PQHQ) <infgco MMD(PQ/HQ) + C}, is bounded.

2. For everyn € N and Q € Py(X), there exists ¢, > 0 such that the set {§ € © :
MMD(P}||Q) < infgree MMD(Py||Q) + ¢y}, is almost surely bounded.

Theorem 1 (Generalisation Bounds). Suppose that the kernel k is bounded, and that Assumption
holds, then with probability at least 1 — 6,

) 1
~ < 1 R _
MMD (Pem | |@) < ng(gMMD(]PQHQ) +24/— sup k(z,) (2 +4/log <5>> ;



and

MMD( HQ) < inf MMD(Fy||Q) +2 <\f [) sup k() <2+ log <§>> .

All proofs are deferred to Appendix [B] An immediate corollarly of the aPove result is that the
speed of convergence in the generalisation errors decreases as n~ 2 and m~ 2 with the rates being
independent of the dimensions p and d, and the properties of the kernel. Indeed, if the kernel
is translation invariant, then k(z, ) will reduce to the maximum value of the kernel. A similar
generalisation result was obtained in [Dziugaite et al.| [2015]] for minimum MMD estimation of
deep neural network models. While the bounds are of the same form, Theorem (1| only requires
minimal assumptions on the smoothness of the kernel. Moreover, all the constants in the bound are
explicit, demonstrating clearly dimensional dependence. Assumption [1|is required to guarantee
the existence of at least one minimiser, whereas this is implicitly assumed in [Dziugaite et al.
[2015]]. The key result which determines the rate is the following concentration inequality.

Lemma 1 (Concentration Bound). Assume that the kernel k is bounded and let P be a probabil-
ity measure on X C R%. Let P™ be the empirical measure obtained from n independently and
identically distributed samples of P. Then with probability 1 — 0, we have that

N xex

MMD(P||P") < 2 sup k(z,x) <1 + 4 /log (;)) .

See also [Gretton et al., 2009, Theorem 17] for an equivalent bound. We can compare this
result with [Fournier and Guillin, 2015, Theorem 1] on comparing the rate of convergence of
Wasserstein-1 distance (denoted W) to the empirical measure, which implies that for d > 2 and
q sufficiently large, with probability 1 — § we have W, (P||P") < C]\Jql / 1(P)6—1n~1/4, where
My(p) == [ |2|?u(dz) and C is a constant depending only on the constants p, ¢ and d. This sug-
gests that generalisation bounds analogous to Theorem [I] for Wasserstein distance would depend
exponentially on dimension, at least when the distribution is absolutely continuous with respect
to the Lebesgue measure. For measures support on a lower dimensional manifold, this bound
has been recently tightened, see Weed and Bach| [2017] and also [Weed and Berthet [2019]]. For
Sinkhorn divergences, which interpolate between optimal transport and MMD distance |Genevay
et al.| [2018] this curse of dimensionality can be mitigated |(Genevay et al.| [2019]] for measures on
bounded domains.

3.2 Consistency and Asymptotic Normality

With additional assumptions, we can recover a classical strong consistency result.

Proposition 1 (Consistency). Suppose that Assumption |I| holds and that there exists a unique
minimiser 0" € © such that MMD(Py+||Q) = infgee MMD(Py||Q). Then lim, o0 0, = 0™ and
limy, 00 Omn = 0% as n, m — oo, almost surely.

Theorem [I] provides fairly weak probabilistic bounds on the convergence of the estimators
6, and Gn m 1n terms of their MMD distance to the data distribution Q. Proposition |1| provides
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conditions under which these bounds translate to convergence of the estimators, however it is not
clear how to extract quantitative information about the speed of convergence, and the efficiency
of the estimator in general. A classical approach to this is to establish the asymptotic normality of
the estimators and characterise the efficiency in terms of the asymptotic variance. We do this now,
assuming that we are working in the M -close setting, i.e. assuming that Q = Py« for some 6*.

Theorem 2 (Central Limit Theorems). Suppose that Q = Py« for some 0* € © and that the
conclusions of Proposition[I| hold. Suppose that:

1. There exists an open neighbourhood O C © of 0% such that Gy is three times differentiable
in O with respect to 0.

2. The information metric g(0) is positive definite at 0 = 6*.

3. There exists a compact neighbourhood K C O of 0* such that fu SUPgec i |’V(i)G9 (u) H U(du) <
0o fori = 1,2,3 where V%) denotes the mixed derivatives of order i and ||-|| denotes the
spectral norm.

4. The kernel k(-,-) is translation invariant, with bounded mixed derivatives up to order 2.

Then as k — oo:
Jm (ém - 9*) < N(0,0),

where — denotes convergence in distribution. The covariance matrix is given by the Godambe
matrix C' = g(0*) "1 2g(0*)~! where

®2
E:/u (/u (V1k(Go- (u), Go=(v)) VoG (u) — M) U(du)> U(dw)
and
- /M /u V1k(Goe (), Gor () Vo Goe (1) U(du)U(dv).

Here, A ® B denotes the tensor product and A%? := A ® A. Furthermore, suppose that:
5 The kernel k(-,-) has bounded mixed derivatives up to order 3.
6 The indices satisfy n = ng, m = my, where ny/(ny +mg) — X € (0,1),

Then, as k — oo,

Vi F g (nm = 07) 5 N0, C),

where Cy = (1/(1 — A)A)C.
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We remark that the asymptotic covariance C) is minimised when A = 1/2, that is, when
the number of samples n generated from the model equals that of the data m (at which point
C) = 4C). This means that it will be computationally inefficient to use n much larger than m.
We note that the variance also does not depend on any amplitude parameter of the kernel, or any
location parameters in U. To the best of our knowledge, there are no known analogous result for
minimum Wasserstein or Sinkhorn estimators (except a one-dimensional result for the minimum
Wasserstein estimator in the supplementary material of [Bernton et al., [2019]).

Theorem [2]raises the question of efficiency of the estimator. The Cramer-Rao bound provides
a lower bound on the variance of any unbiased estimator for Py, and it is well-known that it is
attained by maximum likelihood estimators. The following result is an adaptation of the Cramer-
Rao bound in |Godambe/[[1960] for our estimators, which are biased.

Theorem 3 (Cramer-Rao Bounds). Suppose that the CLTs in Theorem [2| hold and that the data
distribution Q satisfies Q = Py, where Py+ :Gin is assumed to have density p(x|0*). Fur-
thermore, suppose that the MMD information metric g(6*) and the Fisher information metric
F(0) = [, Vologp(x|0)Vglogp(z|0)"Pe(dx) are positive definite when 6 = 6*. Then the
asymptotic covariances C and C), of the estimator ém and émm satisfy the Cramer-Rao bound,
iie. C — F(0%)" ! and Cy — F(0*)~! are non-negative definite.

The results above demonstrate that we cannot expect our (biased) estimators to outperform
maximum likelihood in the M-closed case. The efficiency of these estimators is strongly de-
termined by the choice of kernel, in particular on the kernel bandwidth [. The following result
characterises the efficiency as | — oc.

Proposition 2 (Efficiency with Large Lengthscales). Suppose that k is a radial basis kernel, i.e.
k(z,y) = r(lz — y|?/21%), where lims_o7'(s) < 0o and lims_,o7"(s) < oo. Let C' and C}
denote the asymptotic variance as a function of the bandwidth | of 6,,, and én,m respectively. Then

Jim €' = (VoM (6))TV(0) (VoM (9)'" 5)

where M (0) and V () are the mean and covariance of p(x|0) respectively and At denotes the
Moore-Penrose inverse of A. As a result, lim_,o., Ct = (1/(1=X)A) (VoM (0) V(0) (VoM ()T

In general, the minimum MMD estimators may not achieve the efficiency of maximum like-
lihood estimators in the limit [ — oo, however in one dimension, the limiting covariance in
Equation [5]is a well known approximation for the inverse Fisher information [Jarrett, 1984, [Stein
and Nossekl, 2017]], which is optimal.

Before concluding this section on efficiency of minimum MMD estimators, we note that the
asymptotic covariances C' and C'y of Theorem [2| could be used to create confidence intervals for
the value of 6* (only for the M-closed case). Although these covariances cannot be estimated
exactly since they depend on 6* and contain intractable integrals, they can be approximated using
the generator at the current estimated value of the parameters.

3.3 Robustness

This concludes our theoretical study of the M-closed case and we now move on to the M-open
case. A concept of importance to practical inference is robustness when subjected to corrupted
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data [Huber and Ronchetti, | 2009]]. As will be seen below, minimum MMD estimators have very
favourable robustness properties for this case.

Our first objective is to demonstrate qualitative robustness in the sense of [Hampel [[1971]].
More specifically, given some parametrized probability measure Py, we show that if two measures
Q4 and Q> are close in Prokhorov metric, then the distributions of the minimum distance estima-
tors 0, € argming.o MMD?(Py||Q}") and é;m € argming.o MMD?(P2||Q7) fori = 1,2 are
respectively close.

Theorem 4 (Qualitative Robustness). Suppose that (i) VQ € Py (X) there exists a unique 6% such
that infgee MMD(Pg||Q) = MMD(P0||Q) and (ii) Ve > 0, 36 > 0 such that || — 09| >
implies that MMD(Pg||Q) > MMD(Pyq||Q) + 8. Then 8y, is qualitatively robust in the sense of
Hampell [[1971]].

Additionally, suppose that for any empirical measure U™ on n points, that (i’) VQ € Pr(X)
there exists a unique 09 such that infgce MMD(GZ%U”\ Q) = MMD(G;’EU”\ |Q) and (ii’) Ve > 0,
36 > 0 such that ||0 — 69| > ¢ implies that MMD(G#U”HQ) > MMD(G;%U”HQ) + 0. Then
dN such that énm is qualitatively robust for n > N.

The result above characterises the qualitative robustness of the estimators, but does not provide
a measure of the degree of robustness which can be used to study the effect of corrupted data on the
estimated parameters. An important quantity used to quantify robustness is the influence function
IF : X x Pg(X) — R where IF(z,Py) measures the impact of an infinitesimal contamination
of the data generating model Py in the direction of a Dirac measure J, located at some point
z € X. The influence function of a minimum distance estimator based on a scoring rule S is
given by [Dawid and Musio, 2014]: IFg(z,Pp) := ([, VoVeS(z,Pg)Py(dz)) ' VeS(z,Py).
The supremum of the influence function over z € X is called the gross-error sensitivity, and if it
is finite, we say that an estimator is bias-robust [Hampel, [1971]. We can use the connection with
kernel scoring rules to study bias robustness of our estimators.

Theorem 5 (Bias Robustness). The influence function corresponding to the maximum mean dis-
crepancy is given by IFyyp(z,Pg) = g~ 1(0)Vg MMD(Py, S,). Furthermore, suppose that V1k
is bounded and [, ||V ¢Gy(u)||U(du) < oo, then the MMD estimators are bias-robust.

Note that the conditions for this theorem to be valid are less stringent than assumptions re-
quired for the CLT in Theorem [2] As we shall see in the next section, there will be a trade-off
between efficiency and robustness as the kernel bandwidth is varied. We shall demonstrate this
through the influence function.

Overall, these results demonstrating the qualitative and bias robustness of minimum MMD
estimators provides another strong motivation for their use. For complex generative model, it
is common to be in the M-open setting; see for example all of the MMD GANSs applications
in machine learning where neural networks are used as models of images. Although it is not
realistically expected that neural networks are good models for this, our robustness results can
help explain the favourable experimental results observed in that case. Note that, to the best of our
knowledge, the robustness of Wasserstein and Sinkhorn estimators has not been studied.
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4 The Importance of Kernel Selection: Gaussian Models

As should be clear from the previous sections, the choice of kernel will strongly influence the
characteristics of minimum MMD estimators, including (but not limited to) the efficiency of the
estimators, their robustness to misspecification and the geometry of the loss function. In this sec-
tion, we highlight some of these consequences for two particular models: a location and scale
model for a Gaussian distribution. These models are illustrative problems for which many quanti-
ties of interest (such as the asymptotic variance and influence function) can be computed in closed
form, allowing for a detailed study of the properties of minimum MMD estimators.

4.1 Kernel Selection in the Literature

A number of approaches for kernel selection have been proposed in the literature, most based on
radial basis kernels of the form k(z,y;l) = r(||lxz — y||/l), for some function r : R — R>.
We now highlight each of these approaches, and later discuss the consequences of our theoretical
results in the case of Gaussian location and scale models.

Dziugaite et al.| [2015]] proposed to set the lengthscale using the median heuristic proposed
in |Gretton et al. [2008]] for two-sample testing with MMD, and hence picked their lengthscale
to be /median(||y; — y;]|3/2) where {y;}7L, is the data. This heuristic has previously been
demonstrated to lead to high power in the context of two-sample testing for location models in
Ramdas et al.|[2015]], Reddi et al.|[2015]. See also|Garreau et al.|[2017] for an extensive investi-
gation. |L1 et al.|[2015]], Ren et al.| [2016], Sutherland et al.|[2017]] have demonstrated empirically
that a mixture of squared-exponential kernels yields good performance, i.e. a kernel of the form
k(x,y) = ZSS:1 vsk(x,y;ls) where v1,...,7s € Ry and the lengthscales l1,...,lg > 0 are
chosen to cover a wide range of bandwidth. The weights can either be fixed, or optimised; see
Sutherland et al.|[2017]] for more details. As the sum of characteristic kernels is characteristic (see
Sriperumbudur et al.| [2010])) this is a valid choice of kernel.

Another approach orginating from the use of MMD for hypothesis testing consists of studying
the asymptotic distribution of the test statistics, and choose kernel parameters so as to maximise
the power of the test. This was for example used in [Sutherland et all 2017]]. A similar idea
could be envisaged in our case: we could minimise the asymptotic variance of the CLT obtained
in the previous section. Unfortunately, this will not be tractable in general since computing the
asymptotic variance requires knowing the value of 6*, but an approximation could be obtained
using the current estimate of the parameter.

Finally, recent work [L1 et al., 2017] also proposed to include the problem of kernel selection
in the objective function, leading to a minimax objective. This renders the optimisation problem
delicate to deal with in practice [Bottou et al., 2017]. The introduction of several constraints
on the objective function have however allowed significant empirical success [Arbel et al., [2018,
Binkowski et al., 2018]]. We do not consider this case, but it will be the subject of future work.

4.2 Gaussian Location Model

To focus ideas we shall focus on a Gaussian location model for a d-dimensional istropic Gaussian
distribution A/ (6, aQIdxd) with unknown mean 6 € R% and known standard deviation o > 0.
In this case, we take Y = X = RY U is a standard Gaussian distribution A/ (0, 02Idxd) and
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Gg(u) = u + 6. The derivative of the generator is given by VoGg(u) = I;x4. Although this is
of course a fairly simple model which could be estimated by MLE, it will be useful to illustrate
some of the important points for the implementation of MMD estimators. In the first instance, we
consider the M-closed case where the data consists of samples {y; }”:1 " Q where Q = Py and
the kernel is given by k(z, y; 1) = ¢(z;y,1?), where ¢(z;y,1?) is the probability density function
of a Gaussian N (y, I?Iixq).

Proposition 3 (Asymptotic Variance for Gaussian Location Models). Consider the minimum
MMD estimator for the location 0 of a Gaussian distribution N'(0,0%14q) using a Gaussian
kernel k(z,vy) = ¢(z;y,1?), then the estimator 0, has asymptotic variance given by

C = o?((1 + 0)(302 +12) 727112 + 20%) T2 . 6)

The Fisher information for this model is given by 1/ 021454, and so in the regime | — oo we
recover the efficiency of the MLE, so that the Cramer-Rao bound in Theorem [3]is attained. On the
other hand, for finite values of /, the minimum MMD estimator will be less efficient than the MLE.
For [ — oo, the asymptotic variance is O(1) with respect to d, but we notice that the asymptotic
variance is O(a?*2) as I — 0, where @ = 2/4/3 ~ 1.155 > 1. This demonstrates a curse of
dimensionality in this regime. This transition in behaviour suggests that there is a critical scaling
of [ with respect to d which results in asymptotic variance independent of dimension.

Proposition 4 (Critical Scaling for Gaussian Location Models). Consider the minimum MMD
estimator for the location 6 of a Gaussian distribution N'(0,0%1,4) using a single Gaussian
kernel k(z,y) = ¢(x;y,1%) where | = d*. The asymptotic variance is bounded independently of
dimension if and only o > 1 /4.

As previously mentioned, it has been demonstrated empirically that choosing the bandwidth
according to the median heuristic results in good performance in the context of MMD hypothesis
tests [Reddi et al., 2015} |Ramdas et al.,|2015]]. These works note that the median heuristic yields
l = O(dl/ 2), which lies within the dimension independent regime in Proposition @ Our CLT
therefore explains some of the favourable properties of this choice.

Clearly, the choice of lengthscale can have a significant impact on the efficiency of the esti-
mator, but it can also impact other aspects of the problem. For example, the loss landscape of the
MMD, and hence our ability to perform gradient-based optimisation, is severely impacted by the
choice of kernel. This is illustrated in Figure 1| (top left) in d = 1, where choices of lengthscale
between 5 and 25 will be preferable for gradient-based optimisation routines since they avoid large
regions where the loss function will have a gradient close to zero. Using a mixture of kernels with
arange of lengthscale regimes could help avoid regients of near-zero gradient and hence be gener-
ally desirable for the gradient-based optimization. A third aspect of the inference scheme which is
impacted by the lengthscale is the robustness. We can quantify the influence of the kernel choice
on robustness using the influence function. Similar plots for different classes of kernels can be
found in the Appendix in Figures [8] [9] and

Proposition 5 (Influence Function for Gaussian Location Models). Consider the MMD estimator
for the location 0 of a Gaussian model N'(0,0%I4y4) based on a Gaussian kernel k(x,y) =
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&(x;5,12). Then the influence function is given by:

d
12 4202\ 2" Iz — 6|3
IF, P =2 —5—>% B Ui L2 —9).
wm (P, 2) <12+02> eXp( 2(l2+02)>(z )

Note that the asymptotic variance (6) is minimised by taking [ arbitrarily large. Despite this,
in practice we do not want to choose [ to be larger than necessary as this will poorly influence the
robustness of the estimator. Clearly, for the location model, we see that [ controls the sensitivity of
our estimators. For every finite [, we have the following uniform bound for the influence function

12 +20° 21
sup Mo B )] = 202V 1 2 (57 200)
2€R4 +o0o

Taking | — oo we have IFyvp (Pg+, 2) — (6 — 2), thus losing robustness in the limit. As with
asymptotic variance, the sensitivity will depend exponentially on dimension when [ is small. Con-
trary to intuition, the uniform influence function minimum will not be attained when [ approaches
zero, but rather at an intermediate point, when [?> = do?, after which the influence to contami-
nation will increase as [ — oo. The middle plot in Figure |1| (top) illustrates the effect of kernel
bandwidth on robustness. The figure plots the [; error between the estimated parameter O, (for
n) based on a polluted data sample Q(dz) = (1 — €)¢(x; 0, 1)dx + edz, for some z € R? where
e = 0.2. While the estimator is qualitatively robust, for higher kernel bandwidths, the estimator
will undergo increasingly large excursions from 6* = 0 as the position of the contaminent point
z moves to infinity. The second plot demonstrates the behaviour of the estimators as the pollution
strength € is increased from 0 to 1 and z = (10, ...,10)". We observe that for small kernel band-
widths, the estimator undergoes a rapid transition around € = 0.5. However, as the lengthscale
is increased the estimator becomes increasingly sensitive to distance sample points to the extent
that the error grows linearly with respect to €. Interestingly, additional experiments presented in
Figure[TT] of the Appendix indicate that Wasserstein-based estimators may not be robust.

4.3 Gaussian Scale Model

The second model we consider is a d-dimensional isotropic Gaussian distribution N (u, exp(260)Iixq)
with known location parameter 11 € R?. Since the asymptotic variance does not depend on any
location parameters of U, we will assume without loss of generality that the base measure U is a
d-dimensional Gaussian with mean zero and identity covariance matrix, and that Gy : R? — R¢

is defined by Gjp(u) = exp(€)u. For simplicity, we assume that we are in the M-closed situation,
where the true data distribution Q is given by Py« and the kernel is k(x,y;1) = ¢(x;y,1%). For
this model, the conclusions in terms of efficiency, robustness and loss landscape are similar to
those of the Gaussian location model. For example, we can once again compute the asymptotic
variance of the CLT:

Proposition 6 (Asymptotic Variance for Gaussian Scale Models). Consider the minimum MMD
estimator for the scale 0 of a Gaussian distribution N (u,exp(0)1;xq) using a Gaussian RBF
kernel k(x,y;1) = ¢(z;y,1%). The asymptotic variance of the minimum MMD estimator Orm,
satisfies C' = g~ (6*)Sg~1(0*) where the metric tensor at 6* satisfies

g(0%) = (2m)2 (12 + 26" U (a.1.¢2),

16



10 35 10
- 30
o o054 - 25 B
t — Va1 6 —_
£ 0 £ 20 g 6 Lengthscale
z W 15 T — 01
8 s =10 ~= : o>
g ; 10
05 cq
o oo T T T 0 :" T T T T — 100
-10 0 10 00 1w 10t 10° 000 025 050 075 100 —_— 50
Location of Dirac Threshold & 50.0

0.50

—0.25
—0.50
—0.75

= MoB oo om

-1.00

Loss Function
(=} o
-
% @
‘\,
I; error
5K &
I, error
E B N B

o T T T T T
107 w° 107 1071 100 10! 102 000 025 050 075 100
o Location of Dirac Threshold €

Figure 1: Gaussian location and scale models - Performance of the Gaussian RBF kernel (for
n, m large). The top plots refer to the Gaussian location model, whilst the bottom plots refer to
the Gaussian scale model. Left: Comparison of the loss landscape for various lengthscale values
in d = 1. Center: Robustness problem with varying location x for the Dirac but threshold fixed
to e = 0.21in d = 1. Right: Robustness problem with varying threshold but fixed location for the
Diracatxz = 10ind = 1.

fora K(d,l,s) is bounded with respect to d, 1, and s and K(d,0,s) = %(1 +2d~Y); and
* * -2 * _d/2 * _d/2 * —d
5 = (21) 422 (69 v z2) <01 (12 + 3¢ ) (ﬂ + e ) + Oy (12 4 2e% ) )

where C1 and Cy are bounded uniformly with respect to the parameters. Asymptotically, the
asymptotic variance behaves as C' ~ (2/+/3)%/d? for | < 1 and C' ~ 1*/d? for 1 > 1.

This result indicates that the asymptotic variance grows exponentially with dimension as [
small. In the other extreme, for [ going to infinity results in an asymptotic variance which is
bounded independent of dimension. In fact, the following result characterises the choice of length-
scale required for dimension independent efficiency.

Proposition 7 (Critical Scaling for Gaussian Scale Models). Consider the minimum MMD esti-
mator for the scale 0 of a Gaussian distribution N (i, exp(0)1ixq) with a single Gaussian kernel
k(z,y) = ¢(z;y,1?) where | = d®. The asymptotic variance is bounded independently of dimen-
sion if and only if « > 1/4.

This scaling is the same as for the Gaussian location model, indicating that a more general
result on critical scaling for MMD estimators may exists. We reserve this issue for future work.
Once again, we notice (Figure[T] bottom left) that the choice of lengthscale has a significant impact
on the loss landscape. However, an interesting point is that values of the lengthscale which render
the loss landscape easily amenable to gradient-based optimisation are different in the two cases.
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Figure 2: Gaussian location model - Efficiency and Robustness for a Mixture of Kernels. Asymp-
totic variance and gross sensitivity for minimum MMD estimators of the Gaussian location
model as a function of /; and Iy for a mixture of squared exponential kernels: k(x,y) =

exp(—|lz — yl[3/263) + exp(— [z — yl3/213).

Numerical experiments clearly indicate that the choice of lengthscale may need to be adapted
based on the parameters of interest. The lengthscale has, once again, a significant impact on the
robustness of the estimator, as demonstrated in the following result.

Proposition 8 (Influence Function for Gaussian Scale Models). Consider the minimum MMD
estimator for the scale 6 of a Gaussian model N (u,exp(0)I4xq) based on a single Gaussian
kernel k(z,vy) = ¢(z;y,1?). The influence function associated with this estimator is:

d
12 4 26207\ 212 (l2 + 20" — z2) 22
[Fhamo (Bo, 2) = ( 21 e ) d(d+ 2y P <_2 @+ 629*)) '

In particular, for every finite [ we have that

o (B, 2)| — 2 (P 267) (12 a2y B
su *y, Z)| = ¥ ¥ 3
S T MMDLTe d(d + 2)e20 12} 20

independently of z, so that [ controls the sensitivity of the estimator. Once again, we see exponen-
tial dependence on dimension for [ small, with the minimum uniform influence at an intermediate
point, with the dependence increasing as [ — co.

4.4 Using Mixtures of Gaussian Kernels

InLietal.|[2015],/Ren et al.|[2016]], Sutherland et al.|[2017] it was observed empirically that using
mixtures of distributions offers advantageous performance compared to making single choices. In
particular, it circumvents issues arising from gradient descent due to vanishing gradients, which
can occur if the lengthscale of the kernel chosen to be too small, as can be seen in Figure[I] While
multiple kernels offer advantage for gradient descent, we aim to understand where mixture kernels
offer any advantages in terms of asymptotic efficiency and robustness. Focusing on the Gaussian
location model case, we have the following result.
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Proposition 9 (Efficiency and Robustness with Mixture Kernels for Gaussian Location). Consider
the minimum MMD estimator for the location of a Gaussian distribution N'(0,0%1q) using a
Gaussian mixture kernel k(x,y) = ZSSZI Ysb (351, 12). Then the minimimum MMD estimator has
asymptotic variance given by

d
—4-1

o S S sys (2 + D) (12 + 0?) + 02(20% + 12 +12))
2
(T2 +20%)£1)

Furthermore, the influence function is given by:

Iixa- @)

_d_ z—0||2
25257 ( + 0%) " E T exp (— gl ) (2 - 6)
S (12 + 202) 75 '

In Figure 2] we plot the log asymptotic variance and log gross sensitivity for the Gaussian
location model based on a mixture kernel composed of two Gaussian kernels with lengthscales
[ and lo. What is interesting to note that there are choices of (I1,l2) which give rise to higher
efficiency and robustness than their individual counterparts. Indeed, for example, choosing [; =
0.8 then the asymptotic variance will be minimised when I =~ 0.6, although this choice will
reduce bias-robustness. This figure appears to support the claim that mixture kernels can also
provide increased performance beyond assisting gradient descent, and merits further investigation.

IFymp(z,Pg) =

S Numerical Experiments

In this final section, we examine the impact of the choice of kernel on several applications. In
particular, we highlight the importance of working with estimators which are robust to model
misspecification. We start with two applications which are popular test-beds for inference for
intractable generative models: the g-and-k distribution and a stochastic volatility model. We then
move on to a problem of parameter inference for systems of stochastic differential equations,
where we consider a parameter-prey model and a multiscale model. These examples allow us to
demonstrate the advantage of our natural gradient descent algorithm, and the favourable robustness
properties of the estimators.

5.1 G-and-k distribution

A common synthetic model in the literature on generative models is the g-and-k distribution [Bern-
ton et al.l 2019, |Pranglel 2017]]. For this model, we only have access to the quantile function
Gy : [0,1] — R (also called inverse cumulative distribution function) given by:

(1 —exp(—c®*(u;0,1))
(1+ exp(—c®1(u;0,1))

Go(u) :=a+b (1 +0.8 ) (14 (@ (u;0, 1))2)k<1>*1(u; 0,1)

where @1 (u; 0, 1) refers to the u’th quantile of the standard normal distribution. The parameter
of interest is 6 = (601,02, 03,04) where 6; = a controls location, 62 = b controls scale, 03 = ¢
controls skewness and 64 = exp(k) controls kurtosis. Although this is a model defined on a
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Figure 3: Inference for the parameters of the g-and-k distribution using a maximum mean dis-
crepancy estimator. Left & Center: Several runs of a stochastic gradient descent (light blue, light
red and light green) and a stochastic natural gradient descent (dark blue, dark red and dark green)
algorithm on the MMD loss function with Gaussian RBF kernel with lengthscale | = 2. The black
dot corresponds to the minimiser. Right: Estimate of the MMD loss function around the minimum
as a function of 6,4 for a Gaussian RBF kernel with varying choices of lengthscales and a mixture
of all the Gaussian kernels.

one-dimensional space, the four parameters allow for a very flexible family of distributions. A
rescaling of the last parameter is used to avoid instabilities. Since the quantile function is available,
we can easily simulate from this model using inverse transform sampling.

We study the behaviour of the MMD estimators for this model in Figure |3} For the left and
center plots, we used both stochastic gradient descent and stochastic gradient descent with pre-
conditioner to obtain an estimate of 6,,. We used a constant step-size for both algorithms (tuned
for good performance) and ran each algorithm for 500 iterations. The data is of size m = 30000
but we used minibatches of size 200, the simulated data was of size n = 200, the kernel was
Gaussian RBF with lengthscale [ = 2 and 6* = (3,1,1, —log(2)). The large number of data
points is used to guarantee that the minimiser can be recovered. We notice that both the stochastic
gradient descent and stochastic natural gradient descent are able to recover 67 and 65 for a variety
of initial conditions in the neighbourhood of the minimiser. On the other hand, as observed in
the center plot, the stochastic gradient descent algorithm is very slow for 63 and 0, whereas the
natural stochastic gradient descent algorithm is able to recover both of these parameters in a small
number of steps. This clearly highlights the advantage of the rescaling of the parameter space
provided by the preconditionner based on the geometry induced by the information metric.

We also plot the MMD loss function as a function of 64 in the neighborhood of §*. The
estimator is sensitive to the choice of lengthscale: in the case where we use a Gaussian RBF
kernel, a lengthscale smaller of equal to [ = 0.1 or greater or equal to [ = 10 led to a loss function
which is flat on a wide range of the space. In those cases, it will be difficult to obtain an accurate
estimate of the parameter due to the noise in our estimates of the gradient. On the other hand, a
lengthscale of [ = 1 allows us to provide more accurate results. Furthermore, the use of a mixture
of all of these kernels also allows us to obtain accurate results without having to manually tune the
choice of lenghtscale.
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5.2 Stochastic Volatility Model with Gaussian and Cauchy Noise

Our second model is a stochastic volatility model [Kim et al., [1998]], popular in the econometrics
literature as a model of the returns on assets over time. The model can be simulated from by
sampling the first hidden variable h; ~ N'(0,02/(1 — ¢?)) representing the initial volatility, then
following the following set of equations:

ht = ¢ht—1 + nt, m ~ N(0,0%),
Yt = &R exp(0.5ht), €t ~ N(O, 1)

where y, is the mean corrected return on holding an asset at time ¢, and h; the log-volatility at time
t. The {y;}_, are observed data and {h;}._; are unobserved latent variables. This is therefore
a generative model with parameters (¢, x, ), which we reparameterised with 6; = log((1 +
?)/(1 — ¢)), 02 = log k, 03 = log(c?) to avoid numerical issues so that we want to recover § =
(61,02,03). The data dimension is d = T" and the parametric dimension is p = 3. The likelihood
of these models is usually not available in closed form due to the presence of latent variables
and hence given by p(yl, ceey yT‘H) = fp(yl, ce ,yT|h1, ceey hT, Q)p(hl, ey hT|9)dh1 ce th
which is a high-dimensional intractable integral. Alternative approaches based on quasi-likelihood
estimation or expectation-maximisation can be considered, but the approximation obtained may
be unreliable. Furthermore, it may be preferable to make use of minimum MMD estimators since
these will allow for robust inference, which is not the case for alternative approaches.

In our experiments, we choose T' = 30 and considered inference with minimum MMD estima-
tors with Gaussian kernels. Initially, we considered the M-closed case and generated m = 20000
data points for 8* = (0.98,0.65,0.15), which we then tried to infer by minimising the MMD loss
function with a wide range of kernels. For the experimental results, we used stochastic gradient
descent and stochastic natural gradient descent with minibatches of size 2000, and used n = 45.
Results in Figure [] (top) demonstrate that our natural gradient algorithm is able to recover the
parameters in around five thousand iterations whereas the gradient descent algorithm isn’t close to
convergence after 30000 steps. Note that even though the dimension d = 30, the parameter space
has dimension p = 3 so that the additional computational cost of the preconditioner is negligeable
for this problem (and completely dwarfed by the cost of the generator).

We then considered the M-open case, and introduced misspecification by simulating the €; val-
ues using IID realisations of a Cauchy distribution with location parameter 0 and scale parameter
\/2/m. This distribution has the same median as the Gaussian distribution, and their probability
density functions match at that point, but the Cauchy has much fatter tails. The results of these
experiments are available in Figure 4] and in each case we repeated the experiments with 4 differ-
ent stepsize choices and plot the best result. In the well-specified case, we notice that the natural
gradient descent algorithm is able to take advantage of the local geometry of the problem and
converges to #* in a small number of iterations. Further experiments with a larger range of kernels
is available in Appendix [D.3] but the mixture kernel tended to work best.

In the misspecified case, we notice (as expected) that while none of the minimum MMD
estimators is able to recover the true value of 8*, but that the inferred results remain stable, i.e.
close to the truth. The choice of kernel has a clear impact on the output. For Gaussian RBF
kernels with lengthscales [ = 1 or [ = 5, the loss function is too flat for gradient descent and we
are not able to move much from the initial parameter. For larger values of the lengthscale (e.g.
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Figure 4: Inference for stochastic volatility models. Top: Well-specified case - Gradient descent
and natural gradient descent on the MMD loss function with a mixture of Gaussian RBF kernels
with lengthscales 1, 5, 10, 20, 40. Bottom: Misspecified case - Gradient descent on the MMD loss
function with a variety of kernels including a Gaussian RBF kernel with lengthscales 1, 5, 10, 20,
as well as a mixture of all these kernels and a Gaussian RBF kernel with lengthscale [ = 40.

I = 10, 20, 40) and for the mixture kernel, we are able to use gradient-based optimisation but that
it demonstrates increased sensitivity to model mispecification. We note that the single Gaussian
RBF kernels with large lengthscale are able to learn 6] well in the sense that there is negligeable
bias as compared to 63 and 63. This is likely due to the improvement in bias robustness expected
for kernels with large lengthscale.
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5.3 Inference for Systems of Stochastic Differential Equations

For our third set of experiments, we use minimum MMD estimation to infer the initial condition
and parameters for coupled systems of stochastic differential equations (SDEs). In general, will
will consider a d-dimensional It6 stochastic differential equation of the form

dXt = b(Xt,Hl)dt+a(Xt,91)th, (8)

where b : RT x © — R4 o : R? x © — R4 W, is a k dimensional standard Brownian
motion and with initial value Xy = 02 and where (01, 02) € O is a vector of unknown parameters
to be determined. We assume that for each # there is a unique solution to (8) which depends
continuously on the initial condition.

For any fixed 6, provided we can simulate X (¢), at points 0 = g < t; < ... < tg = T, then
we can consider the generative model defined by Py = G#[U, where U is the Wiener path measure
for a k dimensional standard Wiener process on C[0, 7] and Gy = Oy o Iy, where I : C[0,T] —
C'0, T is the Itd map, transforming the Wiener process to the solution X (-) of the SDE. Here, Oy
is an observation operator, for example mapping w € C|[0, 7] to (w(t1), ..., w(tx)) or any other
smooth functional of the path which depends smoothly on #. Note that it is trivial to incorporate
observational noise and volatility parameters into the observation operator.

To perform MMD gradient descent for this model we must calculate the gradient of the forward
map with respect to the parameters 6. Pathwise derivatives of the solution of (8 with respect to
initial conditions and coefficient parameters are well established [Kunital |1997|Gobet and Munos,
2005, [Friedman, 2012] and are detailed in the following result; see also|I'zen and Raginsky|[2019]]
for a similar result arising in a similar context.

Proposition 10. [Kunita, 1997, Theorem 2.3.1] Suppose that the drift b(x; 01) and diffusion tensor
o(x;01) are Lipschitz with Lipschitz derivatives with respect to x and 01. Then the pathwise
derivative of X; with respect to the parameters 01 is given by the solution of the Ito process,

d (Vo X¢) = (Vab(Xe;01) Vo, Xy + Vo, b(Xy;01)) dt + (Voo (Xy;0) Ve, Xy + Vo, 0(Xy;601)) dWy
with initial condition Vg, Xo = 0 and the derivative of X, with respect to 0 is given by

d(Vo, X1) = (Vob(Xy:61)Ve, Xy) dt + (Va0 (X 0)Ve, X;) dW,

where Vg, Xo = 1. In particular, given a differentiable function F' of Xy, ..., Xi,
K
Vo E[F(Xpp, ., Xep | =B | Vo F( Xy, Xi )V, Xy, |, fori=1,2.
k=1

Before moving on to the experiments, we note that/Abbati et al.|[2019]] proposed an alternative
method, performing Gaussian process-based gradient matching for ODEs and SDEs with additive
noise, by using MMD to fit a GP process inferred from the data to the SDE. However, the approach
we propose permits parametric estimation for more general SDEs and noise models.
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Figure 5: Inference for the initial conditions of a Lotka-Volterra model with noisy dynamics.
Left: n = 100 realisations from the coupled stochastic differential equations for several initial
conditions. Right: n = 100 realisations used for inference, including 90 realisations from the
correct model and 10 which are corrupted.

5.3.1 Noisy Lotka-Volterra Model with Unknown Initial Conditions

As an example, we consider the stochastic Lotka-Volterra model [[Volterra, |1926], which consists
of a pair of nonlinear differential equations describing the evolution of two species through time:

X 1 -1 0
d( X; ) = [( 0 ) 011 X1 + < 1 ) 012X 1 X2 ¢ + ( 1 > 913X24 dt
1 -1 0

! ( 0 > VoW + ( 1 ) VORX1 X d W 4 ( o ) VO Xo W,

where the initial conditions 02 = (X1, X2,0) are unknown, but the parameters 61 = (611, 612, 613)
governing the dynamics are known. While exact sampling methods for diffusions exist, see Beskos
and Roberts| [2005], for simplicity we shall employ an inexact Euler-Maruyama discretisation,
choosing the step size sufficiently small to ensure stability of the discretisation. We choose the
“true” initial condition to be deterministic with value 65 = (X1, X20). We fix a-priori the
time horizon to 7" = 1 and the parameters governing the equation to 61 = (611, 6012,013) =
(5,0.025,6). In this case, p = 2, d = 2 and n tends to be small (in the tens or hundreds). We
consider the case where n = 50.

Typical realisations for the system of coupled stochastic differential equations can be found
in Figure [5] (left) for several values of the initial conditions. As we would expect, the closer
the initial conditions, the closer the realisations of stochastic differential equations will be. This
clearly motivates the use of minimum MMD estimators. We are particularly interested interested
in the behaviour of the estimators as a proportion of the data is corrupted. In particular, we will
consider the problem of inferring initial conditions 65 = (100, 120) given realisations from this
model which are corrupted by realisations from the model initialised at 9; = (50, 50). Realisations
are provided in Figure |3 (right) for the case with 10% misspecification.

We expect this type of misspecification to lead to severe issues for non-robust inference al-
gorithms, but the bias robustness of minimum MMD estimators allows us to provide reasonable
estimates of the parameter. This can be seen in Figure [6] (left) where we plot estimates provided
by MMD estimators for 62 as a function of natural gradient steps for various proportion levels of
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Figure 6: Inference for the initial conditions of a Lotka-Volterra model with corrupted observa-
tions based on m = 100 realisations and n = 50 simulated data. Each color correspond to a
different percentage of corrupted observations. Left: Stochastic gradient descent steps for mini-
mum Sinkhorn estimator with /5 cost and € = 1 regularisation. Right: Stochastic gradient descent
steps for minimum MMD estimator with Gaussian RBF kernel and lengthscale I = 30.

corruption. This is compared to the Sinkhorn algorithm of (Genevay et al.| [2018]]. As can be seen,
the MMD estimator can recover the truth for a large proportion of corrupted samples whereas
Wasserstein-based estimators are very sensitive to corrupted data.

5.3.2 Parametric Inference for a System of SDEs with Multiple Scales

We consider a second example where we observe realisations of the following two-dimensional
multiscale system

ix; - (V2 %

1 2
Y+ 911Xf) dt, dyy = —:2Yt€ dt + 7th, ©)

€

where W; is a standard Brownian motion, 0 < € < 1 is a small length-scale parameter, 61 =
(611,012) are unknown parameters governing the dynamics, and the initial conditions 6o are
known. Such systems arise naturally in atmosphere/ocean science [Majda et al., 2001[], materi-
als science [Weinan, |2011]] and biology [Erban et al., 2006f], and the inference of such stochastic
multiscale systems has been widely studied, see [Pavliotis and Stuart, 2007, Krumscheid, 2018]].

The process Y is an Ornstein-Uhlenbeck process with vanishing autocorrelation controlled
by €. Formally, in the limit of ¢ — 0 it will behave as the derivative of Brownian motion. One
can formulate minimum MMD problem for estimating the parameters 617 and 6,2, appealing
to Proposition [I0] to compute the MMD gradient. However, a direct approach which involves
integrating the SDEs in (9) multiple times is computationally infeasible, due to the fact that the
simulation step-size would need to be commensurate to the small scale parameter e. This motivates
us to use a coarse grained model for estimating the unknown parameters. As ¢ — 0, the process
X¢ will converge weakly in C[0, T to a process X ., given by the solution of the Itd SDE:

dX; = 011X+ /2012dW,, t€10,T), (10)
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Figure 7: Inference for the parameters of a two-scale stochastic process using a coarse grained
model. The plots show the convergence of the estimators to the truth values (dashed-lines) as the
number of gradient descent steps increase, for data coming from (9).

see [Pavliotis and Stuart, 2008, Chapter 11]. As the coefficients of this SDE do not depend on the
small scale parameter, we are able to generate realisations far more efficiently than for (). We
consider the minimum MMD estimator for 61, and 612 using as a model. This introduced
model misspecification of an interesting nature: for e small, the path measures associated with (9]
and on C|0, T'] will be close with respect to the Levy-Prokhorov metric (which metrizes weak
convergence) but not with respect to stronger divergences such as total variation or KL divergence.
Indeed, the KL divergence between both measures will diverge as e — 0. As MMD induces a
coarser topology than the Levy-Prokhorov metric, we expect that the MMD estimators will be
robust with respect to this misspecification for € small, whereas maximum likelihood estimators
are known to be biased in this case [Pavliotis and Stuart, 2007].

Suppose that we observe 100 realisations of (9)) at discrete times 0.1,0.2, ..., 1.0 over a time
horizon of T' = 1 with known initial conditions 3 = (1.0, 0.0) with true values of the parameters
given by 67 = (—1/2, \/W) We construct a minimum MMD estimator for 6; using the coarse
grained SDEs as a model. In this case, p = 2, d = 1. To simulate the coarse-grained model, we
use an Euler-Maruyama discretisation with a step-size of 10~2. We use natural gradient descent
to minimise MMD, generating n = 100 synthetic realisations of the coarse SDE per gradient
step. In Figure [7| we plot the natural gradient descent trajectory for the estimators of 6; for € =
1,0.5,0.1, respectively. For e = 1, where we anticipate the misspecification to be high, the
minimum MMD estimator converges to the true value of 011, but fails to recover the 615 parameter
(though remains within an order of magnitude). Taking € smaller we observe that the accuracy
of the estimators increases, indicating that the MMD estimators capture the weak convergence of
{X§,t€[0,T]}to {X;, t €[0,T]}. We also note however that the volatility in the estimator for
parameter 61, is increasing as € decreases, which suggests that the size of the simulated data (and
perhaps also the size of the minibatches) must be increased as e goes to 0 to maintain a constant
mean square error.
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6 Conclusion

This paper studied a class of statistical estimators for models for which the likelihood is unknown,
but for which we can simulate realisations given parameter values. Our estimators are based on
minimising U-statistic approximations of the maximum mean discrepancy squared. We provided
several results on their asymptotic properties and robustness, as well as a novel natural-gradient
descent algorithm for efficient implementation. As demonstrated first in our theory, then later
in the experiments, the choice of reproducing kernel allows for great flexibility and can help us
trade-off statistical efficiency with robustness.

This methodology clearly provides a rigorous approach to parametric estimation of complex
black-box models for which we can only evaluate the forward map and its gradient. The natural
robustness properties of these estimators make them a clear candidate for fitting models to engi-
neering systems which are subject to intermittent sensor failures. Our theory also provides insights
into the behaviour of MMD estimators for neural networks such as MMD GANs.

There are several directions in which this work could be extended. Firstly, we note this
methodology can be readily applied to other continuum models such as ordinary differential equa-
tions and (stochastic) partial differential equations with noisy parameters. In these cases, adjoint
based methods can be exploited to reduce the cost of computing gradients.

A second direction which is promising relates to model reduction or coarse graining, where
a complex, very expensive model is replaced by a series of smaller models which are far cheaper
to simulate. We believe that minimum MMD based estimators are an excellent candidate for
effecting these coarse graining approaches thanks to their robustness properties.

Finally, we note that a drawback of this methodology is the poor scaling as a function of
data-size. Indeed, the cost of computing MMD grows quadratically with data-size. This clearly
motivates a second direction of research involving the use of cheaper approximate estimators for
maximum mean discrepancy, such as [Chwialkowski et al., 2015]].
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Supplementary Material for “Statistical Inference for
Generative Models with Maximum Mean Discrepancy”

The supplementary materials are structured as follows. Section [A]provides further discussion
on the geometry induced by MMD on parametric families of probability distributions, and in
particular derives the corresponding metric tensor, gradient flow and geodesics. Section[B|contains
all the proofs of results in the paper, including asymptotic results and results on robustness. Section
contains the derivation of important quantities for the Gaussian models. Finally, Section [D|
contains further details on the numerical experiments.

A Geometry of the MMD Statistical Manifold

In this appendix we complement Section [2] and provide additional details on the Riemmanian
manifold induced by the MMD metric.
A.1 Identification of the Information Metric Tensor

Identifying Py as the pushforward G#TU, we have:
MMD? (P |IPg) = // (v))U(dw)U(dv) —2// (v))U(du)U(dv)
+ [ [ WG, Gato) @)
uJu

Taking the derivative with respect to « and /3, and noticing that:

O3k 05 k(Ga(u Zayap w), G3(v)) 005 G, (u)95r G5 (v)

— (VaGa(u) VaVik(Ga(u), Gs(v))VsGa(v))

which yields the expression for the information metric associated to the MMD? divergence.
Let H be a Hilbert space viewed as a Hilbert manifold. As usual we identify the tangent spaces
TyH = H, and the Riemannian metric is m(f,g) = (f,g) forany f,g € H. Let ¥ : S — H
be a differentiable injective immersion (i.e., its derivative is injective), from a finite-dimensional
manifold S. Then V¥ induces a Riemannian structure on S given by the pull-back Riemannian
metric g = W*m. If 2% are local coordinates on S, and 0, is the associated local basis of vector
fields, then the components of g are defined by

gij = g(@zi, (9:0]') = m(d@(axi), d\I/(axj)),

where dV¥ : T'S — TH is the differential/tangent map (here T'S denotes the tangent bundle of .5,
or, roughly, the set of vectors tangent to .S). When S is an open subset of R", since the Frechet
partial derivative V,; W(z) is the derivative of the function ¢ — W(z!,... /=1 ¢, 9+ .. 2"),
of the curve t — (x!,... 2971 ¢, 2771 . x™)is precisely the curve tangent to the vector 9, |,
we have V_; U = d\Il( ) (see [Lang, 2012] page 28). Hence g;; = m(V ¥,V ;).
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Note that if W is not an immersion, the pullback Riemannian metric will in general just be a
degenerate quadratic form rather than a positive definite one.

Let S be a statistical manifold, i.e., x € S is associated to a probability measure P, (we
assume the map = — P, is a bijection). We can define a divergence on S by D(P,, Ps) =
| ¥ () — ¥ (B)]|, which is the pull-back of the square-metric (f, g) — || f — g||* on H induced by
the inner product. The corresponding information metric has components /;; in a local coordinate
chart given by

Iij = —(fm,?wD(p(a)vp(ﬁ)) la=p=0 = 203; Opr (¥ (), ¥(B))|a=p=0-

Suppose now that H, is a RKHS, and U is defined as the mean-embedding. Then

(W(a), ¥(B)) = /X /X (i, y) Pald) P3(dy).

In particular if the measures in S can be written as either P, = G 1, or Po(dz) = pa(z)u(dz)
for some fixed measure pi, then 0g; Ok (V(x), U(B))|a=p= = (0pi V(0), 0pr ¥ (0)) and we re-
cover the pullback Riemannian metric.

A.2 Geodesics of the MMD metric

The following result summarises the properties of the geodesics induced by the MMD metric on
Pr.

Proposition 11 (The MMD Information Metric). Suppose that k is a characteristic kernel with
a bounded continuous derivative and that assumptions (i)-(iv) stated above hold. If the matrix
9(0) = (ij(0))i j=1,....p is positive definite on ©, then the MMD metric on Py, induces a Rieman-
nian geometry (©, g) on ©. The metric induced on © is given by

d3 0|6’ f /9 t)dt - 0(0) =0,60(1) = 0’|, 11
bl = i | dayar - 0(0) = 0,001) an
for all 0,6 € ©. Geodesics in (O, g) are given by infimisers by and satisfy the following
system of ODEs|Dubrovin et al.;:

6(t) — g~ (6(t))S(t) =0

$(6) ~ 55() Vag(6(0)) ' 5(1) =0

Sufficient conditions for g being positive definite need to be verified on a case by case basis.
Since (P, MMD) is a length space [Papadopoulos, 2014, Burago et al., 2001, it follows imme-
diately that geodesics in this metric is via teleportation of mass, i.e. a geodesic connecting IP; and
P in Py, is defined by P, = (1 — ¢)P; + P2, ¢ € [0,1]. This will not be the case for (O, g) as
geodesics 0(t) must be constrained to ensure that Py, € Peo.

(12)

B Proofs of Main Results

In this appendix, we give the proofs of all lemmas, propositions and theorems in the main text.
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B.1 Proof of Theorem (1]

Before moving on to Theorem |1, we show the following result, which proves that the there is a
uniform bound between the different versions of the MMD discrepancy. First, for convenience
we define the following approximation to MMD between a measure [P and a empirical measure

Qm(dy) = % > iy Oy, (dy):

MMD (PQ") = [ [ ke PP - = | ka WD) + it S (o )
z;éz

Note that if {y;}7-, "> Q then E[MMDZ(P||Q™)] = MMD?*(P||Q).

Lemma 2. Suppose that k is bounded, then for any two P, Q € Py(X') and empirical distribution
Q"= % > iv1 0y, in Pr(X) made of independently and identically distributed realisations of Q,
we have: |MMD? (P||Q™) — MMD*(P||Q™)| < 2m ™! sup,c k(z, ) and:

MMD?(P||Q) = E[MMD? (B[Q™)] + m™" ( [ [ rewoaiean - [ k(x,x>@<dx>).

Similarly, when computing the MMD squared between Q™ and P" = % > oiy 0z, € Pr(X) (made

out of IID realisations from ) ‘MMD?]U(IP’"HQT”) — MMD?(P"| |Qm)‘ <2 (m™ '+ nt) sup,ex k(z, ),

and similarly:

MMD* E1[Q) = EMDA @10 + (™ ) ([ [ Koo - [ o).
xXJXx X

Proof. We see that

MMD}; (P[|Q™) — MMD? (P||Q™)

= (m(m—1)""> ki, y) —m 2> > kl(yi, y))
i) i=1 j=1
= (m(m — 1)) (1 = (m(m — 1))m ™) " k(yi, ;) —m™ 2> k(yi,yi)
i#j i=1
=m™ ((m(m — 1)y k(i) —mTt Y k(g yi))'
i#j i=1

Since the kernel is bounded, it follows that [MMD?, (P||Q™) — MMD?(P||Q™)| < 2m™! supxeX k(x,z)
as required. The second statement follows in a similar fashion and from the fact that MMDU is an
unbiased estimator of MMD?. Similarly for the discrepancy MMDU7 U

MMDZ, ;- (B"[|Q™) = MMD? (P"|Q") = m ™" (m(m — 1)) ™" > " k(yi, y;) —m ™" Z k(yi, yi))
i#] '

+n_1 (n—1)) Zk xz,x] 1Zk Tiy T;))

i#]
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so [IMMDZ, ;;(P"||Q™) — MMD?(P"||Q™)| < 2(m ™" 4+n~") sup,c v k(z, x) and the final equa-
tion holds similarly. O

We now establish conditions under which a minimiser of the empirical loss always exists.

Lemma 3. Suppose that the kernel k is continuous and bounded and that the map 0 — Gp(u)
continuous for almost every u € U and 0 € ©. Then given n,m € N the following statements
hold.

1. Let € = infgce MMD(Py||Q™). Then if for some € = e(m,w) > 0 the set
{0 € © : MMD(Py||Q™) < €* + €} C O,
is bounded then arg infgcg MMD(Py||Q™) # 0.
2. Let € = infgce MMD(PP}||Q™), if for some € = €(n, m,w) > 0 the set
{0 € ©: MMD(P||Q™) < & + ¢} C O,
is bounded then arginfyce MMD(P}||Q™) # 0.

Proof. The continuity assumption on Gy implies that the map § — MMD(Py||Q™) is continuous
from O to [0, 00). By definition of the infimum, it follows that {§ € © : MMD(Py||Q™) < €* + €} #
(). Moreover, by continuity of the map, the set is closed and bounded in © and thus compact in
©. The map § — MMD(Py||Q") therefore will attain its minimum within the set, and so the first
statement follows. The result for the second estimator follows in an analogous fashion. O

We now provide the key concentration inequality.

ProofofLemmal Let Fj, = {f € Hi : || flln, < 1}. By definition, we have MMD(P||P") =

Supfe}‘k | [y f(@)P(dz) — 5 301, f(2i)|. Define h(z1,...,2n) = supjer, ’% > i (f (i) =
[ f(@)P(dz)) | By definition, for all {z;}!" |, 2} € X,
|h($la L) 7xi—laxi)xi+17 L) 7$n) - h(xla L) ax’i—lax;)xi-‘rla L) 7xn)|
<on! sugk(m,x)1/2.|h(:n1, e Ty Ty T 1y s T) — P(T1, o T, Ty T 1y - o5 T |
xTe

< 2n~ ' sup k(z,z)"/2.

reX
By McDiarmid’s inequality [McDiarmid, |1989]] we have that for any ¢ > 0: Pr(MMD(P||P"™) —
E[MMD(P||P")] > ¢) < exp(—2¢%/4n"tsup,cy k(x,7)). Setting the RHS to be 6, it follows
that with probability greater than 1 — ¢,

MMD(P|[P") — E [MMD(P||P")] < \/2711 sup () log(1/0).

From Jensen’s inequality and Lemma 2] we obtain that

E [MMD(P||[P")] < E[MMD?(P|[P™)]"/? < V2n—1 sup k(z, z)"/?,
reX

so that the advertised result holds. OJ
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We now prove Theorem

Proof. From Lemmaand the fact that v/a + b < /a-++/b, we obtain VP € Py (X), [IMMDy (P||Q™)—
MMD(P||Q™)| < \/2m~!sup,cy k(z,z). In particular, since § — MMD(Py||Q™) is bounded
from below, using the above inequality and the definition of 6,,, we obtain that:

MMD (Pé HQ’”) < MMDy; (]P’é HQ’”) + \/2m_1 sup k(z, )
m m zeX

= inf MMDy (Py||Q™) + \/le sup k(z,x)
0O reX

< inf MMD(P||Q™) + 2\/2m_1 sup k(z, ).
0cO TeX

We can then write:
MMD (Pém | \@) ~ inf MMD(P4Q)
< MMD (B;, [|@) — MMD (B;, [|Q") +MMD (B, [|Q™) — inf MMD(Ey/|Q)

< MMD (P, [|Q) —MMD (P, ||Q™) + inf MMD(®,|[Q")

— inf MMD(Py||Q) + 2\/2m1 sup k(x,x).
USC) T€EX

Since the #-indexed family MMD(Py||-) is uniformly bounded (since k is bounded), and using
that for bounded functions f,g : R — R, |infy f(6) — infg g(8)| < supy |f — g| and the reverse
triangle inequality, we further obtain that

MMD (P;,

Q) — jnf MMD(24Q)

< 2 sup [MMD(P,||Q) — MMD(P3||Q™)| + 2\/2m1 sup k(z, )
e reX

< 2sup MMD(Q||Q™) + 2\/2m_1 sup k(z, ).
0cO zeX

Applying Lemmal [I] with probability 1 — 4,

MMD (B;, ||Q) — inf MMD(®4|Q) < 2¢2m1 sup k(z, ) (2 + /log(1/9)),

reX

as required. For the second generalisation bound, note that
MMD (}Pé HQ) — inf MMD(P||Q)
n,m 0co
<MMD (P; ||@) - MMD (s [|Q) +MMD (P; ||Q) - MMD (P; [|Q™)

+MMD (P [|Q") - inf MMD(B}(|Q) + inf MMD(F}|Q) — inf MMD(Py|Q).
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We can bound the individual terms on the RHS as follows via the triangle inequality,
MMD (Pén’m | {@) ~ inf MMD(P4|Q)
<MMD (P, [[P2 )+MMD(Q"||Q)+MMD(P; Q")

— inf MMD(P? inf MMD(P?||Q) — inf MMD(P,||Q).
inf ( eH@H;g@ (PR11Q) inf (Pol|Q)

Similarly as above,

MMD (P;  ||@™) < MMDyy (P ||Q™ +\/2 m=1 + n=1) sup k(z, z)
xeX

= inf MMDy ¢ (Py||Q™) + \/2 “L 4+ n=1)sup k(z, z)
0cO zeX

< inf MMD(P}||Q™) +2 /2 (m~t 4+ n~1) sup k(x, x).
0cO zeX

Similarly we obtain that

MMD (F;  ||Q™) ~ inf MMD(P;]|Q)

< jnf MMD(F}||Q™) — jnf MMD(F}|Q) +2\/2 m=1 + n=1) sup k(z, z)
0O TeEX

< sup [MMD(P}||Q™) — MMD(F} |@>r+2¢ (m=1 + n1) sup k(z, )
0cO reX

< MMD(Q||Q™) + 2\/2 (m=t 4+ n=1) sup k(z, x),
zeX

and infoce MMD (P ||Q) — infgce MMD(Py||Q) < supycg MMD(PP||Pg). Combining these
inequalities we obtain,

MMD (Pén’mu@ ~ inf MMD(Py/|Q)

< 2s5up MMD(Py|[P%) + 2MMD(Q™||Q) + 2\/2 (m=1 +n-1) sup k(z, z).
0O zeX

Applying Lemma [I| with probability 1 — 24,

MMD (Pén’mHQ) ~ inf MMD(Py|Q)

2(vV2n=1 +vV2m=1) [sup k(z, z)(1 + /log(1/6)) + 2\/2(m1 +n~1) sup k(z, z)

zeX reX

2(V2n—1 +vV2m-1) /sggk(m,x)(2 + +/log(1/9)).

39



B.2 Proof of Proposition I]

Proof. Given m € N define the event

2
Ay = {‘MMD (PémH@) — ei,relgMMD(Pef\@)‘ > QWQ + v210gm)} :

From Theorem (where we have set § = 1/m?), Q(A) < -1, andso Y, Q(Ap) < oco. The
Borel Cantelli lemma implies that Q-almost surely, there exists M € N such that for all m > M,

MMD (Pému@ — inf MMD(By[|Q) < 2, /Tisgp k(z,2)(2 + /2logm).

Since the right hand side converges to zero, it follows that MMD(P; [|Q) — infpree MMD(Py [|Q) =

MMD (Py-||Q), Q-almost surely. By assumption (ii), the set {0y, }men is bounded almost surely
and thus possesses at least one limit point in ©. Moreover each subsequence (6, )ken satisfies
MMD(P, | |Q) — MMD(Py-||Q), so that any limit point must equal 6, thus establishing almost

sure convergence. The consistency for the estimator Hm’n follows in an analogous manner. O

B.3 Proof of Theorem

Proof. We shall prove the result only for the estimator énm since the proof of the central limit
theorem for 6,,, follows in an entirely analogous way. Recall that

MMD?, (B ||Q™) = H(TZk (Go(us), Go(us))+
i#j

2 n m
mizz GG Uz yj Zkyl7yj
i=1 j=1 l#]

For n,m € N define F;,,,(0) = Fym(0,w) by Fym(0) = MMDQU’U (Py]|Q™). By def-
inition émm is a local minimum for F,, ,,, so the first order optimality condition implies that
VoFym(0nm) = 0. Since © is open, by applying the mean value theorem to VyF,, ,,, we obtain
0= VoFnm(0*)+ VoVoFym(0)(0nm — 0%), where 6 lies on the line between 6, ,,, and §*. Let
{u;}7_, be independently and identically distributed realisations from U. Since Q = Gji U, there
exist {a1,. .., Uy, } which are U distributed and independent from {u;} such that

2

Vol =06

> Vik(Gor (wi), Goe (1)) VoG (us)
Z#J

_ % 3 Z V1k(Go- (us), Go (7)) VoG- ().

i=1 j=1

Note that E[V ¢ F}, ,(6*)] = 0. We wish to characterise the fluctuations of Vi F, ., (6*) as n, m —
oo. Define the U-statistic Uy = (n(n — 1))~ 37, h(ui, u;), where

h(u, v) = Vik(Gg-(u), Go- (v)) VoG- (u) + Vik(Go- (v), Go- (1)) VoG- (v),
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and the U-statistic Us = (nm)~" 31" g(us, 1), where

g(u,v) = 2V1k(Go«(u), G« (v))VoGo= (u).

From the calculations above we have VyF), ,,,(0*) = U; — Us. Following van der Vaart
[1998]] we make use of the Hajek projection principle to identify U; — Uz as small perturbation
of a sum of independently and identically distributed random variables, from which a central
limit theorem can be obtained, see also [Hoeffding) [[1948]], [Lehmann| [[1951]]. To this end, we look
for a projection onto the set of all random variables of the form ) ;" ; hi(ug) — >y i),

where h; and §; are square-integrable measurable functions. Let M = E[U;] = E[U,], the Hajek
projection principle [van der Vaart, 1998, Chap. 11 & 12] implies that U; — M has projection
Uy = 23" hi(u;), where hi(u) = Exh(u,X) — M. Similarly, Us — M has projection

Uz = 3 3001 g1(wi) + 7 20, 92(@s), where g1 (u) = Eg(u,Y) — M and g2(y) = Eg(X,y) —
M. By the central limit theorem for identically and independently distributed random variables,

v+ m(Uy — Us) 4, N(0,Y), where X = A+ B — 2C and

N
A= lim 4 . ha (u;
Jim A (mg + )y ;cOV[ 1(ui)]

=471 /u ( /u (h(u,v) — M) U(dv) ® /u (h(u,w)—M)U(dw)) U(du),

where A is defined in Assumption 4. Similarly,

B = lim (ng +my /n) > Covgi(ui)] + (my +ng/mi) Y Covlga(iis)]
i=1 1=1

= [ ([ (ot = anwian) s [ (gt w) - avtan) ) )
2= [ ([ oo - a0t s [ (a0 - a0ue) ) v,

Z ha(ui), Zgl (Ui)]

i=1 =1

C =2 lim (ny, + mg)n, *Cov
k—o0

_ oyt /u /u (h(u, v) — M) U(dv) @ /u (g(u, w) — M) U(dw)U(du),

Substituting the values of g and h we arrive at . We will show that the remainder term Ry =
Vng +mi (U — Uy) + (Uy — Us)) converges to 0 in probability, as k — oo, which will imply
the desired result, by Slutsky’s theorem. This term has expectation zero for all £ € N. Moreover

E[|Rg|]* < 2(ny, + my)ny 'ng Tr(Cov[Uy — Ui]) + 2(ny, + my,)Tr(Cov[Uz — Un)).

Using the fact that ny,(ng + my)~t — X as k — oo, and by [van der Vaart, 1998, Theorem 12.3],
the first term converges on the right hand side converges to 0. For the second term, from [van der
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Vaart, {1998, Theorem 12.6] both (ny + my)Tr (Cov[Us]) and (ny, + my)Tr(Cov|Us]) converge to

AT (/M (/u (g(u,v)—M)U(dv))®2U(du)> (13)

(1= AT (/M (/u (g, v) — M) U(du)>®2U(dv)> | (14)

It remains to consider Cov([Us, UQ] which is given by

n, m T,
(nk + my)E (n,:l Zgl(ui) +m; ! Zgg(ﬂi) - 2M> @ | (ngmy) ™ Z g(ui, ;) — M
i=1 i=1 ij=1

= ((nk + m)ng ) (g +mi) ™ Elgr ()]
i—1

ng + my 1 . - \®2
+ Elg2(u; —2(ng +mp)M @ M,
(™) g 2 B = 20ms+-m)

so that Tr(Cov[Us, Us]) converges to (I3) as k — oo, and so Cov[Us — Us] — 0 as required. Now
consider the term H,, , = VngFn,m(é) in the first order Taylor expansion, where 0 lies along
the line between 6* and énm We show that VngFn,m(QN) converges to g(6*) as n, m — oo. To
this end, consider H5 (6) — gab(0*%), where

Hib (0) = (n(n —1))"'95,05, > k(Go(ui), Go(uy)) — 2(nm) 95,0, Z k(Go(ui), y;)-
i#j ij=1

Then we have that | H;0, () —gap(0)| < |Heson () —gab(0) | 4|9 () — gan (0%)|. Since By, ,, — 0
almost surely, it follows that 9: — 6*, and so for n, m sufficiently large, 6 almost surely lies in the
compact set K. Thus [H&%.(6) — gas(6")] < supgese [HEY(0) — gab(0)] + 190 () — gan(67)].

It follows from the assumptions and the dominated convergence theorem that 8 — g,5(0) is
continuous on K. By Assumption 3, the first three §-derivatives of G4 are bounded in K and so
the conditions of Lemma ] hold, so that the first term goes to zero in probability. The second
term converges to zero by continuity on K. Since g is assumed to be invertible, there exists
m = m(w),n = n(w) after which H,, ,(8) is also invertible, so that by Slutsky’s theorem

Ve + 10O n — 0°) = —(Hynn) ™V + meVoFom(0%) % N(0,9(0%) "1 Sg(0%) ™).
U

Lemma 4. Let K be a compact set and q1(x,y,0) = 0p,09,k(Go(x), Go(y)) and q2(x,y,0) =
20p,09,k(Go(x),y). Suppose that for 61,62 € K we have, |qi(x,y,01) — q1(x,y,62)| < (01 —
02)Q1(x,y) and |q1(z, y, 01)—q1 (2, y, 02)] < (01—02)Q2(x,y), where [, [, Q1(z,y)U(dz)U(dy) <
oo and [y [ Qa(z,y)U(dx)Q(dy) < co. Then supge g |Hinn(8) — gan(8)] 2> 0 as mAn — oo.
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Proof. We show that the spaces of functions Q1 = {qi(-,-,0) : 0§ € K} and Q2 = {¢2(,-,0) :
0 € K} are Euclidean in the sense of Nolan and Pollard [1987]. Lete > O and let 6, ...,0y € K
be centers of an e—cover of K, where M = diam(K)/e. Given ¢; € Q;, i = 1, 2, there exists 0,
such that |g;(+, -, 0k) — ¢i(-, -, 0)] < €Q;(-,-), and so, given a measure p on (O, 5(0)) such that
w(Q;) < oo we have p|g; (-, -, 0r) — qi(+, -, 0)| < eu(Q:), therefore Ny (e, 1, Q;) < diam(K)e L.
Invoking [Nolan and Pollard,|1987, Theorem 7] for ¢; and [Neumeyer, 2004}, Theorem 2.9] for g2,
we obtain the required result. O

B.4 Proof of Theorem

Proof. Define the function
) =2 [ [ iK(Gou). Goo) VoGolwU(du)Uido)
2/V1 (Go(u), 2)VGo(u)U(du),

which satisfies [ h(z H)Pg(d ) = 0 for all # € O. Differentiating this integral with respect to
0 yields [, Voh(z,0)Po(dx) = — [ h(x,0) @ Vep(x | 0)dz, where p(z |0) is the density of Py
with respect to the Lebesgue measure on X.
Let X ~ Py. Consider the covariance of (h(X,6), Vlogp(X|0)) ", then
Cov(h(X,0), Vlogps(X))"

B ( fX z,0) @ h(zx,0)p(z|0)dz [ b(x,0) ® Vlog p(x|0)p(x|0)dx >
Sy P(z,0) @ Viog p(x|0)p(x|0)dz [, Viogp(z]0) @ Vlogp(x|0)p(x|0)dz

< [y h(@,0) @ h(z,0)p(z|0)dz  — [, Voh(z,0)p(x|6)dz )
—fX Voh(z,0)p(z|0)dz F(0) J

where F'(0) is the Fisher information matrix. Since this is a covariance matrix, the determinant is
non-negative, and so

det(F(6)) det < /X h(z,0) ® h(z, 0)Py(dz) — ( / Voh(z H)Pg(dx)> 1(9) < /X Vgh(;g,&)l%(d:t))) > 0.

Since the Fisher information is positive at § = 6* this implies that det F'(¢) > 0 and so

/ h(z,0) @ h(z, 0)Py(dz) — ( / Voh(z 9)1%(@)) “1(9) ( /X Vgh(:ﬁ,@)l?’g(dﬂ:))

is non-negative definite. We note that [, Vgh(z,0)p(x)dz = g(0) is the information metric
associateed with the MMD induced distance and is positive definite at 6 = 6*. It follows that
(1/9)g1(0) ([ h(z,0) @ h(x,0)Py(dz))g~ () — F~1(0) is non-negative definite at § = 6*.
Since

®2
_ T _ v
/Xh(x,e) ® h(x,0)Py(dx) = 4/@{ </u Vik(Go(u),Go(v)) ' VoGo(u)U(du) M> U(dw),
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where M = [, [,, V1k(Gy(u), Go(v))U(du) " VoG (u)U(dv) we see that 3¢~ (6) ([, h(z, 0)®
h(x,0)Py(dz))g~1(6) equals the asymptotic variance C for the estimator 0, and so C' — F~1(0)

is positive definite when § = 0* giving the advertised intequality.
Now since Cy = (1/(1 — M)A)C = C, it follows that C — F~1(#) is also positive definite

when 6 = 6* and the Cramer-Rao bound also holds for the estimator 0, . ]

B.5 Proof of Proposition

Proof. We have that V1k(z,y) = ((x—1vy)/1?)r'(|x —y|?/21%), and V1 Vok(z,y) = —1~ 2 (Jx —
y|2/21%) — 17*(z — y)*r" (|]z — y|?/2(?)). We first note that the metric tensor g satisfies

2g(6) 2= R / / VGy(u)VGy(v) "U(du)U(dv) = VoM (0)VeM(H)",
uJu

where M(0) = [, xp(x]0) dz and R = lim,_,o 7/(s). Defining S(0) = [, |Gy(u)|*U(du) we
obtain:

14y ”ﬂmﬁ/
u

</u VoG(u) - (Go(u) Ge(v))U(du)>

o ([ VoGitw) Gotw) - Galw)an) ) | ae)

®2

—R? < /M /u VoG(u)(Go(u) — Gg(v))[U(du)U(dv)>
R2
4
2 2
— RVGM(6)- V(O VaM(0) + o (VM) (ValM o)) -

= R*VyM(0) -V (0) Vo M(0).

T

= R*VgM(0) - (V(6) + M (8) M(9)) VoM (9)" (VolM(6)%) (VolM(6))

(VolM(0)2) (VolM(0)2) "

Combining we obtain

-1

lim C' = (VQM(H) ng(a)T) VM) - V Ve M(0) (VQM(H) ng(e)T)

= (VoM (9)T V(0) (VoM (6)) .

B.6 Proof of Theorem 4

Proof. Lete > 0, and let § be as in assumption (ii). Suppose that Q;, Q2 € Py satisfy dpr(Q1,Q2) <
(1+4/k(0,0))d/2, where dpy, denotes the Bounded Lipschitz or Dudley metric [Dudley, 2018].
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By [Sriperumbudur et al., 2010, Theorem 217 it follows that MMD(Q; ||Q2) < 6/2. Let 8% and
0 be the minimum MMD estimators which exist by assumption (i). By the triangle inequality:

MMD (P ||Q1) < MMD(Py) ||Q2) + MMD(Q1[|Q2) < MMD(Py ) [|Q2) + 6/2.
Suppose that [§ — 6| > ¢, then:

MMD(Q1|Py) > MMD(Qz|[Pg) — MMD(Q1||Q2) > MMD(Q2|[Pg) — 6/2
> MMD(Q2||Pyz)) + 6/2 > MMD(Q1|Py))

This implies that /() must be in the ball {6 : |§ — 03| < ¢}, ie. that [§) — 0P| < € as
required. This implies that the map T : Pj, — © defined by T(Q) = arginfyco MMD?(Py||Q)
is continuous with respect to the weak topology on Py. In particular, for Q™ = % Z;”Zl Oy, »
since T(Q™) = arginfsce MMDZ,(Py||Q™), by [Cuevas, 1988, Theorem 2] it follows that the
estimator 6,,, is qualtiatively robust. The proof of that émm is eventually qualitatively robust
follows similarly. O

B.7 Proof of Theorem

Proof. Consider the influence function obtained from the kernel scoring rule: IFyvp(z,Py) =

(/3 VoVoSump(z, Pg)Pg(dw))il VoSvmp (2, Pg). It is straightforward to show that under as-
sumptions (i-iii), both the first and the second term are bounded in z, which directly implies that
the whole influence function is bounded and hence the estimator is bias-robust. ]

C Gaussian Location and Scale Models

Throughout this section, we will repeatedly use the fact that the product of Gaussian densities can
be obtained in closed form using the following expression:

2 2 2 2
mi05 + moo o7o
o(x;my, U%)qﬁ(x; mg,og) = ¢(ma; mg,of + O'%)gf) T; 3 5 L 5 172 5
o1+ 03 o1 + 03

where we denote by ¢(x; m, o) the density of a d-dimensional Gaussian with mean equals to some
m € R times a vector of ones, and covariance o2 times a d-by-d identity matrix. Furthermore, we
also use the following identities: [, u Au¢(u,0,0)du = oTr(A) and [, |Jul[36(u,0,0)du =
(d? + 2d)o?.

C.1 Gaussian Location Model - Asymptotic Variance in high dimensions

Proof. The generator is given by Gy(u) = u + 6 and U is N (0,025 4) distributed. Assume
0* is the truth. We wish to compute the asymptotic variance of the estimator 6,,, of 8*. First, we
observe that the mean term satisfies: M = 0 since k(u, v) = ¢(u;v,[?) is symmetric with respect
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to u and v. Consider the term:
/u Vo Go- (1) V1K (G (1), G- (v))U(dw)
= /M(u — o)l 2 exp(—(u — v)2/20%)(211%) % exp(—u?/202)(2102) "2 du
__ /u(u )20 v, 22)(u; 0, 0%)du
_ /u (1 — )2 vo2 (12 + 02) L, 2621 + 02) D) (w; 0,12 + o) du
= 1 2[(wo?(I? + 0*) 7 = 0)o(v; 0,12 + 02)] = —(I* + 0°) v ¢(v;0,1% + 0?)
Then, we have:
S /u { /u Vik(u, v)U(du)] ® [ /M Vlk(w,v)U(dw)} U(do)
=(* 4% /u v @ vo(v;0,1% 4+ 02)p(v; 0,12 + 02)(v; 0, 0%)dv
= +0*)7? /M v ® v (m 0, FJ;”Q) ¢(v;0,2(1* + 0%))b(v; 0,0%)dv

= (I +0%)7%¢(0;0,2(1* + 0°)) <0; 0, ey 12) / vV <v; 0, M) dv
u

2 (302 +12)
d
_ _2d 4 302412\ 2 62(12 + o2
= (12 + o2 72(2n)"2 (2(1% + 62)) 2 < 5 ) (3(02 " 12))1‘1”

= o?(2m) (1% + 02)*%*1(302 + 12)7%71[dxd
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We can compute the metric tensor g(6*) similarly:
g(0%) //V@G@* u)V1Vok(u,v)VoGo-(u) "U(du)U(dv)
:/M/MV1VQI<:(U,U)¢(U;O,J ) (v;0, 0%)dudv
= /u /u k(u,v)Vh(u;0,0°%) @ Vo (v;0, 0%)dudv
_ /u /M k(u, 0)u ® vo—4o(u; 0, 02)b(v; 0, 0%)dudv
—04/ / o(v;u, 12)u®v¢5(u; 0,0%)¢(v;0,0?)dudv

l2 2
) _4/ / < 12 + 02) (12 —502)> u @ ve(u; 0,1° + 0)p(u; 0, 0%)dudv

= W/yu@uqﬁ(u 0,2+0 )qS(u; 0,02)du

1 (I 4+ 0?)o?
= = $(0:0,12+2052 0, ———F—]d
(02 +12)02 $(0;0,1% + 207) /Mu © ug (u, T2 4 202 Y

= (21) 72 (1% + 20%) "5 L.

Combining the results above we get the advertised result. O

C.2  Proof of Proposition {4

Proof. The asymptotic variance satisfies

020_2((d2a+0_ )(30_ +d2a)) (d2a+2 )d+2 _

o (14 40%d72% + 30td=4 —d/2-1
1+ 402d—2 4 404d 4« '

Taking logarithms, we obtain:
d
logC =2logo — <2 + 1) (log(l + 4o2d 2 + 3d—40¢0_4) _ log(l + dod 2 + 4d—4aa4)) )

By I’Hopital’s rule
4ot

600d—2% + 602d2> + di@ + 1104)’

d\ 2
lim 1 =lim2(1+ 2
Fued 0gC dvoo < +2> d(

which is converges to o* if @ = 1/4, converges to 0 if & > 1/4 and converges to infinity if
o < 1/4. The critical scaling C* follows immediately from this. O
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C.3 Gaussian Location Model - Asymptotic Variance for estimator with a Mixture
of Gaussian RBF Kernels

Proof. A straightforward calculation yields M1 = Zf:1 vsMs = 0. Also, g(0*) = (2#)_% Zle s (12+
202)_%_1Idxd. Furthermore, we have:

S
ET_/ [Z%/Vlk (v, 0)U(du) Zw/vlk w, v)U(dw)| U(dv)
s=1
S
- v(vi 0.1 + %) pw0.21o0)]
= Lz:;% (12 + 02) Z'Vs (2 +02) ¢(v;0,0%)dv

M ==
E

CE UZ;Z;Q upes /u(v ®0)B(v; 0,12 + 02)(v; 0,12 + %) p(v; 0, 0%)dv

Vo)
Il
—
('IJ\
Il
—_

(13402)(1%,+0?)
V57 $(0;0,20% + 13 + 12) ¢ <0; 0, Gemmrmy * ”2>

(12+0%)(12 4 02)

o?(12 +0)(I% + 0?) d
v
(12+02)(1% + 02) + 02(202 + 12+ 12)

I
E
M)

V)
Il
—
('IJ\
I
—_

X

(v @) <v; 0,

Y

V5% (2m) " (13 + 0*) (I3 + %) + 0*(20° + F +12)) 2
(12 +02) (1% +0?)

o2(I2+a%)(I% + 0?)
Z+02) (2 +0%) + 02202 +2+12)) ¢

Il
]
Mo

Vo)
Il
—
CIJ\
Il
—

X
7N

_d_
Vsvs (2m) "0 (12 + 0®) (12 + 0%) + 02 (20% + 12 +12)) 2 " id

I
]
NE

Vo)
Il
—
fl.)\
Il
—

Combining the above in the formula C = g(6*)~1X7g(0*)~! gives the answers. O
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C.4 Gaussian Location Model - Robustness with Mixture of Gaussian RBF Kernels

Proof. Following the lines of Proposition [5| we obtain

VoMMD3. (P, 5, V(;Z’Ys [/ | B Gotw). o)D) Ur) =2 | ku(Gotw).2)(aw)

= —2;% /u Voks(Go(u), 2)U(du) = —2;% /u VoGo(u)V1ks(Go(u), z2)U(du)

S

_ 2;% /u (“‘(é_g))gz)(u,z 0, 2)p(u; 0, 02)du
S
= _2;% /u (“—(lzg—e))gb(z,e,lﬁ +02)¢ <u; %{_f;f, l;ifﬂ) du
5 1
- 2szl~ys¢ (20,12 + 0?) W(Z —0)
4 S 9 ov_d_q |z — 9”%
=20m (4ot e (~oaz) -0

We conclude using the derivation of g(6*) in the previous proof and using the definition of influ-
ence function.

O

C.5 Gaussian Scale Model: Asymptotic Variance Calculation for a single Gaussian
kernel

Proof. Clearly, VoG (u) = ¢’u. Define s = €2?", then the metric tensor at §* is given by
g(07) = / / VoGor (1) - V1 V2k(Gor (u), Goe (1)) VoG (0)U(du)U(dv)

uJu

= / / e’ u - V1 Vak(e u, e v)e vl (du)U(dv)
uJu

= / / x - V1Vak(z,y)yd(z;0, )¢ (y; 0, s)dzdy
uJu

= [ ] V- @(w:0.9) ka.)¥ - (o(3:0.9) oy

//( K !2> (59,17 (d—‘i’z) (230, 5)(y; 0, s)dady

= A1 + Ay + A3,
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where

Ay =d2/ / o3y, 12)p(x; 0, 8)p(y; 0, s)ddy

12
_dQ// < 12+s 12453)¢(y;0’l2+3)¢<y?078)dwdy
=d2/ ¢ (y;0,1% + ) ¢(y; 0, 5)dy

l2
=d2 ( ,l;r; >¢(o;o,z2+2s)dy

d
2

—d2(27r) (1% +25) 2.

//’ ‘¢< 12+s M)¢(y;0,l2+s)¢(y;0,s)dxdy
di2s 2,2
TS /u<l2+s+(l|2y| )>¢( 10, +5) ¢ (y;0,5) dy
S 2 Iy’ L (P+s)s 0 72
__l2+8/u(dl +(l2—|—s)>¢(y70’l2+23)¢(0’0’l +28)dy
2d? 2

_ 2 —d/2 —d/2 |2 S
En S(l + 2s) (2) {l + 2 25} .

—52 o WL ryws( ) 6 R0 +5) 8050,

lz—}—s (l2—|—s)2 e e

L di’s  |y*s’ o (Pt 9)s )
=3 u<l2+5+(12+ )> |¢( +28>¢(0,O,l +2s)dy
2

- PRIR s
_ (9212 4 9 "2 2 o 5|
(2m) "= + 25) T, T+ d)(l2+25)2

It follows that g(6*) = (277)7Cl/2(l2 + 25)_d/2d2K(d,l,s), where K (d,l,s) is bounded with
respect to d, [ and s and K (d, 0, s) = (1+2d~1)/4.

50



Now consider the term
/ Y1k (G- (u), e (1)) VoG- (1) U(dv)
:/vl (Go-(x), G- (y))e? z(2;0,1)dz:
/Vlk 2, G (y))w(: 0, )dz

/ k(x,Go«(y))V - (z¢p(x;0,5)) dzx

/M Go- <d @ |2><Z>(a:;0,s)da;

2 G l2
- _/u <d N ‘i") ¢ <m; SeJr(lg sip> $(Go+(y); 0,5+ 1°)dz

S " 2g
- (siﬁ B ‘fffﬁ‘)z ) ¢ (Go+(y); 0,5 + 7).

Then
M= / / Vik(Gor (4)) VoG~ (x)U(dz)U(dy)
/ <s jljz? - ’?:Jr(l;f ) ¢(Go-(y); 0,5 +1*)U(dy)

B _/u (s e (5@2;)2) 9(y; 0,5 +1)9(y; 0, 5)dy

- _/u <s isﬂ B (5@2;)2) ¢ <y;0, m) ¢ (0;0,1° + 2s) dy
It follows that

/ </ Vik(Go:( (v)) VoG- (u )U(du))zU(dv)

N /u <s isﬁ ; |Ci0+ 12)2 >2¢2 );0,5 +1)¢(y; 0,1)dy

d 2
N /u <s+8z2 B @'i' RE ) & (40,5 + 1%)8(y; 0, 5)dy
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Expanding the terms we have

d 26\
/ <s+sz2‘ (s|i|l§)2> ¢*(y:0, 5 + 1%)6(y; 0, 5)dy

_/< ds__ ‘y|23)2>2¢<y;o,‘9;l2>¢(y;o,s)dy¢(o;0,2(12+s))

s+12  (s+12

ds 23 2 s l2 s
- / (s +2 (s‘i| l2)2> ¢ <y? 0, (l;;gl) dy¢ (050, (I* + 3s)/2) ¢ (0;0,2(1% + 5))

_ s2d2 d?s3 (d2 + 2d)S2 §2 . ) | 2

- ((s +2)2 2(l2 3+ R2 T s+ B2 P+ 33)2) ¢ (0;0, (1% +35)/2) ¢ (0;0,2(1% + 5))
d2 2 1 2d—1 ) / )

- ﬁ (1 e —i 3s + ( ([—12—4_35))28 ) (2m) "4 (1% 4 35) d/2(12 +9) d/2

It follows that

2

5= /M ( /u Vlkz(Gg*(u),Gg*(v))VQGg*(u)U(du))Q[U(dv)—M

d?s?
m |:01(S, l, d)(lQ -+ 35)

—d/2

— (2m) ¢ 12+ 5) Y% = Oy(s,1,d) (12 + 23)‘d] :

where the terms
Ci(s,l,d) = (1 -2 L2 DN Cy(s,lyd) = (1 - —>— 2
ne e 2+3s ' (I2+3s)2 AL 2+2s)

are bounded uniformly with respect to s, [, d. The asymptotic variance of the estimator 0,, is then
given by C = g~ 1(0*)Lg1(0*), as stated. O

C.6 Proof of Proposition[7]
Proof. The asymptotic variance can be written as

(2 +26) (P +5) 272 (12 425) " (12 435) 7277 (12 4 25) +25%/d) — 1)

¢= (d+2)2s?

Let [ = d%, then it is a straightforward calculation to show that the term

—d/2 —d/2 —d/2
) o= 145\ 14 B /_ 14 42 + 3¢
A\t L+ G Lt s+ gin)
converges to 1if & > 1, s>/2if @ = 1/4 and oo if @ < 1/4. Moreover, the convergence in each

case is exponentially fast. We can express the asymptotic variance as C = (E(d) — 1)B(d) +
B(d) — 1/A(d), where A(d) = ((d + 2)?s%)/(d** + 25)? and

(@ +25)" (2 +25)° + 27) (272 +1)° (2624107 + (25072 4+ 1)°)
B(d) = -
() (d2e + 5)* (d2@ + 35)? (sd=2e +1)% (3sd—20 + 1)?

)
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By the mean value theorem, B(d) — 1 is O(d~174). Since 1/A(d) is O(d**~2), it follows that
(B(d) — 1)/A(d) is O(d™1). Tt follows that C' converges to zero for o > 1/4 and to infinity for
o < 1/4. When o = 1/4 since B(d)/A(d) = O(d™1) it follows that C — 0, completing the
proof. O

D Additional Details for Numerical Experiments

In this section, we provide additional details and simulation results for experiments in the paper.

D.1 Gaussian Distributions

In this subsection we extend Figure [I] for the Gaussian location model with different classes of
kernels. In Figure|8| we plot the loss landscape in each case for different dimensions and different
parameter choices. We note that the inverse multiquadric kernel suffers less from vanishing gradi-
ents. In Figure [9]and [I0] we compute the error in estimating the parameter of a Gaussian location
model, as a function of the location of the Dirac contamination and the percentage of corrupted
samples. As the estimator is qualitatively robust, this influence will be bounded independently
of this location, but the maximum error will depend strongly on the choice of kernel and kernel
parameters.

Finally, Figure [TT] provides plots demonstrating the strong lack of robustness of the Sinkhorn
algorithm as studied in |Genevay et al.| [2018]]. These results demonstrate that this lack of robust-
ness occurs for a large range of regularisation parameter €. The experiments were performed using
an [y cost, which is standard in this literature. Other cost functions could potentially be used to
improve the robustness of this estimator, but this is currently an open question.

D.2 G-and-k Distribution

In order to implement MMD estimators, we will need to have access to derivatives of the generator,
which are given as follows: 0Gy(u)/960; = 1 and

0Gy(u) _ <1+ (1_eXp( 93Z(U))> (1—|—z(u)2)04z(u)

002 (1 + exp( 93z(u))
IGe(u) 8 exp(f32(u)) )2 5 ()2
23 5 b (1 —|—exp(93z(u)))2 (14 2))"=w)
0Go(u) (1 — exp(—032(u)) 204 2
0. = 02 (1 +0.8 (T (=0 Z(u))> (14 2(u)?) ™ log(1 + z(u)?)z(u)

Note that these could also be obtained using automatic differentiation.

D.3 Stochastic Volatility Model

We can see the stochastic volatility model as a generative model with parameters 6 = (6, 62, 03),
which maps a sample u = (ug,us,...,usr) which is N (0, Iopwor) distributed to a realisa-
tion y = (y1,...,yr) of the stochastic volatility model. Here, ¢, = wu; for t > 1, by =
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Figure 8: MMD Loss landscape for the Gaussian location model in dimensions d = 1, 5, 25, 100.
The landscape is plotted for varying choices of kernels including a Gaussian RBF kernel, a Matérn
kernel with smoothness 3 or % and an inverse-multiquadric kernel. For each kernel, we plot the
loss function for varying values of the lengthscale parameter including [ = 0.1 (red), | = 0.5
(blue), I = 1 (green), I = 5 (orange), [ = 10 (purple), [ = 25 (black) and | = 50 (pink).

[y

urs1y/02/(1 — ¢?) and ny = oupyy for all t > 2. Note that it is possible to go back to the origi-
nal parameterisation using ¢ = (exp(61) — 1)/(exp(61) + 1), k = exp(#2) and 0 = exp(#3/2).

We can obtain the derivative process as follows: 9, yr = yi(9g, ht)/2, Og,h1 = [(exp(61/2) —
exp(~01/2))/(exp(01/2) + exp(—01/2))](h1/2), 0o, he = (99, 6)—1 + 60, o) for t > 1,
891¢ = 2exp(91)/(exp(91) + 1)29 a&zyt =Yt 892ht =0, aasyt = yt(893ht)/2, 693h1 = h1/2’
Opshe = ¢(Ogghi—1) + (Opsmye) for t > 1 and Og, e = 11/2.
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Figure 9: Gaussian distribution with unknown mean: Robustness as a function of the location of
the Dirac for varying kernel and kernel lengthscales in dimensions d = 1, 5, 25, 100.

D.4 Stochastic Lotka-Volterra Model

Besides simulating X ; and X2 ; we also required the coupled matrix diffusion process J; taking
values in R?*2 which satisfies the following SDE:

3
dJy = JA(X14, Xo ) dt + > JiBi( X1, Xo,)dWiy,

=1
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Figure 10: Gaussian distribution with unknown mean: Error in estimator as a function of the
threshold € for varying kernel and kernel lengthscales in dimensions d = 1, 5, 25, 100.

where

and subject to the initial condition Jy = Ioxo.
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Figure 11: Gaussian location models - Performance of Sinkhorn Estimators in d = 1 for varying
values of the regularisation parameter €. Left: 11 error as a function of the location of the Dirac.
Right: [, error as a function of the percentage of corrupted data points.
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Figure 12: Realisations from the stochastic volatility model. Left: 10 realisations from the as-
sumed model Py- (i.e. stochastic volatility model with Gaussian noise). Right: Absolute value
of these same realisations and 10 realisations from the data generating process Q (i.e. stochastic
volatility model with Cauchy noise).
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