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Abstract

The last hundred years have seen a monumental rise in the power and capability of machines to

perform intelligent tasks in the stead of previously human operators. This rise is not expected

to slow down any time soon and what this means for society and humanity as a whole remains

to be seen. The overwhelming notion is that with the right goals in mind, the growing influence

of machines on our every day tasks will enable humanity to give more attention to the truly

groundbreaking challenges that we all face together. This will usher in a new age of human

machine collaboration in which humans and machines may work side by side to achieve greater

heights for all of humanity. Intelligent systems are useful in isolation, but the true benefits of

intelligent systems come to the fore in complex systems where the interaction between humans

and machines can be made seamless, and it is this goal of symbiosis between human and machine

that may democratise complex knowledge, which motivates this thesis. In the recent past, data-

driven methods have come to the fore and now represent the state-of-the-art in many different

fields. Alongside the shift from rule-based towards data-driven methods we have also seen a

shift in how humans interact with these technologies. Human computer interaction is changing

in response to data-driven methods and new techniques must be developed to enable the same

symbiosis between man and machine for data-driven methods as for previous formula-driven

technology.

We address five key challenges which need to be overcome for data-driven human-in-the-loop

computing to reach maturity. These are (1) the ’Categorisation Challenge’ where we examine

existing work and form a taxonomy of the different methods being utilised for data-driven

human-in-the-loop computing; (2) the ’Confidence Challenge’, where data-driven methods must

communicate interpretable beliefs in how confident their predictions are; (3) the ’Complexity

Challenge’ where the aim of reasoned communication becomes increasingly important as the

complexity of tasks and methods to solve also increases; (4) the ’Classification Challenge’ in

which we look at how complex methods can be separated in order to provide greater reasoning

in complex classification tasks; and finally (5) the ’Curation Challenge’ where we challenge the

assumptions around bottleneck creation for the development of supervised learning methods.
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Chapter 1

Introduction: The Challenge of Human

Input

1.1 A Short Story of Symbiosis

The last century has seen the capabilities of machines grow exponentially. The early days of

computing saw humans instructing machines with analogue punch cards to make calculations

too numerous for any group of individuals to do by hand. Since then machines have been

used to perform feats beyond comprehension for humans 100 years ago. From the literally

out-of-this-world accomplishments of landing humans on the moon, to more down-to-earth

accomplishments of computers defeating chess grandmasters, one constant has remained from

day one - these achievements were not made alone: not by any individual human, and not by

any individual machine, but by humans and machines co-operating in symbiosis to achieve a

greater goal (although there have been and will continue to be many remarkable individuals

whose contributions have been invaluable in this endeavour).

It is not only machine’s growing computational power that has enabled greater and greater feats

of wonder, but human’s growing understanding of how best to leverage that power. Humanities

greatest developments have been enabled by humans, behind the scenes, squeezing every last

drop of potential from our resources, and those in the public eye, interfacing with cutting

1
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edge technology, feeding, reacting and responding to rapidly updating information. It is this

dual symbiosis between human and machine that all technologies seek to acquire - depth of

understanding, and ease of use. The dominant efforts of human computer interaction have been

enabled by rigorously understood technology, based on formulae driven computation through

which every behaviour of a system can be known and verified before use. However, in the

recent past, data-driven technology, developed through learning from data and observations of

the real world, has become common place in society. This data-driven approach has enabled

technology to uncover and perform tasks requiring greater levels of machine intelligence, but

this has come at a cost. Technology driven by models developed from observed data is no

longer rigorously understood, the behaviour of these systems can no longer be verified in all

unseen scenarios, and the ability to reason about the underlying mechanisms driving those

technologies has been greatly reduced. This has led to a wide spanning effort to open these

’black-box’ technologies to lead to a greater understanding of their inner workings and to enable

a new symbiosis between humans and data-driven machines. This effort is two fold, requiring

data-driven models to communicate their outputs and reasoning effectively to users, and for

users to be able to provide feedback to these systems and guide their future learning and

improvement.

Alongside (and intertwined with) technology’s great advancements, remarkable improvements

in healthcare across the globe have allowed people to live longer, healthier lives. As technology

enables us to achieve more in our lifetimes, improving healthcare enables us to extend our

lifetimes. An integral part of many clinical pathways in modern medicine is the use of medical

image analysis. Advances in medical imaging have enabled us to develop a clearer view on the

inner workings of the human body and the biological processes that govern healthy develop-

ment. The ability to identify, track and predict health outcomes from medical images across

all modalities has become a vital tool in any healthcare workers’ tool-belt. As such, almost

every one of us has experienced the benefits of improved healthcare, aided by medical image

analysis, before we’re even born.

Even faster than new technology emerges, new people are born, and for many (myself included)

it is vital that every new life be given the best chance of survival, and not just survival, but
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the ability to thrive1. It is at the interface of technology and pre-term healthcare that I seek

to establish a symbiosis, to enable the greatest care possible to be given to all. This aim is

grounded in a desire for global equality and an equalness of opportunity for all, so why not

start with an equal chance of a healthy birth, as that is where we all start.

1.2 Introduction to Medical Imaging Sciences and Med-

ical Image Analysis

Ever since the first X-ray image conducted by Wilhelm Röntgen (Figure 1.2) was shown to the

world, humanity has been captivated by images giving a deeper view into the human body.

Throughout history, clinicians, biologists and scientists from many different disciplines have

used drawings and diagrams to convey information (Figure 1.1). This has arguably had as

great an impact on medical learning as writing, and inventions such as the printing press.

Exquisite and detailed hand-crafted drawings and diagrams enabled the dissemination of com-

plex information to a wider audience, and these were of great benefit to improving biological

and anatomical understanding. The invention of the X-ray enabled something different. For

the first time, an anatomical image was created not by hand, but by technology directly, in

near real-time. This opened an avenue to a vast array of clinical applications, and jump-started

the field of medical imaging towards what we know today[20].

Fast forward 100 years from the first X-Rays, and presenting that image in any clinical setting

would be met with contempt, such have been the vast improvements of imaging quality since

then[20]. New modalities and improved acquisition quality have enabled medical practitioners

and researchers to peer ever deeper, with ever finer detail, into the inner workings of the human

body, to produce the both beautiful, and life-saving imagery that we are familiar with seeing

today (Figure 1.3).

1This is not a pro-life argument. Every parent should be able to make the most informed decision possible
before deciding to bring a new life into this world.



4 Chapter 1. Introduction: The Challenge of Human Input

Figure 1.1: Gray’s Anatomy: Figure 159.- Muscles of the Left Hand, 1859[1].
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Figure 1.2: The First X-Ray: An X-Ray of Röntgen’s Wife’s hand, who upon seeing the image
is said to have proclaimed: ”I have seen my death” [2].
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Figure 1.3: Modern Medical Imaging examples. Top Left: Fetal Ultrasound[3]; Top Right:
Fetal MRI[4]; Bottom Row Left to Right: X-Ray[5], CT[6] and PET[6].
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1.2.1 Computer vision and segmentation

As technology has improved, so has the speed and efficacy with which we can acquire medical

images. For many modalities, the bottleneck is no longer in acquiring images, but in analysing

them. As such, techniques have developed to automate steps in the analysis of medical images.

One such step is segmentation[21]. A major part of many clinical work flows is the delineation

of body parts, organs and bones etc within both 2D and 3D images, to enable finer analysis

to be performed on those parts alone. Applications are wide ranging from localisation and

measurement of tumours, to the design of 3D prosthetics[22]. In the past (and in many settings

still today), clinicians and practitioners would perform this segmentation by hand, manually

tracing over an image. This is no longer practical, and great efforts have been made to automate

segmentation of medical images in a vast array of different scenarios and application settings.

Automated segmentation methods have benefited from growing computational power and im-

proving technologies, and classical methods such as Otsu thresholding, Graph-Cut methods

and atlas label propagation have provided the groundwork from which all modern segmenta-

tion methods derive[23]. More recently, with the proliferation of Deep Learning (DL), a new

family of methods has achieved state-of-the-art performance for image segmentation (in both

natural images and medical images) that is paving the way for segmentation applications not

thought possible just twenty years ago (Figure 1.4).

1.2.2 Deep Learning for computer vision and segmentation

DL is a branch of Machine Learning (ML) that centres around artificial neural networks, inspired

by the functionality of neurons within the brain. Through exposure to large amounts of data,

DL systems can develop a powerful and flexible understanding of myriad concepts through

learning a nested hierarchy of abstract concepts, each learning a representation of more abstract

concepts computed in terms of simpler ones[24].

DL has opened new doors for medical image analysis, and in particular segmentation, allowing

segmentation tasks that would have previously taken hours for clinicians to complete to be
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performed in a tiny fraction of that time[25]. Supervised learning methods have enabled new

methods to leverage the segmentations performed by experts to develop automated models

capable of segmenting regions of interest in almost every imaging modality, and to be done so

with a high level of accuracy. While many DL methods have shown great promise in research

settings, clinical translation of these methods has proved harder than anticipated[26, 27]. The

same performance gains seen in natural image applications have not been realised in medical

image domains, for a variety of different reasons. Medical images are naturally more scarce than

natural images, protected by privacy policy and not as freely available as natural images[28].

When medical images are available or can be acquired, the amount of data available is usually

much less, a major stumbling block for DL methods[28]. Worse still is the availability of high

quality image annotations from which supervised methods learn. Medical images are seen as

complex and difficult to understand images. Often noisy and full of artefacts, it is assumed

that significant expertise is required to reliably annotate most medical images, especially for

image segmentation, a challenging and time-consuming task. This requirement that medical

experts annotate medical image data has slowed down the creation and dissemination of high

quality and high quality datasets. Medical expert time is precious enough as it is, without

asking experts to spend significant effort on annotating medical image datasets.

There are many efforts being made to mitigate the negative impacts of smaller annotated

dataset sizes in medical imaging[29]. These efforts are being made at every stage of DL enabled

clinical workflow, from dataset curation and model building, to prediction interpretation and

adjustment.

1.3 Introduction to Symbiotic and Human-in-the-loop

Deep Learning

At the core of many DL approaches lies the assumption that humans will play a vital role in

both the development, and operation of DL enabled systems. It is these methods that we focus

on and leverage in our work, and through which we hope to realise collaborative technologies
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Figure 1.4: Medical Image Segmentation examples. Top Left: CT organ segmentation[7];
Top Right: MRI brain segmentation[8]; Bottom Left: Ultrasound Cardiac segmentation[9] and
Bottom Right: OCT retinal layer segmentation[10]
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which satisfy a dual symbiosis i.e provides a depth of understanding, and ease of use.

In biology, ’Symbiosis’ is defined as the interaction between two different organisms living in

close physical association, typically to the advantage of both. In the context of human and

machine collaboration we define it as the interaction between a human and a machine, to achieve

a task to a higher standard than either could alone. And through this lens it naturally follows

that Human-in-the-loop computing systems are integral to achieving symbiosis. Human-in-the-

Loop computing can be defined as a technology that can improve a performance objective by

engaging its human users, through iterative feedback from the underlying technology to the

user, and from the user back to the technology.

Here it is important to consider the life-cycle of a DL enabled system, through development,

deployment and operation. We seek a dual symbiosis that enables the successful growth of a

model from infancy (development) to adulthood (deployment) to retirement (end of operation).

This requires a different focus at every stage, and a different type of interaction between humans

and machine.

In model development, we require a depth of understanding from developers to build models

that perform well enough for their job. As we have discussed, a large component of achieving

this when building supervised DL models is acquiring the necessary annotated data to train

such models. This data collection and annotation effort presents many of its own challenges,

and many proposed methods seek to reduce the time and costs associated with acquiring enough

data to develop an acceptable model and improving the ease with which this can be done (for

both developers and those annotating the data)[29].

In model deployment and operation, we require a depth of understanding of model outputs.

While state-of-the-art models can achieve astounding results in research settings, this is not

guaranteed once deployed in the real-world[26]. For automated models to be used ethically and

responsibly in clinical practice, care must be taken to ensure that those operating the systems

are made aware of potential short-comings. It is important we develop a trust between human

and machine, but this trust must not be blind. Both human and machine have a responsibility to

communicate with each other to ensure that outputs of models are acted on with confidence and
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that the model is performing as expected[30]. This expectation creates a feedback loop between

human and machine. Machines must provide not only model predictions, but explanations,

and measures of confidence in their predictions, from which humans can accept predictions,

or reject predictions and guide the machine towards a more accurate prediction, ensuring the

same mistakes are not made in the future. This idea of continual learning through collaboration

between human and machine has been shown time and time again with both humans teaching

machines, and machines teaching humans, thus it is likely to continue. As our machines grow

and learn care must be taken that our machines do not drift from their initial requirements.

Extensive monitoring of machine performance is required to maintain trust between human

and machine throughout operation[30].

1.3.1 Active Learning

Active Learning (AL) is a branch of ML that seeks to reduce the amount of data required

to train a ML model[31]. It is argued that learning from similar data creates redundancy,

and that equivalent model performance can be achieved with an optimal subset of available

data. Through this assumption, AL methods aim to iteratively select the most informative un-

annotated data for which to acquire annotations. This reduces the time and costs associated

with model development, without impacting model performance[31].

Images are chosen based on their ’Informativeness’ to the current model, which in general can

be split into two main components: ’Representativeness’ and ’Uncertainty’. Here, representa-

tiveness measures how similar an image is to other images in our dataset, and images are not

annotated if very similar images have already been represented in the training set. Uncertainty

measures how confident or uncertain the model was when making a prediction on that image.

We want our models to be confident of the predictions they are making (if they are accurate)

and thus training on more images for which the model is uncertain should improve the perfor-

mance of models more than training on images for which the model is already accurate, and

certain about it[31].
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1.3.2 Interactive Learning

In Interactive Learning (IL) methods, users make iterative corrections to model predictions

until the model prediction meets the users required quality. These methods acknowledge that

not all model predictions are perfect, and many will require manual intervention to improve

their quality[32]. IL methods aim to make this part of the model prediction process, to both

enable rapid feedback to be given to the model, and for the model to rapidly update predictions

based on that feedback. Many IL methods aim to capture and learn from every user interaction

throughout operation to ensure better predictions in the future.

1.3.3 Practical Learning

Practical Learning methods acknowledge that neither data, nor those annotating the data

are perfect. These methods seek to mitigate the impact of noisy and imperfect input and

annotation data by modelling the quality of the data, through which learning can be guided

more heavily by high quality data and annotations[33]. These methods enable a reduction

in cost by not expecting only experts to annotate data, and also make considerations for the

practical interfaces being used to generate annotations.

1.3.4 Trustable Learning

Trustable Learning methods place their focus on interpretability. These methods acknowledge

that almost all DL methods are considered ’black-box’ methods for which we have no real

knowledge of the decision making processes that have led to a given prediction. Trustable

Learning methods seek to inspire the trust of users in their predictions by opening this black box

and providing feedback to the users about their internal workings e.g uncertainty or confidence

of model predictions[34]. Without such trust being built and maintained we cannot hope to

develop models that truly offer the dual symbiosis of depth of understanding and ease of use

throughout their life-cycles.
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1.3.5 Closing the Loop

In the new data-driven world, establishing a symbiosis between DL systems and humans will

require mastery of all the methods and techniques mentioned above. This is a lifetime of

work, too vast for any individual, however improvements made in any of these areas stand to

make a valuable contribution towards this endeavour. In this thesis we set out to establish the

current state-of-the-art in each of these areas, and go on to make contributions towards solving

several of the core challenges associated with closing the symbiotic loop between humans and

data-driven technology. These challenges are as follows:

• Categorisation Challenge: In order to fully understand where the the state-of-the-art lies

in closing the symbiotic loop, we categorise the existing literature and research efforts to

better understand the core components needed for a system to achieve symbiosis and be

defined as a true human-in-the-loop system. We identify the gaps in knowledge that still

need to be filled and highlight areas in which we make a contribution.

• Confidence Challenge: Outputs of DL systems must provide measures of confidence from

which their predictions can be valued appropriately. These confidence measures must

be communicated with clarity and provide users with a reasoned understanding of the

models’ behaviour.

• Complexity Challenge: As DL has been shown to perform tasks of growing complexity,

so grows the complexity of how we represent our knowledge and data to be learnt from.

As the complexity of tasks performed by DL models increases, the efforts to present this

information and deciding on how best to use it too becomes more complex.

• Classification Challenge: The core tasks of disease identification and classification remain

key goals of many DL models. The mechanisms by which disease can be identified are

becoming more complex, but the need to breakdown these predictions into understandable

and interpretable components remains vital in ensuring appropriate use of DL predictions,

retaining the ability to interrogate complex systems to understand how a prediction has

been made.
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• Curation Challenge: As supervised learning methods proliferate, the need to large amounts

of well annotated data too increases. Acquiring this data in many application settings

presents a major challenge due to the limited resources available to us. As such we exam-

ine whether we can challenge many assumptions made about curating expert annotated

data and whether the costs associated with acquiring this data from experts outweigh the

gains in performance from acquiring annotations from non-experts.

To achieve symbiosis in data-driven Human-in-the-Loop systems, all of the above challenges

need to be addressed. This motivates the core aims of this thesis. At present, existing research

has been unable to consider these five challenges simultaneously, and in this thesis we aim to

address these five challenges to understand the interplay of each in the context of real-time

medical image analysis and from a more general technical point of view. Through this work we

make many contributions to addressing each challenge and ask new questions which need to be

answered to achieve symbiosis in data-driven Human-in-the-Loop systems.

1.4 Motivations and applications

The wide array of advancements made in DL for medical image analysis have enabled an ever

greater variety of applications to be tackled. A core motivation of DL and generalisable data-

driven models is the democratisation of knowledge. We live in a world where connectivity is at

the heart of everything, and this notion is becoming more pervasive in healthcare. No longer

does every aspect of clinical workflow have to be performed in the same physical location, with

more automated analysis becoming more available, clinical decision making is becoming more

remote. This democratisation of knowledge in the form of high performing models has the

potential to improve healthcare standards across the globe, reducing the level or training and

resources required to administer the same level of care[35]. As compute resources proliferate

and imaging devices get cheaper, the ability of models to provide a high level of care across the

globe too will proliferate, improving equality of care for all.
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1.4.1 Fetal and Neonatal Development

Fetal development is fundamentally challenging to monitor. Detection of pregnancy is possible

from a very early stage, but tracking development in the womb is a multi-dimensional challenge

that is of significant consequence. It is everyone’s hope that pregnancy can proceed without

complication, but for the unfortunate few for whom this is not the case, the detection of

fetal development abnormalities at the earliest stage possible can make a significant impact

on the health outcomes of both mother and child[36]. The ongoing tracking of development

throughout pregnancy and the early detection of potential adverse health outcomes provide

vital information for both parents and doctors that inform the decisions made and care given.

The work done to provide this care is paramount to give every child the best possible start in

life.

1.4.2 Ultrasound Screening

Amajor component of fetal screening procedures is regular Ultrasound (US) screening. Through-

out pregnancy, at several key growth stages, ultrasound screening is performed to assess fetal

development. A series of ’standard views’ are acquired, covering key fetal anatomical areas,

from which indicative measurements can be taken to track longitudinal fetal growth trajectory,

and diagnosis of various diseases and health issues including Congenital Heart Disease (CHD).

This screening has proven to be hugely beneficial for the early identification of a wide variety

of fetal growth abnormalities, and improving the healthcare of both mother and child in the

short and long term[36, 37].

1.4.3 Magnetic Resonance Imaging Screening

Magnetic Resonance Imaging (MRI) is another non-invasive modality being applied to fetal

screening scenarios. MRI can provide a much higher resolution than US, and as such is being

used to image the fetal brain. MRI of the fetal brain is being used in research to study
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the development of brain structures in-utero, but also has the potential to provide important

longitudinal health predictions and non-invasive diagnosis for several adverse health outcomes

at an early stage[38].

1.5 Contributions

Chapter 2: In Chapter 2 we address the categorisation challenge with a thorough literature

review of human-in-the-loop DL methods for medical image analysis. We hypothesise that there

is significant overlap between related areas of research that can be considered to solve the same

problems under the umbrella of human-in-the-loop DL. We introduce the key areas of research

concerned with closing the symbiotic loop in data-driven technology and human-in-the-loop

DL. We establish a categorisation of methods that will help future researchers to understand

the field in a wider context and to understand the gaps of knowledge requiring further research.

Chapter 3: In Chapter 3 we address the confidence challenge. We hypothesise that real-time

feedback of DL model predictions can be achieved effectively using probabilistic segmentation

methods. We develop a general purpose method for understanding the confidence of DL pre-

dictions. We present a method for automated probabilistic image segmentation with real-time

feedback on measurement robustness. We evaluate multiple probabilistic DL methods from

which an ensemble of segmentations can be produced for each. From each ensemble of pre-

dictions, upper and lower bounds of segmentation based measurements can be generated. In

addition we derive ’variance scores’ through which we can reject measurements and re-acquire

images to produce optimal measurements, guiding operators towards optimal image acquisition

for more consistent and accurate segmentation based measurements.

Chapter 4: In Chapter 4 we address the complexity challenge. We hypothesise that prob-

ablistic segmentation methods can be extended to more complex domains and that they can

outperform existing methods with a lower computational cost. We extend probabilistic segmen-

tation methods from 2D to 3D, and introduce multi-task learning to simultaneously learn 3D

image segmentation and shape metric learning for two common anatomical shape metrics. We
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extend our previous efforts to provide confidence scores on more complex DL outputs, and show

the robustness of our method for use on highly abnormal structures for which other methods

fail, enabling population wide comparisons of outputs to be used in downstream analysis tasks

reliably.

Chapter 5: In Chapter 5 we address the classification challenge. We hypothesise that clas-

sification methods can achieve improved interpretability by decomposing them into modular

components through for which each presents improved interpretability, without the loss of per-

formance over end-to-end DL methods. We develop a classification pipeline that is robust and

interpretable for disease classification from single images. We extend an existing method to a

multi-task setting in which we are able to jointly segment, register and build a labelled atlas

that focuses on relevant features to robustly classify images. We provide a new method for

image feature-based classification and show this to be interpretable for downstream analysis.

We demonstrate that disease conditioned segmentations show greater correlation to true disease

status than naive segmentation methods.

Chapter 6: In Chapter 6 we address the curation challenge. We hypothesise that novice anno-

tators can perform complex medical annotation tasks with minimal training to a high standard.

We challenge the assumptions that medical image segmentation data can only be acquired by

medical experts and employ a novice workforce to perform this segmentation from a short se-

ries of instructions and examples. We assess the upstream impacts of training medical image

multi-class segmentation models, and evaluate downstream classification models on these noisy

labels from novice annotators compared against gold-standard labels from expert annotators.

We demonstrate that in resource constrained settings, greater DL performance may be achieved

through the use of novice annotators than with expert annotators alone.

1.6 Statement of Originality

I declare this work original and of original thought where not stated otherwise.
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Chapter 2

Background and Related work

In this chapter we summarise the key concepts and previous research from which our work

builds. Section 2.1 introduces several ML techniques and DL methods that will be used in

Chapters 3, 4, 5 and 6. It gives an overview of DL and how DL is applied to key areas of

medical image analysis that are leveraged throughout our work. Section 2.2 provides an in depth

literature review of Human-in-the-loop DL, showcasing state-of-the-art uses in medical image

analysis and highlighting key areas where additional research is needed, motivating the works

completed in Chapters 3, 4, 5 and 6. We focus on the key areas of ’Active Learning’, ’Interactive

Learning’, ’Practical Considerations’ and ’Future Prospectives’ as these sections together cover

a wide range of different areas including but not limited to uncertainty quantification, multi-

task learning and explainability implicitly and as such give insights into these areas through

the lens of Symbiotic Human-in-the-Loop computing.

2.1 Deep Learning with Neural Networks

DL methods are inspired by the biological inner workings of the human brain, specifically

by the networks of highly connected neurons through which we have developed a complex

understanding of the world.

20
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(a) (b)

Figure 2.1: Schematic diagram of (a) a biological neuron and (b) the perceptron [11]

2.1.1 Artificial Neural Networks

An Artificial neural network (ANN) is a biologically inspired computational network, com-

posed of collections of artificial neurons which transform a given input to a chosen output.

In the fashion in which biological neural networks operate, ANNs consist of simple neurons

(or computational units), which are highly interconnected, and the connections betweens neu-

rons that determine the function of the network[48]. Initially proposed by McCulloch and

Pitts (1943)[49], in which an early computational model of the neuron was developed (Figure

2.1a), ANNs have been built upon ever since. The concept of a perceptron was introduced by

Rosenblatt (1958)[50], in which a more developed version of a neuronal computational unit was

proposed (Figure 2.1b). In a perceptron, every input xi is assigned a weight wi, through which

a summation is calculated. After summation, an activation function is applied to determine

what amount of information from the summation is allowed to pass through that computational

unit to the rest of the network. The output of a perceptron can be written as:

y = φ(
m∑
i=1

(xi ∗ wi + b))

where m is the number of inputs to the neuron, b is the bias term used to alter the decision

boundary from the origin and φ(·) is an activation function. The activation function plays an

important role in ANNs by introducing non-linearity to the output of perceptrons, enabling

ANNs to model more complex relationships between input and output. Common activation

functions are the sigmoid activation functions, hyperbolic tangent functions (tanh) and rectified
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Figure 2.2: Example MLP with two hidden layers, input layer and output layer[11].

linear units (ReLu) among others[51].

When we combine multiple perceptrons together, we form multi layer perceptrons (MLPs),

consisting of at least three layers of nodes: the input layer, a hidden layers and the output

layer[48]. Every node in a layer connects to every node in the next layer with an assigned weight.

An MLP containing two hidden layers, and input and output layers is shown in Figure 2.2.

Neural networks have been shown to be universal general approximators i.e these is guaranteed

a neural network which can compute or approximate any function of any combination of inputs

to outputs, as demonstrated by the modelling of a sigmoidal function in [52].

Recent computational advances and the use of Graphical Processing units (GPUs) have enabled

efficient computation and training of much larger neural networks. As we have introduced more

hidden layers to ANNs and these networks have become especially deep, the terms Deep neural

networks (DNNs) and DL have emerged as the defacto way to describe these methods in recent

literature.

2.1.2 Neural Network Optimisation

Neural Networks are trained by repeatedly updating the weights of the connections between

nodes in the network, to minimise a loss function between the current predicted output of the

network and the desired output of the network.

The backpropagation (BP) algorithm was proposed by Rumelhart et al. (1986)[53] to compute

the gradients of a loss function for training networks with neuronal units. The BP algorithm
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(a) Long Valley (b) Beale’s function (c) Saddle Point

Figure 2.3: Example optimisation trajectories on a variety of loss function surfaces[12]

computes these gradients for use by a gradient descent optimisation algorithm to update the

weights of a network to minimise the loss function. The optimal solution of a network is

reached the the value of the loss function reaches a global minimum, however, depending on

the optimisation algorithm, solutions may fall into local minima, where the gradient of the loss

function is zero, causing the network weights to stop updating.

Gradient Descent

The update rule for Gradient descent can be written as:

θt+1 = θt − η · ∇J(θt)

where θ is the network parameters, η is the learning rate and ∇J(θt) is the gradient of the

loss function J(θt). Each weight is updated through the BP algorithm calculating how much

of the loss every node in the network is responsible for, and updating accordingly. The update

rule is designed to make each optimisation step more robust e.g faster convergence, avoiding

local minima or preventing vanishing or exploding gradients[54]. As such a variety of works

provide alternative update rules to gradient descent to address these problems, such as the

Adam (adaptive momentum estimation) update rule:

θt+1 = θt −
η√

v̂t + ϵ
· m̂t
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where v̂t is the exponentially decaying average of squared gradients and m̂t is the momentum

of descent at update step t[55]. The optimisation trajectory taken by different optimisation

algorithms, over various loss surfaces is shown in Figure 2.3.

Loss Functions

In this thesis we focus on supervised ML methods which train models to directly map inputs to

outputs through learning from examples of input-output pairs. As such, we build datasets of

paired data where for every input we have a corresponding output label. Supervised learning

methods can be further broken into two categories: classification and regression, where both

map inputs to outputs however in regression, the output is a numerical (real) value, and for

classification the output is categorical (discrete). This statement is not true for all tasks, but in

the context of this thesis in which we consider classification, regression and segmentation tasks

this is a useful categorisation. Tasks such as object detection and image reconstruction that

are beyond the scope of this thesis present additional categorisations that we do not consider

here.

In regression models the most common types of loss function are the Mean Absolute Error

(MAE), the Mean Squared Error (MSE) and the Huber Loss. The MAE and MSE can be

written as:

MAE = |y − f(x)|

MSE = (y − f(x))2

where y is our output label and f(x) is the output of our neural network. The MAE loss, also

known as the L1 loss, calculates the error as the distance between the predicted and desired

output values. The MSE loss, also known as the L2 loss, calculates the error as the squared

distance between predicted and desired output values, thus penalising large errors more. As a

result, the MSE loss function is less robust to outliers than MAE. The gradient of the MAE

loss is the same throughout, which allows small errors to carry the same weight as large errors
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which is also undesirable. In response to this, the Huber loss introduces a tuning parameter

δ, in order to switch between MAE and MSE losses depending on the current loss value[56].

Through this we gain the benefits of both MAE and MSE losses at the expense of an additional

tunable hyper-parameter. We can write the Huber loss as:

Lδ(y, f(x)) =


1
2
(y − f(x))2 for |y − f(x)| ≤ δ

δ|y − f(x)| − 1
2
δ2 otherwise.

In classification models the most common type of loss function is Cross-Entropy. This is

typically preceded by an activation function, the choice of which depends on the task the

network is being used for e.g Multi-Class or Multi-Label. In Multi-Class problems each input

can only belong to one class in a set of classes C, however for Multi-Label problems each input

can belong to many classes. We focus only on Multi-class problems in this thesis. A Multi-Class

model will output a vector of scores s which represent the probability of the input belonging that

class, and out desired output label will be a one hot vector in which only one class is positive

and all remaining classes are negative. For Multi-class problems we use the softmax activation

function, which squashes our output vector s to lie in the range [0, 1] with the constraint that

the sum of all class probabilities sum to 1, ensuring the laws of total probability are satisfied.

The softmax function can be written as:

f(si) =
exp(si)∑C
j exp(sj)

Cross-Entropy is a measure of the difference between two probability distributions for a given

random variable:

Cross Entropy = −
C∑
i

tilog(si)

where ti represents our target desired output. In many medical image segmentation applica-

tions, the softmax cross-entropy loss is used[18], as every individual pixel in an image will only

belong to one particular class and as such is a suitable loss for function for those applications.
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Additionally there are many more loss functions available for both regression and classification,

as well as many custom designed loss functions for specific tasks.

2.1.3 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are among the most popular DL model architectures

to be actively researched, they have shown state-of-the-art performance in many fields such as

computer vision and medical image analysis.

A typical CNN architecture consists of four main types of layers: convolutional layers, pooling

layers, fully-connected layers and normalisation layers. These are usually formulated as a series

of 2D/3D convolutional, pooling and normalisation layers, and for classification models, ended

with one or more fully connected layers.

Convolutional Layers

Convolutional layers are the key element of CNNs. The main benefit of a CNN comes from

being able to learn the spatial and/or temporal dependencies in an image, via the application of

convolutional filters. In a convolution layer, all the nodes share the same filters (or convolutional

kernel) and biases. These filters are learned during the training process by updating convolution

kernel weights and biases, and these act the the feature extractors, which were previously hand

crafted such as SIFT[57] or SURF[58]. Each filter has a size which defines its receptive field

with respect to the previous layer, this is defined by its height, width, and depth. The number

of filters in a convolutional layer describes the number of channels in the output. The number

of parameters of a convolutional layer is:

N = (h ∗ w ∗ d ∗ nb) ∗ c

where h,w, d are the height, width and depth of a filter, and c is the number of filters. nb is

the number of bias terms for each filter. In the forward pass of the network, each filter of a
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Figure 2.4: Convolutional layers in action[13]

convolutional layer slides across the whole input along the width and height as shown in Figure

2.4.

Pooling Layers

We reduce the computational load required for processing our data via the use of pooling

layers, which perform dimensionality reduction while retaining the most relevant and important

features, and enabling robustness to shifts in location of important features across an image or

feature space. these can be divided into local pooling layers and global pooling layers. Local

pooling layers are often used between convolutional layers to reduce the spatial dimension of the

input image. Common local pooling layers include max-pooling and average-pooling. Global

pooling layers are commonly behind the last convolutional layer to reduce the depth of the

inputs, by combining all nodes along the depth of an input feature into a single node. Common

global pooling layers include average-pooling.

Fully-connected Layers

Every node of a fully-connected layer connects to every node of the previous layer in the same

way as for MLPs. This can sometimes place limitations on the input data size, as such fully-

connected layers are often replaced by convolutional layers to allow the whole network to be

fully convolutional.
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Normalisation Layers

There are four main types of normalisation layers commonly used in CNNs. These are batch

normalisation[59], layer normalisation[60], instance normalisation[61] and group normalisation[62].

Their use is actively researched and benefits of each depends largely on the application.

2.1.4 Network Architectures

The described components of general artificial neural networks and convolutional neural net-

works have enabled many to build powerful architecture designs from which others have drawn

inspiration. Here we briefly describe some of the most influential architecture designs to date.

Figure 2.5: The LeNet architecture[14].

Many variants of CNN architectures have been proposed for image classification. Among the

first CNN is the LeNet model, as proposed by LeCun et al. (1998)[14]. The LeNet architec-

ture is composed of early convolutional and max-pooling layers, followed by fully connected

layers, as shown in Figure 2.5. This network was originally designed for handwritten digit clas-

sification (MNIST). This is inspired a deeper architecture from Krizhevsky et al. (2012)[63],

called AlexNet, winner of the ImageNet Large Scale Visual Recognition Challenge (ILSVRC),

significantly outperforming the runner up.

Following this, GoogLeNet (Inception v1) was proposed by Szegedy et al. (2014)[15]. This

was a 22-layer network that won the ILSVRC, where the introduction of the inception module,

which performs dimensionality reduction and feature extraction with different sized kernels
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simultaneously, allowed for the detection of features with different sized receptive fields at each

depth, greatly improving performance (Figure 2.6). This architecture has since been further

improved to Inception v4 (2016).

Figure 2.6: The GoogLeNet (Inception v1) architecture[15].

The runner up of ILSVRC 2014 was VggNet, proposed by Simonyan et al. (2014)[16], showed

that it was possible to train even deeper networks by leveraging pre-training and having shal-

lower networks at the start, and to progressively add more layers during training until it reached

the 19-layers as shown in Figure 2.7.

Figure 2.7: The VggNet architecture[16].

The ResNet architecture, proposed by He at al. (2016)[17], aimed to combat issues of dimin-

ishing gradients by introducing skip connections to the network as residual blocks as shown in

Figure 2.8. It was hypothesised that training a network to fit a residual mapping, instead of
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the desired underlying mapping, would be easier for a network to learn. In a residual block, the

input to a convolution, pooling and normalisation layer is combined with the output of those

layers to allow gradients to propagate backwards via an identity mapping, improving network

training.

Figure 2.8: Residual block architecture[17].

Finally, U-Net as proposed by Ronneberger et al. (2015)[18] is as network specifically designed

for medical image segmentation tasks. This network has become among the most popular

architecture designs for computer vision. The U-Net belongs to the auto-encoder family of

architecture structures, with skip connections introduced at each resolution, as shown in Figure

2.9. The skip-connections enabled features at different resolutions to propagate forward towards

the output. The U-Net is trained with classification loss functions for every pixel, resulting in

the input and output images to share the same dimensions.

Figure 2.9: The U-Net architecture[18].
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2.2 Active Learning and Human-in-the-loop Symbiotic

AI

Fully automatic DL has become the state-of-the-art technique for many tasks including image

acquisition, analysis and interpretation, and for the extraction of clinically useful information for

computer-aided detection, diagnosis, treatment planning, intervention and therapy. However,

the unique challenges posed by medical image analysis suggest that retaining a human end-user

in any DL enabled system will be beneficial. In this section we investigate the role that humans

might play in the development and deployment of DL enabled diagnostic applications and focus

on techniques that will retain a significant input from a human end user. Human-in-the-Loop

computing is an area that we see as increasingly important in future research due to the safety-

critical nature of working in the medical domain. We evaluate four key areas that we consider

vital for DL in the clinical practice:

1. Active Learning - choosing the best data to annotate for optimal model performance.

2. Interaction with model outputs - using iterative feedback to steer models to optima for a

given prediction and offering meaningful ways to interpret and respond to predictions.

3. Practical considerations - developing full scale applications and the key considerations

that need to be made before deployment.

4. Future Prospective and Unanswered Questions - knowledge gaps and related research fields

that will benefit human-in-the-loop computing as they evolve.

We offer our opinions on the most promising directions of research and how various aspects of

each area might be unified towards common goals.

Medical imaging is a major pillar of clinical decision making and is an integral part of many

patient journeys. Information extracted from medical images is clinically useful in many areas

such as computer-aided detection, diagnosis, treatment planning, intervention and therapy.

While medical imaging remains a vital component of a myriad of clinical tasks, an increasing
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shortage of qualified radiologists to interpret complex medical images suggests a clear need for

reliable automated methods to alleviate the growing burden on health-care practitioners [64].

In parallel, medical imaging sciences are benefiting from the development of novel computational

techniques for the analysis of structured data like images. Development of algorithms for image

acquisition, analysis and interpretation are driving innovation, particularly in the areas of

registration, reconstruction, tracking, segmentation and modelling.

Medical images are inherently difficult to interpret, requiring prior expertise to understand.

Bio-medical images can be noisy and contain many modality-specific artefacts, acquired under

a wide variety of acquisition conditions with different protocols. Thus, once trained, models do

not transfer seamlessly from one clinical task or site to another because of an often yawning

domain gap [65, 66]. Supervised learning methods require extensive relabelling to regain initial

performance in different workflows.

The experience and prior knowledge required to work with such data means that there is often

large inter- and intra-observer variability in annotating medical data. This not only raises

questions about what constitutes a gold-standard ground truth annotation, but also results in

disagreement of what that ground truth truly is. These issues result in a large cost associated

with annotating and re-labelling of medical image datasets, as we require numerous expert

annotators (oracles) to perform each annotation and to reach a consensus.

In recent years, DL has emerged as the state-of-the-art technique for performing many medical

image analysis tasks [29, 67, 68, 69, 70]. Developments in the field of computer vision have

shown great promise in transferring to medical image analysis, and several techniques have been

shown to perform as accurately as human observers [71, 72]. However, uptake of DL methods

within the clinical practice has been limited thus far, largely due to the unique challenges of

working with complex medical data, regulatory compliance issues and trust in trained models.

We identify three key challenges when developing DL enabled applications for medical image

analysis in a clinical setting:

1. Lack of Training Data: Supervised DL techniques traditionally rely on a large and even
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distribution of accurately annotated data points, and while more medical image datasets

are becoming available, the time, cost and effort required to annotate such datasets

remains significant.

2. The Final Percent: DL techniques have achieved state-of-the-art performance for med-

ical image analysis tasks, but in safety-critical domains even the smallest of errors can

cause catastrophic results downstream. Achieving clinically credible output may require

interactive interpretation of predictions (from an oracle) to be useful in practice, i.e users

must have the capability to correct and override automated predictions for them to meet

any acceptance criteria required.

3. Transparency and Interpretability: At present, most DL applications are considered to be

a ’black-box’ where the user has limited meaningful ways of interpreting, understanding

or correcting how a model has made its prediction. Credence is a detrimental feature

for medical applications as information from a wide variety of sources must be evaluated

in order to make clinical decisions. Further indication of how a model has reached a

predicted conclusion is needed in order to foster trust for DL enabled systems and allow

users to weigh automated predictions appropriately.

There is concerted effort in the medical image analysis research community to apply DL methods

to various medical image analysis tasks, and these are showing great promise [25, 73, 74].

These works primarily focus on the development of predictive models for a specific task and

demonstrate state-of-the-art performance for that task.

We give an overview of where humans will remain involved in the development, deployment and

practical use of DL systems for medical image analysis. We focus on medical image segmentation

techniques to explore the role of human end users in DL enabled systems.

Automating image interpretation tasks like image segmentation suffers from all of the drawbacks

incurred by medical image data described above. There are many emerging techniques that seek

to alleviate the added complexity of working with medical image data to perform automated

segmentation of images. Segmentation seeks to divide an image into semantically meaningful
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regions (sets of pixels) in order to perform a number of downstream tasks, e.g. biometric

measurements. Manually assigning a label to each pixel of an image is a laborious task and as

such automated segmentation methods are important in practice. Advances in DL techniques

such as Active Learning (AL) and Human-in-the-Loop computing applied to segmentation

problems have shown progress in overcoming the key challenges outlined above and these are

the studies we focus on. We categorise each study based on the nature of human interaction

proposed and broadly divide them between which of the three key challenges they address.

Section 2.2.1 introduces Active Learning, a branch of ML and Human-in-the-Loop Computing

that seeks to find the most informative samples from an unlabelled distribution to be annotated

next. By training on the most informative subset of samples, related work can achieve state-

of-the-art performance while reducing the costly annotation burden associated with annotating

medical image data.

Section 2.2.2 evaluates techniques used to refine model predictions in response to user feedback,

guiding models towards more accurate per-image predictions. We evaluate techniques that seek

to improve interpretability of automated predictions and how models provide feedback on their

own outputs to guide users towards better decision making.

Section 2.2.3 evaluates the key practical considerations of developing and deploying Human-in-

the-Loop DL enabled systems in practice and outlines the work being done in these areas that

addresses the three key challenges identified above. These areas are human focused and assess

how human end users might interact with these systems.

In Section 2.2.4 we discuss related areas of ML and DL research that are having an impact on

AL and Human-in-the-Loop Computing and are beginning to influence the three key challenges

outlined. We offer our opinions on the future directions of Human-in-the-Loop DL research and

how many of the techniques evaluated might be combined to work towards common goals.
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Figure 2.10: Overview of Active Learning frameworks. Active Learning frameworks start with
a pool on unlabelled data. Unlabelled data is then presented to ’Annotators’ for annotation.
Annotated data is then used to train an ’Intermediate Model’ using a subset of the Unlabelled
Data. This model is then used to select progressively more unlabelled data for annotation
using ’Active Learning Sample Selection’, after which the model is retrained to improve its
performance. This process continues until a certaint ’Performance Threshold’ is met, after
which the model can be deployed to make ’Automatic Predictions’.

2.2.1 Active Learning

In this section we assume a scenario in which a large pool of un-annotated data U is available

to us, and that we have an oracle (or group of oracles) from which we can request annotations

for every un-annotated data point xU to add to an annotated set L. We wish to train some

model f(x|L∗) where L∗ ⊆ L and consider methods that rely on annotated data to do so. A

brute-force solution to this problem would be to ask the oracle(s) to annotate every xU such

that L∗ = L, but this is rarely a practical or cost-effective solution due to the unique challenges

associated with annotating biomedical image data. It is theorised that there is some L∗ that

achieves equivalent performance to L, i.e. f(x|L∗) ≈ f(x|L). A model trained on some optimal

subset L∗ of a dataset might achieve equivalent performance to a model trained on the entire,

annotated dataset. Active Learning (AL) is the branch of ML that seeks to find this optimal

subset L∗ given a current model f ′(x|L′), where L′ is an intermediate annotated dataset, and

an un-annotated dataset U . AL methods aim to iteratively seek the most informative data-

points x∗
i for training a model, under the assumption that both the model and the un-annotated

dataset will evolve over time, rather than selecting a fixed subset once to be used for training.

In a wider context and before the advent of DL, [31] reviewed this field as a state-of-the-art

ML methodology.

A typical AL framework, as outlined in Figure 2.10, consists of a method to evaluate the

informativeness of each un-annotated data point xU given f ′(xU |L′), tied heavily to the choice
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of query type, after which all chosen data-points are required to be annotated. Once new

annotations have been acquired, the AL framework must use the new data to improve the

model. This is normally done by either retraining the entire model using all available annotated

data L′, or by fine-tuning the network using the most recently annotated data-points x∗
i . Using

this approach, state-of-the-art performance can be achieved using fewer annotations for several

bio-medical image analysis tasks, as shown in the methods discussed in this section, thus

widening the annotation bottleneck and reducing the costs associated with developing DL

enabled systems from un-annotated data.

Query Types

In every AL framework the first choice to be made is what type of query we wish to make

using a model and un-annotated dataset. There are currently three main choices available and

each lends itself to a particular scenario dependant on what type of un-annotated data we have

access to, and what question we wish to ask the oracle(s).

Stream-based Selective Sampling assumes a continuous stream of incoming un-annotated

data-points xU [75, 76]. The current model and an informativeness measure I(xU) are used to

decide, for each incoming data-point, whether or not to ask the oracle(s) for an annotation [77].

This query type is usually computationally inexpensive but offers limited performance benefits

due to the isolated nature of each decision: the wider context of the underlying distribution

is not considered, thus balancing exploration and exploitation of the distribution is less well

captured than in other query types. Another disadvantage of this query type is calibrating the

threshold to use for the chosen informativeness measure such that we do not request annotations

for every incoming data-point, and that we do not reject annotations for too many data-points

resulting in valuable information being lost.

Membership Query Synthesis assumes that rather than drawing from a real-world distri-

bution of data-points, we instead generate a data-point x∗
G that needs to be annotated [78]. The

generated data-point is what the current model ’believes’ will be most informative to itself. This

data-point is then annotated by the oracle(s) [79], this can be very efficient in finite domains.
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This approach may suffer from the same drawbacks as Stream-based methods as a model may

have no knowledge of unseen areas of the distribution, and thus be unable to request annota-

tions of those areas. Issues can arise where queries can request annotations for data-points that

make no sense to a human oracle [80], and are not representative of the actual distribution that

is being modelled, stream based and pool based sampling methods were proposed to overcome

these issues [31]. Nevertheless, recent advances of Generative Adversarial Networks (GANs)

have shown great promise in generating data-points that mimic real-world distributions for

many different types of data, including biomedical images, that may go someway to addressing

the key issue with using query synthesis for complex distributions, which we discuss in Sec-

tion 2.2.1. This query type can be advantageous in scenarios where the distribution to generate

is fully understood, or domains in which annotations are acquired autonomously instead of

from humans [81, 82].

Pool-based Sampling assumes a large un-annotated real-world dataset U to draw samples

from and seeks to select a batch of N samples x∗
0, ..., x

∗
N from the distribution to request labels

for [83]. Pool-based methods usually use the current model to make a prediction on each un-

annotated data point to obtain a ranked measure of informativeness I(xU |f ′(xU |L′)) (where

I is our informativeness measure for each un-annotated data point xU given the output of

the intermediate model f ′ where L′ is our current labelled dataset) for every data-point in

the un-annotated set, and select the top N samples using this metric to be annotated by the

oracle(s). Pool based sampling has been applied to several real world tasks, prior to the advent

of DL [83, 84, 85, 86, 87]. These methods can be computationally expensive as every iteration

requires a metric evaluation for every data-point in the distribution. However, these methods

have shown to be the most promising when combined with DL methods, which inherently rely

on a batch-based training scheme. Pool based sampling is used in the majority of methods

discussed in the rest of this section unless stated otherwise. While pool-based methods hold

advantages over other methods in terms of finding the most informative annotations to acquire,

scenarios in which stream based or synthesis based queries are advantageous are also common,

such as when memory or processing power is limited for example in mobile or embedded devices

[31].
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Evaluating Informativeness

In developing an AL framework, once a query type has been selected, the next question to

ask is how to measure the informativeness I(xU) of each of the data-points? Many varying

approaches have been taken to quantifying the informativeness of a sample given a model and

an underlying distribution. Here we sort these metrics by the level of human interpretability

they offer.

Traditionally, AL methods employ hand-designed heuristics to quantify what we as humans

believe makes something informative. A variety of model specific metrics seek to quantify

what the effect of using a sample for training would have on the model, e.g., the biggest

change in model parameters. However, these methods are less prevalent than human designed

heuristics due to the computational challenge of applying these to DL models with a large

number of parameters. Finally some methods are emerging that are completely agnostic to

human interpretability of informativeness and instead seek to learn the best selection policy

from available data and previous iterations, as discussed in detail in Section 2.2.1.

Uncertainty The main family of informativeness measures falls into calculating uncertainty.

It is argued that the more uncertain a prediction is, the more information we can gain by

including the ground truth for that sample in the training set.

Uncertainty can be broken down into two types of uncertainty: ’Aleatoric’ and ’Epistemic’ un-

certainty, also known as statistical uncertainty and systematic uncertainty respectively. These

can be defined as the uncertainty present in the data presented to a model (e.g due to noise),

which is unavoidable regardless of how good a model is (aleatoric) and the uncertainty inherent

to the model (e.g due to limited capacity) which can be reduced by improving the model but

in practice has not been (epistemic). The methods discussed in this thesis address both types,

often separately and sometimes together. Evaluation of uncertainty measures is a open research

question but methods such as calibration curves are popular to measure the correlation between

prediction accuracy and prediction uncertainty.

There are several ways of calculating uncertainty from different ML/DL models. When consid-
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ering DL for segmentation the most simple measure is the sum of lowest class probability for

each pixel in a given image segmentation. It is argued that more certain predictions will have

high pixel-wise class probabilities, so the lower the sum of the minimum class probability over

each pixel in an image, the more certain a prediction is considered to be:

x∗
LC = argmax

x
1− Pθ(ŷ|x)

where ŷ = argmaxy Pθ(y|x). This is a fairly intuitive way of thinking about uncertainty and

offers a means to rank uncertainty of samples within a distribution. While the softmax outputs

of a model do not directly reflect the actual class probabilities, they are a useful proxy for this

information. When used directly as a measure of uncertainty we see varying results but due to

the ease of which these are computed, and the often high performance of this approach it has

become a useful baseline method. We refer to the method above as least confident sampling

where the samples with the highest uncertainty are selected for labelling [31]. A drawback of

least confident sampling is that it only considers information about the most probable label,

and discards the information about the remaining label distribution. Two alternative methods

have been proposed that alleviate this concern. The first, called margin sampling [31], can be

used in a multi-class setting and considers the first and second most probable labels under the

model and calculates the difference between them:

x∗
M = argmin

x
Pθ(ŷ1|x)− Pθ(ŷ2|x)

where ŷ1 and ŷ2 are the first and second most probable labels under the current model, respec-

tively. The intuition here is that the larger the margin is between the two most probable labels,

the more confident the model is in assigning that label. The second, more popular approach is

to use entropy [88] as an uncertainty measure:

x∗
E = argmax

x
−
∑
i

P (yi|x)logP (yi|x)

where yi ranges across all possible annotations. Entropy is used to measure the amount of
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information required to encode a distribution and as such, is often thought of as a measure

of uncertainty in ML. For binary classification, all three methods reduce to querying for the

data-point with a class posterior closest to 0.5. The ability of entropy to generalise easily to

probabilistic multi-class annotations, as well as models for more complex structured data-points

has made it the most popular choice for uncertainty based query strategies [85].

Using one of the above measures, un-annotated samples are ranked and the most ’uncertain’

cases are chosen for the next round of annotation. There have been many recent uses of

uncertainty based sampling in AL methods in the DL field and these are discussed next.

[89] propose the Cost-Effective Active Learning (CEAL) method for deep image classification.

The CEAL methods is initialised with a set of unlabelled sample U , initially labelled samples

L, a choice of pool size K, a high confidence sample selection threshold ω, a threshold decay

rate dr, a maximum iteration number T and a fine-tuning interval t. After initialisation, CNN

weights W are initialised with L and the model is used to make predictions on each data-point

in U . CEAL explores using each of the three uncertainty methods described above to obtain K

uncertain data-points to be manually annotated and added to DL. So far the CEAL method

follows very closely the approach outlined in traditional active learning methods as described

above, but they introduce an additional training step where the most confident samples (whose

entropy is less than ω) from U are added to DH . DL and DH are then used to fine-tune W for

t iterations. CEAL then updates ω before the pseudo-labels from DH are discarded and each

data-point is added back to U , while DL is added to L. This process repeats for T iterations.

The authors describe this approach of simultaneously learning from manual labels of the most

uncertain annotations and predicted labels of the least uncertain annotations as complementary

sampling. The CEAL method showed that state-of-the-art performance can be achieved using

less than 60% of available data for two non-medical datasets (CACD and Caltech-256) for face

recognition and object categorisation.

[90] propose an active learning method that uses uncertainty sampling to support quality con-

trol of nucleus segmentation in pathology images. Their work compares the performance im-

provements achieved through active learning for three different families of algorithms: Support
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Vector Machines (SVM), Random Forest (RF) and Convolutional Neural Networks (CNN).

They show that CNNs achieve the greatest accuracy, requiring significantly fewer iterations to

achieve equivalent accuracy to the SVMs and RFs.

Another common method of estimating informativeness is to measure the agreement between

multiple models performing the same task. It is argued that more disagreement found between

predictions on the same data point implies a higher level of uncertainty. These methods are

referred to as Query by consensus and are generally applied when Ensembling is used to improve

performance - i.e, training multiple models to perform the same task under slightly different

parameters/settings [31]. Ensembling methods have shown to measure informativeness well, but

at the cost of computational resources - multiple models need to be trained and maintained,

and each of these needs to be updated in the presence of newly selected training samples.

Nevertheless, [91] demonstrate the power of ensembles for active learning and compare to

alternatives to ensembling. They specifically compare the performance of acquisition functions

and uncertainty estimation methods for active learning with CNNs for image classification

tasks and show that ensemble based uncertainties outperform other methods of uncertainty

estimation such as ’MC Dropout’. They find that the difference in active learning performance

can be explained by a combination of decreased model capacity and lower diversity of MC

dropout ensembles. A good performance is demonstrated on a diabetic retinopathy diagnosis

task.

[92] propose an active learning approach that exploits geometric smoothness priors in the image

space to aid the segmentation process. They use traditional uncertainty measures to estimate

which pixels should be annotated next, and introduce novel criteria for uncertainty in multi-

class settings. They exploit geometric uncertainty by estimating the entropy of the probability

of supervoxels belonging to a class given the predictions of its neighbours and combine these

to encourage selection of uncertain regions in areas of non-smooth transition between classes.

They demonstrate state-of-the-art performance on mitochondria segmentation from EM images

and on an MRI tumour segmentation task for both binary and multi-class segmentations. They

suggest that exploiting geometric properties of images is useful to answer the questions of where
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to annotate next and by reducing 3D annotations to 2D annotations provide a possible answer

to how to annotate the data, and that addressing both jointly can bring additional benefits to

the annotation method, however they acknowledge that it would impossible to design bespoke

selection strategies this way for every new task at hand.

[93] introduce the use of Bayesian CNNs for Active Learning with ’Bayesian Active Learning

by Disagreement’ or BALD, and show that the use of Bayesian CNNs outperform deterministic

CNNs in the context of Active Learning, and exploit this through the use of a new acquisition

function that chooses data-points expected to maximise the information gained about the model

parameters i.e maximise the mutual information between predictions and model posterior. This

approach uses a Bayesian CNN (induced using Dropout during inference [94]), to produce a

single prediction using all parameters of the network for each unlabelled data-point, and a

set of stochastic predictions for each unlabelled data-point, generated with dropout enabled.

The BALD acquisition function is then calculated as the difference between the entropy of the

average prediction and average entropy of stochastic predictions. Intuitively this function selects

data-points for which the model is uncertain on average, but there exist model parameters

that produce disagreeing predicted annotations with high certainty. They demonstrate their

approach for skin cancer diagnosis from skin lesion images to show significant performance

improvements over uniform sampling using the BALD method for sample selection. While

this method has been shown to be particularly effective for AL, when querying batches of

data-points, it often results in many very similar, redundant data-points being acquired when

used in a greedy fashion, as such BatchBALD was introduced to alleviate this problem [95].

The BatchBALD approach instead no longer calculates the mutual information between a single

sample predictions and model posterior, but instead calculates the mutual information between

a batch of samples and the model posterior to jointly score the batch of samples, enabling

BatchBALD to more accurately evaluate the joint mutual information and select batches of

samples for annotation that result in less redundant data-points being selected together in an

acquired batch. This extension is an example of the motivation behind Section 2.2.1 in which

we discuss methods that move beyond pure uncertainty based methods and begin to measure

diversity among selected samples to reduce redundant annotation.
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Representativeness Many AL frameworks extend selection strategies to include some mea-

sure of representativeness in addition to an uncertainty measure. The intuition behind including

a representativeness measure is that methods only concerned with uncertainty have the poten-

tial to focus only on small regions of the distribution, and that training on samples from the

same area of the distribution will introduce redundancy to the selection strategy, or may skew

the model towards a particular area of the distribution. The addition of a representativeness

measure seeks to encourage selection strategies to sample from different areas of the distri-

bution, and to increase the diversity of samples, thus improving AL performance. A sample

with a high representativeness covers the information for many images in the same area of the

distribution, so there is less need to include many samples covered by a representative image.

To this end, [96] present Suggestive Annotation, a deep active learning framework for medical

image segmentation, which uses an alternative formulation of uncertainty sampling combined

with a form of representativeness density weighting. Their method consists of training multiple

models that each exclude a portion of the training data, which are used to calculate an ensemble

based uncertainty measure. They formulate choosing the most representative example as a

generalised version of the maximum set-cover problem (NP Hard) and offer a greedy approach

to selecting the most representative images using feature vectors from their models. They

demonstrate state-of-the-art performance using 50% of the available data on the MICCAI

Gland segmentation challenge and a lymph node segmentation task.

[97] propose MedAL, an active learning framework for medical image segmentation. They pro-

pose a sampling method that combines uncertainty, and distance between feature descriptors,

to extract the most informative samples from an unlabelled data-set. Once an initial model

has been trained, the MedAL method selects data-points to be labelled by first filtering out

unlabelled data-points with a predictive entropy below a threshold. From this set the CNN

being trained is used to generate feature descriptors for each data-point by taking the output

of intermediate layers of the CNN, these feature descriptors are then compared amongst each

other using a variety of distance functions (e.g ’Euclidian’, ’Russellrao’, ’Cosine’) in order to

find the feature descriptors which are most distant from each other. The data-point with the

highest average distance to all other unlabelled data-points (above the entropy threshold) is
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selected for annotation. In this way, the MedAL acquisition function finds the set of data-points

that are both informative to the model, and incur the least redundancy between them by sam-

pling from areas of the input distribution most distant from each other. The MedAL method

initialises the model in a novel way by leveraging existing computer vision image descriptors to

find the images that are most dissimilar to each other and thus cover a larger area of the image

distribution to use as the initial training set after annotation. They show good results on three

different medical image analysis tasks, achieving the baseline accuracy with less training data

than random or pure uncertainty based methods.

[98] propose a Borda-count based combination of an uncertainty and a representativeness mea-

sure to select the next batch of samples. Uncertainty is measured as the voxel-wise variance of

N predictions using MC dropout in their model. They introduce new representativeness mea-

sures such as ’Content Distance’, defined as the mean squared error between layer activation

responses of a pre-trained classification network. They extend this contribution by encoding

representativeness by maximum entropy to optimise network weights using an novel entropy

loss function.

[99] propose a novel method for ensuring diversity among queried samples by calculating the

Fisher Information (FI), for the first time in CNNs. Here, efficient computation is enabled by

the gradient computations of propagation to allow FI to be calculated on the large parameter

space of CNNs. They demonstrate the performance of their approach on two different flavours

of task: a) semi-automatic segmentation of a particular subject (from a different group/different

pathology not present in the original training data) where iteratively labelling small numbers

of voxels queried by AL achieves accurate segmentation for that subject; and b) using AL to

build a model generalisable to all images in a given data-set. They show that in both these

scenarios the FI-based AL improves performance after labelling a small percentage of voxels,

outperforming random sampling and achieved higher accuracy than entropy based querying.

Generative Adversarial Networks for Informativeness

Generative Adversarial Network (GAN) based methods have been applied to several areas of

medical imaging such as de-noising, modality transfer, abnormality detection, and for image
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synthesis, directly applicable to AL scenarios. This offers an alternative (or addition) to the

many data augmentation techniques used to expand limited data-sets [100] and a DL approach

to Membership Query Synthesis.

[101] propose a conditional GAN (cGAN) based method for active learning where they use

the discriminator D output as a measure of uncertainty of the proposed segmentations, and

use this metric to rank samples from the unlabelled data-set. From this ranking the most

uncertain samples are presented to an oracle for segmentation and the least uncertain images

are included in the labelled data-set as pseudo ground truth labels. They show their method

approaches increasing accuracy as the percentage of interactively annotated samples increases -

reaching the performance of fully supervised benchmark methods using only 80% of the labels.

This work motivates the use of GAN discriminator scores as a measure of prediction uncertainty.

[102] also use a cGAN to generate chest X-Ray images conditioned on a real image, and using a

Bayesian neural network to assess the informativeness of each generated sample, decide whether

each generated sample should be used as training data. If so, is used to fine-tune the network.

They demonstrate that the approach can achieve comparable performance to training on the

fully annotated data, using a dataset where only 33% of the pixels in the training set are

annotated, offering a huge saving of time, effort and costs for annotators.

[103] present an alternative method of data synthesis to GANs through the use of learned

transformations. From a single manually segmented image, they leverage other un-annotated

images in a SSL like approach to learn a transformation model from the images, and use the

model along with the labelled data to synthesise additional annotated samples. Transformations

consist of spatial deformations and intensity changes to enable to synthesis of complex effects

such as anatomical and image acquisition variations. They train a model in a supervised way

for the segmentation of MRI brain images and show state-of-the-art improvements over other

one-shot bio-medical image segmentation methods.

The utility of GAN-based approaches in AL scenarios goes beyond single-modality image syn-

thesis. Many works have demonstrated the capabilities of GANs to perform cross-modality

image synthesis, which directly addresses not only problems of limited training data, but also
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issues of missing modalities which occur in multi-modal analysis scenarios. Methods by which

missing modalities can be generated to fill missing data-points enabling the full suite of AL

methods to be applied to multi-modal analysis problems.

[104] introduce a GAN based method for super-resolution across different microscopy modal-

ities. This work uses GANs to transform diffraction limited input images into super-resolved

ones, improving the resolution of wide-field images acquired using low-numerical-aperture ob-

jectives to match the resolution acquired using high-numerical-aperture objectives. This work

extends this approach to demonstrate cross-modality super-resolution to transform confocal

microscopy images to the resolution acquired with a stimulated emission depletion microscope.

This approach enables many types of images acquired at lower resolutions to be super-resolved

to match those of higher resolutions, enabling greater performance of multi-modal image anal-

ysis methods in both AL and beyond.

[105] introduce a GAN based method for the generation of high-quality PET images which

usually require a full dose radioactive tracer to obtain. This work enables a low dose tracer

to be used to obtain a low-quality PET images, from which a high quality PET image can be

generated using a 3D conditional GAN, conditioned on the low-dose image. Additional to this,

a 3D c-GANs based progressive refinement scheme is introduced to further improve the quality

of estimated images. Through this work the dose of radioactive tracer required to acquire high-

quality PET images is greatly reduced, reducing the hazards to patients and enabling low-dose

PET images to be used alongside high-dose images in downstream analysis.

[106] extend existing GAN based methods for improved cross-modality synthesis of MR images

acquired under different scanning parameters. Their work introduces edge-aware generative

adversarial networks (Ea-GANs), which specifically integrate edge information reflecting the

textural structure of image content to depict the boundaries of different objects in images,

which goes beyond methods which focus only on minimising pixel or voxel-wise intensity dif-

ferences. Using two learning strategies they introduce edge information to a generator-induced

Ea-GAN (gEa-GAN) and to a discriminator-induced Ea-GAN (dEa-GAN), incorporating edge

information via the generator and both generator and discriminator respectively, so that the
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edge similarity is also adversarially learned. Their method demonstrates state-of-the-art perfor-

mance for cross-modal MR synthesis as well as excellent generality to generic image synthesis

tasks on facades, maps and cityscapes.

[107] explore the use of GANs to impute missing PET images from corresponding MR images

for brain disease identification using a GAN based approach, to avoid discarding data-missing

subjects, thus increasing the number of training samples available. A hybrid GAN is used

to generate the missing PET images, after which a spatially-constrained Fisher representation

network is used to extract statistical descriptors of neuroimages for disease diagnosis. Results on

three databases show this method can synthesise reasonable neuroimages and achieve promising

results in brain disease identification in comparison to other state-of-the-art methods.

The above works demonstrate the power of using synthetic data conditioned on a very small

amount of annotated data to generate new training samples that can be used to train a model

to a high accuracy, this is of great value to AL methods where we usually require a initial

training set to train a model on before we can employ a data selection policy. These methods

also demonstrate the efficient use of labelled data and allow us to generate multiple training

samples from a individually annotated image, this may allow the annotated data obtained in

AL/Human-in-the-Loop methods to be used more effectively through generating multiple train-

ing samples for a single requested annotation, further reducing the annotation effort required

to train state-of-the-art models.

Learning Active Learning

The majority of methods discussed so far employ hand designed heuristics of informativeness,

but some works have emerged that attempt to learn what the most informative samples are

through experience of previous sample selection outcomes. This offers a potential way to

select samples more efficiently but at the cost of interpretability of the heuristics employed.

Many factors influence the performance and optimality of using hand-crafted heuristics for

data selection. [108] propose ’Learning Active Learning’, where a regression model learns

data selection strategies based on experience from previous AL outcomes. Arguing there is
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no way to foresee the influence of all factors such as class imbalance, label noise, outliers and

distribution shape. Instead, their regression model ’adapts’ its selection to the problem without

explicitly stating specific rules. [109] take this idea a step further and propose a model that

leverages labelled instances from different but related tasks to learn a selection strategy, while

simultaneously adapting its representation of the data and its prediction function.

Reinforcement learning (RL) is a branch of ML that enables an ’agent’ to learn in an interactive

environment, by trial and error, using feedback from its own actions and experiences, working

towards achieving the defined goal of the system. Active Learning has recently been suggested

as a potential use-case of RL and several works have begun to explore this area.

[110] propose a one-shot learning method that combines with RL to allow the model to decide,

during inference, which examples are worth labelling. A stream of images is presented and a

decision is made either to predict the label, or pay to receive the the correct label. Through

the choice of RL reward function they are able to achieve higher prediction accuracy than a

purely supervised task, or trade prediction accuracy for fewer label requests.

[111] re-frame the data selection process as a RL problem, and explicitly learn a data selection

policy. This is agnostic to the data selection heuristics common in AL frameworks, providing a

more general approach, demonstrating improvements in entity recognition, however this is yet

to be applied to medical image data.

RL methods offer a different approach to AL and Human-in-the-Loop problems that is well

aligned with aiding real-time feedback between a DL enabled application and its end users,

however it requires task specific goals that may not be generalisable across different medical

image analysis tasks.

Fine-tuning vs Retraining

The final step of each AL framework is to use newly acquired annotations to improve a model.

Two main approaches are used to train a model on new annotations. These are retraining

the model using all available data including the newly acquired annotations or to fine-tune
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the model using only new annotations or the new annotations plus a subset from the existing

annotations.

[112] investigate using transfer learning and fine-tuning in several medical image analysis tasks

and demonstrate that the use of a pre-trained CNN with fine-tuning outperformed a CNN

trained from scratch and that these fine-tuned CNNs were more robust to the size of the

training sets. They also showed that neither shallow nor deep tuning was the optimal choice

for a particular application and present a layer-wise training scheme that could offer a practical

way to reach optimal performance for the chosen task based on the amount of data available.

The methods employed in this work perform one-time fine-tuning where a pre-trained model

is fine-tuned just once with available training samples, however this does not accommodate an

active selection process or continuous fine-tuning.

[113] propose a continuous fine-tuning method that fine-tunes a pre-trained CNN with succes-

sively larger datasets and demonstrate that this approach converges faster than repeatedly fine-

tuning the pre-trained CNN. They also find that continuously fine-tuning with only newly ac-

quired annotations requires careful meta-parameter adjustments making it less practical across

many different tasks.

An alternative approach to retraining from new data that is inspired by the two main approaches

described above is to retrain a model using all available data, but using the previous parameters

as initialisation, however this approach has not yet been applied to AL in medical image

analysis.

Retraining is computationally more expensive than fine-tuning but it provides a consistent

means to evaluate AL framework performance. Fine-tuning is used across a number of different

ML areas such as one or few shot learning, and transfer learning and the best approach to this

is still an open question and as such is less prevalent in AL frameworks, as fine tuning improves

we may see a shift towards its use in AL frameworks. It is important to establish baseline

fine-tuning and retraining schemes to effectively compare the DL/AL methods in which they

are applied in order to isolate the effects of these schemes from the improvements made in other

areas.
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Figure 2.11: Overview of Refinement frameworks.

2.2.2 The Final Percent: Interactive refinement of model outputs

So far we have considered the role of humans in annotating data to be used to train a model, but

once a model is trained, we still require a human-in-the-loop to interpret model predictions and

potentially to refine them to acquire the most accurate results for unseen data, as outlined in

Figure 2.11. In Human-in-the-loop scenarios, a model makes predictions on unseen input, and

subject to acceptance criteria, automated predictions may need manual adjustment to meet

those acceptance criteria. Communication of information about the prediction is important

to allow acceptance criteria to be met with confidence, and form an understanding of the

limitations of automated predictions. This communication is two fold i.e. a user must be able

to communicate with the model being used to guide predictions to more accurate results or

to correct erroneous predictions, and a model must be able to communicate with the user to

provide meaningful interpretation of model predictions, enabling users to take the best course

of action when interacting with model outputs and to mitigate human uncertainty. This creates

the feedback loop as shown in Figure 2.11.

Interactive Refinement

If we can develop accurate, robust and interpretable models for medical image applications we

still cannot guarantee automated predictions meet acceptance criteria for every unseen data-

point presented to a model. The ability to generalise to unseen input is a cornerstone of DL

applications, but in real world distributions, generalisation is rarely perfect. As such, methods

to rectify these discrepancies must be built into applications used for medical image analysis.

This iterative refinement must save the end user time and mental effort over performing manual
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annotation or purely manual correction. Many interactive image segmentation systems have

been proposed, and more recently these have built on the advances in DL to allow users to

refine model outputs and feedback the more accurate results to the model for improvement.

[32] introduced UI-Net, that builds on the popular U-Net architecture for medical image seg-

mentation [18]. The UI-Net is trained with an active user model, and allows for users to

interact with proposed segmentations by providing scribbles over the image to indicate areas

that should be included or not, the network is trained using simulated user interactions and

as such responds to iterative user scribbles to refine a segmentation towards a more accurate

result.

Conditional Random fields have been used in various tasks to encourage segmentation homo-

geneity. [114] propose CRF-CNN, a recurrent neural network which has the desirable properties

of both CNNs and CRFs. [115] propose DeepIGeoS, an interactive geodesic framework for med-

ical image segmentation. This framework uses two CNNs, the first performs an initial automatic

segmentation, and the second takes the initial segmentation as well as user interactions with

the initial segmentation to provide a refined result. They combine user interactions with CNNs

through geodesic distance transforms [116], and these user interactions are integrated as hard

constraints into a Conditional Random Field, inspired by [114]. They call their two networks

P-Net (initial segmentation) and R-Net (for refinement). They demonstrate superior results

for segmentation of the placenta from 2D fetal MRI and brain tumors from 3D FLAIR images

when compared to fully automatic CNNs. These segmentation results were also obtained in

roughly a third of the time taken to perform the same segmentation with traditional interactive

methods such as GeoS or ITK-SNAP.

Graph Cuts have also been used in segmentation to incorporate user interaction - a user provides

seed points to the algorithm (e.g. mark some pixel as foreground, and another as background)

and from this the segmentation is calculated. [117] propose BIFSeg, an interactive segmentation

framework inspired by graph cuts. Their work introduces a DL framework for interactive seg-

mentation by combining CNNs with a bounding box and scribble based segmentation pipeline.

The user provides a bounding box around the area which they are interested in segmenting,
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this is then fed into their CNN to produce an initial segmentation prediction, the user can

then provide scribbles to mark areas of the image as mis-classified - these user inputs are then

weighted heavily in the calculation of the refined segmentation using their graph cut based

algorithm.

[118] propose an alternative to BIFSeg in which two networks are trained, one to perform an

initial segmentation (they use a CNN but this initial segmentation could be performed with any

existing algorithm) and a second network they call interCNN that takes as input the image,

some user scribbles and the initial segmentation prediction and outputs a refined segmentation,

they show that with several iterations over multiple user inputs the quality of the segmentations

improve over the initial segmentation and achieve state-of-the-art performance in comparison

to other interactive methods.

The methods discussed above have so far been concerned with producing segmentations for indi-

vidual images or slices, however many segmentation tasks seek to extract the 3D shape/surface

of a particular region of interest (ROI). [119] propose a dual method for producing segmenta-

tions in 3D based on a Smart-brush 2D segmentation that the user guides towards a good 2D

segmentation, and after a few slices are segmented this is transformed to a 3D surface shape

using Hermite radial basis functions, achieving high accuracy. While this method does not

use DL it is a strong example of the ways in which interactive segmentation can be used to

generate high quality training data for use in DL applications - their approach is general and

can produce segmentations for a large number of tasks. There is potential to incorporate DL

into their pipeline to improve results and accelerate the interactive annotation process.

[120] propose an interactive segmentation scheme that generalises to any previously trained

segmentation model, which accepts user annotations about a target object and the background.

User annotations are converted into interaction maps by measuring the distance of each pixel

to the annotated landmarks, after which the forward pass outputs an initial segmentation. The

user annotated points can be mis-segmented in the initial segmentation so they propose BRS

(back-propogating refinement scheme) that corrects the mis-labelled pixels. They demonstrate

that their algorithm outperforms conventional approaches on several datasets and that BRS
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can generalise to medical image segmentation tasks by transforming existing CNNs into user-

interactive versions.

[121] propose modelling the dynamics of iterative interactive refinement as a Markov Decision

Process (MDP) and solve this with multi-agent RL. Treating each voxel as an agent with a

shared voxel-level behaviour strategy they make voxel-wise prediction tractable in this way.

The multi-agent method successfully captures the dependencies among voxels for segmenta-

tion tasks, and by passing prediction uncertainty of previous segmentations through the state

space can derive more precise and finer segmentations. Using this method they significantly

outperform existing state-of-the-art methods with fewer interactions and a faster convergence.

In this section we focus on applications concerned with iteratively refining a segmentation

towards a desired quality of output. In the scenarios above this is performed on an un-seen

image provided by the end user, but there is no reason the same approach could not be taken

to generate iteratively more accurate annotations to be used in training, e.g., using active

learning to select which samples to annotate next, and iteratively refining the prediction made

by the current model until a sufficiently accurate annotation is curated. This has the potential

to accelerate annotation for training without any additional implementation overhead. Much

work done in AL ignores the role of the oracle and merely assumes we can acquire an accurate

label when we need it, but in practice this presents a more significant challenge. We foresee AL

and HITL computing become more tightly coupled as AL research improves it’s consideration

for the oracle providing the annotations.

It is fairly intuitive how a user might refine segmentations of medical images, but this is not

the case for other medical image analysis tasks. Refinements of predictions on clinical tasks

involving classification and regression have seen less development than those in segmentation

and remains an open area of research. The following works have taken steps towards addressing

interactive refinement strategies for classification and regression tasks.

[122] explore the use of CNN methods for automated diagnosis of Alzheimer’s disease and iden-

tify that many state-of-the-art methods rely on the pre-determination of informative locations

in structural MRI (sMRI). This stage of discriminative localisation is isolated from the latter
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stages of feature extraction and classifier construction. Their work proposes a hierarchical fully

convolutional CNN (H-FCN) to automatically identify discriminative local patches and regions

in whole brain sMRI, from which multi-scale feature representations can be jointly learned

and fused to construct classification models. This work enables interactive refinement of patch

choice and classifier construction which, if intervened on by human end users could guide the

network towards more discriminative regions of interest and thus more effective classifiers.

Similarly, [123] introduce a landmark-based deep multi-instance learning (LDMIL) framework

for brain disease diagnosis. Firstly, by adopting a data-driven approach to discover disease

related anatomical landmarks in brain MR images, along with nearby image patches. Secondly

the framework learns an end-to-end MR image classifier for capturing local structural infor-

mation in the selected landmark patches, and global structure information derived from all

detected landmarks. By splitting the steps of landmark detection and classifier construction,

a human-in-the-loop can be introduced to intervene on selected landmarks and to guide the

network towards maximally informative image regions. Thus, the resulting classifier can be

refined via updating which regions of the image are used as input.

Interactive Interpretation

In the previous section we discussed methods by which the user of a human-in-the-loop system

might communicate with a predictive model, in this section we consider methods by which a

model might communicate with the user, thus completing the feedback loop in Figure 2.11.

’Interpretation’ can mean many different things depending on the context, so here we focus on

interpretation of model outputs with the goal of appropriately weighting automated predictions

in downstream analysis (e.g uncertainty of predictions) and to enable users to make the most

informed corrections or manual adjustments to model predictions (e.g ’Attention Gating’[124]).

While DL methods have become a standard state-of-the-art approach for many medical image

analysis tasks, they largely remain black-box methods where the end user has limited meaning-

ful ways of interpreting model predictions. This feature of DL methods is a significant hurdle

in the deployment of DL enabled applications to safety-critical domains such as medical image
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analysis. We want models to be highly accurate and robust, but also explainable and inter-

pretable. This interpretability is vital to mitigate human uncertainty and foster trust in using

automated predictions in downstream tasks with real-world consequences.

Recent EU law1 has led to the ’right for explanation’, whereby any subject has the right to have

automated decisions that have been made about them explained. This even further highlights

the need for transparent algorithms which we can reason about [125, 126, 127].

It is important for users to understand how a certain decision has been made by the model, as

even the most accurate and robust models aren’t infallible, and false or uncertain predictions

must be identified so that trust in the model can be fostered and predictions are appropriately

weighted in the clinical decision making process. It is vital the end user, regulators and auditors

all have the ability to contextualise automated decisions produced by DL models. Here we

outline some different methods for providing interpretable ways of reasoning about DL models

and their predictions.

Typically DL methods can provide statistical metrics on the uncertainty of a model output,

many of the uncertainty measures discussed in Section 2.2.1 are also used to aid in intepretabil-

ity. While uncertainty measures are important, these are not sufficient to foster complete trust

in DL model, the model should provide human-understandable justifications for its output that

allow insights to be drawn elucidating the inner workings of a model. [34] discuss many of the

core concerns surrounding model intepretability and highlight various works that have demon-

strated sophisticated methods of making a DL model interpretable across the DL field. Here

we evaluate some of the works that have been applied to medical image segmentation and refer

the reader to [128, 129] for further reading on interpretability in the rest of the medical imaging

domain.

[124] and [130] introduce ’Attention Gating’ to guide networks towards giving more ’attention’

to certain image areas, in a visually interpretable way - potentially aiding in the subsequent

refinement of annotations. Attention Gates are introduced into the popular U-Net architecture

1Regulation (EU) 2016/679 on the protection of natural persons with regard to the processing of personal
data and on the free movement of such data, and repealing Directive 95/46/EC (General Data Protection
Regulation) [2016] OJ L119/1
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[18], where information extracted from coarse scale layers is used in gating to disambiguate ir-

relevant and noisy responses in skip connections, prior to concatenation, to merge only relevant

layer activations. This approach eliminates the need for applying external object localisation

models in image segmentation and regression tasks. Coefficients of Attention Gate layers in-

dicate where in an image feature activations will be allowed to propagate through to final

predictions, providing users with a visual representation of the areas of an image that a model

has weighted highly in making predictions.

[131] propose the application of RL to ultrasound care, guiding a potentially inexperienced

user to the correct sonic window and enabling them to obtain clinically relevant images of the

anatomy of interest. This human-in-the-loop application is an example of the novel applications

possible when combining DL/RL with real-time systems enabling users to respond to model

feedback to acquire the most accurate information available.

[132] propose using test-time augmentation to acquire a measure of aleatoric (image-based)

uncertainty and compare their method with epistemic (model) uncertainty measures and show

that their method provides a better uncertainty estimation than a test-time dropout based

model uncertainty alone and reduces overconfident incorrect predictions.

[133] evaluate several different voxel-wise uncertainty estimation methods applied to medical

image segmentation with respect to their reliability and limitations and show that current

uncertainty estimation methods perform similarly. Their results show that while uncertainty

estimates may be well calibrated at the dataset level (capturing epistemic uncertainty), they

tend to be mis-calibrated at a subject-level (aleatoric uncertainty). This compromises the

reliability of these uncertainty estimates and highlights the need to develop subject-wise uncer-

tainty estimates. They show auxiliary networks to be a valid alternative to common uncertainty

methods as they can be applied to any previously trained segmentation model.

Developing transparent systems will enable faster uptake in clinical practice and including

humans within the DL clinical pipelines will ease the period of transition between current best

practices and the breadth of possible enhancements that DL has to offer.
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Figure 2.12: Overview of practical considerations

We suggest that ongoing work in improving interpretability of DL models will also have a

positive impact on AL, as the majority of methods to improve intepretability are centred on

providing uncertainty measures for a models prediction, these same uncertainty measures can

be used for AL selection strategies in place of existing uncertainty measures that are currently

employed. As intepretability and uncertainty measures improve we expect to see a similar

improvement of AL frameworks as they incorporate the most promising uncertainty measures.

The methods discussed in Section 2.2.2 remain open areas of research interest with great im-

plications for the progress of AL development and greater uptake of DL and HITL methods in

clinical practice. The study of interaction between users and models is of growing importance

and is having a significant impact on the efficacy of Deep Active Learning systems and their de-

ployment to real-world applications, especially in clinical scenarios [134, 135]. The wider study

of interpretability and the study of Human Computer Interaction may seem distinct and di-

verging, however we expect to see these two research fields converge through Active Learning as

the feedback loop between human users and machine models becomes of increasing importance.

2.2.3 Practical Considerations

We have so far discussed the core body of work behind AL, model interpretation and prediction

refinement, and while the works discussed above go a long way in covering the majority of

research being done, there are several practical considerations for developing and deploying

DL enabled applications that we must consider. In this section we outline the main practical

research areas that are impacting DL enabled application development pipelines (as shown in

Figure 2.12) and suggest where we might look next.
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Noisy Oracles

Gold-standard annotations for medical image data are acquired by aggregating annotations

from multiple expert oracles, but as previously discussed, this is rarely feasible to obtain for

large complex datasets due to the expertise required to perform such annotations. Here we ask

what effect on performance we might incur if we acquire labels from oracles without domain

expertise, and what techniques can we use to mitigate the suspected degradation of annotation

quality when using non-expert oracles, to avoid any potential loss in accuracy.

[136] propose active learning method that assume data will be annotated by a crowd of non-

expert or ’weak’ annotators, and offer approaches to mitigate the introduction of bad labels

into the data set. They simultaneously learn about the quality of individual annotators so that

the most informative examples can be labelled by the strongest annotators.

[123] propose methods for crowd-sourced learning in two scenarios. Firstly, they aim at infer-

ring instances ground truth given the crowd’s annotations by modelling the crowd’s expertise

and label correlations from two different perspectives: firstly they model expertise based on

individual labels, based on the idea that labeller’s annotations for similar instances should be

similar, and secondly through modelling the crowd’s expertise to distinguish the relevance be-

tween label pairs. They extend their approach to the active paradigm and offer criteria for

instance, label and labeller selected in tandem to minimise annotation cost.

[137] explore using Amazon’s MTurk to gather annotations of airways in CT images. Results

showed that the novice oracles were able to interpret the images, but that instructions pro-

vided were too complex, leading to many unusable annotations. Once the bad annotations

were removed, the annotations did show medium to high correlation with expert annotations,

especially if annotations were aggregated.

[33] describe an approach to assess the reliability of annotators in a crowd, and a crowd layer

used to train deep models from noisy labels from multiple annotators, internally capturing

the reliability and biases of different annotators to achieve state-of-the-art results for several

crowd-sourced data-set tasks.
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We can see that by using a learned model of oracle annotation quality we can mitigate the effects

of low quality annotations and present the most challenging cases to most capable oracles. By

providing clear instructions we can lower the barriers for non-expert oracles to perform accurate

annotation, but this is not generalisable and would be required for every new annotation task

we wish to perform.

Weakly Supervised Learning

Most segmentation tasks require pixel-wise annotations, but these are not the only type of

annotation we can give an image. Segmentation can be performed with ’weak’ annotations,

which include image level labels e.g. modality, organs present etc. and annotations such as

bounding boxes, ellipses or scribbles. It is argued that using ’weaker’ annotation formulations

can make the task easier for the human oracle, leading to more accurate annotations. ’Weak’

annotations have been shown to perform well in several segmentation tasks, [138] demonstrate

obtaining pixel-wise segmentations given a data-set of images with ’weak’ bounding box anno-

tations. They propose DeepCut, an architecture that combines a CNN with an iterative dense

CRF formulation to achieve good accuracy while greatly reducing annotation effort required.

In a later study, [139] examine the impact of expertise required for different ’weak’ annotation

types on the accuracy of liver segmentations. The results showed a decrease in accuracy with

less expertise, as expected, across all annotation types. Despite this, segmentation accuracy

was comparable to state-of-the-art performance when using a weakly labelled atlas for outlier

correction. The robust performance of their approach suggests ’weak’ annotations from non-

expert crowds could be used to obtain accurate segmentations on many different tasks, however

their use of an atlas makes this approach less generalisable than is desired.

In [140] they examine using super pixels to accelerate the annotation process. This approach

uses a pre-processing step to acquire a super-pixel segmentation of each image, non-experts

are then used to perform the annotation by selecting which super-pixels are part of the tar-

get region. Results showed that the approach largely reduces the annotation load on users.

Non-expert annotation of 5000 slices was completed in under an hour by 12 annotators, com-



60 Chapter 2. Background and Related work

pared to an expert taking three working days to establish the same with an advanced interface.

The non-expert interface is web-based demonstrating the potential of distributed annotation

collection/crowd-sourcing. An encouraging aspect of this work is that the results showed high

performance on the segmentation task in question compared with expert annotation perfor-

mance, but may not be suitable for all medical image analysis tasks.

It has been shown that we can develop high performing models using weakly annotated data,

and as weak annotations requires less expertise to perform, they can be acquired faster and

from a non-expert crowd with a smaller loss in accuracy than gold-standard annotations. This

is very promising for future research as datasets of weakly annotated data might be much easier

and more cost-effective to curate.

Multi-task learning

Many works aim to train models or acquire training data for several tasks at once, it is argued

that this can save on cost as complementary information may result in higher performance over

multiple different tasks [141]. [142] propose a dual network for joint segmentation and detection

task for lung nodule segmentation and cochlea segmentation from CT images, where only a part

of the data is densely annotated and the rest is weakly labelled by bounding boxes, using this

they show that their architecture out-performs several baselines. At present this work only

handles the case for two different label types but they propose extending the framework for a

true multi-task scenario.

This is a promising area but, as of yet, it has not been incorporated into an active learning

setting. As such, it may be elucidating to analyse the differences in samples chosen by different

AL methods when the model is being training for multiple tasks simultaneously. However, [143]

raise concerns over the transferability of actively acquired datasets to future models due to the

inherent coupling between active learning selection strategies and the model being trained,

and show that training a successor model on the actively acquired dataset can often result

in worse performance than from random sampling. They suggest that, as datasets begin to

outlive the models trained on them, there is a concern for the efficacy of active learning, since
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the acquired dataset may be disadvantageous for training subsequent models. An exploration

of how actively acquired datasets perform on multiple models may be required to explain the

effects of an actively acquired dataset coupled with one model on the performance of related

models.

Annotation Interface

So far the majority of Human-in-the-loop methods assume a significant level of interaction from

an oracle to annotate data and model predictions, but few consider the nature of the interface

with which an oracle might interact with these images. The nature of medical images require

special attention when proposing distributed online platforms to perform such annotations.

While the majority of techniques discussed so far have used pre-existing data labels in place of

newly acquired labels to demonstrate their performance, it is important to consider the effects

of accuracy of annotation that the actual interface might incur.

[144] propose a framework for the online classification of Whole-slide images (WSIs) of tissues.

Their interface enables users to rapidly build classifiers using an active learning process that

minimises labelling efforts and demonstrates the effectiveness of their solution for the quantifi-

cation of glioma brain tumours.

[145] propose a novel interface for the segmentation of images that tracks the users gaze to

initiate seed points for the segmentation of the object of interest as the only means of interaction

with the image, achieving high segmentation performance. [146] extend this idea and compare

using eye tracking generated training samples to traditional hand annotated training samples

for training a DL model. They show that almost equivalent performance was achieved using

annotation generated through eye tracking, and suggest that this approach might be applicable

to rapidly generate training data. They acknowledge that there is still improvements to be

made integrate eye tracking into typical clinical radiology work flow in a faster, more natural

and less distracting way.

[147] evaluate the player motivations behind EyeWire, an online game that asks a crowd of
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players to help segment neurons in a mouse brain. The gamification of this task has seen over

500,000 players sign up and the segmentations acquired have gone onto be used in several re-

search works [148]. One of the most exciting things about gamification is that when surveyed,

users were motivated most by making a scientific contribution rather than any potential mone-

tary reward. However this is very specialised towards this particular task and would be difficult

to apply across other types of medical image analysis tasks.

There are many different approaches to developing annotation interfaces and the ones we con-

sider above are just a few that have been applied to medical image analysis. As development

increases we expect to see more online tools being used for medical image analysis and the

chosen format of the interface will play a large part in the usability and overall success of these

applications.

Variable Learning Costs

When acquiring training data from various types of oracle it is worth considering the relative

cost associated with querying a particular oracle type for that annotation. We may wish to

acquire more accurate labels from an expert oracle, but this is likely more expensive to obtain

than from a non-expert oracle. The trade off, of course, being accuracy of the obtained label -

less expertise of the oracle will likely result in a lower quality of annotation. Several methods

have been proposed to model this and allow developers to trade off between cost and overall

accuracy of acquired annotations.

[149] propose a cost-sensitive active learning approach for intracranial haemorrhage detection.

Since annotation time may vary significantly across examples, they model the annotation time

and optimize the return on investment. They show their approach selects a diverse and mean-

ingful set of samples to be annotated, relative to a uniform cost model, which mostly selects

samples with massive bleeds which are time consuming to annotate.

[150] propose a budget based cost minimisation framework in a mixed-supervision setting

(strong and weak annotations) via dense segmentation, bounding boxes, and landmarks. Their
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framework uses an uncertainty and a representativeness ranking strategy to select samples to

be annotated next. They demonstrate state-of-the-art performance at a significantly reduced

training budget, highlighting the important role of choice of annotation type on the costs of

acquiring training data.

The above works each show an improved consideration for the economic burden that is incurred

when curating training data. A valuable research direction would be to assess the effects of

oracle expertise level, annotation type and image annotation cost in a unified framework as

these three factors are very much linked and may have a profound influence over each other.

2.2.4 Future Prospective and Unanswered Questions

In Sections 2.2.1 & 2.2.2 we discuss methods through which a user might gather training data

to build a model, use their model to predict on new data and receive feedback to iteratively

refine the model output towards a more accurate result. Each of these techniques assume some

human end user will be present to interact with the system at the point of initial annotation,

interpretation and refinement. Each of these areas seeks to achieve a shared goal of achieving

the highest performing model from as little annotated data as possible - with a means to weigh

conclusions of models predictions appropriately.

AL is not the only area of research that aim to learn from limited data. Semi-supervised

learning, and Transfer Learning both make significant contributions to extracting the most

value from limited labelled data.

In the presence of large data-sets, but the absence of labels, unsupervised and semi-supervised

approaches offer a means by which information can be extracted without requiring labels for all

the data-points. This could potentially have a massive impact on the medical image analysis

field where this is often the case.

In a semi-supervised learning (SSL) scenario we may have some labelled data, but this is often

very limited. We do however have a large set of un-annotated instances (much like in active

learning) to draw information from, the goal being to improve a model (trained only on the
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labelled instances) using the un-labelled instances. From this we derive two distinct goals: a)

predicting labels for future data (inductive SSL) and b) predicting labels for the available un-

annotated data (transductive SSL) [151]. SSL methods provide a powerful way of extracting

useful information from un-annotated image data and we believe that progress in this area will

be beneficial to AL systems that desire a more accurate model for initialisation to guide data

selection strategies.

Transfer Learning (TL) is a branch of DL that aim to use pre-trained networks as a starting

point for new applications. Given a pre-trained network trained for a particular task, it has been

shown that this network can be ’fine-tuned’ towards a target task from limited training data.

[152, 153, 151] provide a more general overview of transfer learning in medical imaging, and

focus on the use of TL in AL scenarios in the following. [112] demonstrated the applicability

of TL for a variety of medical image analysis tasks, and show, despite the large differences

between natural images and medical images, CNNs pre-trained on natural images and fine-

tuned on medical images can perform better than medical CNNs trained from scratch. This

performance boost was greater where fewer target task training examples were available. Many

of the methods discussed so far start with a network pre-trained on natural image data.

[154] propose AFT*, a platform that combines AL and TL to reduce annotation efforts, which

aims at solving several problems within AL. AFT* starts with a completely empty labelled

data-set, requiring no seed samples. A pre-trained CNN is used to seek ’worthy’ samples for

annotation and to gradually enhance the CNN via continuous fine-tuning. A number of steps

are taken to minimise the risk of catastrophic forgetting. Their previous work [113] applies

a similar but less featureful approach to several medical image analysis tasks to demonstrate

equivalent performance can be reached with a heavily reduced training data-set. They then use

these tasks to evaluate several patterns of prediction that the network exhibits and how these

relate to the choice of AL selection criteria.

[154] have gone onto to use their AFT framework for annotation of CIMT videos, a clinical

technique for characterisation of Cardiovascular disease. Their extension into the video domain

presents its own unique challenges and thus they propose a new concept of an Annotation Unit



2.2. Active Learning and Human-in-the-loop Symbiotic AI 65

- reducing annotating a CIMT video to just 6 user mouse clicks, and by combining this with

their AFT framework reduce annotation cost by 80% relative to training from scratch and by

50% relative to random selection of new samples to be annotated (and used for fine-tuning).

[155] use TL for supervised domain adaptation for sub-cortical brain structure segmentation

with minimal user interaction. They significantly reduce the number of training images from

different MRI imaging domains by leveraging a pre-trained network and improve training speed

by reducing the number of trainable parameters in the CNN. They show their method achieves

similar results to their baseline while using a remarkably small amount of images from the

target domain and show that using even one image from the target domain was enough to

outperform their baseline.

The above methods and more discussed in this review demonstrate the applicability of TL to

reducing the number of annotated sample required to train a model on a new task from limited

training data. By using pre-trained networks trained on annotated natural image data (there

is an abundance) we can boost model performance and further reduce the annotation effort

required to achieve state-of-the-art performance.

A related sub-field of TL worth exploring is domain adaptation (DA). Many DL techniques used

in medical image analysis suffer from the domain shift problem caused by different distributions

between source data and target data, often due to medical images being acquired on a variety

of different scanners, scanning parameters and subject cohorts etc. DA has been proposed as a

special type of transfer learning in which the domain feature space and tasks remain the same

while marginal distributions of the source and target domains are different. We refer the reader

to [156, 157] for an overview of DA methods used for medical image analysis, and hope to see

greater application of DA methods in AL scenarios in the future.

In many of scenarios described, models continuously receive new annotations to be used for

training, and in theory we could continue to retrain or fine-tune a model indefinitely, but is

this practical and cost effective? It is important to quantify the long term effects of training a

model with new data to assess how the model changes over time and whether or not performance

has improved, or worse, declined. Learning from continuous streams of data has proven more
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difficult than anticipated, often resulting in ’catastrophic forgetting’ or ’interference’ [158].

We face the stability-plasticity-dilemma. Avoiding catastrophic forgetting in neural networks

when learning from continuous streams of data can be broadly divided among three conceptual

strategies: a) Retraining the the whole network while regularising (to prevent forgetting of

previously learned tasks). b) selectively train the network and expand it if needed to represent

new tasks, and c) retaining previous experience to use memory replay to learn in the absence

of new input [158].

[159] investigate continual learning of two MRI segmentation tasks with neural networks for

countering catastrophic forgetting of the first task when a new one is learned. They investi-

gate elastic weight consolidation, a method based on Fisher information to sequentially learn

segmentation of normal brain structures and then segmentation of white matter lesions and

demonstrate this method reduces catastrophic forgetting, but acknowledge there is a large

room for improvement for the challenging setting of continual learning.

It is important to quantify the performance and robustness of a model at every stage of its

lifespan. One way to consider stopping could evaluate when the cost of continued training

outweighs the cost of errors made by the current model. An existing measure that attempts to

quantify the economical value of medical intervention is the Quality-adjusted Life year (QALY),

where one QALY equates to one year of healthy life [160]. Could this metric be incorporated

into models? At present we cannot quantify the cost of errors made by DL medical imaging

applications but doing so could lead to a deeper understanding of how accurate a DL model

really ought to be.

As models are trained on more of the end user’s own data, will this cause the network to

perform better on data from that user’s system despite performing worse on data the model

was initially trained on? Catastrophic forgetting suggests this will be the case, but is this a bad

thing? It may be beneficial for models to gradually bias themselves towards high performance

for the end user’s own data, even if this results in the model becoming less transferable to other

data. [161] explore the role of bias in AL methods. Bias is introduced because the training data

no longer follows the population distribution in AL. The authors providing a general method
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by which unbiased AL estimators may be constructed using novel corrective weights to remove

bias. Further to this, an explanation of the empirical successes of existing AL methods which

ignore this bias is provided. It is shown that bias introduced by AL methods can be actively

helpful when training over-parameterized models like neural networks with relatively little data.

This further motivates future work to better understand when the bias introduced by AL could

have a positive influence on the performance of AL methods, to the detriment of generalisability

to other data sources.

Active learning assumes the presence of a user interface to perform annotations but is only

concerned with which data to annotate. Refinement assumes we can generate an annotation

through iterative interaction with the current model prediction. Hence, it would be desirable

to combine these two in future work. If we can train a model with a tiny amount of training

data, and then ask annotators to refine model predictions towards a more accurate label, we

can expedite the annotation process by reducing the initial annotation workload and reduce

additional interface work for use with unseen data. This would be the same interface used

to create the training annotations. By combining the efforts of active learning and iterative

refinement into a unified framework we can rapidly produce annotations to train our model,

as well as acquiring high quality results from our models from the beginning. This should also

have the added side effect of training the model on data from the same distribution that it will

be predicting on, reducing domain shift effects in unseen distributions.

By incorporating our end user at each stage of the model life cycle we could also use human

feedback on model performance to add a more ’human interpretable’ metric of model confidence

as each user could rank the performance of the model for each input as it sees it, potentially

giving a metric of confidence based on human interpretation of the model output. This of course

requires experts to be using the system. One might argue that the models initial predictions

may impart some influence over the human user but by crowd-sourcing the initial annotations

to a less expert multi-label crowd we could reduce this bias.

Developments in uncertainty quantification will benefit both AL selection heuristics and in-

terpretation of model outputs, but there is no guarantee that the best performing uncertainty
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metrics for selecting new samples to be annotated will be the same metrics that are the most

interpretable to a human user.

There is significant overlap of research goals for many areas of human-in-the-loop computing

but there are large gaps that need to be filled in order to understand the relationships between

different methods and how these might affect their performance.

As the many areas of DL research converge towards shared goals of working with limited

training data to achieve state-of-the-art results, we expect to see more systems emerge that

exploit the advances made in the range of sub-fields of ML described here. We have already

seen the combination of several methods into individual frameworks but as of yet no works

combine all of the approaches discussed into a single framework. As different combinations of

approaches begin to appear it is important to consider the measure by which we assess their

performance, as isolating individual developments becomes more difficult. Developing baseline

human-in-the-loop methods to compare to will be vital to assess the contributions of individual

works in each area and to better understand the influences of competing improvements in these

areas.

We have explored the large body of emerging medical image analysis work in which a human

end user is at the centre. DL has all the ingredients to induce a paradigm shift in our approach

to a plethora of clinical tasks. The direct involvement of humans is set to play a core role in

this shift. The works presented each offer their own approaches to including humans in the

loop and we suggest that there is sufficient overlap in many methods for them to be considered

under the same title of Human-in-the-Loop computing. We hope to see new methodologies

emerge that combine the strengths of AL and HITL computing into end-to-end systems for

the development of DL applications that can be used in clinical practice. While there are

some practical limitations as discussed, there are many proposed solutions to such issues and

as research in these directions continues it is only a matter of time before DL applications

blossom into fully-fledged, accurate and robust systems to be used for daily routine tasks. We

are in an exciting era for medical image analysis, with endless opportunity to innovate and

improve the current state-of-the-art and to leverage the powers of DL to make a real impact in



2.2. Active Learning and Human-in-the-loop Symbiotic AI 69

health care across the board. With diligent research and development we should see more and

more applications boosted by DL capabilities finding their way onto the market, allowing users

to achieve better results, faster, and with less expertise than before, freeing up expert time to

be used on the most challenging cases. The field of Human-in-the-loop computing will play a

crucial role to achieve this.



Chapter 3

Confidence Challenge

In this chapter we examine the ’Confidence Challenge’ and develop methods by which con-

fidence can be extracted from DL segmentation models’ predictions in a generic and widely

applicable way. We develop methods for extracting prediction confidence in both qualitative

and quantitative forms and show how to communicate both of these types of confidence to

guide users towards improved understanding of model predictions, and re-acquisition of images

to obtain more accurate results.

We employ our methods in the domain of fetal ultrasound imaging and biometric extraction

as this enables us to evaluate both the quality of automated segmentations visually and the

quality of automatically extracted biometrics from those segmentations numerically. The real-

time nature of ultrasound imaging is an ideal test case for the downstream uses of confidence

measures where prediction confidence can be presented in real-time and re-acquisition of input

images can be performed immediately.

Manual estimation of fetal Head Circumference, Abdominal Circumference and Femur Length

from Ultrasound (US) is a key biometric for monitoring the healthy development of fetuses.

Unfortunately, such measurements are subject to large inter-observer variability, resulting in

low early-detection rates of fetal abnormalities. To address this issue, we propose a novel prob-

abilistic DL approach for real-time automated estimation of fetal HC. This system feeds back

statistics on measurement robustness to inform users how confident a deep neural network is

70
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in evaluating suitable views acquired during free-hand ultrasound examination. In real-time

scenarios, this approach may be exploited to guide operators to scan planes that are as close

as possible to the underlying distribution of training images, for the purpose of improving

inter-operator consistency. We demonstrate our framework on three biometric estimation tasks

during fetal screening with free-hand ultrasound imaging: Head Circumference (HC), Abdom-

inal Circumference (AC) and Femur Length (FL). We analyse the impact of measurement

robustness on fetal weight estimation and show that our framework outperforms state-of-the-

art approaches, while providing robust uncertainty estimates to be carried forward into clinical

decision making.

3.1 Introduction

Recently, automatic US scanning approaches have been developed using DL [162], which mit-

igate the problems of manual US measurement through automatic detection of diagnostically

relevant anatomical planes. Such systems have allowed development of robust automated meth-

ods for estimation of anatomical biometrics [163, 164] in diverse acquisition conditions with

various imaging artefacts, outperforming non-DL approaches [165, 166, 167]. Not only is seg-

mentation of anatomical structures a valuable tool for many clinical tasks, the resulting masks

are often key to extract physiologically important measurements, such as lung volume [46], fetal

weight [168], or tumor extent [169].

Critically, such methods only provide point estimates of HC without confidence or uncertainty

measures, and do not provide any means to evaluate the quality of individual measurements

during real-time scans. This can lead to many, potentially contradicting, measurements without

any means to control the trustworthiness of the predictions during examination or retrospec-

tively.

The most accurate gold-standard for medical image segmentation is to acquire several pixel-wise

annotations for each patient from a group of experts and to find a consensus between them. This

is often impractical and resource intensive. Thus, usually only a single segmentation is acquired
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for a given image from a single expert. Acquiring a single segmentation is still time-consuming

and requires significant expertise. Segmentation of anatomical structures and deriving bio-

markers is inherently ambiguous. Structural boundaries are not always clearly visible and

different experts have different styles of delineation. This can result in high inter- and intra-

observer variability, which in turn can lead to inconsistent decision making and challenges for

longitudinal population-based studies [170].

Automated methods can suffer from performance degradation due to distribution shift, out-

of-distribution inputs, adversarial attacks etc. [171]. Key to facilitating consistent biometric

measurements across clinical sites is the ability of automated methods to effectively communi-

cate failure modes.

In order for the clinical practice to benefit from the value provided by automated DL segmen-

tation methods, further analysis must be done when evaluating DL methodologies to provide

interpretable, quantifiable meta-information for both model-level (epistemic) uncertainty and

subject-level (aleatoric) uncertainty [132, 133].

We present a framework for evaluating the ability of automated segmentation methods to A) in-

fer varying plausible solutions for a single input image with stochastic segmentation simulating

the inter/intra-observer variability seen in manual observations, B) extract meaningful/well-

calibrated uncertainty estimates from a set of plausible solutions, C) improve overall model

performance through automated solution acceptance/rejection criteria and D) provide uncer-

tainty estimates such that they can be propagated to downstream analysis tasks.

Anomaly detection and assessment of fetal development from ultrasound scans are required to

ensure that the best care is given at the earliest identifiable stage. In many countries a mid-

trimester ultrasound scan is carried out between 18-22 weeks of gestation as part of standard

prenatal care. ‘Standardized plane’ views are acquired in a primary care setting to measure

distinct anatomical features [172] and compare them to known large scale population statistics.

Measurements of the head circumference, abdominal circumference and femur length are most

commonly used to predict fetal weight. Biometric measurements acquired longitudinally can

be used to predict the fetal development trajectory. Unfortunately, rates for early detection
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of fetal abnormalities can be low due to large intra- and inter-observer variability and regional

differences in operator skills [173].

We demonstrate our evaluation framework with current state-of-the-art methods for stochastic

segmentation for three fetal screening tasks: Head Circumference (HC), Abdominal Circum-

ference (AC) and Femur Length (FL) estimation. Further, we evaluate a common downstream

task: fetal weight estimation that uses HC, AC and FL measurements to predict the weight of

a fetus in-utero.

3.2 Related work

3.2.1 Stochastic Segmentation

Several approaches have been proposed for the prediction of varying plausible solutions. These

include Monte-Carlo Dropout (MC Dropout). Weights in a deep neural network are ‘dropped’

randomly during inference with a given probability p which has been shown to approximate

Bayesian inference in deep Gaussian processes [94]. Introducing dropout to a network during

training has been shown to be an effective regulariser for many DL architectures, reducing

over-fitting and boosting performance [94]. Typically dropout is not used during inference

to allow the full capacity of the network to make predictions for a given input. However, if

dropout is enabled during inference, taking multiple samples from a network for a given input

has been shown to simulate an ensemble of different model weights, i.e., as network nodes

are randomly dropped each sample is predicted by a different path through the network, all

capable of making plausible predictions. Through dropout during inference we can translate

almost any deterministic deep neural network architecture into a probabilistic method, with

minimal implementation overhead.

It is typical to use a dropout probability of p = 0.5 before each layer of a network to induce

the largest variety of network configurations during training and inference. Concrete dropout

has been shown as an effective method for automatically tuning network dropout probabilities
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but this has shown to be less effective for convolutional layers and in our experiments each

layer converged to a dropout probability p = 0.5 indicating a sensible parameter choice for our

baseline approach [93].

As an alternative, ensemble approaches produce N prediction samples per input image by

training a set of N separate networks for the same task. The results are then combined to

produce a final segmentation which seems to offer a good trade-off between robustness and

accuracy [65]. However, the computational overhead of several large models is often infeasible

for real-time applications.

Several bespoke stochastic segmentation techniques have been developed. The Probabilistic U-

Net network architectures represents a generative segmentation model based on a combination

of a U-Net-like module with a conditional variational autoencoder. This produces an unlimited

number of plausible solutions, reproducing the possible segmentation variants as well as the

frequencies with which they occur [174].

The PHiSeg method extends on this approach to model the conditional probability distribu-

tion of the segmentations given an input image [175], across several different scales enabling

modelling of variation from high-level to low-level structures. The PHiSeg network architec-

ture has been shown to offer a good trade off between segmentation accuracy on binary and

non-binary segmentation tasks, and varying plausible predictions for each input[175]. Inspired

by the Probabilistic U-Net [174], PHiSeg addresses several problems associated with the Prob-

abilistic U-Net and extends the approach to generate probabilistic outputs at multiple latent

and resolution levels, inducing natural variation in predictions of high-level structure and finer

low level details. This architecture has demonstrated state-of-the-art performance for prostate

segmentation.

Stochastic Segmentation Networks (SSNs) have been developed to model spatially correlated

aleatoric uncertainty. In contrast to methods which produce pixel-wise estimates, SSNs model

the joint distribution over entire logit maps to generate multiple spatially coherent hypotheses

for a single image. A low-rank multivariate normal distribution over the logit space is used to

model the probability of a label map given an image to obtain a spatially consistent probability
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distribution which can be computed efficiently by a neural network without modification to the

underlying model architecture [169].

3.3 Contributions

In this chapter, we extend upon a state-of-the-art convolutional DL approach for automatic

fetal HC measurement [163] to develop a new approach for automated probabilistic fetal HC

with real-time feedback on measurement robustness. Several probabilistic DL methods are

evaluated: MC Dropout during inference, Probabilistic U-Net, PhiSeg and SSNs. These are

used to return an ensemble of segmentations, from which upper and lower bounds on the

measurement are generated. In addition, we propose the derivation of a ‘variance score’, used

to reject acquired images that produce sub-optimal biometric measurements. In this way, the

system will guide operators towards acquiring optimal US views, resulting in more consistent

and accurate measurements.

Our method is highly modular and extensible, enabling many different methods to be inter-

changed without compromising the overall approach. We demonstrate different possible com-

ponents of the framework e.g. segmentation method, metric extraction method, measurement

fusion protocol, uncertainty quantification technique and measurement acceptance criteria.

3.4 Method

Our approach is outlined in Figures 3.1 and 3.2, where Figure 3.2 outlines the general stages

of our pipeline and Figure 3.1 gives a more detailed example for HC estimation. Our pipeline

comprises six generic, interchangeable components. At the highest level these components are

1. A probabilistic/stochastic segmentation method

2. A measurement extraction component
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Training

Inference

Probabilistic Model
Training Data

Unseen Data

Variance
Score

N Samples N Ellipses

Ellipse
Fitting Aggregation

Figure 3.1: Overview of our proposed method. We train a probabilistic model using the available
training data. During inference we take N samples from our model, fit ellipses to each sample
and aggregate these ellipses to extract a HC value and an upper and lower bound on that HC
value. Various outputs of the pipeline are used to calculate different variance scores given a set
of N samples. As a proof of concept we extract a threshold such that test cases whose variance
score is outside the threshold are rejected, and inside are accepted.

Figure 3.2: Graphical overview of information flow through each component of our proposed
framework

3. A segmentation level fusion method and measurement level fusion method

4. A confidence estimation component (image based qualitative representation and measure-

ment based quantitative representation)

5. A confidence communication approach (qualitative and quantitative)

6. A measurement acceptance criteria

3.4.1 Probabilistic segmentation

Our method can incorporate any generic image segmentation model. We place one constraint on

choosing a segmentation model and that is the capability to produce stochastic segmentations.

Intuitively a probabilistic segmentation method should simulate the inter- and intra-observer
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variability present when manually segmenting the chosen input object. Here we consider convo-

lutional neural network (CNN) based methods, but any method that meets the above constraint

can be used. Given the inherent variability between sonographers’ annotations in the training

data, we generate a set of N plausible segmentations from a single input using the following

methods:

i) MC Dropout U-Net : We train a U-Net architecture using dropout [18]. We randomly

drop weights of the network with probability p to predict N segmentation samples. Here,

single-sample experiments (N = 1) were used to optimise the configuration of the network.

This led to implementation of a single dropout layer (p = 0.6) before the bottleneck layer of

the U-Net during inference.

ii) Probabilistic U-Net : We sample a set ofN plausible segmentations using this method [174]

where we follow the same training scheme as [174].

iii) PhiSeg : We sample a set of N plausible segmentations using the PhiSeg method which ad-

dresses several concerns raised over Probabilistic U-Net, following the training scheme outlined

in [175].

iv) Stochastic Segmentation Networks : We sample a single segmentation from each image,

from which we obtain the logit map upon which a distribution is fitted. We then sample N

varying segmentations from the logit map distribution as in [169].

3.4.2 Biometric estimation

We are concerned with estimating HC, AC and FL from fetal US images and as such present

two biometric extraction methods for these tasks: circumference estimation for both HC and

AC, and an object length estimation method for FL.

To extract a measurement from an image we first select the largest connected object in the

image, and fill in any holes in that object, then pass it on to each of the relevant measurement

extraction methods described below.
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Object Circumference Estimation: After segmentation of the head or abdomen, an ellipse

is fitted to the segmented contours [176] from which the ellipse parameters can be obtained in

mm. We extract ellipse centroid co-ordinates (cx and cy), major and minor axis radii (a and

b) each in pixels, and the angle of rotation (α) and estimate the circumference C using the

Ramanujan approximation II [177] as

C = π(a+ b)(1 +
3h

10 +
√
4− 3h

)sxy (3.1)

where

h =
(a− b)2

(a+ b)2
(3.2)

and sxy is the pixel size of the image in mm. The error of this approximation is O(h10) which for

more circular ellipses is negligible. This ellipse fitting process mimics a sonographer’s manual

actions when extracting a C measurement during fetal US screening.

Object Length Estimation: After segmentation of the femur, we find the maximum pixel-

wise Euclidean distance between any two pixels that have both been classified as part of that

object, and multiply this the pixel-wise distance by the pixel spacing to obtain a measurement

in millimetres:

L = sxy
√

(x2 − x1)2 + (y2 − y1)2, (3.3)

where (x1, y1) and (x2, y2) are the co-ordinates of the end points of the major axis of segmented

object, and sxy is the pixel size of the image in mm.

3.4.3 Segmentation Fusion and ’Extremes’ Generation

A typical approach for fusing several segmentations or pixel-wise labels is to use majority

voting, where each pixel’s final value is determined by which value the majority of segmentations

predicts, where each pixel is assigned the objects value if ≥ 50% of predictions assign the pixel

that class value, i.e by taking the modal value for each pixel for non-binary segmentation tasks

- we refer to this as the ’Segmentation Mode’.
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To extract reasonable bounds for a single solution, we extract what we call ’Extremes’. We

can generate the most extreme bounds by taking the intersection and union of our plausible

solutions to form our lower and upper bound segmentations respectively. We argue that the

region for which all segmentations agree (intersection) forms the lower bound and the pixels for

which at least one segmentation predicts as part our object of interest forms the upper bound

segmentation. From these two additional generated segmentations we can extract our upper

and lower bound measurement values to be used downstream.

3.4.4 Measurement fusion

We extract measurements from each segmentation to generate a list of possible measurement

values.

Given our list of possible measurements we compare different approaches to deciding a final

measurement value:

• Segmentation mode: measurement extracted from ’segmentation mean’ image.

• Median: Median of extracted measurements

• All Mean: Mean of extracted measurements (including ’extremes’ measurements).

• Sample Mean: Mean of extracted measurements (not including ’extremes’ measure-

ments).

• Mid-point: We can take the mid-point or weighted mid-point between a) our generated

segmentation upper and lower bound measurements and b) the upper and lower quartile

measurements of all measurements.

3.4.5 Variance Estimation and Measurement acceptance criteria

With a probabilistic mapping function gP (X) = X̂i, in our case a deep probabilistic neural

network, we can map a continuous input image to a possible segmentation mask X̂i. We
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assume a deterministic function f(X̂i) = [a, b, θ, xc, yc]
T , with semi-major axis length a, semi-

minor axis length b, angle of orientation θ and center C(xc, yc), which provides a least square

solution to the ellipse fitting problem to the set of points X̂ as proposed by [178]. Based on

f(X̂i) we can evaluate hypotheses for their suitability to act as a metric to measure robustness

during inference given N prediction samples from gP (X). These proposed metrics are

h1) Ellipse parameter variance:
∑5

i (Var(f(X̂n)i));

h2) ’Extremes’ Range width: M(f(
⋃N

i=1 X̂i))−M(f(
⋂N

i=1 X̂i)) where M(x) is our measurement

from segmentation function;

h3) Range width: max(M(X̂i))−min(M(X̂i));

h4) Total ring area:
∑

(f(
⋃N

i=1 X̂i)− f(
⋂N

i=1 X̂i)) · sxyz, where sxyz scales X̂i to world space in

mm;

h5) Mask classification entropy :
∑K

x,y X̂(x, y) log(X̂(x, y)), where K is the number of pixels in

X̂ ∈ Z2 after argmax(X̂i) class assignment and X̂ = 1
N
·
∑N

i X̂i; and

h6) Softmax confidence entropy : given X̂i ∈ R before class assignment, after conversion of

the network’s final layer’s logits with Softmax(xi) =
exp(xi)∑i exp(xi)

, the resulting X̂∗
i can be inter-

preted as two-element prediction confidence [pf , pb]i = X̂∗
i (x, y) for foreground pf and back-

ground pb. Thus we can estimate class-agnostic prediction entropy by
∑K

i pi log(pi) where

pi =
∑N

i max([pf , pb]i).

We calculate each of these heuristics at test time, and normalise them to lie between [0,1]. By

thresholding this range we can determine which measurements to accept and which to reject.

3.4.6 Confidence Communication

We estimate the confidence of our network in predicting measurements for each individual

image. We communicate this in both quantitative and qualitative ways.
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Quantitative uncertainty estimation

Several methods are emerging to quantify prediction uncertainty for deep neural networks. One

of the main benefits of probabilistic segmentations and derived measurements is the capability

to directly derive confidence estimates from a set of varying predictions.

We align uncertainty prediction with error such that we predict a wide enough bound that

we can be confident of the true value being contained within such a bound, while encouraging

a small enough bound so that it remains meaningful i.e we can predict a measurement with

a large range that will definitely contain the true value, but then the bounds may become

meaningless if they do not correlate with prediction error. This is a core concept that our

evaluation framework seeks to quantify for a given network and confidence estimation method.

We generate a confidence interval for each measurement using both information derived from

fusing many possible segmentations and fusing many possible measurements, we analyse for-

mulating these confidence ranges in the following ways:

• Upper and lower bounded: We consider the upper and lower limits of our ’extremes’

measurements to be the bounds of our confidence interval.

• Samples minimum and maximum: We consider the minimum and maximum mea-

surements extracted from our segmentation samples to be the bounds of our confidence

interval.

• Interquartile range (IQR): We consider the 25% and 75% percentile of our extracted

measurements to be the bounds of our confidence interval.

• Two Standard Deviations: We consider the mean ± twice the standard deviation of

the measurements to be the bounds of our confidence interval.

These confidence metrics may then be passed to our acceptance criteria module to decide at

test time whether or not to accept the measurement or reject it and re-acquire a more suitable

image, or defer to manual annotation or expert referral.
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Qualitative uncertainty estimation

By using a probabilistic segmentation we can acquire robust estimations of image based pre-

diction confidence and visualise this simultaneously to the estimated final prediction result.

We generate this visual communication by taking the difference between the union and the

intersection of samples generated for a given input, and presenting this region visually to the

operator during test time.

We extract a visual representation of confidence by indicating the upper and lower bounds of

a particular input segmentation. The user of such a system can therefore see which regions of

an image a network is more or less confident about and adjust their input accordingly. This

provides in real-time an intuitive indication of prediction confidence.

3.5 Implementation

We conduct two sets of experiments to validate the performance of our methods. Firstly a

series of experiments based solely on Head Circumference estimation, and secondly a series of

experiments for weight estimation for which estimates of the Head Circumference, Abdominal

Circumference and Femur length are required.

3.5.1 Data

Head Circumference Estimation

Our base dataset, named subsequently as Dataset A, consists of 2,724 two-dimensional US

examinations from volunteers at 18-22 weeks gestation, acquired and labelled during routine

screening by 45 expert sonographers. Several images were taken during each session, including

the standard transverse brain view at the posterior horn of the ventricle (TV) plane used for

HC measurement.
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This data was combined with the HC18 Challenge [179] dataset which consists of 1334 two-

dimensional US images of the standard plane that is used to measure HC, each image is 800x540

pixels with a pixel size ranging from 0.052mm to 0.326mm. Each image in the training set has

an accompanying manual annotation of the HC (ellipse outline) performed by a single trained

sonographer [179]. We resample all images to 320× 384 pixels, and produce a head mask from

the expert ground truth delineation. Training data is randomly flipped both horizontally and

vertically, and a random rotation (±5◦) is performed.

Weight Estimation

We use two-dimensional ultrasound images from routine examinations on volunteers at 18-22

weeks gestation, acquired and labelled during routine screening by 45 expert sonographers.

Sonographers extract each measurement during screening, as well as providing a manual anno-

tation on image stills from which the measurement is derived.

Head Circumference data contains 2,724 two-dimensional images of the standard transverse

brain view at the posterior horn of the ventricle (TV) plane used for HC measurement, and an

accompanying ellipsoid manual label.

Abdominal Circumference data contains 2,352 two-dimensional images of the standard ab-

dominal circumference plane used for AC measurement, and an accompanying ellipsoid manual

label.

Femur Length data contains 2,456 two-dimensional US images of the standard femoral view

plane used for FL measurement, and an accompanying manually drawn axis line from which a

femoral mask is generated.

Weight Estimation: From the above three datasets we extract 500 cases for which the same

subject was used for each measurement as a test set. We must have a measurement for each

to estimate fetal weight. We do the same for the validation set used to train the segmentation

networks. All remaining cases are used as the training set.
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Pre-processing: Training data is randomly flipped both horizontally and vertically, a random

rotation (±25◦), random translation and random scaling is applied.

3.6 Experiments and Results

In these experiments we evaluate the efficacy of our proposed methods in extracting accurate

biometric measurements from ultrasound images. We go on to present experiments to evaluate

each of the proposed probabilistic segmentation methods in providing reasonable confidence

bounds on their predictions, as well as evaluate the ability of the proposed ’variance metrics’

to reject poor performing cases to improve overall network performance metrics.

3.6.1 Head Circumference Estimation

Single-Sampling Experiments

In the first instance, single-sample experiments, generating a single segmentation and HC mea-

surement (N = 1) per subject, were used to evaluate the performance of the proposed model

against the state-of-the-art [163]. Table 3.1 reports performance measures for all single-sampling

experiments. These show comparable performance relative to [163] for our U-Net implemen-

tation, trained on Dataset A. This result improves further when the same model is trained

on Dataset A and HC18 data. MC dropout during training further improves the result. For

subsequent analysis, all experiments for MC Dropout (during inference) use the combined data

and are trained using MC dropout.

Multi-Sampling Experiments

MC Dropout during inference has been compared against a Probabilistic U-Net. Here, multiple

(N) segmentation predictions are made for each US image. From these, the mean and median
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Table 3.1: Single sample results of three U-Net’s. Baseline: Trained on Dataset A data only.
Dataset A + HC18: Trained on Dataset A data and HC18 Challenge data transformed to
same format as Dataset A data. Dropout: Trained on Dataset A and HC18 Challenge data
with dropout (p = 0.6 value found to be best performing in variety of dropout configurations).
We compare the Mean absolute difference between the final HC measurement, the DICE overlap
of the fitted ellipse with the ground truth ellipse, and the Hausdorff distance between the outline
of the fitted ellipse and the outline of the ground truth ellipse. Results calculated on Dataset
A test data.

Mean abs
difference

± std (mm)

Mean DICE
± std (%)

Mean Hausdorff
distance

± std (mm)
Baseline 2.09 ± 1.97 0.982 ± 0.011 1.289 ± 0.880
Dataset A + HC18 1.90 ± 1.90 0.982 ± 0.010 1.292 ± 0.791
Dropout p = 0.6 1.81 ± 1.65 0.982 ± 0.008 1.295 ± 0.664

of the set of fitted ellipse parameters are used to obtain a single HC value for each test case,

and the set of N segmentations are used to obtain an upper and lower bound. Table 3.2 shows

the performance measures for our multi-sampling experiments. Results show that we lose per-

formance through aggregating multiple results using the mean or median, although this is likely

due to dropout not being applied during inference for single sample experiments. However, the

multi-sampling methods do allow us to produce an upper and lower bound on the HC value,

with an average difference of 1.82±1.78mm between upper-lower bounds and ground truth HC

measurement (N = 10 samples), for cases where the ground truth is not within the upper-lower

bounds (MC(inf.)).

Variance Measure Thresholding

Finally, we experiment with each of the variance scores produced over the test set as a means

to accept/reject images at test time. We evaluate their performance by counting the number of

accepted/rejected cases for a range of thresholds between zero and one, and how this threshold

affects the resulting average performance scores after rejected images are removed from the test

set. In this experiment we use only MC dropout during inference (p = 0.6) which performs

best in our previous experiments.
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Table 3.2: Multi-Sampling results for the two methods. We report the performance measures
of a single-sampled point-predictor (Det. (Deterministic)), mean/median of N = 10 samples
from the Probabilistic U-Net (Prob. U-Net (Probabilistic U-Net)), and our previous best U-Net
with Monte-Carlo dropout during inference (MC(inf.) (Monte Carlo dropout during inference),
p = 0.6). We report the % ground truth HC values that lie in the calculated upper/lower bound
range. This percentage varies significantly with N , for MC(inf.): N = 2: 14.8%; N = 1000:
50.4%. See Supplementary Material Figures 1-3.

Mean abs
difference

± std (mm)

Mean DICE
± std (%)

Mean Hausdorff
distance

± std (mm)

LB ≤
HCgt ≤
UB(%)

Det.
MC p = 0.6 1.81 ± 1.65 0.982 ± 0.008 1.295 ± 0.664 N/A
Prob. UNet
Mean 2.22 ± 2.15 0.980 ± 0.011 1.413 ± 0.751 20.4
Median 2.21 ± 2.15 0.980 ± 0.011 1.410 ± 0.748 20.4
MC(inf.)
Mean 2.15 ± 2.09 0.981 ± 0.010 1.313 ± 0.613 27.8
Median 2.15 ± 2.07 0.981 ± 0.010 1.307 ± 0.604 27.8

Figure 3.3 shows graphs depicting how each variance measure can be used to reject test cases,

and how rejecting high variance cases can lead to improved performance. In each case we

normalise the variance score to lie between 0 and 1, and for each threshold between 0 and 1

we ‘reject’ cases whose variance score is above the threshold. Plots show the performance for

remaining ‘accepted’ cases, plotted against the number of ‘rejected’ cases. For most variance

scores we obtain an initial performance boost from ‘rejecting’ the worst cases, but after an initial

improvement, the variance scores do not delineate ‘good’ from ‘bad’ cases very well. Results

suggest that higher measurement variance may indicate sub-optimal imaging plane acquisition.

Qualitative evaluation

Figure 3.4 shows examples for successful and less model-compliant images using Dropout during

inference to produce the samples, where model-compliance captures the proximity of the image

to the training data. Note that the best performing examples produce very narrow upper

and lower bounds (in this figure where the upper and lower bounds occupy the same pixels

the margin is not visible). The worst performing examples show a wider upper and lower

bound range but the ground truth ellipse is often not contained within the predicted range.
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Figure 3.3: Plots showing performance measures against the number of rejected test cases. Each
measure shows improvement after removing a few test cases for each score (these thresholds
vary for each score). We calculate the performance metric for the entire test set, and then using
each variance measure independently we reject progressively more and more data points from
the test set by varying the threshold above which test cases should be kept. In this way we
simulate using that variance measure to improve overall performance by rejecting the cases for
which that variance measure deems worst performing. After removing an initial low performing
set, the scores power to discriminate between ‘good’ and ‘bad’ images deteriorate. ’Percentage
in range’ calculated as the percentage of test cases for which the ground truth HC measurement
lies within the the predicted upper-lower bounds.
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Figure 3.4: Results produced by our model. White line: Ground Truth, Orange dashed line:
Mean of sampled ellipse parameters, Pink shaded area: Upper/lower bound range. Top row:
High performing images. Bottom row: Low performing images. See Supplementary Material
Figures 4 and 5 for more examples and a demo video demonstration.

These images often show a lack of clear white presentation of the skull. However, ambiguous

segmentation of the regions with missing signal is often reflected in the confidence margin

produced, showing greater variation in those image regions, which can be seen clearly in the

second example in the bottom row - a wider upper-lower bound area for image regions with

low signal from fetal skull. The example on the bottom far right shows missing signal on both

sides, which results in a large uncertainty in the ellipses globally due to the compounded effect

of missing signal on both sides of the skull.

3.6.2 Weight Estimation

We apply our framework to three biometric estimation tasks used for downstream weight esti-

mation and demonstrate how our framework can be used to estimate the quality of segmentation

confidence estimation approaches. We also show improved performance over state-of-the-art

biometric extraction methods for each task using our framework. We then use the automated

predictions from our three tasks in a further downstream task to analyse the impacts of good

uncertainty estimates on error propagation. We show the efficacy of our framework for the

prediction and interpretation of three common fetal biometrics extracted during a typical fetal
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screening session: HC, AC and FL. For each task, we evaluate each stage of our proposed

framework independently. We use a single sample from each segmentation method as a perfor-

mance baseline for each method, and sample N stochastic segmentations for each input to use

in analysis of the remaining stages of the framework. We evaluate performance of automated

HC, AC and FL estimates to estimate fetal weight, which is used to place a fetus in a growth

percentile for their age which determines whether a fetus may be growing abnormally.

Single Sample Measurement Estimation Baseline

We take a single segmentation sample (N = 1) from each model to acquire a single measure-

ment. In this experiment we quantify the performance of the segmentation module of our

framework for producing a single prediction for each test input image. Table 3.3 shows three

performance measurement for our tasks and we can see that our models achieve state-of-the-

art art performance even with a single sample from the each network. The introduction of the

stochastic head to the UNet architecture has introduced significant improvement to each task.

In this experiment the single sample for a UNet with dropout during inference is obtained by

taking a sample without dropout, and obtained for stochastic U-Net by sampling the mean of

the fitted distributions. We can see from these results that by taking the mean of the fitted

distribution we obtain a more accurate output than by just turning dropout off.

Multi Sample Measurement Estimation and Fusion

We take multiple segmentation samples (N = 100) from each model to acquire N different

segmentations, and N different measurements for each input image. We generate ’extreme’

segmentations and measurements as described in Section 3.4.3. Table 3.4 shows the results

of fusing each set of segmentations and measurements into a single measurement using each

method described in Section 3.4.3. We see that by taking multiple samples and measurements

and averaging between them we achieve superior results to taking a single sample from our

network, indicating our networks improve performance by taking multiple samples and fusing

them. We can see that the median of probabilistic measurements (not including ’segmenta-
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Table 3.3: Metric prediction results from a single sample taken for each test case in ’probabilistic
mode’.

Model DICE
± std

MAE
± std
(mm)

Hausdorff
distance ±
std (mm)

Head
U-Net 0.980 ± 0.029 3.07 ± 6.58 2.858 ± 3.979
PHiSeg 0.985 ± 0.011 2.17 ± 2.33 1.607 ± 0.652
SSN U-Net 0.984 ± 0.012 2.49 ± 2.64 1.424 ± 0.481
Abdomen
U-Net 0.964 ± 0.042 6.33 ± 9.54 5.940 ± 6.068
PHiSeg 0.964 ± 0.028 5.83 ± 6.88 6.497 ± 5.980
SSN U-Net 0.972 ± 0.020 4.40 ± 5.44 2.755 ± 2.883
Femur
U-Net 0.936 ± 0.006 1.64 ± 4.02 1.690 ± 3.536
PHiSeg 0.943 ± 0.058 1.31 ± 2.83 1.669 ± 4.680
SSN U-Net 0.944 ± 0.051 1.14 ± 2.65 1.368 ± 3.860

tion mean’) produces the best results, perhaps due to median being more robust to outlier

predictions which the network may predict. We also see an interesting effect when looking at

the ’Extreme measurements Midpoint’ where for the Stochastic U-Net the error is very large,

compared to PHiSeg and Dropout U-Net (both are the worst performing for their respective

models), indicating that extreme PHiSeg and Dropout U-Net predictions are less biased than

those produced by Stochastic U-Net, which produces much larger amounts of variation com-

pared to the other methods, and tend to over-segment the object of interest more often than

under-segmenting.

3.6.3 Confidence Range Estimation

We use the outputs of our Multi-sampling experiments to generate confidence intervals on each

measurement using each method described in Section 3.4.6. We evaluate how the number

of samples impacts the width of each generated interval, and what percentage of generated

intervals contain the ground-truth measurement as the width of each interval changes. Figure

3.5 show this relationship clearly. We can interpret these plots as indicating the level to which

our network predicts plausible variation in each prediction. A perfect probabilistic model

would show ’Percentage in range’ rapidly increase to 100% while the corresponding range width
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Figure 3.5: Analysis of the number of stochastic samples taken for each image. Left column:
Number of Samples vs the measurement range width. Middle column: Number of samples vs
measurement variance. Right column: Measurement range width vs Percentage in range.
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Fusion Method Dropout U-Net PHiSeg SSN U-Net
Head
Segmentation Mode 3.065 ± 6.581 2.170 ± 2.335 2.491 ± 2.637
Median 2.143 ± 2.626 2.164 ± 2.325 2.477 ± 2.526
All Measurements Mean 2.155 ± 2.693 2.166 ± 2.316 2.997 ± 3.401
Sample Measurements Mean 2.152 ± 2.689 2.164 ± 2.315 2.859 ± 3.046
Sample Percentile Midpoint 2.144 ± 2.693 2.172 ± 2.320 2.565 ± 2.559
All Measurements Percentile Midpoint 2.145 ± 2.696 2.176 ± 2.320 2.559 ± 2.554
Extreme Measurements Midpoint 2.436 ± 3.162 2.328 ± 2.500 20.819 ± 43.093
Abdomen
Segmentation Mode 6.325 ± 9.535 5.832 ± 6.883 4.401 ± 5.438
Median 3.885 ± 4.240 5.770 ± 6.666 4.373 ± 5.251
All Measurements Mean 4.001 ± 4.373 5.792 ± 6.657 4.828 ± 5.384
Sample Measurements Mean 3.985 ± 4.354 5.782 ± 6.656 4.734 ± 5.323
Sample Percentile Midpoint 3.926 ± 4.356 5.731 ± 6.680 4.551 ± 5.197
All Measurements Percentile Midpoint 3.926 ± 4.358 5.735 ± 6.679 4.562 ± 5.196
Extreme Measurements Midpoint 5.531 ± 6.373 6.510 ± 7.124 16.898 ± 17.402
Femur
Segmentation Mode 1.635 ± 4.015 1.310 ± 2.826 1.135 ± 2.652
Median 1.045 ± 2.774 1.261 ± 2.745 1.138 ± 2.648
All Measurements Mean 1.133 ± 2.676 1.330 ± 2.758 1.557 ± 2.593
Sample Measurements Mean 1.117 ± 2.638 1.327 ± 2.764 1.412 ± 2.596
Sample Percentile Midpoint 1.053 ± 2.624 1.332 ± 2.784 1.154 ± 2.659
All Measurements Percentile Midpoint 1.038 ± 2.418 1.332 ± 2.784 1.160 ± 2.659
Extreme Measurements Midpoint 2.344 ± 5.688 1.675 ± 3.098 10.510 ± 7.595

Table 3.4: Fusion experiments: We fuse our set of generated measurements using several meth-
ods and report the mean absolute error of each fusion method.

remains below the accepted level of measurement error for each task, indicating that the method

successfully captures the variation of manual measurements in a meaningful way. Table 3.5

shows the results of each range generation method as well as a new metric named ’Range AUC’

which evaluates the suitability of a measurement range. We calculate this as the area under

the curve in Figure 3.5 (c), divided by the maximum measurement range. This metric aims

to quantify the trade-off between a high percentage in range and a high range width, methods

that produce a high percentage in range with a small range width will result in a higher ’Range

AUC’. We can see that Stochastic U-Net introduces significant variation between samples,

however this variation quickly exceeds the meaningful bounds we wish to see in a probabilistic

segmentation task compared to Dropout U-Net and PHiSeg.
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Method U-Net (Dropout p=0.5) PHiSeg SSN U-Net
Head
Extremes range 91.0 (9.224 ± 4.822) 96.6 (12.118 ± 2.268) 88.4 (73.562 ± 101.310)
Samples range 72.2 (5.609 ± 3.734) 51.8 (3.354 ± 1.079) 87.8 (58.577 ± 91.830)
Samples IQR 47.6 (1.264 ± 0.721) 65.2 (0.860 ± 0.029) 44.8 (4.226 ± 3.192)
± 2 std 29.6 (4.171 ± 2.468) 47.0 (2.750 ± 0.608) 9.8 (31.189 ± 40.361)
Range AUC 0.096 0.132 0.014
Abdomen
Extremes range 97.0 (27.322 ± 21.750) 93.4 (27.146 ± 11.336) 86.2 (75.312 ± 64.609)
Samples range 70.6 (13.247 ± 11.511) 47.6 (9.516 ± 8.259) 85.8 (60.040 ± 47.067)
Samples IQR 55.4 (2.892 ± 3.047) 48.0 (2.448 ± 3.348) 36.6 (7.350 ± 6.821)
± 2 std 31.6 (10.010 ± 9.269) 37.2 (7.906 ± 8.210) 10.6 (34.998 ± 26.031)
Range AUC 0.045 0.041 0.013
Femur
Extremes range 84.6 (6.676 ± 15.771) 92.4 (5.363 ± 7.823) 71.2 (22.901 ± 18.854)
Samples range 71.6 (4.774 ± 12.552) 80.6 (3.577 ± 3.766) 70.2 (21.470 ± 17.954)
Samples IQR 53.2 (0.749 ± 1.692) 53.3 (0.882 ± 1.615) 59.8 (0.539 ± 0.537)
± 2 std 31.2 (3.466 ± 8.592) 26.2 (2.841 ± 3.799) 17.0 (10.805 ± 8.745)
Range AUC 0.093 0.157 0.020

Table 3.5: In range results for N = 100 samples: Percentage in range (range width), and Range
AUC for each method.

3.6.4 Measurement Acceptance Filtering

We evaluate the capability of scoring each probabilistic prediction using the methods described

in Section 3.4.5. We take N = 100 samples from our segmentation network, and calculate each

variance score for each set of predictions. We normalise the set of variance scores calculated

to be between zero and one for each, and then by setting progressively higher thresholds on

this range, we filter out or ’reject’ test-cases for which this score is the highest and recalculate

average performance metrics over this new test set. We show that for several methods and

tasks we can significantly improve the overall performance by removing just the least-confident

10% of cases, motivating the use of confidence measures as a means of indicating at test time

the unreliability of measurements for a given input.

Qualitative Evaluation Figures 3.9-3.11 shows some examples of the best and worst perform-

ing test cases for each model. We show the region between ’extreme’ segmentations depicted in

purple, the ground truth in blue, and fused prediction in green/white. We can see clearly from

these images that both PHiSeg and Dropout U-Net produce similar variations in prediction
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Performance Filtering: PHiSeg head
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Figure 3.6: Performance filtering (Head): Performance measures as the least confident cases
are removed from the test set as per each confidence measure.
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Performance Filtering: U-Net abdomen
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Performance Filtering: PHiSeg abdomen
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Figure 3.7: Performance filtering (Abdomen): Performance measures as the least confident
cases are removed from the test set as per each confidence measure.
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Performance Filtering: U-Net femur
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Performance Filtering: PHiSeg femur
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Figure 3.8: Performance filtering (Femur): Performance measures as the least confident cases
are removed from the test set as per each confidence measure.
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Figure 3.9: Head: Top and Bottom 5 performing (DICE on ’mean segmentation’) test cases for
U-Net (Top) and PHiSeg (Middle) and Stochastic U-Net (Bottom). Green border around best
cases, red around worst cases. Blue Ellipse ground truth, white/green outline fused prediction,
purple region between upper and lower bounds
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Figure 3.10: Femur: Top and Bottom 5 performing (DICE on ’mean segmentation’) test cases
for U-Net (Top) and PHiSeg (Middle) and Stochastic U-Net (Bottom). Green border around
best cases, red around worst cases. Blue Ellipse ground truth, white/green outline fused pre-
diction, purple region between upper and lower bounds
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Figure 3.11: Abdomen: Top and Bottom 5 performing (DICE on ’mean segmentation’) test
cases for U-Net (Top) and PHiSeg (Middle) and Stochastic U-Net (Bottom). Green border
around best cases, red around worst cases. Blue Ellipse ground truth, white/green outline
fused prediction, purple region between upper and lower bounds
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Method MAE (mm) % in Range
U-Net (Dropout) 18.39 ± 34.24 80.4 (201.749 ± 2861.13)
PHiSeg 22.35 ± 25.97 70.0 (59.303 ± 38.484
Stochastic U-Net 20.06 ± 24.44 95.2 (478.732 ± 848.56)

Table 3.6: Hadlock’s weight estimation: Results for each method. We report MAE (mm) and
standard deviation, and Percentage in range (Range width and standard deviation)

where worse performing cases produce more variation than the most accurate, while Stochastic

U-Net produces as much larger level of variation for each input, whether it performs well or

not.

3.6.5 Hadlocks Weight estimation

We continue our evaluation by using the three measurement estimations to predict fetal weight.

As per the World Health Organisation (WHO) this is performed using Hadlock’s formula C

[168]. We make a prediction of fetal weight for each subject using each methods trio of measure-

ments, as well as a min and max weight calculated using the min and max of each measurement

from each method. Table 3.6 shows the outcomes predicting fetal weight from head, abdomen

and femur measurement estimations from each model. We can see that each model has a simi-

lar amount of accuracy, however only PHiSeg produces weight ranges of a sensible width. We

perform a similar experiment to that of each task and estimate the performance after replacing

the least confident measurements with the ground truth to simulate a manual intervention on

that measurement, shown in Figure 3.12.

3.7 Discussion

While we cannot claim our proposed ’variance scores’ represent model uncertainty directly, they

show some capability to ‘reject’ particularly low performing test cases. In this way, the ‘variance

scores’ can be described as a measurement for the proximity to the variance of the training

data of an unseen test sample, which is also desirable, showing the confidence of the network

with respect to its capacity and seen training examples. Scenarios in which an operator is
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Figure 3.12: Performance filtering (weight): At each threshold, measurements of the head,
abdomen or femur are rejected and replaced with the ground truth measurement before recal-
culating the estimated fetal weight to simulate a manual intervention on the measurement.
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present stand to benefit practically using methods introduced in this work, prompting operators

to reject sub-optimal measurements by providing real-time feedback during acquisition, thus

improving inter-operator consistency. This work lays the foundations for methods by which

this can be achieved.

We demonstrate performance on a number of application tasks and show superior performance

and interpretability to state-of-the-art methods. We provide an evaluation pipeline for analysing

the impacts of probabilistic model design on the distributions of predictions it produces, en-

abling future researches to better understand their models and whether or not the variation

produced by probabilistic methods in aligned with human expectations.

We provide a way to accept and reject poor performing test cases during acquisition as the

first indicator of a sub-optimal measurement, and provide visual feedback guidance to promote

inputs that are optimal for the current model. We go further than this and demonstrate how

once a model successfully captures plausible variation in predictions, this can be leveraged as

a measure of proximity to training data and an indicator of potential pathology where models

have been trained on healthy cohorts.

Our work presents several limitations. The degree to which our ’variance metrics’ estimate

model accuracy is only shown in this work through testing through their use to reject poor

performing cases, however this could be evaluated further through the use of calibration curves.

While our methods produce accurate results, further work is needed to evaluate whether this

performance meets clinical expectations of measurement accuracy.

3.8 Summary

We demonstrate the effectiveness of probabilistic CNNs to automatically generate HC measure-

ments from US scans, and produce upper-lower bound confidence intervals in real-time. Using

multi-sampling probabilistic networks we derive ‘variance scores’, which indicate how confident

our network is in generating measurements for a given image. This approach could be used to

derive a system which rejects images collected from sub-optimal views, forcing sonographers
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to take measurements from a view for which the network performs optimally. This could lead

to techniques for automated fetal HC measurement, which outperform manual approaches in

terms of accuracy and consistency.

Future directions of this work include exploring alternative methods for multi-sampling net-

works, alternative segmentation fusion strategies and alternative ’variance scores’. Analysis of

new datasets to investigate network bias towards particular datasets is valuable, as well as anal-

ysis of cases with anomalous anatomy to evaluate performance in the presence of pathologies,

clinically the most important cases to identify.



Chapter 4

Complexity Challenge

In this chapter we examine the ’Complexity Challenge’ and develop methods by which we can

use DL models to predict more complex information from medical images. In this chapter we

extend previous segmentation approaches from 2D to 3D and introduce automated simultaneous

prediction of complex shape properties from medical image volumes. As such we choose to use

fetal brain MRI as our input to the developed algorithms, from which 3D segmentation and

extraction of 3D shape properties is a key part of many clinical pathways. The extension to

3D and the introduction of shape properties bring added complexity in automated prediction,

and also an additional challenge of how best to present the data and extracted predictions for

ease of understanding.

The cerebral cortex performs higher-order brain functions and is thus implicated in a range

of cognitive disorders. Current analysis of cortical variation is typically performed by fitting

surface mesh models to inner and outer cortical boundaries and investigating metrics such as

surface area and cortical curvature or thickness. These, however, take a long time to run,

and are sensitive to motion and image and surface resolution, which can prohibit their use in

clinical settings. In this chapter, we instead propose a DL solution, training a novel architecture

to predict cortical thickness and curvature metrics from T2 MRI images, while additionally

returning metrics of prediction uncertainty. Our proposed model is tested on a clinical cohort

(Down Syndrome) for which surface-based modelling often fails. Results suggest that deep

104
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convolutional neural networks are a viable option to predict cortical metrics across a range of

brain development stages and pathologies.

4.1 Introduction

Irregularities in cortical folding and micro-structure development have been implicated in a

range of neurological and psychiatric disorders including: Autism, where disruptions to folding

cortical and thinning of the cortex has been found in regions associated with social perception,

language, self-reference and action observation [180]; Down Syndrome, where smoother cortical

surfaces and abnormal patterns of cortical thickness are linked to impaired cognition [181];

Epilepsy, where malformations in cortical development are associated with seizure onset [182]

and psychosis, which is associated with abnormal functional behaviour of the pre-frontal cor-

tex [183].

There is a strong need to model cortical development in at-risk neonatal populations. However,

due to the heterogeneous and highly convoluted shape of the cortex, it has proved highly

challenging to compare across populations. Recent consensus has been that cortical features

are best studied using surface-mesh models of the brain [184], as these better represent the true

geodesic distances between features on the cortex. However, these require running of costly

multi-process pipelines which perform intensity-based tissue segmentation, followed by mesh

tessellation and refinement.

For developmental cohorts, the fitting of surface mesh models is even more challenging due

to the relatively low resolution and likely motion corruption of these datasets. This leads to

artifacts and partial volume effects or blurring across tissue boundaries. Methods to tackle

these problems individually exist [185] but they are highly tuned to high-resolution, low mo-

tion research data sets and do not always transfer well to clinical populations as outlined in

Figure 4.1.

As an alternative, several groups have proposed techniques for extracting cortical surface met-

rics from volume data directly [186, 187, 188]. Specifically, Tustison et al [187, 188] show that
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an ANTs-based extension for the estimation of cortical thickness from volumetric segmentation

generates thickness measures which outperform FreeSurfer (surface) metrics when applied to

predictive tasks associating thickness with well-studied phenotype relations such as age and

gender. Nevertheless, volumetric fitting approaches such as [187] have not yet been evaluated

on developmental data and their slow run times limit their utility for clinical applications. In

this chapter we therefore seek to develop a novel algorithm for cortical metric prediction from

clinical, developmental data, through DL.

4.2 Related work

The cerebral cortex is a thin layer of grey-matter tissue at the outer layer of the brain. Studying

it is important for improved understanding of cognitive and neurological disorders but doing

so is challenging due to it’s complex shape and patterns of micro-structural organisation.

Currently, most studies of the cortex use surface mesh models [185, 189, 190], which fit mesh

models to inner and outer cortical boundaries following pipelines which perform tissue segmen-

tation, followed by surface tessellation with intensity based refinement (Figure 4.1). Summary

measures of cortical thickness and curvature may then be estimated from the Euclidean distance

between mesh surfaces, and principal curvatures of the white-matter surface respectively.

By contrast, ANTs (Advanced Normalisation Tools) and CAT (Computational Anatomy Tool-

box) propose volume-based pipelines for cortical thickness estimation. Specifically, the ANTs

pipeline estimates cortical thickness in five steps: 1) Initial N4 bias correction of input MRI;

2) Segmentation/Registration based brain extraction; 3) Alternating prior-based segmentation

and weighted bias correction using Atropos and N4; 4) DiReCT-based cortical thickness esti-

mation; 5) Optional normalisation to template and multi-atlas cortical parcellation [187, 188].

CAT uses segmentation to estimate white matter (WM) distance, and then projects the lo-

cal maxima (equal to cortical thickness) to other grey matter voxels by using a neighbour

relationship defined by the WM distance [186].
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Figure 4.1: Overview figure of current state-of-the-art approach to extracting cortical metrics
from MRI volumes showing a success and failure case vs. our method. The segmentation and
surface extraction components of the pipeline are prone to fail, thus to produce artifacts as
displayed in the fail case above.

4.3 Contributions

The key contributions of this chapter are: 1) We propose the first probabilistic DL tool for

cortical segmentation and metric learning. 2) We evaluate the method against cortical thickness

and curvature prediction for data from the Developing Human Connectome Project (dHCP); 3)

The tool is used to predict cortical metrics for a Down Syndrome cohort in which surface-based

analysis often fails; 4) Our probabilistic approach returns confidence maps which can inform

clinical researchers of areas of the brain where measurements are less reliable.

4.4 Method

Segmentation and Regression Network: Our proposed network architecture augments

the popular U-Net architecture into a 3D Multi-Task prediction network [18]. We introduce a

branch of fully connected layers prior to the final convolution of the U-Net as shown in Figure

4.2. The network predicts a cortical segmentation through the standard U-Net architecture

while simultaneously regressing a cortical metric value for every voxel in the image [191]. These

two tasks are strongly coupled and as such we design the regression branch of our network to

see a large amount of information from the segmentation path. We use a cross-entropy loss
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function for the segmentation task and consider two different loss functions for the regression

task: Mean squared error (MSE) and Huber/L1 Loss, the latter is considered to encourage

smoothness of regression predictions across neighbouring pixels by being robust to outliers [56],

a property that should hold for cortical metric predictions.

We propose a probabilistic extension of our network in which we introduce Dropblock to our

network during training and test time, this approach ensures variation in our network pre-

dictions during inference, this forms the baseline for our probabilistic experiments [192]. We

propose an alternative probabilistic segmentation and regression architecture based on the

PHiSeg network [175], which extends from the probabilistic U-Net [174] to model prediction

variation across multiple scales and generate multiple plausible predictions for each input. We

extend the PHiSeg architecture with fully connected layers in the same way we extended the

initial 3D U-Net architecture to regress cortical metrics predictions for each voxel.

Figure 4.2: Architecture Diagram for the proposed simultaneous segmentation and regression
network: The network predicts a cortical segmentation through the chosen segmentation archi-
tecture while simultaneously regressing a cortical metric value for every voxel in the image via
the fully connected regression branch

We generate confidence maps for each prediction by sampling multiple times from each proba-

bilistic network. This results in a range of segmentations and a range of metric predictions for

each voxel. We argue that the larger the range of values predicted for a given voxel, the less

confidence our network has in predicting a value for that voxel. We quantify the confidence of

each prediction as the variance of each prediction made during inference. We seek the confi-
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dence map with the greatest correlation to prediction accuracy. From each range we can also

define a metric ’Percentage in range’ where we measure the percentage of voxels for which the

ground truth value lies within the predicted range of values, where we seek the smallest ranges

for which the ground truth is contained as introduced in Chapter 3.

4.5 Experimental Methods and Results

In this section we evaluate our proposed methods for automatic segmentation of the cortex and

simultaneous estimation of the cortical metrics: thickness and curvature. We then evaluate

the performance of our methods when used on a test set for which non-DL methods often fail

and compare this with population wide distributions to evaluate our methods consistency when

used on challenging populations in comparison to a widely used non-DL method.

Data: Data for this study comes from the Developing Human Connectome Project (dHCP)

acquired in two stacks of 2D slices (in sagittal and axial planes) using a Turbo Spin Echo (TSE)

sequence [193]. The used parameters were: TR=12s, TE=156ms, SENSE factor 2.11 (axial)

and 2.58 (sagittal) with overlapping slices. The study contains 505 subjects aged between 26-

45 weeks. Tissue segmentations and surface metrics for training are derived form the dHCP

surface extraction pipeline [185]1.

A second clinical Down Syndrome cohort of 26 subjects was collected with a variety of scanning

parameters, aged between 32-45 weeks, most subjects were acquired in the sagittal and trans-

verse planes using a multi-slice TSE sequence. Two stacks of 2D slices were acquired using the

scanning parameters: TR=12s, TE=156ms, slice thickness = 1.6 mm with a slice overlap = 0.8

mm; flip angle = 90◦ and an in-plane resolution: 0.8x0.8 mm.

Preprocessing: We project surface-based representations of cortical biometrics into a volu-

metric representation using a ribbon constrained method2 provided by the HCP project [194].

This operation is performed for both hemispheres of the brain and then combined into a single

1https://github.com/BioMedIA/dhcp-structural-pipeline
2https://www.humanconnectome.org/software/workbench-command/-metric-to-volume-mapping

https://github.com/BioMedIA/dhcp-structural-pipeline
https://www.humanconnectome.org/software/workbench-command/-metric-to-volume-mapping
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volume, where overlapping metric values are averaged. These volumes (together with the tissue

segmentations) represent the training targets for the learning algorithm. T2w input volume

and corresponding metric volumes are then resampled to a isotropic voxel spacing of 0.5 to

ensure a prediction of physically meaningful values for each subject, i.e, each voxel of our input

image represents the same physical size in millimetres. Each T2 volume is intensity normalised

to the range [0,1].

Training: 400 subjects are used for training; 50 for validation; 55 for test. During training

we sample class-balanced 64x64x64 patches (N=12) from each subject’s volume pair. We test

on the entire volume of the image using a 3D sliding window approach. We conduct our

experiments to predict two different cortical metrics: Thickness and Curvature.

(a) Ground truth thickness map (b) Predicted thickness map (c) Thickness difference Map

(d) Ground truth curvature map (e) Predicted curvature map (f) Curvature difference Map

Figure 4.3: Qualitative results on a dHCP subject: Here we have used ground truth surfaces to
re-project our predicted metric volumes and difference map back into a surface representation
for ease of comparison.

Deterministic experiments: We establish a baseline for simultaneous estimation of cortical

segmentation and metric regression. Table 4.1 reports performance measures for all determin-

istic experiments. We find minimal difference in performance using the Huber loss function

instead of MSE loss on the regression task module. Figure 4.3 show example outputs produced

by our best performing model in comparison to the ground truth. Our network successfully

extracts accurate cortical metric predictions directly from the input MRI, maintaining the
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Experiment Mean DICE ± std (%) Mean error ± std Median error ± std
Thickness (mm)
UNetMSE 0.946 ± 0.010 0.179 ± 0.025 0.125 ± 0.021
UNetHuber 0.939 ± 0.012 0.197 ± 0.027 0.139 ± 0.022
Curvature
UNetMSE 0.945 ± 0.010 0.042 ± 0.005 0.030 ± 0.003
UNetHuber 0.935 ± 0.011 0.045 ± 0.006 0.036 ± 0.004

Table 4.1: Results for metric prediction: Metric error calculated as average voxel-wise difference
between prediction and ground truth only for voxels within the cortex. DICE score is reported
over the segmentation.

Figure 4.4: Confidence map generated with PHiSeg for a dHCP subject. Brighter areas indicate
decreased confidence.

structural variation we expect across the cortex. We notice that some extreme values have

not been accurately predicted, such as in cortical regions at the bridge between the two brain

hemispheres (for curvature prediction). However the extreme values that are present in the

ground truth data are an artifact of the surface based metric prediction method, hence it is less

important to replicate this precisely. In Figure 4.6 we report test-set wide metrics comparing

predicted global metric distributions in comparison to ground truth distributions, our method

predicts a similar distribution of results to the ground truth.

Probabilistic experiments: We consider probabilistic extensions of our previous best per-

forming method. Table 4.2 reports performance measures for all probabilistic experiments. We

find that introducing DropBlock layers into our network has improved segmentation accuracy,

but metric estimation accuracy has declined. PHiSeg has not improved either segmentation or

metric estimation performance. In these experiments, PHiSeg training was often unstable, and

took much longer to converge than other methods. While our error has increased, the ability

to generate confidence maps for these predictions increases their value. Figure 4.4 shows a

generated confidence map using PHiSeg.
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Experiment Mean DICE ±
std (%)

Mean Mean
error ± std

Mean Median
error ± std

% in
Range

Thickness (mm)
UNetDropBlock 0.945 ± 0.009 0.268 ± 0.017 0.373 ± 0.017 59.83%
PHiSeg 0.774 ± 0.075 0.567 ± 0.096 0.550 ± 0.052 19.60%
Curvature
UNetDropBlock 0.946 ± 0.009 0.054 ± 0.004 0.071 ± 0.003 56.19%
PHiSeg 0.796 ± 0.022 0.102 ± 0.006 0.102 ± 0.006 24.98%

Table 4.2: Probabilistic Prediction results: We show dice scores and the mean metric error
when taking mean and the median of multiple (N=5) predictions as the final output.

Down Syndrome experiments: We evaluate the performance of our method on a challenging

Down Syndrome MRI dataset for which the dHCP pipeline fails to extract metrics correctly

for many subjects. Since the ’ground truth’ for this dataset is error prone, we demonstrate the

performance of our method qualitatively and through population comparisons to the healthy

dHCP test set used in previous experiments. Figure 4.5 shows that our method produces

more reasonable estimates of cortical thickness than the dHCP pipeline, thus showing evidence

for our method’s robustness to challenging datasets. Population statistics indicating that our

method produces metric values in a sensible range for cortical thickness are shown in Figure 4.6.

However our predicted distribution for cortical curvature is not consistent with healthy patients,

indicating curvature and other more complex metrics remain challenging.

(a) (b)

(c) (d)

Figure 4.5: Qualitative results on Down Syndrome dataset: a) dHCP predicted thickness;
b) Our method predicted thickness; c) dHCP predicted curvature; d) Our method predicted
curvature.



4.6. Discussion 113

Ours (Healthy) dHCP (Healthy) Ours (Downs) dHCP (Downs)

0.4

0.6

0.8

1.0

1.2
Gl

ob
al

 a
ve

ra
ge

 th
ick

ne
ss

 (m
m

)

(a) Thickness distributions
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(b) Curvature distributions

Figure 4.6: Global average metric distributions a) Thickness and b) Curvature. Our method
produces a sensible distribution of values for the Down Syndrome data set compared to the
dHCP pipeline for thickness prediction. However curvature prediction remains challenging.
Pathological cases (right two in each plot) cannot be quantitatively evaluated because of missing
ground truth.

4.6 Discussion

We propose an automatic, pathology-robust method to predict cortical metric values from any

T2w image stack. Our method is fast, robust and precise. We experiment with multi-task

variants of the well known U-Net architecture and demonstrate how readily applicable DL

is to predict cortical metric values in a reproducible way. Many architecture extensions are

possible, which can for example be explored with neural architecture search methods [195]. In

order to fully utilise the predictions of our network an imminent extension of our method is

to automatically extract surface meshes from unseen data to enable proper visualisation of our

predictions from images without ground truth surfaces.

Probably the biggest advantage of our method is that we can produce cortical measurements for

pathological cases. However, the curvature example in Fig.4.6b shows that more complex met-

rics remain challenging and that we will need to further evaluate the robustness of our method

in a clinical setting. Fine tuning may allow to generate disease-discriminative biomarkers di-

rectly from the network’s latent space. At present our pipeline optimises cortical curvature

and thickness prediction which naturally extends to sulcal depth and myelination prediction.

There is potential to combine all metric predictions into a single model as it can be argued that
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prediction of different cortical properties are strongly correlated and would benefit each other

as natural regularisers.

4.7 Summary

We offer an open-source framework for the extraction of cortical biometrics directly from T2

MRI images. This is the first of its kind that shows potential to be independent of age, image

quality or presence of pathologies, and likely extendable to any cortical properties. We have

tested our approach on a challenging pathological dataset for which we have not been able

to reliably extract metrics with conventional methods like the dHCP processing pipeline. We

expect that our future work will open new avenues for the analysis of cortical properties related

to human brain development and disease in heterogenous populations.



Chapter 5

Classification Challenge

In this chapter we examine the ’Classification Challenge’ and develop methods by which complex

classifications of disease can be made using DL models, but also provide means with which to

interrogate those classifications and develop a reasoned understanding of how that classification

has been made. We do this by breaking down the classification pipeline into interpretable parts

that can be easily understood by users, without sacrificing accuracy of prediction.

We employ our methods in the specialised domain of fetal cardiac screening for Congenital Heart

Disease detection, specifically Hypo-plastic Left Heart Syndrome. We choose this application

as diagnosis is based upon the presentation of cardiac structure from a variety of ultrasound

views during fetal screening, and as such, segmentation of cardiac structures can be leveraged

as a means to acquire discriminative features known to sonographers from ultrasound views of

the heart for diagnostic purposes.

Fetal ultrasound screening during pregnancy plays a vital role in the early detection of fetal

malformations which have potential long-term health impacts. The level of skill required to

diagnose such malformations from live ultrasound during examination is high and resources for

screening are often limited. We present an interpretable, atlas-learning segmentation method

for automatic diagnosis of Hypo-plastic Left Heart Syndrome (HLHS) from a single ‘4 Chamber

Heart’ view image. We propose to extend the recently introduced Image-and-Spatial Trans-

former Networks (Atlas-ISTN) into a framework that enables sensitising atlas generation to

115
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disease. In this framework we can jointly learn image segmentation, registration, atlas con-

struction and disease prediction while providing a maximum level of clinical interpretability

compared to direct image classification methods. As a result our segmentation allows diagnoses

competitive with expert-derived manual diagnosis and yields an AUC-ROC of 0.978 (1043 cases

for training, 260 for validation and 325 for testing).

5.1 Introduction

Fetal Ultrasound (US) screening is a key part of ensuring the ongoing health of fetuses during

pregnancy. Assessment of fetal development and accurate anomaly detection from US scans

are integral in diagnosing potential fetal development issues at the earliest time possible to

ensure the best care may be given. For these reasons a mid-trimester US scan is carried out

between 18-22 weeks gestation in many countries as part of standard prenatal care procedures.

During screening ’standard plane’ views are used to acquire images in which key anatomical

features may be examined, biometrics extracted and diagnosis of developmental issues may

be made [172]. Several of these standard views and surrounding frames are used to make the

diagnosis of Hypo-plastic Left Heart Syndrome (HLHS). Antenatal diagnosis of congenital heart

disease such as HLHS has been shown to result in reduced mortality and morbidity of affected

infants [196, 197]. Unfortunately, antenatal detection of HLHS is not universal, due to the high

level of skill required to make the diagnosis accurately from often noisy and inconsistent US

views, which vary with gestational age, among other factors.

Recently, automatic ultrasound US scanning methods have been developed using DL, mitigating

the difficulties of manual US screening through automatic detection of diagnostically relevant

anatomical planes [162]. These systems have enabled the development of robust automated

methods for estimation of anatomical biometrics and diagnosis of fetal structural malformations

such as HLHS, under diverse acquisition scenarios with various imaging artefacts. Critically,

these methods still provide limited interpretability of predictions, and as such reasoning about

diagnosis and appropriate interventions remains a challenge even in the presence of accurate
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predictions of anatomical features and diagnosis of development issues [198, 199, 200, 201].

5.2 Related work

Automated segmentation of anatomical structures in US images has been the topic of significant

research, with CNN based methods [163, 164] often outperforming non-DL approaches [165, 166,

167]. Many of these methods perform well despite having no prior knowledge of the anatom-

ical structure under consideration. However, in cases where performance drops, the resulting

segmentations often bear no resemblance to the expected anatomical structure, resulting in

segmentations that are not suitable for downstream analysis. As such, recent work to mitigate

this fact has been introduced.

Methods such as Stochastic Segmentation Networks (SSNs) [169] aim to enforce continuity

between anatomical structure segmentations (an assumption that holds in our case) to force

a prediction to segment structures such that they remain connected and allow for sampling

multiple plausible solutions to any given image segmentation. Similarly, [202, 203] introduces

topological priors to enforce continuity between segmented regions. Another recent approach

aims to automatically learn an atlas of the anatomical structure under consideration during

training of a segmentation model. Predicting both an image segmentation and a transforma-

tion between the automatically constructed atlas and the predicted segmentation, forces the

resulting segmentation to retain the expected anatomical structure. In the presence of imag-

ing artefacts or other image features the above behavior may result in a worse segmentation

performance [19]. The aforementioned methods provide accurate segmentations of anatomical

structures familiar to sonographers, however at present, these are not used to perform diagnosis

of CHD or provide any means for disease-specific conditioning.

Deep Ultrasound Classification is currently the only option that has been explored in literature

to perform automated diagnosis of CHD directly from US images. Deep classification methods

achieve high accuracy [204, 205, 198], but rely on large curated datasets [205] or additional
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views of the heart to support multitask learning [198]. Unfortunately, conventional image

classification is difficult to apply to fetal ultrasound because only very specific “standard planes”

contain sufficient diagnostic information [172].

Classifying non-diagnostic frames (that should not be considered healthy or diseased) could

lead to erroneous diagnosis or obscure the signal from the true diagnostic frames. As such, di-

rect classification models have very little utility if clinicians cannot clearly interpret and assess

the validity of the classification or find a view in pathological cases that would correspond to

the defined anatomical standard [172].

5.3 Contributions

In this chapter we introduce a novel method for the diagnosis of HLHS from US images using

pathology-robust segmentation. To the best of our knowledge, we present for the first time a

segmentation network that is able to jointly segment, register and build a labeled atlas that

focuses on relevant features to robustly diagnose HLHS for fetal 4-chamber views in ultrasound

imaging. By extending the recently proposed Atlas-ISTN framework [19] with an additional

classification module and corresponding component in the loss function, our method provides

an interpretable and accurate option for HLHS diagnosis compared to direct image classification

approaches through segmentation of anatomical structures known to sonographers.

We evaluate the quality of our segmentations in the downstream task of inferring HLHS status

from ventricular areas. From ground truth expert annotations we evaluate the possible corre-

lation of this approximation to true disease status, which is confidently known from post-natal

outcome records. We compare this correlation to using naive segmentation for area parameter

extraction and our proposed method.
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(a) (b) (c) (d)

Figure 5.1: Example ultrasound images and manual segmentations of anatomical areas. (a)
Healthy patient 4CH ultrasound view; (b) manual segmentation of anatomical areas of healthy
heart in (a); (c) HLHS patient’s approximation of a 4CH ultrasound view; (d) manual segmen-
tation of anatomical areas in (c).

Segmentation
Network

Area Ratios

HLHS
Classifier

4CH Ultrasound Image Anatomical Segmentation

HLHS
Diagnosis

Figure 5.2: Classification via deep segmentation and quantitative area ratio feature extraction

5.4 Method

We propose a new method for the automatic diagnosis of HLHS from a single US image of

the ‘4-Chamber Heart View’ (4CH view). Our system is inspired by current clinical practice

and can be broken down into three major modules. First, for a given 4CH image, we seek a

model that can provide accurate segmentations for 5 anatomical areas: ‘Whole Heart’, ‘Left

Ventricle’, ‘Right Ventricle’, ‘Left Atrium’ and ‘Right Atrium’. Figure 5.1 shows an example

for the differences in these areas between a healthy fetus and a baby with HLHS.

Secondly, the resulting segmentation is used to extract simple image features informative of

HLHS diagnosis. For each class, we calculate the ratio of that region’s area to the area of every

other segmented region to obtain a set of scalar features representative of that image. Finally,

we use the quantitative features to construct a classifier for HLHS using: 1) class-weighted

Logistic Regression Classifier as baseline; 2) Gaussian Process classifier with a radial basis

function kernel. Figure 5.2 shows an overview over the diagnostic approach.

For the task of Robust segmentation, we adopt a recently proposed method, Atlas-ISTN [19],

that generates a segmentation as well as learns a label atlas that both ensures robustness and
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Figure 5.3: Disease conditioned Atlas-ISTN network architecture. S the segmentation network;
D indicates the atlas to image mapping module; C is the transformation computation Module;
and H is a disease prediction branch, highlighted in red, which is the key difference to [19].
In this figure, LHLHS indicates the loss computed on the disease prediction branch H between
xHLHS
i (the ground truth label) and ŷHLHS

i (the predicted label); Ls indicates the segmentation
loss computed on the segmentation network S between xseg

i (the ground truth segmentation)
and ŷi6seg (the predicted segmentation); La2s (atlas to segmentation loss) indicates the loss
computed between xseg

i (the ground truth segmentation) and ya◦ϕ−1
i (the current atlas deformed

to image space); and Ls2a (segmentation to atlas loss) indicates the loss computed between ya

(the current segmentation atlas) and xseg
i ◦ϕi (the ground truth segmentation deformed to atlas

space).

can be used to inspect the inner beliefs of the network. Conditioning is used to sensitise the atlas

generation to regions that are most relevant for the downstream task of disease classification.

Our detailed model is outlined in Figure 5.3. As input we use uncropped 4-chamber ultrasound

images, ground truth segmentation maps and a binary disease label in

X = {xi, x
seg
i , xHLHS

i }.

The model aims to learn:

{ŷiseg, ŷiHLHS, ya} = M(xi),

where M is the entire model, ŷi
seg are the logits of a predicted segmentation describing five

cardiac labels with one background channel as defined in xi
seg, ŷi

HLHS are probabilities for
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discrete disease categories in xi
HLHS ∈ [0, 1], and ya is an automatically optimised atlas label

map. M consists of four modules. Image to segmentation mapping is obtained through

ŷi
seg = Sθs(xi),

which we define as a 2D UNet [18] with a SSN module [169]. The concatenation of ŷi
seg and

the atlas label map ya is used to establish the atlas to image transformation:

dbi = DE,θenc(ŷi
seg, ya),

{vi, Ti} = DD,θdec(dbi).

vi is a stationary velocity field and Ti an affine transformation matrix that is processed to a

deformation field with a Transformation Computation Module C according to [19]. Thus, C

yields forward and inverse transformations, Φi and Φ−1
i . To steer the atlas generation process

and emphasise disease-relevant labels, we predict:

ŷi
HLHS = Hθh(dbi)

where Hθh are three fully connected layers with ReLU activations. Additionally to the image

transformer loss:

LS =
1

N

(
N∑
i=1

||xi
seg − ŷi

seg||2
)
,

the atlas-to-segmentation loss:

La2s =
1

N

(
N∑
i=1

c∑
j=1

||xi,j
seg − yj

a ◦ Φ−1
i ||2

)
,

and the segmentation-to-atlas loss:

Ls2a =
1

N

(
N∑
i=1

c∑
j=1

||xi,j
seg ◦ Φi − yj

a||2
)
,
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where j indicates the individual labels, we introduce a cross entropy loss term:

LHLHS = −(xHLHS
i log(ŷi

HLHS) + (1− xHLHS
i ) log(1− ŷHLHS

i ))

to enforce disease-sensitive atlas generation. Thus, our final loss function is the Atlas-ISTN

loss [19] with its regularisation loss term, Lreg =
∑N

i ||∇ϕ||2, that encourages smoothness of

the non-rigid deformation fields, paired with LHLHS:

L = LS + ω(La2s + Ls2a + λLreg) + γLHLHS,

where λ adjusts smoothness of Φ, ω influences the contribution of the deformation terms similar

to [19], and γ steers how much the atlas should be specific to the targeted disease category.

HLHS classification from fetal cardiac 4-chamber view segmentations: We extract

numerical features from ŷi
seg in order to classify HLHS vs. Healthy patients from interpretable

features f = {f0, f1, ..., fN} where fi = rab = Aa/Ab if a ̸= b and rba is not in f already. We

represent the ratio between two quantities as rab and consider rab and rba to contain equivalent

information and as such exclude the latter from f . Here Aa is the count of pixels belonging to

class a in ŷi
seg which acts as an estimate to the area.

We apply two common classification algorithms to classify the extracted segmentation area

ratio features as healthy vs HLHS. We first use an L2 regularised, class weight balanced Logistic

regression classifier implementation. Secondly we use a Gaussian Process classifier based on

Laplace approximation [206].

The Atlas-ISTN method is very sensitive to the alignment of input images and segmentations

in the training set. Initial experiments showed the constructing an atlas with images and

segmentations with the heart located arbitrarily across the image, with arbitrary rotation and

scaling resulted in a meaningless atlas image bearing no resemblance to any single image in the

dataset. As such, we performed a Procrustes alignment of the images to bring each heart to the

centre of the image, with a similar rotation and scaling. Using manual line annotations of the
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’Apex Base’ and ’Spine-Sternum’ we were able to construct suitable shape information sufficient

for Procrustes alignment. We use classical Procrustes alignment where we manually selected a

reference shape to align each image to, as opposed to generalised Procrustes alignment which

infers a mean shape to align from all available shapes [207].

5.5 Experiments and Results

In this section we evaluate the performance of our proposed method in both segmentation and

classification tasks. We evaluate our methods segmentation performance against an expert de-

rived ground-truth segmentation. We evaluate our methods classification performance against

the classification performance of our method when applied to the expert derived ground-truth

segmentations.

Data and Pre-processing: We use a private, de-identified dataset of 1628 4CH US images

(1560 healthy controls, 68 HLHS), with 1043 for training, 260 for validation, 325 for testing

with equivalent class imbalance within each set (42, 10 and 16 HLHS cases respectively), ac-

quired on Toshiba Aplio i700, i800 and Philips EPIQ V7 G devices. Class imbalance reflects

the prevalence of HLHS observed in our tertiary care referral clinic (∼ 3 − 4%), which is a

specialised centre, thus the incident rate is relatively high. HLHS is rare, ∼ 3 in 10000 live

births [208], thus this condition can be challenging to identify for primary care sonographers.

Our images are taken from volunteers at 18-24 weeks gestation, acquired in a fetal cardiology

clinic, where patients are given advanced screening due to their family history. Each image

has been hand-picked from ultrasound videos by an expert sonographer, representing a best

possible 4CH view. A fetal cardiologist and three expert sonographers delineated the images

using Labelbox [209]. The images have been resampled to 288 × 224 pixels, centred on the

heart and aligned along the cardiac main axis.

Robust segmentation We compare several methods for automated segmentation by average

DICE score achieved for each anatomical class and summarise the results in Table 5.1. We
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show that each of the compared methods is effective for the segmentation of anatomical struc-

tures from ultrasound image views. The question remains, which method produces the most

informative segmentation for downstream disease diagnostics?

Expert derived single image classification: To establish human performance on the seg-

mentation task, heart segmentation features (area ratios of each anatomical class) are extracted

from the manual ground truth segmentations. These are used to train a linear classifier and

a Gaussian process classifier to predict HLHS diagnosis. We report the confusion matrices for

each method using the ground truth segmentations shown in Figure 5.5. Table 5.1 reports

F1-score for positive and negative HLHS classification as well as ROC-AUC for manual as well

as automated segmentation.

F1 and AUC scores in Table 5.1 show that our ‘Area Ratios’ classification method achieves state-

of-the-art performance for HLHS classification over previous classification methods. Classifica-

tion performance of ‘area ratios’ extracted from automated segmentations is on par with those

extracted from expert manual segmentations. The addition of a disease-conditioned branch

to the Atlas-ISTN improves the downstream ‘area ratios’ classification task performance over

both expert segmentations and previous segmentation methods.

Figure 5.5 shows the performance of the ‘area ratios’ classification using segmentations pro-

duced by experts and by each tested segmentation method. Subfigures (5.5e-5.5f) and (5.5k-

5.5i) highlight the improved sensitivity (fewer false negatives) of Atlas-ISTNs with a disease

conditioning branch over expert segmentations (5.5a,5.5g) and other segmentation methods

(5.5b-5.5d, 5.5h-5.5j). Our application is for fetal screening and as such sensitivity is the de-

sired metric to improve, and due to the low prevalence of HLHS, F1 scores for HLHS across all

methods may seem low.

Table 5.1 shows our diagnostic branch (H) is competitive with previous image classification
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DICE Score F1 Score ROC

Method BG LA RA LV RV WH NC HLHS AUC

Expert 1.000 1.000 1.000 1.000 1.000 1.000 LR: 0.970 0.550 0.944
(Std) – – – – – – GP 0.989 0.741 0.954
UNet [18] 0.993 0.768 0.804 0.793 0.794 0.635 LR: 0.972 0.585 0.922
(Std) (0.007) (0.192) (0.185) (0.184) (0.153) (0.105) GP: 0.974 0.579 0.928
SSN [169] 0.993 0.761 0.800 0.793 0.794 0.632 LR: 0.955 0.471 0.883
(Std) (0.007) (0.196) (0.192) (0.194) (0.154 (0.108) GP: 0.974 0.579 0.923

Atlasγ=0
λ=1 0.991 0.767 0.789 0.801 0.783 0.626 LR: 0.942 0.451 0.895

(Std) (0.007) (0.187) (0.192) (0.191) (0.172) (0.106) GP: 0.981 0.625 0.970

Atlasγ=1
λ=103 0.993 0.764 0.789 0.791 0.790 0.648 LR: 0.958 0.528 0.929

(Std) (0.007) (0.185) (0.184) (0.196) (0.146) (0.110) GP: 0.974 0.619 0.973
– – – – – – H : 0.967 0.565 0.883

Atlasγ=1
λ=1 0.993 0.760 0.783 0.784 0.788 0.637 LR: 0.950 0.500 0.974

(Std) (0.007) (0.197) (0.200) (0.208) (0.164) (0.110) GP: 0.974 0.636 0.978
– – – – – – H : 0.982 0.667 0.905

Table 5.1: DICE scores and standard deviation (Std) for all segmentation methods (left) and
performance of downstream disease predictors (right). (BG = background; LA = left atrium;
RA = right atrium; LV = left ventricle; RV = right ventricle; WH = whole heart; LR =
Logistic regression; GP = Gaussian process; H = disease prediction branch; NC = Normal
control; HLHS = hypo-plastic left heart syndrome.)

approaches, further to this our method uses only a single 4CH image as opposed to previous

methods that use multiple heart view US images or video sequences. Our method provides

greater interpretability by producing a segmentation (from which ‘area ratios’ classification is

performed) and a disease specific atlas for free.

Examples for constructed atlases with different configuration are shown in Figure 5.4.

Implementation: PyTorch 1.7.1+cu110 with two Nvidia Titan RTX GPUs used to train

segmentation and atlas models (∼ 106 parameters) in 24-48 hours; scikit-learn [210] for the LR

and GP models.

5.6 Discussion

Assuming a linear downstream model for clinical decision making, our results show that auto-

mated segmentation methods are en-par with human-generated annotations for the accurate
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(a) Atlasγ=0
λ=1

(b) Atlasγ=1
λ=1

(c) Atlasγ=1
λ=103

Figure 5.4: Example automatically constructed atlas images and atlas label maps in the tested
configurations.
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Figure 5.5: Confusion matrices for expert derived classification: Top Row shows logistic regres-
sion, bottom row shows Gaussian Process. γ = 1 for (e-f)(k-l).

identification of HLHS patients. We believe the reason for higher than expert performance is

due to more consistent automated segmentation results that aid the following linear model in

contrast to predicting from ground truth segmentations, which have been generated by different

observers. An interesting observation is that a reasonable DICE score is sufficient to achieve

excellent performance in diagnostic follow-up tasks.

A limitation of our study is that we require input images that resemble a 4CH acquisition

orientation in a healthy subject. This can be challenging for severely affected patients. However,

for cases with severely abnormal hearts, manual detection of CHD would likely be trivial at the

point of care, also without segmentation analysis. Good views for borderline cases, which are

in focus here, can be identified either manually or with automated view classification [162].

For this work we rigidly aligned all the data to a canonical orientation relative to the heart. This

can be achieved in the clinical practice through automated localisation/segmentation/spatial

transformer approaches. We observed that this data curation step has a significant impact

on all models’ performances compared to unaligned images, in which fetuses may present in

arbitrary orientation. Accounting for flipped probe orientations paired with hyper-parameter

tuning for ω, λ, γ would likely lead to further improvements.

Another limitation is that we do not consider inherent spatio-temporal information of ultra-
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sound imaging. Experienced fetal cardiologists can derive valuable secondary information from

how the heart moves. This knowledge can inform future work on the topic. In the clinical

practice, still images, as used in our work are common practice to report and document cases,

thus a direct application to retrospective quality control and diagnosis support for primary care

is in reach.

5.7 Summary

We have discussed how segmentation models can be used as clinically interpretable alternative

to direct image classification methods for the diagnosis of hypo-plastic left heart syndrome

during routine ultrasound examinations. We test a new approach that facilitates disease-status

information to bias an automatically constructed atlas label map for robust segmentation and

apply Atlas-ISTNs to the problem of fetal cardiac segmentation from ultrasound images for

the first time. Our analysis shows that our interpretable approach is en-par with direct image

classification, for which ROC-AUC of up to 0.93 is reported [198]. Future work will investi-

gate the true effectiveness of such methods in a prospective clinical trial, which is currently

implemented in our clinic.



Chapter 6

Curation Challenge

In this chapter we examine the ’Curation Challenge’ and test key assumptions that are com-

monplace within medical image analysis regarding how we should curate annotated medical

image datasets for supervised DL problems.

Supervised DL dominates performance scores for many computer vision tasks and defines the

state-of-the-art. However, medical image analysis lags behind natural image applications. One

of the many reasons is the lack of well annotated medical image data available to researchers.

One of the first things researchers are told is that we require significant expertise to reliably and

accurately interpret and label such data. We see significant inter- and intra-observer variability

between expert annotations of medical images. Still, it is a widely held assumption that novice

annotators are unable to provide useful annotations for use by clinical DL models. In this

work we challenge this assumption and examine the implications of using a minimally trained

novice labelling workforce to acquire annotations for a complex medical image dataset. We

study the time and cost implications of using novice annotators, the raw performance of novice

annotators compared to gold-standard expert annotators, and the downstream effects on a

trained DL segmentation model’s performance for detecting a specific congenital heart disease

(hypoplastic left heart syndrome) in fetal ultrasound imaging.

129
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6.1 Introduction

It is commonly believed that domain experts are the only reliable source for annotating medical

image data. This assumption has resulted in a dearth of annotated medical image datasets due

to the time and high costs associated with expert labelling time. In this chapter we challenge

this assumption and employ novice annotators to perform a complex multi-class fetal cardiac

ultrasound (US) segmentation task.

A core goal of medical image analysis is to free up experts’ time for more challenging tasks

and time with patients. Our current view is that expert annotation efforts that aid in the

development of models, will save expert time in the long term. However we hypothesise that

in many cases, this annotation effort can be performed by novice annotators at a lower cost,

saving both resources and experts’ time, with minimal impact on the performance of automated

downstream models.

Segmentation is widely regarded as among the most labour intensive medical image analysis

tasks, requiring pixel-level labels to enable supervised learning methods to learn complex seg-

mentation tasks. In this study we use a multi-class fetal cardiac US segmentation task as our

initial test case, as this task is challenging in both anatomy and modality (noisy, heterogeneous

and often contains artefacts). This makes the task of annotating fetal US images challenging

for both experts and novices, and an ideal test case for comparing the efficacy of novice anno-

tations. Segmentation of the fetal heart from ’4-Chamber view’ images provides quantitative

biomarkers that can be used for the diagnosis of Hypoplastic Left Heart Syndrome (HLHS).

As such we include in our dataset several HLHS cases. The presence of pathology within our

dataset makes this annotation task even more challenging, and enables us to compare the per-

formance of novice and expert annotations on a segmentation-informed diagnostic classification

task.

We provide evidence that the reliability of novice annotators is greater than expected and that

this approach might be a viable option for annotation of medical image datasets in the future.
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6.2 Related work

Significant work has been done to mitigate for a lack of well-annotated medical imaging data.

Learning from fewer labels, unsupervised learning and AL are all valuable contributions in this

and their benefits go beyond the scope of this chapter. Advances in these fields can only benefit

from the increasing sizes of annotated medical image datasets, and as such we do not challenge

these approaches. More tightly related to our work are methods for learning from crowd-sourced

noisy labels, where annotations of varying quality are acquired [211, 212, 29, 147, 33, 137]. While

there are many works related to crowdsourcing medical image annotations, very few exist that

directly compare the quality and downstream implications of crowd-sourced novice vs expert

annotations, and it is this gap in literature that we seek to address.

In [213] it is shown that novice annotators are comparable to expert annotators for a series

of natural language annotation tasks, and that only a small number of novice annotations

are necessary to equal the performance of expert annotators. In [214] it is shown that novice

annotators are able to effectively prune non-informative text from training data for sentiment

classifiers to improve classification performance of trained models.

In [215] it is shown that crowd-sourcing many noisy labels for heavily class imbalanced text

classification datasets is expensive and the usual benefits of redundant labelling seen in crowd-

sourcing scenarios is lesser in imbalanced settings. [215] provide techniques for discarding

redundant instances such that annotations can be acquired in a cost-effective way over a five-

way majority vote aggregation.

In [216] the authors evaluate the effects of aggregating progressively more labels per instance

on model performance for mitotic figure detection from histologic images. They show that high

accuracy can be achieved with a single annotation per image, and improved by aggregating

three annotations per image, while aggregating beyond three annotations per image results in

only minor very minor performance increases.

In [217] criteria are proposed by which the suitability of a text sentiment classification task for

crowdsourcing can be evaluated (1. Noise level, 2. Inherent Ambiguity and 3. Informativeness
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Figure 6.1: Graphical overview of our process: We evaluate the upstream and downstream im-
pacts of using novice annotations in place of expert annotations on a challenging medical image
segmentation task. Each set of annotations is acquired, pre-processed and used to train models
in the same way. We evaluate both expert and novice models against an expert annotated test
set.

to the model). Models trained on expert and novice annotations are compared. By considering

the three proposed criteria, it is shown that comparable model performance can be achieved

using expert or novice annotations.

For a 3D segmentation correction task, there is evidence for little to no difference between

novices and expert performance (engineers with domain knowledge, medical students, and ra-

diologists) in the ability to detect and correct errors made by a segmentation algorithm [218],

although novice annotators need significantly more time per annotation.

6.3 Contributions

We evaluate the upstream and downstream impacts of training medical image multi-class seg-

mentation models, and downstream classification models on noisy labels from novice annotators

compared against gold-standard labels from expert annotators.

We show that novice annotators are capable of performing complex medical image annotation

tasks to a high standard, and that variability between novices and experts is comparable to that
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amongst experts themselves. We show that models trained on novice labels are comparable to

those trained on expert labels for multi-class segmentation and downstream classification.

We analyse the time and costs associated with using expert vs. novice labels to show that using

novice annotations is more resource efficient, and that the major parameter governing model

performance is dataset size, rather than label quality in this setting. This will enable clinical

and translational researchers to develop a greater understanding of the trade-offs associated

with acquiring medical image annotations with respect to cost, time and supervised learning

method performance.

6.4 Method

Annotation Labels collection: The current paradigm for collecting annotations for medi-

cal image data is to present experts with un-annotated data in an annotation interface that

allows them to delineate structures of interest in every image (Figure 6.1). Once complete, the

annotations and input can be exported for use. In this work we employ novice annotators to

perform the same task using the same annotation tools on the same data to provide us with

novice annotated for later use, as shown in the bottom half on Figure 6.1. We use the Labelbox

web-based interface as our annotation tool [209].

Segmentation model: From a single US image of the ‘4-Chamber Heart View’ (4CH view)

acquired during fetal screening, we train a model to delineate 5 anatomical areas: ‘Whole Heart’

(WH), ‘Left Ventricle’ (LV), ‘Right Ventricle’ (RV), ‘Left Atrium’ (LA) and ‘Right Atrium’

(RA) (Figure 6.2).

We use the UNet architecture as our segmentation network [18], known to perform well for US

segmentation. We train using dropout [94], for a fixed number of epochs, then select the best

performing model on the validation set. Random horizontal and vertical flipping, cropping,
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Figure 6.2: Example US images and manual segmentations of anatomical areas. Top row:
Healthy image, expert manual label and novice manual label (left to right). Bottom row:
HLHS image, expert manual label and novice manual label (left to right)

translation, rotation and scaling is applied during training.

Classification model: We extract numerical features from ŷi
seg (manual or automated seg-

mentation) in order to classify HLHS vs. healthy patients from interpretable features f =

{f0, f1, ..., fN} where fi = rab = Aa/Ab if a ̸= b and rba is not in f already. Here rab is the

ratio between two quantities and consider rab and rba to contain equivalent information and

exclude the latter from f . Aa is the count of pixels belonging to class a in ŷi
seg which acts as

an estimate to the area as in Chapter 5.

We apply an L2 regularised, class weight balanced logistic regression classifier implementation

to classify the extracted segmentation area ratio features as healthy vs. HLHS.

Statistical analysis: Here we pose the questions answered in this paper and outline our ap-

proach to answering them. For tests of statistically significant difference between distributions

we use a two-tailed Z-test for the null hypothesis of identical means:

Z =
X̂ − µ0

s

where Z is our test statistic, µ is our population mean and s is our population standard devi-



6.4. Method 135

ation.

Q1: Are novice annotations as similar to experts as expert annotations are to other

experts? We answer this question by computing the average DICE similarity coefficient be-

tween novice and expert annotations, and between pairs of expert annotations. We calculate

the Dice score for each class separately, and test for statistically significant difference between

the two sets.

Q2: How different are automated segmentations trained on experts annotations

to automated segmentations trained on novice annotations? We show evidence by

computing the average DICE similarity coefficient between novice and expert trained model

predictions and an expert annotated test set. We calculate the DICE score for each class sep-

arately, and test for statistically significant difference between the two sets.

Q3: How different are classification predictions trained on either manual, or model

based segmentations from novices compared to experts? We train a classifier using

training data from manual expert and manual novice annotations, as well as expert model and

novice model predictions. We test each classifier on our expert test set and compare key per-

formance metrics to evaluate the discrimitive powers of novice vs. expert based segmentations.

Q4: In resource limited scenarios are expert or novice annotations more cost effec-

tive to attain the same model performance? We observe the time/cost/quality trade-off

by measuring the DICE scores obtained by models trained using novice and expert data on

progressively more labels (50 to 1000 labels) using a UNet with 200 epochs. We use DICE

scores on the test set as a measure of prediction quality, and use time taken and estimated

financial cost to acquire each annotation, to plot the time vs. cost vs. performance of our

models for both experts and novice annotations.
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6.5 Experiments and Results

Data and Pre-processing:

• Raw images: We use a private and ethics/IP-restricted, de-identified dataset of 2380 4CH

US images, with 1000 for training, 380 for validation, 1000 for testing acquired on Toshiba

Aplio i700, i800 and Philips EPIQ V7 G devices.

• Expert segmentations: A fetal cardiologist and three expert sonographers delineated the

images using Labelbox [209]. Multiple expert annotations for 319 images were acquired.

• Non-expert segmentations: A novice workforce with no experience annotating medical

US data was employed to delineate the images using Labelbox [209]. Three novice an-

notations for every image in the training set were acquired. An unknown number of

novice annotators were used to acquire the image annotations, however it was enforced

that no annotator annotate the same image twice. Each annotator was provided with an

instruction sheet as shown in Appendix A.

• Time: Experts annotated images in an average time of 127s per image, and Novices

annotated images in an average time of 253s per image.

• Cost: Experts costs were set at $60 per labelling hour, and Novices cost $6 per labelling

hour.

During analysis 10 cases were found to have two hearts visible (split screen view), resulting in

zero DICE agreement amongst experts and experts and novices, having annotating different

sides of the image. These cases have been removed. A significant proportion of the worst per-

forming remaining cases are a result of mislabelling of left/right atriums and ventricles resulting

in very low DICE scores for those cases.

Q1: In Table 6.1 the average DICE scores for expert-expert and novice-expert segmentations

show that no statistical difference is found between the variability of annotators on three out
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Figure 6.3: Distributions of DICE scores for Novice to Novice labels, Novice to Expert labels
and Expert to Expert Labels.

DICE LV RV LA RA WH

Expert to Expert 0.807 0.787 0.764 0.808 0.887
Novice to Expert 0.778 0.761 0.757 0.806 0.894
p-value 0.009 0.005 0.551 0.866 0.359

Table 6.1: Mean DICE scores of manual annotations performed by Experts compared with
DICE scores of manual annotation performed by Novices. Statistically significant (95%) results
shown in bold.

of five annotated classes. This shows that novice annotators are better at annotating complex

medical data than is assumed and the variability between experts and novices is similar to that

amongst experts for these three classes. Figure 6.3 highlights the similarity in DICE distribu-

tions between novice-novice and expert-novice annotations, indicating it may not be possible

to avoid variation in annotations even when using experts annotations alone.

Q2: Average DICE scores and segmented class sizes for expert trained vs. novice trained

models show there is no statistical difference in the performance of the models on three out of

Size (px) LV RV LA RA WH

Expert Model 806 630 468 612 4732
Novice Model 737 536 428 546 5130
p-value 0.0051 2.45e-07 0.0083 0.0009 0.0018

Table 6.2: Class average sizes in pixels of model predictions, comparing models trained using
expert annotations and models trained using novice annotations. Statistically significant (95%)
results shown in bold.
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five classes (Tables 6.3, and 6.2). Expert models average higher DICE scores on all but one

class, and one reason for this better performance is that both models are tested against an

expert annotated test set. Models trained on novice annotations can perform almost equally

well as those trained on expert annotations for multi-class US segmentations problems. We see

a significant difference between average class sizes predicted by the two models, most noticeably

in the right ventricle class (RV), however their overall similarity is highlighted in Figures 6.4

and Figures 6.5-6.6 where both DICE and sizes appear very similar across all classes.

Novice trained Expert trained

0.0

0.2

0.4

0.6

0.8

D
IC

E

Average DICE of Model Predictions

Novice trained Expert trained

0.0

0.2

0.4

0.6

0.8

D
IC

E

Average DICE of Model Predictions

Figure 6.4: Distributions of segmentation predictions DICE scores against the expert test set
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Figure 6.5: Distributions of segmentation predictions average pixel sizes.

Q3: The results of HLHS classification methods trained on manual and automated expert

and novice segmentations show that novice trained models attain very similar results to those

trained by experts, in both manual and model cases (Table 6.4). We see a slight improvement

from expert annotations in Precision and F1 scores but the overall performance is remarkably

similar. This result again shows the viability of acquiring a significant proportion of medical
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Figure 6.6: Top row: Distributions of per class segmentation DICE scores. Bottom row:
Distributions of per class segmentation size.

image annotations from non-experts during annotation efforts. Figure 6.7 highlights that in

some scenarios novice manual annotations may out-perform expert annotations on some met-

rics. Both ROC curves and Precision-Recall Curves for experts and novices follow very similar

trajectories demonstrating the similarity in their performance for classification.

Q4: Figure 6.8a shows the consistent increase of both expert and novice trained models as

the size of the dataset increases, demonstrating that collecting initial annotations from novices

DICE LV RV LA RA WH

Expert Model 0.721 0.707 0.663 0.749 0.617
Novice Model 0.708 0.679 0.652 0.731 0.634
p-value 0.174 0.003 0.321 0.071 0.001

Table 6.3: Class average DICE scores of model predictions and class average sizes in pixels
of model predictions, comparing models trained using expert annotations and models trained
using novice annotations. Statistically significant (95%) results shown in bold.
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Figure 6.7: Top row: Classification performance for manual annotations predicted classifica-
tions. Bottom row: Classification performance for model predicted classifications. Left to right:
ROC Curves and Precision-Recall curves.

may well suffice to achieve a good accuracy in many tasks. We calculate the cost per image for

both novices and experts using the average cost of an hour of labelling work and the average

time each annotation took to create. Figure 6.8b shows how when time is the priority, then

expert annotators achieve higher quality models in a shorter time-span, however this comes at a

much greater financial cost. If cost is the priority then novice annotators achieve higher quality

models at a much smaller financial cost, however the same number of annotations take longer

to acquire from novices than from experts. We can see from this that the dominant driving

force of improving model quality is dataset size, regardless of whether annotations come from

experts or novices, indicating that to train high performing models in a resource efficient way

that novice annotations are a useful mechanism by which this can be achieved.
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Expert Manual Novice Manual Expert Model Novice Model

TP 19 20 24 22
FP 47 64 126 224
TN 926 909 847 749
FN 8 7 3 4
Precision 0.288 0.242 0.16 0.091
Recall 0.704 0.753 0.889 0.827
F1 0.409 0.367 0.271 0.165
AUC-ROC 0.879 0.900 0.915 0.829

Table 6.4: Classification results: Precision, Recall and F1 scores are reported for the positive
prediction class (HLHS)
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6.6 Discussion

We have evaluated the upstream and downstream effects of acquiring complex medical image

segmentation annotations from novices compared to experts. We have found that raw novice

annotations are of remarkable quality, and that novice trained models show only a minor per-

formance decrease compared expert trained models. Our results highlight that annotations

performed by novices are of great utility for complex tasks such as segmentation and classifica-

tion. A time and cost analysis for using limited resources more efficiently is provided, guiding

practitioners in acquiring annotations to give the best performing models under their con-

straints. Through future studies on other complex tasks, we aim to develop protocols through

which confidence can be given that novice annotations are sufficient in many use cases.

Additional combination of crowd-sourcing from novice labels with models incorporating mea-

sures of annotator skill and merging of multiple annotations show great promise in enabling

highly accurate models to be developed on a wide variety of tasks for which expert annotated

data has been infeasible to acquire at a large enough scale.

We note that we are unsure of how representative our Labelbox workforce is of the wider novice

annotator community. Through our engagement with Labelbox they were made aware of our

intentions with the annotated data and it is our hope that no special measures were taken

to improve the quality of annotations beyond that the wider novice annotator community.

Similarly, when comparing costs of annotating large datasets, we must consider the ethical

implications of employing low-cost workers to perform these tasks - while the low cost makes

using workforce services appealing, care must be taken to ensure that workers are paid fairly

and under suitable working conditions. Limited information given regarding the locations and

working conditions of annotation workforces creates difficultly in making this judgement.
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6.7 Summary

We have demonstrated that novice annotators are capable of performing complex medical image

segmentation tasks to a high standard, with a comparable variability to experts as experts show

to themselves. We have shown that training models with novice annotations is both resource

efficient and can give comparable models in terms of prediction performance against expert

annotations for both segmentation and downstream classification tasks. While conclusions

that generalise across many different tasks and application domains are hard to draw from

this work, we conclude that the assumption that novice annotators cannot perform complex

annotations for medical imaging tasks is false, and that the level of expertise required to perform

different annotation tasks should be evaluated on a task by task basis. We foresee that in

combination with existing methods that better handle noisy annotations, and AL methods

selectively choosing the most informative annotations to acquire next, that novice annotations

will play a vital role in developing high-performing models at a fraction of the cost of using

expert annotations.



Chapter 7

Conclusion and Future Work

In this chapter we summarise the research addressed in this thesis. Following this we highlight

the methodological contributions made in each chapter and finally discuss the limitations of our

methods and propose possible directions for future work, before providing concluding remarks.

7.1 Summary

In this thesis we have examined five key challenges facing data-driven human-in-the-loop com-

puting, and made contributions to progress the field in each of these.

In Chapter 2 Section 2.2 we look at the ’Categorisation Challenge’ and how the fields of Symbi-

otic DL and Human-in-the-Loop DL are emerging. We have categorised the existing literature

and identified the key areas in which progress still needs to be made for DL systems to reach

a state of symbiosis, and highlighted several areas in which progress in the wider DL field may

assist in this effort.

In Chapter 3 we look at the ’Confidence Challenge’ and how we have shifted from formula

driven computing to data-driven computing. Reasoning about the decisions made by machines

has become a significant challenge. This poses several problems for the main stream use of

data-driven methods in safety critical domains as the reasoning provided for the predictions

144
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made are increasingly abstract and more difficult to understand. In this chapter we aimed

to propose novel methods for extracting measures of confidence from data-driven methods

and propose methods by which these can be used to both better communicate data-driven

predictions, and a means by which these can be used to improve the downstream performance

of those predictions.

In Chapter 4 we look at the ’Complexity Challenge’ and how the increasing computational

power of data-driven methods has enabled more complex analysis of challenging data types.

This further increases the need for robust and consistent methods by which populations of data

can be compared faithfully. In this chapter we aimed to propose novel methods for extracting

meaningful and robust multi-task predictions of structures from high-dimensional data, which

perform consistently across multiple populations and enable cross-population comparison for

downstream analysis.

In Chapter 5 we look at the ’Classification Challenge’ and how data-driven methods are start-

ing to provide means to robustly classify complex phenomenon that is beyond the capabilities

of humans. This poses a significant challenge as we wish to understand what makes these

phenomenon classifiable for data-driven methods, but not for traditional methods. In this

chapter we aimed to propose novel methods for robust classification that also provide inter-

pretable features that lead to a deeper understanding of the classification task, and to sensitise

state-of-the-art methods related to that task for multi-task classification.

In Chapter 6 we look at the ’Curation Challenge’ and how one of the main bottlenecks in data-

driven model development may rely on false assumptions about who is capable of annotation

challenging data. The reliance on experts to annotate many types of data has slowed the uptake

of data-driven methods in many fields due to the difficulty in finding the experts to perform such

annotation. In this chapter we aimed to evaluate if it may be feasible to use novice annotators

in place of experts for a challenging annotation task and evaluate the downstream effects of

using novice annotated data to train our models.
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7.2 Achievements

As described above this thesis focuses on improving data-driven methods to provide better

communication and downstream utility of model predictions for complex multi-task problems.

The main methodological achievements are summarised here.

7.2.1 Categorisation Challenge

The following achievements were made in addressing the ’Categorisation Challenge’:

Identification of research gap and overlap

We explored a wide range of literature across many areas of medical image analysis, specifi-

cally in segmentation tasks focused on introducing Human-in-the-Loop elements to DL model

development. We identified the the gaps in literature that most urgently need addressing to

achieve symbiosis of Human-in-the-Loop DL methods. We identified key areas of overlap where

solutions to specific problems will generalise across multiple fields and application areas. This

will enable future researchers to better focus their research efforts and provide greater impact

of their work across multiple related domains.

7.2.2 Confidence Challenge

The following achievements were made in addressing the ’Confidence Challenge’:

Probabilistic Segmentation

Segmentation of medical images is used in a variety of downstream tasks such as biometric

estimation, however deterministic segmentation methods only provide the capability to produce

point estimates of these biometrics. In practice, experts produce variable estimates of these

biometrics due to inter and intra observer variability. In Chapter 3 we introduce dropout

during inference to produce various plausible automated segmentations in order to acquire a

distribution of biometric estimates that better reflect what is produced manually by experts.
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Interpretable Prediction Bounds visualisation

The interpretation of metric error previously relied on traditional +/- reporting (standard

deviation or other etc), however in real-time scenarios we can provide more information to better

guide users. In Chapter 3 we go on to leverage the distribution of segmentation predictions to

produce visualisable and interpretable biometric prediction bounds that indicate to end users

which parts of an image are less confident than others, guiding them towards acquiring new

more suitable images.

Percentage in Range and Range AUC performance metrics

We wish to evaluate the suitability of probabilistic prediction methods for a given task, and in

order to do this we introduce a new metric in Chapter 3 that allows us to capture the ability of

a probabilistic prediction to contain the true value. The ’Percentage in range’ metric measures

what percentage of true values are contained within the predicted upper and lower bounds.

We go on to derive the Range AUC metric that accounts for the fact that an infinitely large

difference between upper and lower bounds would always contain the true value, but this is

clearly not desirable, so instead the Range AUC metric measures the ability to have a high

proportion of true values contained within upper and lower bounds of an acceptable width.

Variance scores quantification and filtering

When using automated metric estimates, it is vital that we are made aware of failure modes

of data-driven methods and as such we derive a series of ’Variance scores’ used to quantify the

confidence of probabilistic segmentation and use these in Chapter 3 to automatically filter out

the worst performing cases in prediction tasks. This enables scenarios in which it is possible

to defer the worst performing cases for manual intervention or re-acquisition of input to our

models.

7.2.3 Complexity Challenge

The following achievements were made in addressing the ’Complexity Challenge’:
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3D Simultaneous Multi-task Segmentation Regression

The computational power of data-driven methods enables previously computationally infeasible

biometrics to be estimated in a fraction of the time with a fraction of the compute power. This

has enabled more complex tasks to be addressed, and introduced the additional tasks of how

to present the information derived from these tasks in an interpretable way. In Chapter 4 we

extend existing state-of-the-art segmentation methods to 3D multi-task variants in which we

simultaneously estimate a segmentation, and regression of complex shape properties of complex

brain structures that previously relied on computationally expensive and error-prone non DL

pipelines.

Robust comparison of challenging populations

The robustness of our automated volume-based method for estimation of complex shape proper-

ties to abnormal shape structures enables population wide comparison in downstream analysis

not previously possible. This will enable methods for non-invasive classification for a wide

variety of abnormal shape properties to be derived.

7.2.4 Classification Challenge

The following achievements were made in addressing the ’Classification Challenge’:

Classification sensitive Atlas-based Segmentation

Atlas-based segmentation provides a valuable guarantee of anatomical consistency in segmen-

tation, however the flexibility of atlas-based methods sometimes limits their suitability for

modelling abnormal anatomical shapes and structures. In Chapter 5 we extend state-of-the-art

Atlas Image-Spatial-Transformer networks to the additional task of classification, and use this

classification branch to guide the atlas construction towards disease sensitised outputs. This

led to atlas based segmentations that performed better than previous segmentations for the

task of HLHS classification from interpretable features extracted from those segmentations.

Interpretable feature-based classification of HLHS
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In Chapter 5 we introduce a linear classification method for HLHS disease prediction. We

extract ’area ratios’ from segmentations of the ’4-Chamber Heart’ view in order to robustly

classify HLHS with high accuracy. This provides a new method for quantifying likelihood of

HLHS in prenatal scans from a single image, which previously relied on expert inspection of

several views and video stream of ultrasound scans.

7.2.5 Curation Challenge

The following achievements were made in addressing the ’Curation Challenge’:

Time vs. cost vs. quality when acquiring annotations for challenging tasks

The acquisition of complex and challenging annotations remains as a bottleneck in developing

high performing data-driven models. It is assumed that only experts can provide these annota-

tions which results in a very high cost to acquire these annotations. In Chapter 6 we challenge

this assumption and show that the variation between experts and other experts may be similar

to the variation between novices and experts, and the downstream impacts of training models

using novice annotations are less severe than assumed. We show that in resources limited sce-

narios that using novice annotations may be much more cost effective than expert annotations

while still resulting in models of equivalent performance.

7.3 Limitations, Future Work and Applications

In this section we elaborate on the main limitations of our presented works and propose sug-

gestions of future work that could address these limitations.

In Chapter 3 we make contributions towards quantifying confidence of data-driven predictions

and have developed several heuristics for filtering the worst performing cases at test time. While

these contributions are valuable, they are limited in their utility at present, as the developed

heuristics only show a mild correlation with prediction accuracy. As such, further work is needed
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to develop well calibrated uncertainty/confidence metrics that show a stronger correlation to

prediction accuracy.

A further limitation is that our high predictive accuracies are made on images from a limited

set of scanners and scanning protocols, with the majority of these scans being from healthy

subjects. Further work is needed to evaluate the performance of our models on images from

different domains and to evaluate performance on images that exhibit abnormal shape/structure

as these are the most important to identify during screening.

In Chapter 4 we make contributions towards learning complex shape properties in a robust

way using data-driven methods. However, we’ve seen that some shape properties are easier to

learn than others and more work is needed to understand why this is, and the develop more

robust methods capable of learning many different types of properties with equal accuracy. A

limitation of our work is in the presentation of volume-based predictions, as the state-of-the-art

approach for visualising cortical properties is using surface models. Methods to extract those

surfaces automatically from medical image volumes are needed in order to develop the final

steps of state-of-the-art analysis pipelines in a data-driven manner.

Valuable future works are enabled by robust methods for biomarker prediction in challenging

populations. It will be possible in the future to generate disease-discriminative biomarkers from

these populations through cross-population comparison, and we hope this will lead to a deeper

understanding of the differences between healthy and pathological populations.

In Chapter 5 we developed a robust and powerful method for the interpretable classification of

HLHS from a single ultrasound image. A limitation of our work is that it relied on each image

to be pre-aligned before input to our model, a future work will include learning this alignment

in a data-driven way so automate this step. There will be value in improving the robustness

of this method to highly-misaligned images in atlas construction to enable different and more

challenging tasks to be tackled with this framework, especially due to the usual abnormal ap-

pearance of pathological cases, for which it is most important to have high performance. In

ultrasound screening, live video of multiple views is used to make diagnosis, and the develope-

ment of video atlas’ for common views during common stages of motion such as the heartbeat
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may provide additional information from which more robust or additional diagnosis can be

made.

In Chapter 6 we challenged the assumption that only experts can provide useful annotations

for a challenging medical image segmentation task and found that in many scenarios this is a

feasible option to take and can result in equivalent performance from data-driven models. This

study is limited in the fact it only addressed one task, as the same findings may not hold in

other tasks. Future work should include developing protocols by which this decision can be

made responsibly on a task by task basis as it is likely that as more medical image datasets

become available, the need for quality annotators also increases. Our study was also limited

in the number of annotations we were able to acquire, we found that using all the annotations

acquired resulted in similar performance when using novice and expert annotations, but further

study is needed to evaluate whether model performance diverges as the number of annotations

grows larger.

There is still a long way to go in closing the loop between humans and machines in data-

driven methods. Throughout this thesis we have explored methods by which we can develop

algorithms, and present their outputs in a way that facilitate greater understanding of their

functionality, and promote more responsible decision making when relying on ML outputs.

There still remains a significant amount of work in order to distil this improved human reasoning

about ML outputs into a form that can be faithfully passed back into our algorithms in order

to close the loop and create a symbiosis between humans and data-driven methods.

In this thesis we have centred our algorithm development around developing applications for

fetal screening - we have shown how our contributions make progress in overcoming some of

the barriers currently faced in developing data-driven solutions to fetal screening problems and

hope that these may lead to improved applications in this area.

There are many other applications where this work will be relevant. Beyond medical image

computing, other domains such as disaster prevention or other safety critical domains where

image interpretation remains a bottleneck in decision making, either through the required

expertise for interpreting data, or the sheer scale on which imagery is produced where it becomes
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infeasible for direct manual inference over this data e.g earth observation imagery and space

imagery, each stand to benefit from the methods developed in this thesis.

7.4 Conclusion

In summary, in this thesis we have contributed several methods by which data-driven algo-

rithms can communicate richer and more interpretable information to human end users. The

primary innovation of this thesis is in providing methods by which each stage of closing the

symbiotic loop can be achieved. This thesis shows the capabilities of data-driven technology

to complete the first half of the requirements for a Human-in-the-loop computing system to

achieve symbiosis, i.e developing models which can communicate rich information to a human

user, through which they are provided the information needed to provide reasoned feedback to

the model, in order to complete the loop and establish a symbiosis of man and machine. We

have examined the state-of-the-art literature to categorise and stratify human-in-the-loop-based

work to better understand where more needs to be done to close the loop between human and

machine in data-driven methods. We have provided means by which data-driven methods can

express confidence in their predictions, and presented this confidence in multiple intuitive ways.

We have presented ways in which we can use the confidence to defer to alternative approaches

to ensure the highest quality of prediction. We have shown how to extend these methods into

complex prediction scenarios where traditional methods perform well but often fail on edge

cases scenarios where data-driven methods do not. We have shown methods by which data-

driven methods can be used to extract interpretable features that provide a clearer reasoning

over themselves than black-box data-driven methods alone. And finally we challenged the main

assumptions that governs the development of data-driven methods for complex and challenging

tasks and discussed that new work is needed to answer where our finite resources can be best

utilised to achieve new and greater human decision making support in the clinical practice.



Appendix A

Instructions for Labelbox workforce

On the following pages, the original PDF instructions provided for the Labelbox novice work-

force are provided for reference.
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Instructions for Labelbox Workforce

The task at hand is to segment 5 anatomical classes within a fetal ultrasound view (the 4
chamber view), The 5 classes to segment are the ‘Whole heart’, the ‘left ventricle’, ‘right
ventricle’, ‘left atrium’ and ‘right atrium’. This is not an easy task, but when done accurately can
be of great help in diagnosing congenital heart disease, which is the motivation behind this task.

The first class is the ‘Whole heart’ class that encompasses the four chambers of the heart:



Next is the ‘Left Atrium’ class:

The ‘Right Ventricle’ class:

The ‘Right Atrium’ class:



Finally the ‘Left Ventricle’ class:

Challenge 1: Orientation

When annotating the left/right atrium and ventricles it is important that we correctly identify the
orientation of the heart so that the left and right atrium and ventricles can be correctly
annotated. This can be done by locating the spine, from which the heart chamber closest to the
spine is the ‘Left Atrium’, and the chamber furthest from the spine is the ‘Right Ventricle’, and
the other two chambers can be annotated with respect to these two chambers. In general for
healthy hearts, the ventricles are more elongated than atriums, this rule of thumb can be used to
distinguish between atriums and ventricles.



Challenge 2: Abnormal heart structure

Not all the hearts in this dataset are healthy, and as such several cases presented to you may
exhibit shapes unlike the majority of hearts you will see, however it is important that the true
shape of the heart is annotated as it is this difference in shape that can be so important in
diagnosis congenital heart disease. We provide some examples of abnormal heart structures
below:



Challenge 3: Split pane images

Several images in this dataset show two slightly different views of the heart side by side, in this
case, only one of the hearts should be annotated. Usually one of the sides will show a clearer
image of the heart, and this image should be annotated, i.e the heart in which it is easier to
delineate between the chambers should be annotated (All five classes should be annotated).



Thank you for your annotation efforts, and we want you to know that these annotations will be
directly contributing to improving clinical care in fetal ultrasound screening.



Bibliography

[1] H. Gray and H. V. Carter, “Figure 159.- muscles of the left hand,” Anatomy: Descriptive

and Surgical, 1859.

[2] O. Glasser, “The hand of mrs. wilhelm roentgen: the first x-ray image, 1895,” Wilhelm
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[149] W. Kuo, C. Häne, E. Yuh, P. Mukherjee, and J. Malik, “Cost-sensitive active learning

for intracranial hemorrhage detection,” Lecture Notes in Computer Science (including

subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics),

vol. 11072 LNCS, pp. 715–723, 9 2018.

[150] M. P. Shah, Y. S. Bhalgat, and S. P. Awate, “Annotation-cost minimization for medical

image segmentation using suggestive mixed supervision fully convolutional networks,”

2018.



BIBLIOGRAPHY 177

[151] V. Cheplygina, M. de Bruijne, and J. P. Pluim, “Not-so-supervised: A survey of semi-

supervised, multi-instance, and transfer learning in medical image analysis,” Medical

Image Analysis, vol. 54, pp. 280–296, 5 2019.

[152] M. A. Morid, A. Borjali, and G. D. Fiol, “A scoping review of transfer learning research

on medical image analysis using imagenet,” Computers in Biology and Medicine, vol. 128,

p. 104115, 1 2021.

[153] M. Raghu, C. Zhang, J. Kleinberg, and S. Bengio, “Transfusion: Understanding trans-

fer learning for medical imaging,” Advances in Neural Information Processing Systems,

vol. 32, 2019.

[154] Z. Zhou, J. Shin, R. Feng, R. T. Hurst, C. B. Kendall, and J. Liang, “Integrating active

learning and transfer learning for carotid intima-media thickness video interpretation,”

Journal of Digital Imaging, vol. 32, pp. 290–299, 2019.
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