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Abstract 

Lead-based perovskites, APbX3, achieved over 23 % of efficiency within only 7 years after 

first their usage in solar cells. Although these lead-based perovskites have rapidly achieved 

the high efficiency, they have two intrinsic problems to be addressed to be commercialised; 

toxicity and instability. To address the problems of lead at the same time, new lead-free 

and air-stable materials such as inorganic materials including bismuth iodide and bismuth- 

or antimony-based perovskites are emerging. However, the efficiency of the solar cells 

employing these new materials is relatively low below 5%. This thesis explores these new 

materials especially bismuth-based perovskite and bismuth iodide inorganic material for 

their photoelectronic application with improved device performance. 

An inorganic material, BiI3 has suitable optical properties for photovoltaic application but 

due to the short carrier lifetime (180-240ps), it needs structure optimisation to achieve 

higher device performance. For this, in-situ processed BiSI interlayer was employed to 

enhance charge-carrier extraction before their recombination and it was monitored by 

transient absorption spectroscopy. Fabricated solar cell devices showed improved device 

performance with the BiSI interlayer.  

Regarding bismuth or antimony-based perovskites, large binding energy, high defects and 

large bandgap are main issues to be addressed. Bismuth/antimony mixed perovskites were 

fabricated and investigated using a combined experimental and computational approach in 

a collaboration with the university of Bath. In the study, it was found that Sb mixing 
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reduces the binding energy and it leads to higher solar cell efficiency. By employing 2D 

bismuth perovskite, improved PLQY obtained and it might come from the reduced defect 

density.  

In addition, nanocrystals (NCs) of bismuth or antimony-based perovskites were fabricated. 

These perovskites have high binding energy to overcome for the high-performance solar 

cell application, but this high binding energy can be helpful for high PLQY. Also, the 

reduced size to nanometre scale brings less defects in NCs and excitons are more prone to 

recombine radiatively. Therefore, NCs of Bi/Sb perovskite were fabricated to improve 

their optical property for opto-electronic application. The fabricated NCs were investigated 

by a range of characterisation techniques. 
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Chapter 1: Introduction 

1-1. General Overview 

Renewable Energy Demand 

Global energy demand has been increasing since the industrial revolution, and it is expected to 

continuously increase with population growth and the continuation of industrialisation.1 

Humans have been relying on fossil fuels, specifically coal, petroleum, and natural gas, for 

more than 400 years to meet their energy demands and they are still >80% dependent on these 

fossil fuels, which are non-renewable (Figure 1-1).1-3 However, fossil fuels have serious 

limitations in their continued use such as their increasing scarcity and greenhouse gas emissions. 

Therefore, the need to develop different energy resources has been growing and humans are 

beginning to find alternative energy resources that are renewable to supply their needs for 

sustainable development while avoiding the dangerous consequences of climate change.2 

Sunlight, which is the most abundant energy source with power density 1,000 W/m2 at the peak 

on the surface of the Earth, promises to be the one of the best long-term alternatives.4, 5 

Therefore, the installation of photovoltaics (PVs) that can convert this abundant solar energy 

to electrical energy has rapidly increased by nearly 320 times in the last 10 years, recording the 

generation of >500 GW in 2018 (Figure 1-2).6 This electrical energy is the most widely used 

energy form in the world due to its high transmission efficiency and convenience to control.7  
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Figure 1-1. Energy consumption around the world for 1985–2018.3 

 

Figure 1-2. The capacity of the PV installed around the world in 2000–2018.6 
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Solar Cell Generation Development 

The manufacturing cost of PVs has fallen steadily and continually since its invention, driven 

by continuous technological innovation and process improvements from $76.76/W in 1977 to 

$0.74/W in 2013 (Figure 1-3 (a)),8 leading to the growth of PV installation. More than 60% of 

solar panel products are silicon-based first-generation solar cells, as shown in Figure 1-3 (b), 

because silicon is an abundant element on Earth (~26%) and environmentally safe. Notably, 

monocrystalline silicon-based solar cells give high efficiency >25%, which was maximised to 

27.8% in 20189 and the solar panel market is dominated by first-generation silicon solar cells, 

which are those generally seen on rooftops. 

Despite these advantages of first-generation solar cells, they have a huge barrier, namely the 

need for monocrystalline silicon ingots to produce proper wafers for high-efficiency PV. The 

process for creating monocrystalline silicon ingots needs massive amounts of energy, 

particularly when it is produced in bulk,10 which accounts for about half of the total panel 

cost.11 A significant portion of previously mentioned cost reductions came from ‘economies-

of-scale’ benefits rather than system improvements.12 In addition, the thickness is another 

drawback of silicon solar cells because first-generation solar cells need to be >1 μm thick.13 

Thus, the need for a cheaper system in terms of the energy in production and thinner devices 

for various applications has emerged. 

To achieve systematic improvements to reduce the energy consumed during the manufacture 

of first-generation solar cells, second-generation solar cells appeared. Both first- and second-

generation solar cells are based on p–n junction theory, but second-generation solar cells, which 
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are called ‘thin-film solar cells’ are much thinner, thus enabling their flexibility and lower 

weight. The first-generation solar cells employ an indirect bandgap semiconductor of silicon14 

and therefore need to be thick to absorb most of the sunlight. Thin-film solar cells employ 

direct bandgap absorbers that allow them to absorb sufficient light to generate electricity in 

several hundreds of nanometers.15, 16  

 

Figure 1-3. (a) The price history of PV solar cells for 1977–2012 and the forecast in 20138 

and (b) market share for various photovoltaic (PV) technologies for 2007–201717. 

Thin-film solar cells are mainly based on amorphous silicon (a-Si), cadmium telluride (CdTe), 

or copper indium gallium selenide (CIGS). Although all of these have the advantage of large-

scale production with a vacuum deposition process, they present several unsolvable obstacles. 

Amorphous silicon solar cells show low efficiency and still require a high-cost process, CdTe 

solar cells contain the toxic heavy metal cadmium and the process of making quaternary CIGS 

cells is expensive. As a new alternative thin-film solar cell, copper zinc tin sulfide (CZTS) and 

copper zinc tin selenide (CZTSe) solar cells, which consist of cheap and non-toxic elements 

and use a low-cost manufacturing process have been developed and have shown recent 
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improvements in efficiency, but their efficiencies are not high enough for commercialisation.18, 

19 Even though thin-film solar cells have overcome some obstacles of first-generation solar 

cells, no type of cell presents a perfect alternative as each as certain barriers as mentioned above.  

 

Figure 1-4. Schematic illustrations of 3rd generation solar cells: (a) QDCS, (b) OPV, (c) 

DSSC and (d) PSC. 

For alternatives to first- and second-generation solar cells, many studies have been conducted 

on different types of PVs applied with different technologies. These third-generation solar cells 

include quantum dot solar cells (QDSCs), organic photovoltaics (OPVs), polymer solar cells, 

dye-sensitised solar cells (DSSCs), and perovskite solar cells (PSCs). They not only have the 

advantages of the second-generation solar cells but also enable large-scale production with a 
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solution process.20-22. In terms of QDSCs, they use quantum dots (QDs) as a light absorber, 

some of which have a size-dependent tuneable bandgap according to what materials they apply. 

They have the promise of multi-junction absorbance, which can theoretically lead to higher 

efficiency.23 OPVs employ conductive organic molecules or polymers as light absorption and 

charge transfer materials, and are lightweight, flexible, transparent, and have a tuneable 

bandgap.21 Regarding DSSCs, they are hybrid solar cells to which an inorganic electron-

accepting nanoparticle such as TiO2 is applied, which gives them a high surface area to organic 

dye sensitisers where charge carrier generation takes place.24 Recently, PSCs that employ 

perovskites as light absorbers have become one of the most attractive PVs due to their solution 

process and low cost, showing rapid growth in efficiency over the last few years.  

In summary, Figure 1-5 shows the efficiency improvements of various kinds of PVs since 1976 

and the efficiencies are proven by the national renewable energy laboratory (NREL).9 Despite 

these achievements in both efficiency and cost reduction and stability, they still do not supply 

the world’s demands. Therefore, achieving higher efficiency, stability and lower cost are 

necessary.  
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Figure 1-5. Best research-cell efficiencies by NREL.9 
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1-2. Perovskite Solar Cells 

Characteristics of Perovskite Solar Cells 

 

Figure 1-6. Schematic picture of ABX3 perovskite.25 

Perovskites have a crystal structure with the ABX3 formula where A is a large cation, B is a 

small cation, and X is an anion (Figure 1-6). The larger cation A occupies a cubo-octahedral 

site linked with 12 X anions and the smaller cation B occupies in an octahedral site for better 

stability, shared with six X anions. In halide perovskites, X represents the halide ions F-, Cl-, 

Br-, I-, or mixed halide ions. There are two common perovskites, methylammonium (MA) lead 

triiodide (MAPI), formamidinium (FA) lead triiodide (FAPI). They have advantages in massive 

productions such as solution- or vapour-based processes and have a low cost as reviewed by 

Park.25 

Lead-based perovskites have the following unique properties that make them suitable for 

electricity generation: (1) Long electron–hole diffusion lengths give generated charges a high 
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chance of being transferred to electrodes without recombination.26 (2) High optical absorption 

enables the use of ultra-thin layers with high short-circuit current (Jsc).27 (3) High open-circuit 

voltage (VOC) (1.07 V) is available with a thin perovskite active layer (~300 nm).28 (4) Free 

charge generation is predominant rather than exciton generation due to the low exciton binding 

energy (55 ± 20 meV).29 (5) The tuneable bandgap can maximise the Shockley–Queisser 

limit30—the theoretical efficiency limit—at 31% without angular restriction.31 

Evolution of Perovskite Solar Cell Structures 

 

Figure 1-7. Evolution of perovskite solar cell structures: (a) DSSC concept, (b) meso-structure 

concept with an insulating scaffold, (c) pillared structure, and (d) planar heterojunction concept. 

The spheres represent TiO2 in (a) and (c) and Al2O3 in (b). This figure is adapted from a 

reference25. 

MAPI, which is one of the most promising materials for a perovskite absorber, was first 

synthesised by Dieter Weber in 197232 and it has a tuneable optical bandgap between 2.46 eV 

and 1.6 eV with different halide content.33, 34 Its first application in a PV device was reported 

in 2009 in a DSSC structure (Figure 1-7 (a)) where perovskite works as a dye on TiO2 but it 
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showed low power conversion efficiency (PCE) of 3.8%.35 After three years, 2–3 nm of 

perovskite was applied to QDSC as QD and generated 6.5% efficiency with post-annealing 

condition.36 Then, Snaith’s group achieved a remarkable efficiency rise to 10.9%.37 They 

employed 2,2 ́,7,7 ́tetrakis-(N,N-di-p-methoxyphenylamine)9,9 ́-spirobifluorene (spiro-

OMeTAD) as a hole transport material (HTM) and replaced the semi-conductive TiO2 with 

insulating Al2O3 as illustrated in Figure 1-7 (b). In this structure, the holes generated in the 

perovskite active layer were more effectively extracted to spiro-OMeTAD than to the 

previously applied hole transport materials (HTMs) or redox electrolytes based on 

iodide/iodine, which resulted in high JSC and VOC. This new structure brought fresh insights 

into perovskite. Unlike DSSC, electron transfer to an electrode can occur win the perovskite 

layer without any semi-conductive scaffold with long electron diffusion length in MAPI..26, 37 

Therefore, a pillared structure in which the perovskite phase fills the pores of meso-porous 

TiO2 pillars (Figure 1-7 (c)) and a planar pin heterojunction structure (Figure 1-7 (d)) were 

proposed and PCEs of 15.0%38 and 15.4%28 were achieved in the these structures, respectively. 

Then, these structures became the most common in PSCs. After that, rapid improvements in 

efficiency have occurred as a deeper understanding of the material has unfolded and rapid 

progress in processing conditions such as anti-solvent dripping, device architectures including 

an inverted structure39 and precursor chemistries with triple- and quadruple-cation 

perovskites40, 41 has been implemented, recently achieving up to 22.7%9 PCE. 

Two Intrinsic Problems 

Despite the high efficiency and economic advantages of organic–inorganic hybrid PSCs for 

large-scale production, they have two serious limitations, their stability and toxicity. In terms 
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of stability, the causes of the degradation of lead halide perovskite in PV have been researched 

and revealed as temperature42, moisture43, ultraviolet (UV) light44, and oxygen45. Various trials 

have been attempted to produce more-stable PSCs, such as encapsulating the cell46, employing 

different electron transport materials (ETMs)47-49, building with an inverted structure39, 50, 

bromide-mixed perovskite51, all-inorganic perovskite52, perovskite with low-dimensionality53 

and creating triple- or quadruple-cation composition lead halide perovskite40. Although these 

trials have successfully extended the lifetime of the fabricated solar cells, another critical issue 

in lead-based perovskites is their toxicity. Lead perovskites decompose and partially dissolve 

in water; thus, they may contaminate and poison water sources. Lead poisoning seriously 

affects many organs and tissues,54 and many countries have therefore banned the use of lead in 

commodities.55 This intrinsic characteristic of lead is inevitable and there is one obvious 

solution to this problem, replacing the lead. 
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1-3. Lead-free Perovskite Solar Cells 

Tin Perovskite Solar Cells 

 

Figure 1-8. Schematic illustration of the oxidisation process from CsSnI3 to Cs2SnI6.
56 

Expecting similar optical properties, tin, which is also in group 14 and has similar chemical 

properties, was suggested as an alternative to lead. The structural properties of tin halide 

perovskites were reported in 1974 and 199157 and its thin-film structure and optical properties 

were reported in 2010.57-59 The first application of a tin halide perovskite in a solar cell structure 

was as a hole transport layer (HTL) in a DSSC.60 Then, the application of tin halide perovskite 

as the active layer in a PSC emerged, initially to tune the bandgap of the lead halide perovskite 

by changing the ratio of lead and tin.61 The development of tin-based perovskites are 

continually in progress, applying 2D structures and mixed cations or halides in perovskites, 

finding optimal solvents and anti-solvent treatments.62-66 In recent studies, efficiency has been 
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growing by employing ETLs with well-matched band energies,67, 68, new A-site cations,69, new 

deposition methods,70 and new additives71, exceeding 13% of PCE.   

Despite this development, tin-based perovskites also have an intrinsic problem that Sn2+ is 

easily oxidised to Sn4+, and so ASnX3 easily goes through oxidisation to A2SnX6 in air, as 

shown in Figure 1-8.56 To prevent this oxidation, SnF2, which provides extra Sn2+, has become 

a common additive to tin halide perovskites to displace Sn4+.72, 73 Recent works shows the 

improvement in stability by introducing additives like an antioxidant, a polymer, and a 

bidentate ligand.74-76 

Quasi-2D tin perovskites or 2D/3D-mixed perovskites are emerging as well. The quasi-2D 

structure has improved the stability of the tin-based perovskites.63, 64 The quasi-2D structure 

can be obtained by employing a large cation at the A-site.53 The 2D perovskite can be made 

when the organic A -site cation is large with a long chain because this long chain split the layers 

of the perovskite, forming An-1BnX3n+1, where n indicates the layer thickness of metal halide 

sheets, not ABX3. Recent study revealed that shorter alkyl chain length of A-site cation 

promotes perpendicular crystal growth of 2D tin-based perovskite films, while longer chain of 

A-site cation leads parallel crystal growth.77 This ordered orientation of 2D perovskites brought 

improved device efficiency as well.78 The luminescence property can be enhanced by this 2D 

perovskite strategy because the longer and larger A-site cation passivates the perovskites.79, 80    

However, although the progress in this tin-based perovskite field, the efficiency and the 

stability issues are not sufficiently addressed yet for commercialisation. Especially, tin-based 

perovskite is still much more unstable than lead-based perovskites. Thus, research into other 
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alternatives is still needed. 

Stable Lead-free Perovskite Solar Cells 

 

Figure 1-9. Schematic illustration of (a) double perovskite and (b) Sn4+ perovskite.81, 82 

To overcome the stability and the toxicity problem of lead halide perovskites, stable lead-free 

perovskites including double perovskite, Sn4+ perovskite, bismuth-based perovskites and 

antimony-based perovskites are emerging.  

After Slavney et al. reported the synthesis of the first halide double perovskite—Cs2AgBiBr6—

in 2016,83 several different types of double perovskites with silver and bismuth have been 

suggested with increased solar cell efficiency.81, 84-87 They have long carrier lifetime, and 

therefore, there are high possibility of charge transfer to other layers before charge 

recombination, 83, 88 and one of these double perovskites achieved 4.3% of PCE, which is the 

highest among stable lead-free perovskites.89 The development on this kind of materials is still 

ongoing with doping and component replacement, improving their optical properties.90-92 
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However, due to the inherent characteristics which is not suitable for solar cell application, for 

example, large indirect band gap, large charge carrier effective masses, low charge carrier 

transport capability, and poor sunlight absorption capability, other alternatives are still 

needed.93, 94 

Already oxidised Sn4+ perovskite is another type of stable lead-free perovskite. In A2SnX6, Sn 

has a +4 oxidation state and thus does not lose its optical properties due to oxidation. The first 

application of this perovskite was also HTL in DSSC like the Sn2+ perovskite.95 Despite the 

presence of isolated octahedral units due to vacancies, the closely packed iodide lattice 

provides significant room-temperature carrier mobility in Cs2SnI6 (310 cm2/V∙s), which is the 

same order of magnitude as that of CsSnI3.
95, 96 However, unlike Sn2+ perovskite, this type of 

perovskite has not yet been unable to achieve high efficiency due to its natural metallic 

conductivity, which comes from the high density of iodine vacancies and impurities in the 

material.97 

Bismuth and Antimony Perovskites 

Bismuth- and antimony-based perovskites are other emerging lead-free and stable perovskites. 

They have a A3B2I9 structure, where A represents small cations and B represents the metal 

cations Bi or Sb. Unlike lead- or tin-based perovskites, these lead-free perovskites have 

octahedral halide coordination around the trivalent metal ions, forming [Bi2I9]
3- or [Sb2I9]

3- 

double octahedra that are surrounded by cations such as Cs+ or MA+ (Figure 1-10).98, 99 These 

perovskites are also called 0D perovskites because the [Bi2I9]
3− or [Sb2I9]

3- form the face-

sharing double octahedra clusters rather than corner-sharing [BiI6]
- or [SbI6]

- octahedra.99-101 
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This term ‘0D’ does not mean that these materials are in quantum dots or small nano crystals 

(few nano size). This term is from the structure of the unit cell which includes [Bi2I9]
3- or 

[Sb2I9]
3- clusters, which are discrete molecular clusters. Additionally, they are not proper 

perovskites but perovskite analogues, which cannot form ABX3 structure. Depending on the 

size of the small A-site cations, a 2D-layered perovskite structure is also available.102  

 

 

 

Figure 1-10. Schematic picture of the Cs3Bi2I9 structure. The dark lines indicate the unit cell 

and the cyan octahedra indicate the [Bi2I9]
3- octahedra.100 

These materials are attracting interest in this field with low-toxic and stable characteristics and 



Page | 42  

 

also they have high enough absorption coefficient to make thin solar cell devices.100 However, 

these materials has high Wannier–Mott exciton binding energy over 200 meV, which is higher 

than that of lead-based perovskites (25–50 meV), 29, 100, 103 and therefore, the charges generated 

in these materials forms not free charges but excitons. In addition, it was reported by Mathews 

et al. that there are the deep energy defects acting as recombination centres.104  

Although the optical properties are not ideal for solar cell application, the efficiency of the solar 

cells employing these materials has been increasing from 1% to nearly 3% with the progress in 

device architecture and precursor chemistries as our understanding of the materials grows. 

Since the first application of bismuth-based perovskites as a solar cell absorber with 1.1% PCE 

by Park et al.100, attempts have been made to improve their efficiency.105-109 In a recent study 

employing two-step vapour-assisted processes brought remarkably improved efficiency to 

3.2%.110 In antimony-based perovskites, Hebig et al.111 reported on a 0.49% planar solar cell 

with 0D MA3Sb2I9 dimer. After this report, several antimony-based perovskites were reported 

with gradually increasing efficiency and a broadened understating of the materials.99, 112, 113 

High efficiency improvements were achieved in inverted n-i-p-type solar cells; in particular, 

using polymer hole transport material (HTM) instead of poly(3,4-ethylenedioxythiophene) 

polystyrene sulfonate (PEDOT:PSS) achieved the current efficiency record of 2.7%.102, 114 

Recent works shows other applications for these 0D perovskites for various purposes. Bismuth-

based perovskite is applicable for data storage in resistive switching memory devices with high 

reproducibility and reliability.115 A photodetector with bismuth-based perovskite was also 

recently reported.116 They also showed photocatalyst abilities for CO2 reduction and pollutant 

degradation.117, 118 Additionally, they can be used as a catalyst for C-H bond activation and ring-
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opening reactions of various epoxides.119, 120 Based on the material characteristics of these 

perovskites and their already reported applications, it seems that they can be used for more 

varied purposes. For this, it seems necessary to have a wider and deeper understanding of the 

understanding of these materials.  

BiI3: Stable Inorganic Solar Cells 

All-inorganic metal-halides such as bismuth iodide (BiI3) are potential candidates as light 

absorbers in solar cells.121-123 Bismuth is one of the most popular elements for lead replacement 

as it exhibits chemical similarity and similar density.124 Like lead, it has a [Xe]4f145d106s2 

electronic configuration, which makes bismuth resistant to oxidation due to the presence of an 

inert 6s2 electron pair.125 BiI3 possesses a rhombohedral crystal structure (space group R3̅)126 

with a layered 2D structure built from BiI6 octahedra where the iodide atoms occupy a 

hexagonal close-packed lattice and the bismuth atoms occupy 2/3 of the octahedral sites 

between every second layer (Figure 1-11).127 

 

Figure 1-11. Crystal structure of BiI3 showing the octahedrally coordinated Bi atoms.131 

BiI3 has been widely applied in X-ray detectors due to its large X-ray cross-section availability 
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that results from its large nuclear mass.128 After the first applications of this material as a HTL 

in organic solar cells,129 it has been attracting interest for photovoltaic (PV) applications due to 

its well-suited optical properties.122, 130, 131 The bandgap (indirect) of BiI3 is ~1.7 eV122, 130, 131 

and it has a high absorption coefficient of >105 cm−1 in the visible spectral region, which make 

this material attractive.131 Another attractive feature of BiI3 is that it can be solution-

processed.121, 122 In addition, its electron mobility was measured as 260 ± 50 cm2/V·s, which 

can be improved to 1,000 ± 200 cm2/V·s by Sb doping.128, 132 As such, BiI3/organic HTM layers 

were used by Lehner et al., leading to a PCE of 0.35%.122 Further improvements in device 

performance will inevitably require a better understanding of the material chemistry and 

optimising the components and device structures. Tiwari et al. showed that the performance of 

BiI3 devices can be improved using a poly-(9,9-di-n-octylfluorenyl-2,7-diyl) (F8) hole 

transporting material instead of polytriarylamine (PTAA).122, 123 Hamdeh et al. improved the 

PCE from 0.32% to 1% by annealing the as-deposited BiI3 film under a solvent vapour 

environment.121 Recently, anti-solvent treatment and an inverted structure were employed to 

the BiI3 solar cells by Kang et al., and this new approach resulted in a 1.5% of PCE.133 The 

device efficiency is increasing with these simple structural optimisation. Therefore, further 

effort to optimise structure of solar cells with bismuth iodide seems necessary to improve it. 

Lead-based perovskites currently outperform all alternatives due to both lead’s excellent 

properties and the huge research efforts on these materials. Despite the similarities in the 

electronic properties between the group-14 metals, tin-based perovskites have not yet become 

a perfect alternative because of their fast oxidation rate. Stable lead-free perovskites, 
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particularly bismuth-based perovskites and bismuth–iodine salts, are emerging and their device 

efficiencies are growing. I believe that lead-free halide perovskites and stable inorganic 

materials will take significant steps forward toward practical applications in photovoltaic areas 

with research to understand their physical properties. 
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1-4. The Basic Working Principles of Solar Cells 

Semiconductors 

On an atomic level, electrons exist in discrete quantum energy levels, or atomic orbitals. When 

a pair of atoms are combined to form a molecule, the molecular orbitals are rearranged, forming 

a pair of molecular orbitals with slightly higher and lower energy levels than the original levels 

as described in Figure 1-12 (a). When a very large number of atoms are combined in a solid, 

each atomic orbital is rearranged into very large number of energy levels. If the rearranged 

energy levels are so close that they are overlapped, they form continuous bands of energy 

(Figure 1-12 (b)). 

 

Figure 1-12. Schematic illustration to demonstrate (a) the formation of bonding and 

antibonding molecular orbitals for a diatomic system and (b) the formation of continuous bands 

from molecular orbitals. 
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These bands are occupied or nor occupied when the original molecular orbitals are occupied or 

not, respectively. The highest occupied band contains the valence electrons and it is called 

valence band (VB). The lowest unoccupied band is called conduction band (CB). When the 

valence band overlaps with the lowest unoccupied band in energy in a material, this material is 

called metal. In a metal, the empty states at similar energy level allow the electrons to be excited 

easily, and these electrons can act as transporters of heat or charges. Therefore, the metal can 

conduct the heat and electric current. When the valence band is completely full and separated 

from the next empty band by an energy gap, so called bandgap (Eg), the solid is called a 

semiconductor or an insulator depending on the value of the bandgap. The electrons in this kind 

of materials require energy to overcome the band gap to be removed to the nearest unoccupied 

level, therefore these materials do not conduct hear or electricity easily.  

 

Figure 1-13. Schematic illustration of the band structure of a metal, a semiconductor and an 

insulator. 
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Semiconductors are distinguished these kinds of materials with bandgap between 0.5 eV and 3 

eV (0.5 eV≤Eg ≤3 eV). Semiconductors have a small conductivity in the dark because only a 

small number of valence electrons can have enough kinetic energy to overcome the bandgap at 

the room temperature. Insulators have wider band gap more than 3 eV (Eg > 3eV). Therefore, 

conductivity at the room temperature is negligible. Materials with bandgap less than 0.5 eV 

(Eg < 0.5 eV) can have a reasonably high conductivity at the room temperature, and therefore 

they are also called, semimetals.  

Electrons in the semiconductors can get some kinetic energy from vibrations of the lattice and 

some of them are able to break free. The freed electrons which is excited to the conduction 

band are able to travel and transport charge or energy. Meanwhile, the vacancies, which are left 

after electrons are excited, are able to move and also can conduct. These semiconductors also 

can be conductive when they are exposed to the light of energy greater than their bandgap. 

When a photon is absorbed by an electron in a valence band, the electron becomes free from 

the lattice and promoted into the conduction band. This creates a vacancy in the valence band. 

These created free electron and hole by the light can conduct electricity, and it is called 

photoconductivity. Photovoltaic devices use these photoconductive semiconductors to convert 

solar energy into electricity and involve three processes. 

Photovoltaics 

In photovoltaic devices, the energy from photons is absorbed by a light absorber and then the 

electrons in the ground-state that absorb energy become excited, generating electron–hole pairs. 

Materials with a small dielectric constant have a relatively high electron–hole binding energy, 
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and so the electron–hole pairs generated by the photons to be bound are called excitons.134 

Obtaining free charge carriers in such materials requires a certain amount of energy to 

overcome the binding energy. Then, the free charges usually diffuse into an interface between 

the donor and acceptor materials and dissociate. In lead-based perovskite materials, their large 

dielectric constant leads to a low exciton binding energy (for MAPI, 55 ± 20 meV at room 

temperature) and while free charge carriers and weakly bound excitons coexist, the free charge 

carriers dominate.29 The weekly bound perovskite excitons are also easily dissociated by 

thermal energy at room temperature. Finally, the charge carriers, electrons and holes, are 

collected by an external circuit. For more effective charge extraction/transfer, heterojunctions 

for the electron and hole transport layers are generally interposed between the electrode and 

perovskite layer. An effective solar cell device can be produced by transporting the generated 

charge carriers without loss through the recombination processes described below. 

Photoexcitation 

The generation of electron–hole pairs by light absorption is fundamental to the operation of a 

solar cell and an ideal solar cell absorber should be able to absorb sufficient sunlight to have 

high efficiency. Since light is both absorbed and reflected by the surface of a solar cell device 

and transmitted through the device, it cannot achieve complete absorption. While reflections 

can be reduced by introducing anti-reflection coatings, the transmittance relies on the light 

absorber.  

When the photon energy (E) is less than the bandgap energy (Eg) (E < Eg), photons cannot 

excite the electrons from the valence band (VB) to the conduction band (CB). When a photon 
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has the energy equal to or larger than the bandgap energy (E ≥ Eg), photons can excite the 

electrons, but excess energy is quickly lost and the carriers relax to the band edges. Although 

the photons have much more energy than the bandgap (E > Eg), the excess energy is lost, thus 

achieving the same result as (E = Eg). 

Figure 1-14 shows a schematic of the optical absorption transitions of Si, which has an indirect 

bandgap, and GaAs, which has a direct bandgap. For materials like Si with indirect bandgap, 

the CB minimum and VB maximum aligns at different values of the wavevector (k), and 

therefore a photon with Eg is insufficient to create the electron–hole pair because the excitation 

of electrons across the fundamental bandgap requires a change in momentum. The extra 

momentum can be supplied by a phonon, which is a collective excitation, in a periodic or elastic 

arrangement of atoms in the material. The absorption coefficient (α) of this kind of material is 

relatively low, which leads to the devices having a thick light absorber to absorb sufficient light 

to generate charges. For efficient solar cells, the minority carrier diffusion length of the light 

absorber needs to exceed its absorption depth. Although Si has an indirect bandgap, it has a 

large recombination lifetime and large diffusion length, and so an efficient solar cell device can 

be produced with Si. In materials such as GaAs with a direct bandgap where the CB minimum 

and VB maximum occur at the same wavevector value, a photon with Eg creates an electron–

hole pair. The materials with a direct bandgap generally have a high absorption coefficient, 

which means that the solar cell devices can be as thin as several hundreds of nanometers.134 



Page | 51  

 

 

Figure 1-14. Schematic of the optical absorption transitions of a) Si and b) GaAs. 

Charge-carrier Recombination 

The absorption of photons causes electrons to move from the valence band (VB) to the 

conduction band (CB), forming electron–hole pairs. These electrons and holes recombine 

where these two carriers annihilate each other. Depending on whether the energy released by 

this recombination is emitted in the form of a photon or heat, recombination processes can be 

classified as either radiative recombination or non-radiative recombination. These 

recombination processes are undesirable in solar cell devices as they lose charge before they 

can be collected by the electrodes.  
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Figure 1-15. Recombination processes in solar cells: (a) radiative band-to-band, (2) non-

radiative via a trap state and (3) Auger recombination. This figure is adapted from a reference134. 

Figure 1-15 illustrates different recombination pathways. The first recombination is free carrier 

band-to-band recombination, which is often referred to as radiative bimolecular recombination. 

This is the reverse process of photon absorption. In a direct bandgap material, when electrons 

have become relaxed to the valence band, they emit photons with energies equal to bandgap 

energy while the relaxation energy is partially shared with a phonon in a material with an 

indirect bandgap. The second recombination is the non-radiative recombination visa trap state. 

Impurities or defect states can form localised energy levels between the CB and VB of a 

semiconductor. This energy level can trap electrons and holes and they become relaxed through 

this energy level. The single-level trap recombination process relies on the position of the 

energy level of the trap state because when the energy level is very close to one of the band 

edges of CB or VB, it will not trap both electrons and holes. Meanwhile, if the energy level of 

the trap state is sufficiently far from the band edges, the charges can be easily trapped in this 

energy state. The third recombination is Auger recombination, which is another non-radiative 

recombination involving the interaction between three particles: two holes (or electrons) and 
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one electron (or hole). Electrons and holes directly recombine as a radiative recombination 

while the energy from the relaxation is delivered to another charge carrier and the excited 

electron or hole then rapidly relaxes and releases energy as phonons. All three recombination 

processes could happen simultaneously; therefore, the overall recombination rate is the sum of 

the rates of three processes. 

In addition, the charge transferred to ETL or HTL can also go through a recombination 

processes as described above. If the thickness of ETL is longer than its carrier diffusion length, 

the transferred charge cannot transfer to the electrode. The transferred charge can recombine 

with the other charge remaining in the light absorber. When contact occurs between ETL and 

HTL due to pin-holes or cracks, the transferred holes and electrons are recombined at the spots. 

Electron and Hole Collection Strategies 

The devices’ photocurrent is limited by the amount of charge extracted from the solar cell, 

whereas the photovoltage is dependent on the bandgap. Therefore, a small bandgap would 

increase the photocurrent as more electrons could be excited but lower the photovoltage. For 

efficient solar cell devices, as much generated charge should be transferred to the electrodes as 

possible to minimise the charge recombination.  
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Figure1-16. Generic structures of perovskite solar cells: (a) conventional n-i-p mesoscopic, (b) 

conventional n-i-p planar, (c) inverted p-i-n planar and (d) inverted p-i-n mesoscopic 

structures.135 

Figure 1-16 shows the four major device structures used for perovskite solar cells. Each 

structure consists of six basic components: a transparent electrode, a metallic electrode, a light 

absorber, an electron transport layer, a hole transport layer and a glass substrate. The two 

electrodes transfer the collected charges to the external circuit and two transport layers are 

necessary to improve the sensitivity of the charge collection for the respective electrodes.136 

The components of the solar cells can vary depending on the generation of the solar cells or 

the type of light absorber. The first two perovskite device structures are called ‘conventional’ 

device structures because they parallel DSSCs by employing nanocrystalline TiO2 as the 

electron transport layer (ETL), but the light-harvesting dye and the liquid electrolyte were 

replaced with the halide perovskite and the solid-state hole transport layer, respectively. If the 

HTL is on top of the perovskite absorber and the ETL is below it, forming an p-i-n structure, it 

is called an ‘inverted’ structure.137  
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Figure 1-17 shows the schematic of the charge transfer processes in a conventional perovskite 

device. There are three desirable processes: (1) photo-excitation, (2) electron transfer to the 

ETM (TiO2 or SnO2) and (3) hole transfer to the HTM such as a spiro-OMTAD or Poly(3-

hexylthiophene-2,5-diyl) (P3HT) and then the transferred charges goes to electrodes, 

generating electricity. However, there are four undesirable processes that block the charge 

transfer to the electrodes, (4) recombination of generated charges, (5, 6) charge back transfer 

at the interfaces and (7) charge back transfer between the ETM and HTM when there is contact 

between them.  

 

Figure 1-17. The schematic of the electron-transfer processes in a perovskite solar cell device. 

(1) photo-excitation, (2) electron transfer to the ETM, (3) hole transfer to the HTM, (4) 

recombination of generated charges, (5, 6) charge back transfer at the interfaces and (7) charge 

back transfer between the ETM and HTM. 
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Figure 1-18. The timescale of the charge processes in a perovskite solar cell.  

Figure 1-18 shows the timescale of the charge processes in a perovskite solar cell. The absorbed 

photons generate the exciton and subsequently, free charge carriers, in the timescale range of 

femtosecond to picosecond. Generally, electrons and holes are transported to ETL and HTL 

within several nanoseconds through the bulk by diffusion or drift and then usually extracted by 

the transfer materials within several microseconds.134, 138-140  
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1-5. Project Aims and Thesis Outline   

The main motivation of this project is to contribute to efforts to manufacture devices with lead-

free and air-stable materials, particularly bismuth-iodide- and bismuth-and-antimony-based 

perovskites. Achieving this requires a comprehensive understanding of not only the material 

itself but also the relationship between the processing parameters, film properties and device 

performance. Thus, this thesis focuses on understanding these materials by a range of 

characterisation techniques and then finding ways to improve their solar cell performance 

based on this understanding.  

Specifically, this project uses steady-state and transient spectroscopic techniques to reveal the 

optoelectronic properties of bismuth iodide, x-ray diffraction techniques to obtain 

crystallographic information and electron microscopy to see the morphologies of the fabricated 

films. The experimental details of these techniques can be found in Chapter 2.   

Chapter 3 focuses on finding a way to improve the charge separation and photovoltaic 

performance of bismuth iodide. This was achieved using an in situ-formed bismuth sulfide 

iodide interlayer between the light absorber and the ETL.  

Chapter 4 presents two ways of improving the optoelectronic properties of bismuth-based 

perovskites. The first approach introduces a quasi-2D perovskite structure by changing the 

small A cation methylammonium (MA+) to larger one, phenylethylammonium (PEA+). The 

other approach is to mix bismuth and antimony in a perovskite structure, forming (MA)3(Bi1-

xSbx)2I9. They successfully improved the optoelectronic properties for the solar cell 

performance. 
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Chapter 5 introduces nanocrystals with bismuth- and antimony-based perovskite and their 

mixture. The fabrication of the nanocrystals and their characterisation can be found in this 

chapter. 

Chapter 6 contains the conclusion and describes future work. It is believed that the insights 

from the studies in this thesis are also applicable to lead-free and air-stable materials and 

provides proper recommendations for future work. 
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Chapter 2: Experimental Technique 

2-1. Materials and Sample Fabrication  

Materials 

TiO2 nanoparticle paste (30NR-D), phenylethylammonium iodide (PEAI) and 

Methylammonium iodide (MAI) were purchased from Dyesol Ltd. Antimony bromide, 

antimony iodide and caesium bromide were obtained from Alfa Aesar. N(PhBr)3SbCl6, bismuth 

bromide, bismuth iodide, mp-Al2O3 in isopropanol (20 wt%), tin chloride dihydrate, lithium 

bis(trifluoromethylsulphonyl)imide (LiTFSI), tert-butyl pyridine (TBP), acetonitrile, oleic acid, 

oleylamine, terpineol, titanium isopropoxide, 2-methyloxyethanol, poly (methyl methacrylate) 

(PMMA), Poly(3-hexylthiophene-2,5-diyl) (P3HT), ethanolamine and Bathocuproine (BCP) 

were purchased from Sigma Aldrich. Bismuth chloride, caesium chloride, caesium iodide, 

hydriodic acid, anhydrous dimethylformamide (DMF), dimethyl sulfoxide (DMSO) and 

anhydrous chlorobenzene (CB) were purchased from ACROS Organics™. poly(3,4-

ethylenedioxythiophene) polystyrene sulfonate (PEDOT:PSS), [6,6]-Phenyl C71 butyric acid 

methyl ester, mixture of isomers (PC70BM) and Spiro-OMeTAD were purchased from Heraeus 

Clevios GmbH, Ossila and Feiming Chemical Limited, respectively. Absolute ethanol, acetone, 

toluene and isopropanol (IPA) were purchased from VWR. All products were used directly 

without any further purification. Indium(III) O-2,2-dimethylpentan-3-yl dithiocarbonate 

(indium dimethylpentyl xanthate) was received from Thomas Rath, who is a previous postdoc 

in our group, and it was synthesised following a reported synthesis procedure.1  
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Sample Preparation 

The more specific film, device fabrication and nanoparticle synthesis conditions will be 

introduced in each individual chapter. For the characterisation of the materials, thin films, 

nanoparticles and powders were required.  

In general, thin films were prepared on glass substrates (VWR chemicals) that were cleaned 

using an ultrasonic bath treatment in deionised water (DI-water), acetone and isopropanol for 

15 min each then dried with nitrogen blowing. For the deposition of a mesoporous (mp)-TiO2 

or mp-Al2O3 layer, a diluted TiO2 paste or mp-Al2O3 was spin-coated on the cleaned glass 

substrates and then annealed first on a hot plate and then in a furnace. For the deposition of the 

compact (c)-TiO2 or c-SnO2 layer, a prepared precursor solution for each element was spin-

coated and then annealed first on a hot plate and then in a furnace. The active layers were 

deposited directly on one of these prepared substrates or on the glass substrates. The hole 

transport material (HTM) or PMMA, which is an insulating polymer, was deposited on the 

prepared active layers when needed. 

Commercial indium tin oxide (ITO) glass substrates were used for the device fabrication. The 

glass/ITO substrates were cleaned consecutively in ultrasound baths with soap, DI-water, 

acetone and isopropanol in order for 20 min each and then dried by N2 blowing and heating in 

the oven. Then, the compact ETL, active layer, and HTL were prepared depending on the device 

structure through the same process as above. Finally, 100 nm of Ag as a backside electrode was 

thermally evaporated at a pressure not higher than 5 × 10-6 bar.  

Nanoparticles were synthesised by slowly dropping a prepared precursor solution into an 
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antisolvent. The precursor solution was prepared by mixing bismuth halide or antimony halide 

with caesium halide in a 2:3 ratio in DMSO. After the dropped precursor solution reacted with 

the antisolvent, perovskite particles of various sizes were obtained in the solution. This solution 

was centrifuged to remove the larger particles and then the nanoparticles were prepared. 
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2-2. Steady-state UV-Vis Absorption Spectroscopy  

Materials for a solar cell active layer absorb sunlight and generate charge carriers; therefore, 

knowing what range of radiation the material absorbs, which is a basic optical property, is 

necessary. Steady-state UV–Vis absorption spectroscopy is a very useful characterisation 

method to study the range of radiation absorption of photovoltaic materials.  

For a liquid sample, a UV–Vis spectrometer can just measure the direct transmittance (%), 

which is the ratio of the light transmitted through the liquid sample. For the liquid sample, the 

sample’s reflectance is neglected because the value is relatively small. Therefore, the sample’s 

absorbance can be obtained using the Beer–Lambert Law: 

Absorbance = ε c l = −log
𝐼𝑡

𝐼0
= − log 𝑇        (Eq. 2-1) 

where ε is the molar absorption coefficient, c is the concentration of the liquid sample, l is the 

path length of the light, It is the intensity of the transmitted light, I0 is the intensity of the original 

light, and T is the transmittance of the sample (see Figure 2-1). Note that there are other 

processes happening such as scatter, refraction and diffusion, but they are not considered for 

the absorbance calculation because their values are very small and could be reduced to their 

minimum by the spectrometer. 

Meanwhile, the sample’s reflectance must be considered for a film sample because its 

reflectance is non-negligible. Therefore, the absorption percentage rather than the absorbance 

is used for the film samples where the reflectance is non-negligible.  

 



Page | 72  

 

 

Figure 2-1. A schematic illustration of light passing through a liquid sample. 

 

Figure 2-2. A schematic illustration of the types of reflected light.2 

Reflectance can be measured by shining light (incident light) on a sample and measuring the 

light reflected from the sample. The reflected light consists of specular reflected light and 

diffuse reflected light and its combined is referred to as the total reflected light. Figure 2-2 

shows a schematic illustration of these light types. The angle between the incident light and the 
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sample surface is called the incident angle, θ. The specular reflected light is that reflected 

symmetrically when the surface is smooth. The diffuse reflected light is the diffuse light 

reflected in all directions from rough surfaces such as paper and powder surfaces. The total 

reflected light is the total combination of the specular and diffuse reflected light.  

The absorption percentage is the amount of light absorbed by the sample rather than transmitted 

or reflected. Therefore, the absorption can be obtained by the following equation: 

Absorption (%) = 100 (%) − 𝑇(%) − 𝑅(%)        (Eq. 2-2) 

where T is the transmittance and R is the total reflectance. 

The obtained range of the radiation absorption gives information about the material including 

which wavelengths excite the sample for other spectroscopies including transient absorption 

spectroscopy and steady-state and transient photoluminescence. In this thesis, the steady-state 

UV–visible absorption spectroscopy was investigated using a Shimadzu 2600 

spectrophotometer including an ISR-2600Plus integrating sphere attachment. 

In addition, the absorption coefficient of a material can be determined using this UV–Vis 

spectroscopy and the equation: 

α = − ln (
T

(1−R)
) /𝑑        (Eq. 2-3) 

, where α is absorption coefficient, T is transmittance, R is the reflectance, and d is the thickness 

of the sample. It is also important to know the absorption coefficient of a material because the 

optical band gap, which is the energy difference between the conduction band (CB) and the 
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valence band (VB) of the material, can be estimated by constructing a Tauc plot: 

(αhν)n =  A (hν − Eopt)       (Eq. 2-4.) 

where n = 2 for direct allowed transition and n = 0.5 for indirect allowed transition, h is Planck’s 

constant, v is the speed of light, Eopt is the optical bandgap and A is a constant.3, 4 By plotting 

(αhν)n against hν and finding linear behaviour in a certain region, direct or indirect optical 

bandgap information can be given where the extrapolation of this straight line intercepts the 

hν-axis.  
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2-3. Transient Absorption Spectroscopy (TAS) 

It is important to characterise fundamental processes of functioning devices, which include 

charge generation, separation, dissociation, and recombination. However, these processes 

occur in a few femtoseconds-to-microseconds and so ultra-fast techniques are necessary to 

understand them and different processes are observed at different time scales.5–7 For example, 

the recombination of separated charge carriers on perovskite solar cells can be collected in 

microsecond timescale.7 Transient absorption spectroscopy (TAS) is a very effective method 

with which to investigate those time-related processes, particularly non-emissive transient 

charge carriers that are generated by photo-excitation.  

 

Figure 2-3. Schematic diagram showing the TAS setup used in this project. 

As illustrated in Figure 2-3, for the TAS study, a sample is first excited by a pulsed excitation 

laser. The wavelength of the excitation laser is determined by the result from the steady-state 

absorption spectroscopy to promote the sample into its excited states with the laser. While the 

sample is being relaxed from its excited states, the absorbance of the excited states is monitored 
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by a constant probe light. Then, absorption signals are measured by a detector and processed 

by an oscilloscope as a difference between the absorption measured after and before the laser 

pulse, resulting in a difference in optical density (ΔOD). The ΔOD is mainly contributed by 

four processes: ground-state bleaching, stimulated emission, excited-state absorption and 

product absorption; the first two absorptions result in negative signals while the other two give 

positive signals.8 These signals can be plotted vs. time at constant wavelength, or vs. the 

wavelength at a constant time point. The plot vs. wavelengths at a constant time point can give 

information about what is being observed and the plot vs. time at a constant wavelength can 

give the lifetime of what is observed. 

In this thesis, I employed µs-TAS, which is TAS measurements carried out at the microsecond 

timescale. The films were excited in a nitrogen atmosphere by a pump light source (a dye laser 

from Photon Technology International Inc. GL-301 pumped by a Photon Technology 

International Inc. GL-3300 nitrogen laser; the laser excitation energy density was ~15 μJ·cm-

2). A probe light that was generated by a quartz halogen lamp (100 W; Bentham, IL 1) passed 

through the excited samples and electronic band-pass filters (Costronic Electronics) and the 

probe light was detected with light detectors (Si-photodiodes; Hamamatsu Photonics, S1722-

01). The TAS signals were amplified by a digital oscilloscope (Tektronics, DPO3012) and 

collected and synchronised using a trigger signal of a pump laser pulse from a photodiode 

(Thorlabs Inc., DET210).  
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2-4. Steady-state Photoluminescence (PL) Spectroscopy 

Photo-excited materials that absorbs the energy from the incident light can lose energy through 

different processes and relax to their ground state as explained in chapter 1-4. The possible 

emissive process is illustrated in Figure 2-4. 

 

Figure 2-4. A schematic diagram of the photoluminescence process in direct-band-gap semi 

conductive materials. 

In the case of direct gap material, both the CB minimum and the VB maximum appear at the 

centre of the region, where k = 0. When the absorbed UV- or visible-light energy exceeds the 

bandgap (Eg) of the material an electron–hole pair is generated, and the electron is excited to 

a higher conduction band and the hole is left in the valence band. Then, the excited electrons 

can lose their energy through vibrational relaxation (cooling in the figure 2-4). After that the 

electron can go through a radiative transition which is known as photoluminescence (PL). A 
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photoluminescence spectrum can show the change in fluorescence intensity as a function of 

the wavelength of the excitation light and can be measured using a spectrofluorometer. The 

wavelength of the emission monochromator is set to that of a known fluorescence emission by 

the sample and the wavelength of the excitation monochromator is scanned across the desired 

excitation range and the intensity of the fluorescence is recorded on the detector as a function 

of the excitation wavelength.  

In this thesis, the standard steady-state emission spectra were obtained using a Fluorolog-3 

instrument (Horiba Jobin Yvon) equipped with double-grating excitation, emission 

monochromators, and a 450 W Xe lamp as a light source. The excitation wavelength was 

chosen to promote the sample as a result of the steady-state UV–Vis. The emission spectra were 

corrected for the detector’s spectral sensitivity using a calibration file of the detector response. 

The front-face illumination (30° with respect to the incident beam) was used for the film 

samples and right-angle illustration (90° with respect to the incident beam) was used for the 

liquid samples. 

 The photoluminescence quantum yield (PLQY) of a molecule or material is defined as the 

number of photons emitted as a fraction of the number of photons absorbed using Eq. 2-5:  

PLQY (ϕF) =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑒𝑚𝑖𝑡𝑒𝑑

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑑
=

𝑘𝑓

𝑘𝑓+𝑘𝑛𝑟+𝑘𝑡
         (Eq. 2-5) 

where Kf, Knr and Kt are the rate coefficients of fluorescence, non-radiative recombination and 

energy transfer, respectively. This property of a fluorescent material is important for 

understanding its opto-electronic characteristics. 
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The integrating sphere method is a direct way to measure the PLQY. A sphere is coated with 

an entirely reflective surface such as barium sulfate-based materials or Spectralon® to capture 

all light going in and out of the sphere. From these two spectral measurements (sample and 

blank), PLQY can be calculated using Eq. 2-6: 

PLQY (%) =  [
Aemission

Ablank– Asample
] (Eq. 2-6) 

where Aemission is the area under the perovskite emission peak, Ablank is the area under the 

excitation peak with a blank sample and Asample is the area under the excitation peak with a 

perovskite sample. For this thesis, a Jobin Ybon Horiba Fluoromax-3 spectrofluorometer 

connected to a diffusely reflecting integrating sphere was employed to obtain PLQY.  
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2-5. Time-resolved Photoluminescence (TRPL) Spectroscopy 

The photoluminescence lifetime is an intrinsic characteristic of luminescent materials and can 

provide information about the excited state dynamics. Time-resolved photoluminescence 

(TRPL) spectroscopy is one method to study the fast electronic recombination processes that 

result in the emission of photons, which normally occurs within the nanosecond timescale. This 

fluorescence lifetime can be influenced by the molecular environment resulting in quenching, 

changes in solvation or molecular rotation. Therefore, lifetime changes can provide information 

about the local chemical environment or insights into the reaction mechanisms. 

Since the probability of detecting a single photon at a specific time after a low-intensity 

excitation pulse is proportional to the fluorescence intensity at that time, time-correlated singe 

photon counting (TCSPC) is a popular method of monitoring the fluorescence lifetime. It works 

by measuring the time between sample excitation by a laser pulse and the arrival of the emitted 

photon at the detector. A histogram of the fluorescence photon arrival times can be obtained 

based on successive excitation–collection cycles; this allows the reconstruction of the 

photoluminescence decay. Compared to other time-domain techniques, TCSPC has the 

advantages of great sensitivity, large dynamic range and high time resolution without needing 

a very stable high-power excitation source.  

In this thesis, a Delta Flex system (Horiba Scientific) was used for the TCSPC measurements 

of the TRPL. The PL signal was collected using a single photon counting detector (PPD-650, 

Horiba scientific) and excitation source diode lasers (NanoLED N-02B, Horiba scientific) with 

the necessary wavelength, a <200 ps pulse duration and a 1 MHz repetition rate. 
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2-6. X-ray Diffraction (XRD) 

Crystallographic properties were investigated using X-ray diffraction (XRD). Diffraction 

pattern appears to satisfy Braggs’ law: 

2d sin θ =  nλ        (Eq. 2-7) 

where d is the inter-planar spacing, θ is the incident beam angle, and λ is wavelength of the 

incident beam. The diffraction pattern is brightest where n = 1, so Bragg’s law usually becomes 

2d sin θ = λ in conventional XRD. Many distinct peaks that correspond to different inter-planar 

spacing d are typically contained in a diffraction pattern from a crystal. Applying Miller indices 

(h, k, l) allows us to obtain the distance between planes (dhkl) in the crystal. For crystals of low 

symmetry that contain more than several atoms per unit cell, indexing a diffraction pattern by 

hand becomes more difficult. A ‘fingerprinting’ approach has been used to overcome this 

difficulty. For each material, the observed inter-planar spacings for all observed diffraction 

peaks, their relative intensities, and their hkl indexing are included in a dataset. Software allows 

us to identify peaks in the experimental diffraction pattern and find candidate materials by 

searching the international centre for diffraction data (ICDD) database that maintains 

diffraction patterns of thousands of inorganic and organic materials. In this thesis, XRD was 

performed on a PANalytical X’Pert Pro MRD diffractometer using Ni filtered Cu Kα X-rays at 

40 kV and 40 mA. The data were obtained in the 2θ range at 10°–60° and the powder samples 

were mounted in a top-loaded trough and rotated during data collection. The film samples on 

glass substrates were prepared following the same procedure as above. 
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2-7. Scanning electron microscopy (SEM)  

 

Figure 2-5. A schematic illustration of the image generation in SEM. 

Figure 2-5 is a schematic illustration of SEM. The electron beam from the electron gun hits the 

sample’s surface and then some electrons in the sample scatter out of the sample in three 

different ways: Auger electrons, secondary electrons (SEs) and backscattered electrons (BSEs). 

Auger electrons are generated near the surface, SEs come from a deeper region and BSEs come 

from a much deeper region from the sample surface. Additionally, x-rays are generated from 

the dippiest region of the interaction volume. These scattered electrons can be detected by 

detectors.  

Since the SE detector is inclined and placed far from the main beam position, the amounts of 

SEs depend on the surface shape. If there is a cavity, most SEs are reabsorbed into the sample 
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rather than coming out as shown in Figure 2-5. Since there are fewer scattered electrons, its 

image looks dark. Whereas, the detector detects more SEs at a hill because the angle of 

incidence increases, thus more secondary electrons are scattered. Therefore, steep surfaces or 

sample edges appear brighter than flat surfaces in images. 

In this thesis, SEM images of the prepared film samples were taken with a LEO Gemini 1525 

high-resolution field emission SEM (Zeiss) that is equipped with Oxford Instruments INCA 

energy dispersive and wavelength dispersive X-ray spectrometers. Samples were placed on a 

conductive carbon tape and coated with a 10 nm chromium film (sputtered using a Q150T 

Turbo-Pumped Sputter Coater) prior to investigations. 
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2-8. Current–Voltage Characteristics 

The power conversion efficiency (PCE) of the prepared devices were characterised using the 

current–voltage characteristics. Solar cell current-voltage characteristic curves (J-V curves) 

can be used to reveal the current-voltage (J-V) characteristics of a solar cell. The devices can 

be measured under dark and illumination conditions and they have different behaviours 

according to the conditions. Under dark condition, the solar cell devices behave as a diode, 

therefore so only forward bias is allowed and establish the current (ID) while reverse bias is 

forbidden and cannot establish current. When the device is illuminated, charges are generated 

in the device and these charges are transferred and establish the current (IL). This current, which 

is established by light is proportional to the light intensity. Here, IL and ID flow in the opposite 

direction and the equation of the current in a function of the voltage can be given by Shockley’s 

equation as following, 

𝐼(𝑉)  =  𝐼𝐿  −   𝐼𝐷  =  𝐼𝐿  −   𝐼0(𝑒𝑞𝑉/𝑘𝑇  −  1)             (Eq. 2-8) 

where IL is the photogenerated current, ID is the dark current, k is the Boltzmann constant, T is 

the absolute temperature of the p–n junction, and q is the magnitude of charge of an electron. 

To understand the current-voltage measurement results, an example of the J-V curves is given 

in Figure 2-6. There are five points in the figure, VOC, JSC, Maximum Power Point, Vmax and 

Jmax. When the solar cell is open-circuited, the amount of charge separation equals to the 

amount of charge recombination; therefore, the current is zero, and the voltage reaches the 

maximum value. The voltage at open-circuited condition is called open circuit voltage, VOC. 

When the solar cell is short-circuited, which means that the positive and negative leads are 
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connected, there is no voltage across the circuit, and the current reaches its maximum value. 

The current at short-circuited condition is also known as short circuit current, JSC. 

Figure 2-6. An example of current-voltage curves under dark (dashed line) and illuminated at 

1 sun (solid line). 

There is another point on the curve called maximum power point and at the point the device 

has the highest power output. The maximum power conversion efficiency (Pmax) can be 

calculated using Eq. 2-9: 

𝑃𝑚𝑎𝑥  = 𝑉𝑂𝐶𝐽𝑆𝐶𝐹𝐹      (Eq. 2-9) 

where VOC is the open-circuit voltage, JSC is the short-circuit current density, FF is the fill factor. 
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FF is the ratio between the ideal performance of solar cells and the performance affected by 

various recombination losses. Therefore, the following equation becomes <1: 

FF =
Vmax Jmax

𝑉𝑂𝐶 𝐽𝑆𝐶
        (Eq. 2-10) 

where Vmax is the maximum voltage and Jmax is the maximum current density. The power 

conversion efficiency (PCE) can be determined by the ratio of Pmax to the incident power P as 

below.  

PCE =
Pmax

𝑃
=

𝑉𝑂𝐶𝐽𝑆𝐶𝐹𝐹

𝑃
        (Eq. 2-11) 

The solar cell performance is heavily influenced by parasitic resistance which dissipates the 

power in the circuit. The most common resistances are series and shunt resistance (Rs and Rsh, 

respectively) as shown in Figure 2-7. Rs is mainly related to the movement of current inside 

the device and the resistance at interfaces between layers and Rsh is typically caused by 

manufacturing defects. These parasitic resistances are mostly affecting the fill factor. In an ideal 

solar cell, Rs is zero, leading to no voltage drop and Rsh should be infinite, limiting any 

alternative path for current flow. Increase in Rs and decrease in Rsh can reduce the fill factor 

and as a result, the device efficiency drops. 
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Figure 2-7. Equivalent circuit diagram of a solar cell with series and shunt resistance. 

Rs can increase due to the ohmic losses which can be caused by the resistance of the material, 

the resistance between the material and the contact, and the resistance between the contacts 

themselves. The change in Rs has an impact near open-circuit voltage, but it does not affect 

open circuit voltage because the overall current flows through the solar cell, not through the 

series resistance. However, when Rs is high enough, the short-circuit current would be reduced.   

Regarding the shunt resistance, decrease in Rsh can be caused by current leakage across the p-

n junction and between the contacts. The decreased Rsh would provide an alternative path for 

current flow, because it is in parallel with solar cell. This can bring the voltage drop.  

In this thesis, the J–V characteristics of the fabricated solar cells with a 0.045 cm−2 area were 

recorded in dark conditions and under illumination (100 mW cm−2) using a Keithley 2400 

source meter with a 0.125 V s−1 scan rate. The samples were illuminated by a LCS-100TM 

solar simulator system with a 150 W xenon lamp equipped with an AM1.5 filter (ScienceTech) 

and calibrated with a standard silicon solar cell. The J-V hysteresis for BiI3 and MA3Bi2I9 were 

investigated by Kulkarni et al.10 and Park et al.11 respectively and showed negligible hysteresis 
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for both materials. Therefore, the hysteresis was not investigated in this thesis, but it can be 

investigated in the future. 
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2-9. External Quantum Efficiency   

The external quantum efficiency (EQE) is also useful characteristic to investigate the solar cell 

and assess the device performance. EQE is also known as the incident photon conversion 

efficiency (IPCE), which is the ratio between the collected electrons by the solar cell to the 

total incident photons at a wavelength as below (Eq. 2-12). 

𝐸𝑄𝐸 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑒𝑑 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑝ℎ𝑜𝑡𝑜𝑛𝑠
     (Eq. 2-12) 

Once a photon is absorbed by the active layer, and a pair of electrons and holes will be 

generated. The generated electron-hole pairs will go through charge transfer, transport and 

recombination, and the remained electrons will be collected at the electrode as explained in 

chapter 1-4. Therefore, high EQE value means that a large number of electrons are remained 

after the processes. The integration of the area under the whole EQE spectrum should be equal 

to the JSC measured from J-V characterisation under 1 sun.  

This external quantum efficiency spectra were collected using Bentham Photovoltaic PVE300 

system in this thesis. 
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Chapter 3: Improved Charge Separation and Photovoltaic Performance 

of BiI3 Absorber Layers by Introducing an in situ-formed BiSI 

Interlayer 

Abstract 

Stable and non-toxic bismuth iodide (BiI3) is emerging as a promising absorber material for 

solar cell applications because of its favourable optical properties such as a high absorption 

coefficient (105 cm−1) in the visible region and narrow bandgap (1.7 eV). Although it has 

promising features, solar cells employing this material have only achieved power conversion 

efficiencies of 1% so far, which is distant from their theoretical efficiency limit of 28%. It is 

reasonable to suppose that the relatively low performance of BiI3-based solar cells may 

originate from their very short carrier lifetimes (180–240 ps) in BiI3, which makes the efficient 

separation of mobile charges a crucial factor for the improvement of this material’s 

photovoltaic performance. For efficient charge separation, a bismuth sulfide iodide interlayer 

is inserted between the electron transport layer (ETL) and the bismuth iodide absorber. Herein, 

transient optical spectroscopy is employed to show that the use of a bismuth sulfide iodide 

interlayer promotes efficient charge separation. Based on this knowledge, BiI3 solar cells with 

1.21% power conversion efficiency were fabricated with a solar cell architecture comprised of 

ITO/SnO2/BiSI/BiI3/organic HTM. 
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3-1. Introduction 

As discussed in Chapter 1, bismuth iodide is an emerging lead-free and stable material for 

photovoltaic applications with sufficiently narrow bandgap (1.7 eV) and high absorption 

coefficient to quickly improve device efficiency.1–4 The improvement of the PCE from 0.32% 

to 1% through annealing the BiI3 film under a solvent vapour environment by Hamdeh et al.1 

came from the formation of a BiOI layer that was shown to improve charge carrier transport in 

the active layer. However, the presence of this BiOI layer at the BiI3/hole transporter 

heterojunction may impede interfacial charge transfer due to a mismatch in energy levels at 

this heterojunction. Moreover, the optimisation of interfacial electron and hole transfer at 

ETL/BiI3/HTL heterojunctions is particularly important due to the relatively short lifetimes of 

generated excitons in BiI3 films (180–240 ps), where BiI3 shows excitonic behaviour with 

exciton binding energy of 160-180 meV.5,6 This relatively short lifetime most likely results in 

the charges recombining before being transferred to the electrodes. Therefore, the optimising 

the supporting device architecture is crucial to extract photogenerated charges efficiently prior 

to their recombination within the BiI3 material.  

In this study, a BiSI layer was used at the ETL/BiI3 interface that successfully improved the 

yield of the photoinduced charge separation and electron extraction in BiI3 solar cells. This 

BiSI layer was processed by first introducing an indium sulfide film at the ETL/BiI3 

heterojunction, followed by annealing. Moreover, BiSI is an air-stable and low-toxicity 

material that has potential in PV applications.7 Until now, very few studies have reported on 

BiSI-based solar cells and the PCEs obtained thus far are <1%.8,9 This material has been 

theoretically determined to have a low conduction band of about -4.5 eV.7,8 It is reasonable to 
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suppose that the low-lying conduction band of BiSI may assist in electron extraction from the 

BiI3 layer and thus improve the solar cells’ efficiency. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Page | 94  

 

3-2. Method 

Materials 

TiO2 nanoparticle paste (30NR-D) was purchased from Dyesol Ltd. N(PhBr)3SbCl6, BiI3, 

lithium bis(trifluoromethylsulphonyl)imide (LiTFSI), mp-Al2O3 in isopropanol (20 wt%), tin 

chloride dihydrate, tert-butyl pyridine (TBP), acetonitrile, terpineol, titanium isopropoxide, 2-

methyloxyethanol and ethanolamine were purchased from Sigma Aldrich. Anhydrous 

dimethylformamide (DMF) and anhydrous chlorobenzene were purchased from ACROS 

Organics™. Spiro-OMeTAD was acquired from Feiming Chemical Limited. Absolute ethanol, 

acetone and isopropanol (IPA) were purchased from VWR. All products were used directly 

without further purification. Indium(III) O-2,2-dimethylpentan-3-yl dithiocarbonate (indium 

dimethylpentyl xanthate) was prepared by Thomas Rath, who is a previous postdoc in the 

Haque group, following a previously reported synthesis procedure. 10 

Substrate preparation 

Glass substrates (VWR Microscope Slides, BS7011, 1.0–1.2 mm) were used after cutting to 

the specified size (1.25 cm × 1.25 cm), washing and drying in a N2-gas stream. The washing 

process included three consecutive steps: ultrasonic bath treatment in deionised water, acetone 

and isopropanol for 15 min each. 

Compact TiO2 film fabrication 

A compact TiO2 precursor solution containing titanium isopropoxide, ethanolamine and 2- 

methoxyethanol in a 70 μL:55 μL:1 ml ratio was spin-coated at 5,000 rpm with 2,000 rpm/s 



Page | 95  

 

acceleration for 30 s and then annealed in a furnace at 500°C for 45 min. 

Mesoporous TiO2 film fabrication 

A mesoporous TiO2 paste was prepared by diluting the Dyesol TiO2 nanoparticle paste with 

terpineol in a 1:1.5 weight ratio. The diluted paste was then spin-coated at 5000 rpm with 2000 

rpm/s acceleration for 30 s on the substrates. Then the films were annealed in a furnace at 

500 °C for 45 min.  

Compact SnO2 film fabrication 

The c-SnO2 films were prepared by spin-coating a 0.3 M solution of tin chloride dihydrate in 

ethanol at 5,000 rpm with 2,000 rpm/s acceleration for 30 s followed by annealing in a furnace 

at 500 °C for 45 min. 

BiI3 film fabrication 

A bismuth iodide solution was prepared by dissolving 200 mg of BiI3 in 1 mL of anhydrous 

DMF. The solution was spin-coated at 2,000 rpm with 2,000 rpm/s acceleration for 30 s, 

followed by annealing at 100, 200 or 300°C on a hotplate for 20 min in a glovebox. 

MA3Bi2I9 film fabrication 

A MA3Bi2I9 precursor solution was prepared by dissolving 200 mg of BiI3 and 80.87 mg of 

MAI in 1 mL of anhydrous DMF. The solution was spin-coated at 2,000 rpm with 2,000 rpm/s 

acceleration for 30 s, followed by annealing at 110°C on a hotplate for 20 min in a glovebox. 
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BiSI interlayer fabrication 

The In2S3 interlayers were prepared by spin-coating a solution of indium dimethylpentyl 

xanthate in chlorobenzene (134 mg/ml) at 2,000 rpm with 2,000 rpm/s acceleration for 30 s. 

Afterwards, the films were annealed on a hotplate at 200°C for 15 min in a N2-filled glovebox 

to form In2S3. On top of the In2S3 layer, the BiI3 solution in DMF (200 mg/ml) was spin-coated 

at 2,000 rpm with 2,000 rpm/s acceleration for 30 s and then annealed on the hotplate over 

200°C. For the film annealed at 200°C, an approximately 200 nm-thick film of a mixed 

BiSI/BiI3 layer was formed. Figure 3-1 illustrates the whole process. 

 

 

Figure 3-1. Preparation of thin-film samples of BiI3 including a BiSI inter-layer. 

Hole transport layer fabrication 

The spiro-OMeTAD solution was prepared by dissolving 72.3 mg of spiro-OMeTAD in 1 ml 
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chlorobenzene and adding 17 μl of lithium LiTFSI solution in acetonitrile (520 mg/ml) and 

28.8 μl of TBP. Afterwards, the solution was filtered through a PTFE syringe filter (0.2 μm) 

and deposited as a hole transport layer on top of the BiI3 films by spin-coating at 2,000 rpm 

with 2,000 rpm/s acceleration for 30 s. 

Solar Cell Fabrication 

Commercial indium tin oxide-coated (ITO) glass substrates were used as a PV device with BiI3. 

The glass/ITO substrates were cleaned consecutively in ultrasound baths with soap, deionised 

water, acetone and isopropanol in order for 20 min each and then dried by N2 blowing and 

heating in an oven. The compact ETL, In2S3, BiI3 active layer and HTL were prepared through 

the same process as described above. Finally, 100 nm of Ag as a backside electrode was 

thermally evaporated at ≤5E-6 mbar. The films were stored under ambient conditions without 

illumination for 14 days to oxidise spiro-OMeTAD. 

For PV devices with MA3Bi2I9, commercial fluorine-doped tin oxide (FTO) glass substrates 

were used. The glass substrates were cleaned consecutively in ultrasound baths with soap, 

deionised water, acetone and isopropanol in order for 20 min each and then dried by N2 blowing 

and heating in an oven. The compact ETL, BiSI, bismuth perovskite active layer and HTL were 

prepared through the same process as above. Finally, 100 nm of Ag as a backside electrode was 

thermally evaporated at ≤5E-6 mbar. 

Characterisation Techniques   

SEM, XRD, thickness measurements, thermogravimetry (TGA), differential scanning 
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calorimetry (DSC), steady-state UV–Vis and transient absorption spectroscopy were carried 

out as described in Chapter 2. For thermal analysis on BiI3, In2S3 and their mixture, TGA and 

DSC were conducted in a nitrogen atmosphere with a flow-rate of 50.0 ml/min and temperature 

variance from 25°C to 325°C at 30°C/min. These were conducted by Dr. Lisa D. Haigh, who 

is a technician in the Department of Chemistry. 
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3-3. Results & Discussion 

 

Figure 3-2. X-ray diffraction patterns of (a) BiI3, (b) In2S3, (c), (d) and (e) BiI3/In2S3 mixed 

powders annealed at different temperatures and references of BiI3 (black, code: 01-076-1742) 

and BiSI (red, code: 01-073-1171). 

To produce a BiSI interlayer between ETL and bismuth iodide, the in situ method was applied. 

Figure 3-2 shows the X-ray diffraction patterns from powders of BiI3, In2S3 and their mixtures 

annealed at different temperatures. The powders were heated in a nitrogen-filled glovebox to 

prevent reactions with oxygen or moisture. As shown in the figure, no additional peak appeared 

when BiI3 and In2S3 were annealed separately at 300°C. In addition, when their mixture was 
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annealed at 100°C, the XRD pattern only showed the patterns from In2S3 and BiI3 without 

additional peaks. Meanwhile, when the mixture was annealed >200°C, it started having 

additional peaks that can be assigned to BiSI; these additional peaks become clearer with higher 

temperature annealing. This shows that there was a reaction between BiI3 and In2S3, generating 

BiSI as a product when they were heated at high temperature. During its reaction there is 

possibility of generation of InSI but no XRD peaks were obtained. If amorphous InSI was 

generated, it is possible any XRD peaks are not obtained in the present study. It would be worth 

investigating it in the future.  

 

Figure 3-3. DSC (solid lines) and TGA (dashed lines) curves for BiI3 and In2S3 powders and 

their mixture under N2 atmosphere. 
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For further information regarding the temperature effect on the reaction between them, thermal 

analysis was conducted including differential scanning calorimetry (DSC) and thermal 

gravimetric analysis (TGA). The powders were heated under a nitrogen flow to prevent 

reactions with oxygen or moisture. Figure 3-3 shows the changes in the heat flow and the 

weight of BiI3, In2S3, and their mixture during the temperature increases. In the 25–325°C 

temperature region, BiI3 did not significantly change. In the case of In2S3, the first endothermic 

event occurred at 50–150°C, resulting in about 4% mass loss, which might have come from 

dehydration, specifically the loss of water remaining in the powder.11 After dehydration, there 

was another endothermic event after 225°C, which is assumed to be the glass transition.12 

Meanwhile, the powder mixture went through a somewhat different process. It experienced 

dehydration at 50–150°C similar as In2S3. After 150°C, unlike the In2S3 powder, another 

endothermic event started but the weight was maintained until 225°C in the mixture. After that, 

there was sudden weight loss with more severe endothermic event. It seems that the 

endothermic event after 150°C was related to the reaction between BiI3 and In2S3 that produced 

BiSI.  

The peaks for BiSI were observable from the XRD pattern of the powder mixture (Figure 3-2 

(d, e)) after being heated beyond 200°C. Therefore, it can be concluded that there was a reaction 

between BiI3 and In2S3 after 150°C. In addition, the weight loss may come from the loss of 

iodine from BiI3 and sulphur from In2S3 upon forming BiSI. With the knowledge from this 

analysis that the reaction starts at around 150°C and the mixture has a weight plateau until 

225°C, the annealing temperature was chosen as 200°C.  
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Figure 3-4. X-ray diffraction patterns of (a) a BiI3 film annealed at 100 °C and BiI3 films on 

In2S3 interlayers annealed at (b) 100 °C and (c) 200 °C, respectively. 

Figure 3-4 presents the X-ray Diffraction (XRD) pattern of BiI3 and In2S3/BiI3 thin films 

annealed at different temperatures. It confirms the presence of BiSI in the sample annealed at 

200°C. The XRD pattern of the BiI3 film (Figure 3-4 (a)) and the In2S3/BiI3 sample annealed 

at 100°C (Figure 3-4 (b)) show peak characteristics for BiI3 (Figure 3-2). For these thin films, 

the preferred orientation is (003), indicating a crystalline growth along the c-axis. In contrast, 

the XRD pattern of the film annealed at 200°C (Figure 3-4 (c)) shows additional peaks. These 

additional peaks marked with stars can be assigned to the characteristic reflections of BiSI 
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(Figure 3-2). In the XRD pattern of the powder mixture and the In2S3/BiI3 thin film, peaks for 

BiSI are clearly visible, thus providing further evidence for the formation of a BiSI film at the 

interface of the In2S3 and BiI3 films during annealing. 

 

Figure 3-5. SEM images of (a) In2S3 as well as In2S3/BiI3 thin films on c-TiO2/glass substrates 

annealed at (b) 100 °C and (c) 200 °C. 

Next, scanning electron microscopy (SEM) was used to study the morphology of the BiI3-based 

photoactive layers. Figure 3-5 (a) shows an SEM image of a typical In2S3 layer prepared on a 

glass substrate. The In2S3 layer appears to be compact with uniform coverage. When a thin film 

of BiI3 is spin-coated on the In2S3 layer and annealed at 100°C, BiI3 crystals (approximately 

200 nm in size) are observed but the surface coverage is relatively poor (see Figure 3-5 (b)). In 

contrast, the In2S3/BiI3 layer annealed at 200°C, leads to the generation of elongated particles 

with uniform coverage (see Figure 3-5 (c)), which may have come from the generated BiSI. 

Figure 3-6 (a) shows the absorption spectra of the BiSI/BiI3 thin films. Upon annealing the 

In2S3/BiI3 film at 200°C, the absorption onset is red-shifted. However, annealing the sample at 

the lower temperature of 100°C did not result in any change in the bandgap. This is most likely 
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due to the formation of BiSI at 200°C via the reaction between BiI3 and In2S3 at the above-

discussed interface. The Tauc method was applied to find a linear absorption edge (Figure 3-6 

(b) and (c)). The direct bandgaps were determined as 1.74 and 1.60 eV and the indirect 

bandgaps were 1.75 and 1.62 eV for the BiI3 (green curve) and sample annealed at 200°C 

(orange curve), and the observed bandgaps match well with those previously reported for BiI3
4, 

6, 13 and BiSI7. The BiI3 sample has an absorption coefficient (α) >105 cm-1 above 1.9 eV (650 

nm) that agrees with the published literature.14 In contrast, the film comprising BiSI/BiI3 

exhibits an absorption coefficient >105 cm-1 above 1.75 eV (710 nm), which indicates that the 

layer can absorb a much larger fraction of the solar spectrum. From the Tauc plot, it is observed 

that there are direct bandgaps just below the indirect bandgaps for both materials. This seems 

to be the reason why they have strong absorption. 

 

Figure 3-6. (a) UV–Vis absorption spectra of a BiI3 film without In2S3 interlayer (blue circle) 

and BiI3 films on an In2S3 layer annealed at different temperatures, 100 °C (green triangles) 

and 200°C (orange squares) and Tauc plots for the films annealed at (b) 100 °C (c) 200 °C with 

an In2S3 layer. 
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Next, transient absorption spectroscopy was used to study the effect of the BiSI layer on the 

yield of the photoinduced charge transfer at the metal oxide/BiSI/BiI3/HTM heterojunction. 

For this purpose, microsecond-to-millisecond transient absorption spectroscopy was employed 

as described in the experimental section. The decays were not fitted because just to show the 

lifetime and the intensity differences. Regarding the implications of the signals, they have not 

been investigated yet. So, it would be investigated later to clear it out. However, where the 

signals come from is explained as below. 

Figure 3-7 (a) (green curve); the yield of transfer is clearly negligible in the Al2O3/BiI3/spiro-

OMeTAD film. Here, Al2O3 was used to directly probe the hole transfer process; Al2O3 has a 

high conduction band edge that prohibits electron transfer from the BiI3 absorber to the Al2O3. 

Moreover, in contrast, the presence of a BiSI layer leads to a significant increase in the yield 

of charge separation (compare the green and red curves in Figure 3-7 (a)). To confirm that the 

transient signal observed (the red curve in Figure 3-7 (a)) is due to the hole transfer from BiI3 

to spiro-OMeTAD, a control sample comprising Al2O3/BiI3/poly (methyl methacrylate) 

(PMMA) was investigated; there is no hole or electron transfer to PMMA layer here because 

the highest occupied molecular orbital (HOMO) level of PMMA is lower than the VB of BiI3 

and BiSI and the lowest unoccupied molecular orbital (LUMO) level of PMMA is higher than 

the CB of BiI3 and BiSI. The black trace in Figure 3-7 (a) clearly shows that no transient 

absorption signal is observed for this sample. A comparison of the charge separation yield in 

Al2O3/BiSI/BiI3/HTM heated at 100°C and 200°C (compare the red and blue curves in Figure 

3-7 (a)) support this conclusion, showing obvious differences. The higher yield of charge 

separation in Al2O3/BiSI/BiI3/HTM relative to Al2O3/BiI3/HTM is due to the presence of the 
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BiSI layer rather than any remaining In2S3 used to prepare BiSI. 

 

Figure 3-7. (a) Transient absorption kinetics measured at 1,600 nm of BiI3 films in different 

thin film structures and (b) transient absorption spectrum of an Al2O3/BiSI/BiI3/spiro-

OMeTAD thin film measured 10 μs after pulsed excitation and a steady-state absorption 

spectrum of spiro-OMeTAD chemically oxidised with N(PhBr)3SbCl6. The signals were 

normalised by the absorption of the film at 510 nm, which is the excitation wavelength. 

Figure 3-7 (b) presents a comparison of the transient absorption spectrum of the 

Al2O3/BiSI/BiI3/HTM sample and the steady-state absorption spectrum of chemically oxidised 

spiro-OMeTAD.15 Taken together, the data shown in Figures 3-7 (a) and (b) indicate that the 
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transient signal observed in Al2O3/BiSI/BiI3/HTM following the excitation of BiI3 is due to 

hole transfer. 

Next, how the electron transport layer (ETL) influences the yield of charge separation was 

investigated. For this, we compared two commonly used metal oxides in hybrid solar cells, 

namely TiO2 and SnO2. Figure 3-8 shows the transient absorption decays obtained in 

TiO2/BiSI/BiI3/HTM and SnO2/BiSI/BiI3/HTM. The kinetics follows the charge recombination 

between the electrons in the metal-oxide semiconductor and holes in the spiro-OMeTAD. 

Moreover, they were obtained following 510 nm excitation and at a 1,600 nm probe wavelength.  

 

Figure 3-8. Transient absorption kinetics measured at 1,600 nm for BiSI/BiI3 films on different 

ETLs. The signals were normalised by the absorption of the film at 510 nm, which is the 
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excitation wavelength. 

Figure 3-8 clearly shows that the SnO2-based sample exhibits a higher yield of charge 

separation compared to the TiO2-based sample. This difference in charge separation yield likely 

stems from the more favourable interfacial energetics for electron transfer in the SnO2-based 

sample due to the lower conduction band of SnO2 relative to TiO2. The SnO2-based sample 

apparently exhibits a longer recombination lifetime (τ1/2≒80 μs) compared to the TiO2-based 

sample τ1/2≒12 μs). When the decays from SnO2/BiI3/Spiro-OMeTAD and 

SnO2/BiSI/BiI3/Spiro-OMeTAD films are compared, they show similar amplitude but longer 

lifetime of polarons on Spiro-OMeTAD on the film with BiSI. First, it is also apparent that the 

use of the BiSI layer in the SnO2-based samples slows the rate of recombination without 

affecting the yield. This may be due to the BiSI functioning as a recombination blocking layer. 

Similar behaviour has been reported when Al2O3 layers have been used to retard electron–hole 

recombination at dye/TiO2 heterojunctions.15 Second, they have similar amplitude and it may 

come from the similar conduction band energy levels of SnO2, BiSI. They can have similar 

driving force to extract charges with similar energy levels but with BiSI, BiI3 can stay in mixed 

structure due to the in-situ method and therefore, higher surface area between BiI3 and BiSI 

can be made. This phenomenon seems to have an advantage here for photovoltaic application.  
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Figure 3-9. Schematic illustration of the charge transfer processes in the investigated samples. 

The energy levels of BiSI and BiI3 are based on literature data; CB of SnO2: -4.5 eV, CB of 

BiSI: -4.5 eV, CB of BiI3: -4.1 eV, VB of BiI3: -5.9 eV, and HOMO of spiro-OMeTAD: -5.1 

eV.4, 9 

Based on the transient absorption data presented above, a possible charge separation 

mechanism in the SnO2/BiSI/BiI3/HTM film can be proposed; this is summarised in Figure 3-

9. Photon absorption by the BiI3 layer leads to the formation of electrons and holes in the BiI3. 

This is followed by electron transfer to BiSI and hole transfer to the spiro-OMeTAD phases. 

Electron transfer to BiSI is followed by further transfer of electrons to SnO2 as a result of the 

favourable energy level alignment at the SnO2/BiSI interface. BiI3 is known to exhibit a fast 

electron–hole lifetime of ~200 ps6. Therefore, in the absence of the BiSI interlayer it is possible 

that electron and hole transfer to the metal oxide and HTM phases, respectively, directly 



Page | 110  

 

compete with the electron–hole recombination in the BiI3 absorber, thereby leading to a low 

yield of hole transfer. The significantly lower yield of hole transfer observed in the 

Al2O3/BiI3/spiro-OMeTAD film is consistent with this assertion. 

 

 

Figure 3-10. (a) Schematic device architecture of BiI3-based solar cells fabricated with the 

above knowledge and (b) cross-sectional SEM image of a prepared solar cell device. 

Solar cells were fabricated employing the SnO2/BiSI/BiI3/HTM films. Figure 3-10 (a) 

illustrates the structure of the fabricated solar cells and Figure 3-10 (b) shows its cross-sectional 

SEM image. The HTM (here, Spiro-OMeTAD) covers the rough surface of BiSI/BiI3 mixture, 

efficiently collecting holes from them and preventing them from contacting the gold electrode 

directly. 
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Figure 3-11. (a) JV traces of the assembled devices (dashed lines represent measurements in 

the dark) with different ETLs and (b) an external quantum efficiency spectrum from a device 

with an ITO/c-SnO2/BiSI/BiI3/Spiro-OMeTAD/Au structure. 
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Table 3-1. Summary of the photovoltaic performance of the solar cells prepared on different 

ETLs. 

 

Figure 3-11 (a) shows the JV characteristics of typical solar cells fabricated on SnO2 and TiO2. 

Table 3-1 gives the obtained photovoltaic parameters including Jsc, Voc, FF and PCE. The 

device annealed at 100°C showed a relatively poor performance. This may result from the fast 

charge recombination in BiI3 without charges being transferred to the ETL or HTL efficiently 

as discussed above. In the presence of a BiSI interlayer in the samples prepared on SnO2 and 

annealed at 200°C, fast charge extraction from BiI3 to BiSI is expected and so longer-lived 

charges can be extracted to the electrode showing higher Voc, Jsc and PCE relative to the device 

without a BiSI interlayer. The device with TiO2 also shows poor performance although there is 

BiSI interlayer. The energy mismatch between TiO2 and BiSI means that the charge transfer 

from TiO2 and BiSI is not favoured. Therefore, most extracted charges accumulate on BiSI and 

are recombined without being transferred. As a result, the device cannot perform well as shown 

in the figure. I note that this single calculated PCE can give error on the accuracy because the 

device efficiency can be affected by various conditions and the conditions can be affected 

during the device fabrication process. Therefore, it can give more accurate result to show the 

 Voc (V) Jsc (mA/cm2) FF PCE (%) 

SnO2/BiI3 0.08 0.40 0.25 0.01 

SnO2/BiSI/BiI3 0.33 7.32 0.30 0.72 

TiO2/BiSI/BiI3 0.49 0.32 0.12 0.02 
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result from large number of samples. 

Figure 3-11 (b) is the EQE spectrum of a SnO2-based solar cell annealed at 200°C that matches 

well with the absorption spectrum of the BiSI/BiI3 film (see Figure 3-6 (a)), showing that the 

generated currency is from the light absorber.  

 

Figure 3-12. Histogram from 45 prepared solar cell devices with ITO/c-SnO2/BiSI/BiI3/Spiro-

OMeTAD/Au structure. 

Figure 3-12 shows the histogram obtained from 45 prepared solar cell devices in a structure of 

ITO/c-SnO2/BiSI/BiI3/Spiro-OMeTAD/Au. The average of PCE, Voc, Jsc and FF are 

0.64±0.25%, 0.29±0.06 V, 7.35±3.08 mA/cm2 and 0.31±0.03, respectively. It is difficult to 
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maintain the film quality of BiSI and BiSI/BiI3; the values have large distributions as seen in 

the figure. This might come from the thickness sensitivity of the BiSI layer. If the BiSI layer is 

too thick, it might be difficult to transfer charges to SnO2; if the BiSI layer is too thin, it might 

be difficult to extract charges from BiI3. The optimal thickness was not investigated because it 

generates a mixture of BiSI/BiI3 rather than just a BiSI thin layer and so finding the exact 

thickness of the BiSI layer is difficult. It would be helpful to optimise the thickness by changing 

the concentration of indium dimethylpentyl xanthate and BiI3. 

The oxidised spiro-OMeTAD has improved conductivity of hole transport and enhanced charge 

transfer at the Au/Spiro-OMeTAD interface.17, 18 Therefore, it is normal to oxidise spiro-

OMeTAD to improve the performance. For this, the prepared devices were contained in a dark 

box before JV curve measurement for two weeks and this oxidation of spiro-OMeTAD 

improved their PCE, as shown in Figure 3-13. This result also proves that the BiI3 is a stable 

material and it can maintain its ability for at least two weeks.  
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Figure 3-13. The increase of PCE with oxidation time. 

 

Figure 3-14. JV traces of the best performing solar cell with ITO/c-SnO2/BiSI/BiI3/Spiro-

OMeTAD/Au structure. 
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Figure 3-14 is a JV curve from the champion solar cell with this architecture exhibiting a JSC 

of 12.6 mA/cm² and a PCE of 1.21%. The highest PCE of 1.2% with BiI3-based solar cell was 

reported by Tiwari et al. in 2018.2 The best performing device from this work also showed a 

similar level of PCE that was achieved by integrating the BiSI interlayer. This significantly 

improved the yield of the hole transfer from the BiI3 to spiro-OMeTAD. The improvement in 

the yield of the hole transfer is attributed to the BiSI layer acting as an electron acceptor and 

thus intercepting the photogenerated electron in the BiI3 before it can decay back to its ground 

state. This subsequently allows the photogenerated hole in the BiI3 to transfer to the organic 

HTM. Additionally, the device has low fill factor and low VOC than expected. They may come 

from pinholes in the active layer (Figure 3-5). Although the morphology has been improved by 

BiSI formation, but there are still many pinholes. The ETM and HTM can meet at the pinholes 

and the transferred charges to ETM and HTM can recombine. It may have resulted in leakage 

in the dark current (dashed line) and low VOC and low FF. 

 

 

 

 

 

 



Page | 117  

 

Application of the BiSI interlayer in MA3Bi2I9 

To confirm that the in situ-formed BiSI interlayer can be applied to solar cells based on different 

materials, methylammonium bismuth perovskite (MA3Bi2I9) thin films were fabricated on a 

BiSI interlayer. To dissolve the remaining BiI3 in the BiSI/BiI3 mixture, a MA3Bi2I9 precursor 

solution was loaded on the BiSI/BiI3 layer for 25 s before spin-coating. 

Figure 3-15 (a) shows the XRD patterns from the prepared MA3Bi2I9 thin films. For the thicker 

layer to obtain clear patterns, mp-Al2O3 was used as scaffold. The blue pattern shows that the 

MA3Bi2I9 layer is formed and matches the reference very well (01-085-6013). For this thin film, 

the preferred-orientation is (006), which indicates a crystalline growth along the c -axis. When 

comparing MA3Bi2I9 with and without a BiSI layer (Figure 3-15 (a) blue and orange patterns, 

respectively), MA3Bi2I9 on BiSI shows both MA3Bi2I9
 and BiSI peaks without additional peaks 

from other elements. In addition, peaks from MA3Bi2I9 are the majority, showing that the 

MA3Bi2I9 is thicker than the BiSI.  

Figure 3-15 (b) is the UV–Vis spectra of MA3Bi2I9 on glass (black symbol) and glass/BiSI (red 

symbol) substrates. For MA3Bi2I9 on glass, the absorption starts to increase at around 600 nm 

(2.06 eV), which matches the reported bandgap of MA3Bi2I9.
19, 20 Meanwhile, MA3Bi2I9 on 

glass shows another absorption increase at around 750 nm (1.65 eV), which is a similar value 

to the BiSI Tauc plot above (Figure 3-6 (c)). From both data, we can conclude that MA3Bi2I9 

was formed on the BiSI interlayer without reacting with it.  
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Figure 3-15. (a) X-ray diffraction patterns of MA3Bi2I9 on (a) mp-Al2O3 and (b) mp-

Al2O3/BiSI substrates and references of MA3Bi2I9 (black, code: 01-085-6013) and BiSI (red, 

code: 01-073-1171) and (b) UV-Vis absorption spectra of MA3Bi2I9 on glass and glass/BiSI 



Page | 119  

 

substrates. 

 

Figure 3-16. (a) Transient absorption kinetics measured at 1,600 nm for (MA)3Bi2I9 films on 

SnO2 or SnO2/BiSI ETLs. The signals were normalised by the film’s absorption at 450 nm, 

which is the excitation wavelength. (b) JV traces of solar cell devices with (MA)3Bi2I9 films 

with and without a BiSI interlayer. 

To observe the effect of the BiSI layer on the charge transfer on MA3Bi2I9, microsecond-to-
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millisecond TAS was employed. Figure 3-16 (a) shows the transient absorption kinetics from 

a MA3Bi2I9 thin film with and without a BiSI layer covered by spiro-OMeTAD. The probe was 

at 1,600 nm where the polaron of spiro-OMeTAD can be easily observed. The signal is 

negligible for MA3Bi2I9 without BiSI (black trace in Figure 3-16 (a)), meaning that while the 

charges were generated in MA3Bi2I9, the generated holes could not live long due to the charge 

recombination between holes transferred to spiro-OMeTAD and the electrons remaining in 

MA3Bi2I9. When BiSI was employed (red trace in Figure 3-16 (a)), the signal became more 

obvious compared to that without a BiSI layer. As described above with BiI3, the BiSI layer 

extracted electrons more efficiently than the compact SnO2 ETL, and so more holes could be 

transferred to spiro-OMeTAD and it was able to live longer due to the reduced recombination 

between electrons on MA3Bi2I9 and holes on spiro-OMeTAD.  

Figure 3-16 (b) helps illustrate this observation. With knowledge from TAS, solar cell devices 

with and without were fabricated and compared in Figure 3-16 (c). The solar cell without a 

BiSI layer (black trace in Figure 3-16 (c)) performed poorly. This might come from the 

unoptimised recipe for MA3Bi2I9 with a BiSI layer (red trace in Figure 3-16 (c)), but the PCE 

was increased 100-fold even though this structure was not yet optimised. 
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Solvent Vapour Annealing (SVA) 

 

Figure 3-17. Schematic drawing of thin film preparation including a BiSI inter-layer through 

the SVA method. 

Solvent Vapour Annealing (SVA) is a method normally used to improve film quality. 

Reportedly, this method helps increase the grain size and carrier diffusion lengths in lead-based 

perovskite.21 Hamdeh et al.1 applied this method to bismuth iodide and obtained larger grain 

sizes and polydispersity in grain sizes. This phenomenon led to improved film morphology and 

thus higher device efficiency. They suggested that while the SVA method has only a slight 

effect on the carrier lifetime, it leads to the increased carrier lifetime due to increased grain 

sizes and thicknesses, which reduces the grain boundaries.  



Page | 122  

 

 

Figure 3-18. Absorption spectra of BiSI/BiI3 thin films formed with and the without SVA 

method. 

Expecting a similar effect for the system above, the SVA method was employed. Figure 3-17 

shows how the SVA method was processed while the bismuth iodide layer was formed. This 

process is the same as that described in Chapter 3-2 (Figure 3-1), except dropping 100 μL of 

THF on the corner of the glass substrate covering the film with glassware when the annealing 

is being processed. Here, the annealing temperature was set to 300°C, because the experiment 

was conducted before temperature optimisation.  

Thus, a darker film was obtained compared to those without SVA. Figure 3-18 clearly shows 
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this in the absorption spectra of the BiSI/BiI3 thin films with and without the SVA method. 

When compared, the film with SVA method shows higher absorption and it might have come 

from thicker films as reported by Hamdeh et al.1. 

 

Figure 3-19. X-ray diffraction patterns of BiI3 films on In2S3 (a) annealed and (b) solvent 

vapour annealed at 300°C and references of BiI3 (black, code: 01-076-1742) and BiSI (green, 

code: 01-073-1171) (a peak marked with * is from mo-TiO2). 

XRD was obtained to determine whether the BiSI/BiI3 has formed any other compound by the 

SVA method (Figure 3-19). The XRD patterns show only BiI3 and BiSI in both films with and 

without the SVA method. The only difference is that the film through the SVA method shows 
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more obvious BiSI peaks, which has become the dominant pattern compared to the film without 

SVA. It seems that the SVA method brings a greater reaction between BiI3 and In2S3, resulting 

in a larger amount of BiSI in the film. It matches with the UV–Vis spectra (Figure 3-18), 

showing higher absorption.  

 

Figure 3-20. SEM images of BiI3/In2S3 thin films annealed at 300 °C (a) without SVA and (b) 

with SVA.  

Figure 3-20 shows SEM images from the films with and without the SVA method. The film 

without SVA shows the dominant In2S3 and just small domains of BiI3 and BiSI. However, THF 

still gave inhomogeneous results, as can be seen in Figure 6 (d). Meanwhile, with SVA, a more 

compact layer was obtained with rod-like particles over the surface. This shows that the surface 

morphology can be improved by SVA as expected. 

To study how this morphology and the BiI3/BiSI thickness changes affect the charge mobility, 

TAS signals were collected as shown in Figure 3-21. It shows the collected TAS signals of 
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films with and without the SVA method. The films were covered with spiro-OMeTAD on top 

as the HTM. It shows the SVA method almost doubled the TAS signal, which means that the 

hole transfer from BiI3 to HTM has increased. Additionally, as the concentration of BiI3 

solution increases, the TAS signal increases, indicating that more charges were generated, and 

thus more holes were transferred to the HTM. 

 

Figure 3-21. Time-resolved transient absorption spectrums of BiI3 thin films in different 

concentrations and annealed in different atmospheres. 

Solar cell devices were fabricated to investigate how the TAS results appear in real solar cell 

systems. The structure of the fabricated solar cell is the same as that above in Figure 3-10 (a). 
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Figure 3-22 shows the JV curves from fabricated solar cells. It was expected to have higher 

JSC because the TAS signals showed the improved charge transfer to HTM. However, against 

our expectation, the fabricated cells did not show significant difference in JSC, VOC, FF or PCE.  

 

Figure 3-22. Current density–voltage (JV) curves of the fabricated solar cell devices with and 

without SVA. 

This result shows that the thickness of BiSI is an important factor for device performance. 

When the BiSI layer is thick, the electrons in BiI3 can be transferred easily and it helps the hole 

transfer to HTM, resulting in a higher TAS signal. However, in a device, electron transfer to 
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the electrode is also important. When the BiSI layer is thick, the electrons cannot be transferred 

to the ETM due to its low charge mobility nature.9 Therefore, optimising the BiSI layer 

thickness is required for higher-performing devices. Compared with and without SVA method, 

through SVA method, it seems most of BiI3 was converted to BiSI while some BiI3 left without 

SVA method. This is clearly seen in XRD patterns, clear BiI3 peaks observed in Figure 3-6 after 

annealing but no obvious BiI3 peaks in Figure 3-19. The result in device was clear, without 

SVA method where BiI3 left in the film showed much better device performance. Therefore, it 

might be possible to say that BiI3 works as the active layer in this system. However, further 

investigation is needed in the future to clarify this. Energy-dispersive X-ray spectroscopy or 

mass spectroscopy can be useful for the investigation. 
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3-4. Conclusion 

To conclude, a BiSI interlayer was generated in situ at the interface of the BiI3 absorber layer 

and the ETL. Specifically, the BiSI layer was generated by the reaction between In2S3 and BiI3 

at 200°C. The formation of BiSI was confirmed by X-ray diffraction and UV–Vis spectroscopy. 

The integration of the BiSI interlayer in the following architecture: metal oxide/BiSI/BiI3/spiro-

OMeTAD was found to significantly improve the yield of hole transfer from the BiI3 to spiro-

OMeTAD. The improvement in the hole transfer yield is attributed to the BiSI layer acting as 

an electron acceptor and thus intercepting photogenerated electrons in the BiI3 before it could 

decay back to the ground state. This subsequently allowed the photogenerated hole in the BiI3 

to transfer to the organic HTM. Moreover, a 1.21%-efficient photovoltaic cell was fabricated 

based on the following architecture: glass/ITO/SnO2/BiSI/BiI3/spiro-OMeTAD/Au. This 

structure was also applied to MA3Bi2I9 and it successfully improved the charge transfer to HTM 

as shown with BiI3. The PCE of the solar cell device was also significantly improved with the 

BiSI layer even though the device structure and the recipe were not yet optimised.  

These devices reported herein employ planar junction SnO2 layers. As such, we can expect to 

realise further enhancements in PCE using mesoporous metal oxide films and optimising the 

BiI3 film morphology. Additionally, the thickness of the BiSI layer has not yet been optimised 

and if the optimal thickness can be found, there can be further improvement in the PCE of these 

devices.  
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Chapter 4: Overcoming the Intrinsic Problems of Bismuth-based 

Perovskites for Photovoltaic Applications 

Abstract 

As discussed above, stable lead-free perovskites are attracting interest from researchers in this 

field in the expectation of similar optoelectronic properties to lead-based perovskite but with 

high stability and low-toxicity; one of them is bismuth 0D perovskite. While they have 

achieved improved efficiency over the last few years, they have yet to achieve >4% PCE. The 

reason suggested for this efficiency limit is the high defects and high binding energy, which are 

their intrinsic properties.1–4 

Two ways to overcome those concerns are suggested in this chapter. The first way is to mix 

bismuth and antimony in a 0D perovskite structure (MA3(Bi1-xSbx)2I9) and the other way is to 

introduce phenylethylammonium (PEA+) to the small cation position, resulting in a 2D 

perovskite structure to bismuth perovskite. Both can successfully improve the optoelectronic 

properties for higher solar cell performance. 

In the first part of this chapter, the opto-electronic properties of novel lead-free bismuth and 

antimony-based 0D perovskites MA3B2I9 (B = Bi, Sb) are investigated. Complete miscibility 

was found across the solid-solution with a <1% change in the calculated lattice parameters. 

This miscibility extends to a full configurational disorder of Bi and Sb and a subsequent 

reduction in the experimentally observed PLQY. I would like to highlight the significance of 

the observed bandgap bowing to fine-tune the electronic structure for opto-electronic devices. 



Page | 133  

 

In addition, the substitution of Bi with the smaller Sb leads to lower calculated effective masses, 

and thus lower binding energies. As the binding energies measure the strength of the 

photoexcited electron and hole pairs, they play a crucial factor in electron–hole recombination 

processes. In this respect, there seems to be a shift from an excitonic regime to a non-excitonic 

regime.  

In the second part of this chapter, a new 2D (PEA)3Bi2I9 was prepared and the 2D structure was 

confirmed using XRD analysis. SEM showed the improved film morphology in 2D bismuth 

perovskite compared to the 0D one and it was found that charges lived longer in the 2D material 

according to TRPL. Finally, solar cells with this new material were fabricated and the efficiency 

was improved with the previously used structural optimisation. 

The insights from this study are also applicable in other semiconductors such as silver, bismuth 

and antimony double perovskites, Sb/Bi sulfide and Sb/Bi triiodide. 
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4-1. Metal Cation Transmutation in Lead-free Perovskites 

4-1-1. Introduction 

The 0D MA3Bi2I9 and MA3Sb2I9 systems have recently been investigated for solar cell 

applications with efficiencies increasing from 0.5% to 3.2%, with the progression of device 

architectures and precursor chemistries.1, 3, 5–15 However, some controversy remains over their 

structures in experiments, with MA3Bi2I9 having been reported in both orthorhombic (space 

group: Cmcm)16 and hexagonal phases (space group: P63/mmc).1, 17, 18 Additionally, there has 

been some disagreement on the electronic structure of Bi/Sb end members with reported 

bandgaps in the range of 1.9–2.2 eV.11, 15, 19, 20 Whilst these bandgaps may preclude them from 

becoming efficient solar cells,21 the effect of mixing of Bi and Sb on the electronic properties 

has yet to be investigated and may provide a route to increasing the power conversion 

efficiencies by narrowing the bandgap. This follows previous work on lead/tin-based 

compounds where significant bandgap bowing was seen in mixed systems.22–25  

In this chapter, the effect of mixing Bi and Sb on their atomistic structures, effective masses 

and exciton binding energies across a solid solution were investigated through a combination 

of ab initio simulations and experiments. All experimental work presented here was performed 

by myself and the computational work on (MA)3(Bi1-xSbx)2I9 was performed by my postdoc 

collaborator Alex Aziz who is in Prof. Saiful’s group at the University of Bath.  

Recently, the Bi/Sb end members have been reported with binding energies in excess of 200 

meV.3, 6 This is significantly higher than lead-based perovskites, which have been reported at 

<50 meV.18, 26, 27 Understanding the trend in these fundamental properties will have important 
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implications in the operation of devices, affecting the charge carrier mobilities and dissociation 

energies that are critical in the generation of free carriers from photoexcited electron–hole pairs.  

 

 

Figure 4-1-1. Hexagonal 2 × 1 × 1 supercell of a possible configuration of MA3(BiSb)2I9. 

Individual unit cells are marked with black lines. M2X9
3- (M = Bi, Sb) clusters are dimer units 

comprising of pairs of face-sharing MX6 octahedra. Inorganic octahedra are shown in brown 

(Sb) or green (Bi), iodine atoms are shown in purple. Unit cell information: a- 8.568 Å, b- 

14.861 Å, c- 21.757 Å, β- 90.04°, space group: P63/mmc. 
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4-1-2. Method 

Materials 

Methylammonium iodide (MAI) was purchased from Dyesol Ltd. BiI3, SbI3 and Bathocuproine 

(BCP) were purchased from Sigma Aldrich. PEDOT:PSS was purchased from Heraeus Clevios. 

GmbH and PC70BM were purchased from Ossila. Anhydrous dimethylformamide (DMF) and 

anhydrous chlorobenzene (CB) were purchased from ACROS Organics™. Absolute ethanol, 

acetone and isopropanol (IPA) were purchased from VWR. All products were used directly 

without any further purification. 

Substrate preparation 

Glass substrates (VWR Microscope Slides, BS7011, 1.0–1.2 mm) were used after cutting to 

the specified size (1.25 cm × 1.25 cm) and washing and drying in a N2-gas stream. The washing 

process included three consecutive steps: ultrasonic bath treatment in deionised water and then 

acetone and isopropanol for 15 min each. 

Perovskite layer fabrication 

For the active layer, precursor solutions were prepared by dissolving 0.5 mmol BiI3 or SbI3 

according to the different ratio and 0.75 mmol of MAI into DMF with HI additive (30 ml/ml). 

The prepared solutions were spin-coated at 6,000 rpm with 2,000 rpm/s acceleration for 40 s. 

During the spin-coating, CB (600 µL) quickly dropped to the centre of the substrates after 5 s. 

Annealing at 110°C on a hotplate for 20 min followed. This method follows the reported 

literature by Boopathi et al.15 Figure 4-1-2 illustrates the whole process for the perovskite layer 
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fabrication. 

 

Figure 4-1-2. Preparation of bismuth-and-antimony mixed perovskite films on substrates. 

Solar Cell Fabrication 

Commercial ITO glass slides (Psiotec, 12 mm x 12 mm substrates, 15 Ohm/cm2 with 8 mm 

wide stripe photomask) were used as substrates after washing with DI water, acetone and IPA 

by ultrasonic bath treatment. PEDOT:PSS was deposited onto ITO via spin-coating at 5,000 

rpm for 30 s and then an MA3(Bi1-xSbx)2I9 active layer was prepared through the same process 

as above. PC70BM (20 mg/ml in CB) was deposited on top of the active layer at 2,000 rpm for 

30 s. BCP was dissolved in anhydrous isopropanol (0.5 mg/ml) and applied via dynamic spin-

coating at 5,000 rpm for 30 s. Each solution was filtered through a PTFE syringe filter (0.2 μm) 

before use. Finally, 100 nm of Ag as a backside electrode was thermally evaporated at ≤5E-6 

mbar. 
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Characterisation Techniques   

SEM, XRD, thickness measurements, steady-state PL, steady-state UV-Vis and transient 

absorption spectroscopy were carried out as described in Chapter 2.   
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4-1-3. Results & Discussion 

 

Figure 4-1-3. (a) The X-ray diffraction pattern of MA3Bi2I9 thin film on a glass substrate and 

a reference of MA3Bi2I9 (code: 01-085-6013), (b) the diffraction patterns of MA3(Bi1-xSbx)2I9 

films on glass substrates and (b) DFT calculated compositional dependence of the lattice 

parameters of MA3(Bi1-xSbx)2I9. The DFT was calculated by Dr. Alex Aziz. 

Figure 4-1-3 (a) shows the X-ray diffraction (XRD) patterns from prepared MA3Bi2I9 thin film. 

The obtained pattern was compared to the reference (01-085-6013) and the XRD pattern 

matches with the reference except peaks at ~12° and 26°. This confirms that MA3Bi2I9 thin 

film was successfully fabricated through the above method but with some remaining materials.  
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The impurity peaks might come from the remaining bismuth iodide (see Figure 3-2) which was 

not reacted during the annealing. Figure 4-1-4 (b) shows the XRD patterns of the MA3(Bi1-

xSbx)2I9 films prepared on glass substrates. As Bi is replaced by Sb, no impurity peaks were 

observed, only a shift in the peaks to higher angles. This is consistent with experimental work 

on end members.1, 14 For the Bi end member phase, the diffraction peaks seen at 17.03°, 24.56° 

and 28.98° were increased to 17.16°, 24.85° and 29.14°, respectively, for the Sb end member 

phase. This small change in the peak position indicates a small change in the lattice parameters 

and suggests complete mixing of the solid solution. To support this experimental 

characterisation of the crystal structures, calculations on MA3(Bi1-xSbx)2I9 were performed with 

help from the University of Bath. From the calculated results, it was found that across the solid 

solution, the substitution of Bi for Sb with a smaller atomic radius only lead to 0.9% and 0.7% 

decreases in the a and c lattice parameters, respectively. This is consistent with the XRD 

patterns that only show a small shift to higher 2 angles as previously discussed. Both 

experimental and theoretical results confirm the absence of any large change in lattice 

parameters, which suggests that the solid solution would readily mix.  

Figure 4-1-4 shows scanning electron microscopy (SEM) images from the prepared MA3(Bi1-

xSbx)2I9 films on glass substrates. The nanoparticle size of the perovskites was roughly similar 

but decreased until the 37.5% Sb substitution in MA3(Bi1-xSbx)2I9 and then became somewhat 

larger (~50 nm) from the 50% Sb substitution to the end member. Interestingly, the as the 

amount of Sb increases in the material, the number and size of pinholes were reduced. 

Considering XRD patterns above (Figure 4-1-3 (b)), the impurity peaks were reduced with Sb 

substitution. It seems addition of Sb brings purer crystal formation reducing impurities, 
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resulting in lower pinholes in the film morphology.    

 

Figure 4-1-4. SEM images of MA3(Bi1-xSbx)2I9 films prepared on glass substrates. 

Theory (average fitted) 
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Figure 4-1-5. Experimentally obtained and computationally calculated bandgaps of MA3(Bi1-

xSbx)2I9. The theoretical bandgaps were calculated by Dr. Alex Aziz and averaged over the three 

configurations with the highest probability. 

Figure 4-1-5 shows the experimentally and computationally obtained bandgaps of MA3(Bi1-

xSbx)2I9 and Figure 4-1-6 is Tauc plots from the fabricated MA3(Bi1-xSbx)2I9 thin films; they show 

how the experimental bandgaps were obtained for each mixed perovskite. To investigate the 

variation in the bandgap in MA3(Bi1-xSbx)2I9, the ab initio density functional theory (DFT) 

simulation with HSE06-SOC was employed with help from the University of Bath. Interestingly, 

the calculated bandgaps showed significant deviations from linearity across the solid solution. 

This deviation can be described by a parabolic bandgap curve: 
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𝐸𝑔(𝑥) = 𝑥𝐸𝑔
𝑥=1 + (1 − 𝑥)𝐸𝑔

𝑥=0 − 𝑏𝑥(1 − 𝑥)       (Eq. 4-1-1) 

where 𝐸𝑔
𝑥=1 and 𝐸𝑔

𝑥=0 are the bandgaps of the end member phases and b is a single bowing 

parameter. 

  

Figure 4-1-6. (a)-(i) Tauc plots for MA3(Bi1-xSbx)2I9 thin films. 

This bowing effect was also reported in the archetypical alloy system MA(Pb1-xSnx)2I3,
23–25 and 

it would be beneficial for solar-cell applications in both single-junction devices and tandem 
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devices where top cell materials require bandgaps in the range 1.7–1.9 eV.23, 28 Goyal et al. 

suggested that bowing is chemical in nature and originates from differences in the energy 

mismatch between Pb and Sn s and p orbitals.25 The results in this study also support this 

conclusion in MA3(Bi1-xSbx)2I9. Whilst SOC contributions have more significantly impacted 

the reduction in the bandgap in Bi-rich compositions, they do not account for the variation in 

the bandgap seen in different configurations in the 50:50 phase. The energy of the lowest three 

configurations differs by just 30 meV, yet their bandgaps differ by around ~0.3 eV (Figure 4-

1-5). This might also result from differences in the energy alignment in the VBM that are 

dominated by Sb and Bi p-orbitals, which is the same as the Pb and Sn system. This bowing 

effect would be beneficial for fine-tuning and reducing the bandgap for solar-cell applications 

and their potential use in tandem devices.  
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Figure 4-1-7. (a) The three lowest energy configurations of MA3(BiSb)2I9 and (b) 

experimentally obtained PLQY values for MA3(Bi1-xSbx)2I9 thin films. The configurations were 

obtained by Dr. Alex Aziz. The selected excitation wavelength was 320 nm for the samples and 

photoluminescence between 340 nm and 620 nm was collected.  
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Table 4-1-1. Summary of PLQY for thin films of MA3(Bi1-xSbx)2I9. 

 

Figure 4-1-7 (a) shows the complete disorder in this system. This disorder also influences the 

photoluminescence quantum yields (PLQY), which vary as a function of the composition in 

MA3(Bi1-xSbx)2I9. Increased disorder may introduce defect centres that can act as sites for non-

radiative recombination within the films, leading to local changes in the photoluminescence 

intensity. We probed this by calculating the PLQY yields from experiments as a function of the 

composition in MA3(Bi1-xSbx)2I9 (Figure 4-1-7 (b)). The pure bismuth perovskite showed the 

highest PLQY and there was a reduction in PLQY upon Sb substitution until 62.5% Sb 

incorporation, where the PLQY started increasing (Table 4-1-1 lists the exact values). Note that 

while the low PLQY would result in significant experimental error, the trend remains clear 

x in Composition 

MA3(Bi1-xSbx)2I9 

PLQY (%) 

x in Composition 

MA3(Bi1-xSbx)2I9 

PLQY (%) 

0 0.0037 0.625 0.0015 

0.125 0.0026 0.75 0.0020 

0.25 0.0025 0.875 0.0022 

0.375 0.0023 1 0.0032 

0.5 0.0023   
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from the results and the low PLQY is inherent to this material, which has low PL intensities 

with short charge-carrier lifetimes.1, 29 

Following photoexcitation, the negatively charged electrons and positively charged holes were 

only bound by columbic forces. The energy needed to overcome these interactions and generate 

free carriers is called the exciton binding energy and this is critical to the operation of any solar 

cell device. In archetypical halide perovskite MAPbI3, exciton binding energies have been 

reported from as low as a few meV at room temperature to ~50 meV.26, 30, 31 These values show 

that they almost have spontaneous free carrier generation. To gain an understanding of the 

exciton binding energies in MA3(Bi1-xSbx)2I9, we employ a combined experimental and 

theoretical approach. 

 

Figure 4-1-8. Absorption spectra of MA3(Bi1-xSbx)2I9 films prepared on glass substrates. 
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Figure 4-1-8 shows the absorption spectra of the thin films of MA3(Bi1-xSbx)2I9. In agreement 

with our results showing the bandgap bowing effect (Figure 4-1-8), we see a red-shift in the 

spectra as we moved from the end member phases to the mixed phase. The exciton peak at 

~520 nm decreases as a function of Sb, leading to a lower density of excitons; this suggests 

lower binding energies in the Sb-phase. To confirm this assertion, the binding energies were 

calculated using the equation below with the Wannier exciton model:  

𝐸B =
𝑒4

2(4 ħ )2       (Eq. 4-1-2) 

where  is the reduced effective mass, e is the unit of charge,  is the high-frequency dielectric 

constant and ħ is the reduced Planck constant.32–34 

Figure 4-1-9 shows the calculated effective mass, dielectric constant and binding energy of 

MA3(Bi1-xSbx)2I9. Following Eq. 4-1-2, the increase in the dielectric constant and decrease in 

the effective mass both led to reductions in the binding energy as a function of Sb in 

MA3(Bi1-xSbx)2I9. The major contributing factor in the reduction of the binding energy was 

the effective mass, which decreased by about a factor of two from the Bi- to Sb-phase, 

whereas the dielectric constant only increased by about 10%. This resulted in a reduction of 

the binding energy from 370 eV for MA3Bi2I9 to 150 eV for MA3Sb2I9. The values 

experimentally obtained from the literature of >300 meV6 for bismuth perovskite and around 

200 meV3 for antimony perovskite are consistent with our results. These binding energies are 

over fourfold those reported for MAPbI3.
26, 30, 31 Unlike lead-based perovskites that 

predominantly generate free charges, bismuth- or antimony-based perovskites form stable 

excitons inside clusters. This is also consistent with other reported studies that suggest that 
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the excitations are localised in [Bi2I9]
3− or [Sb2I9]

3- octahedral clusters.2, 3 Even in the Sb-

system where the lowest binding energy of ~150 meV can be found, this is still inhibitive to 

its implementation as a solar cell device. This is confirmed by the small yield obtained 

indicating a non-radiative recombination of localised excitons before charge separation can 

occur.2, 3  

 

Figure 4-1-9. (a) Calculated effective mass and dielectric constant and (b) calculated binding 

energy of MA3(Bi1-xSbx)2I9. The effective mass, dielectric constant and binding energy were 

obtained by Dr. Alex Aziz. 
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To see the effect of the exciton binding energy reduction to the charge transfer, microsecond-

to-millisecond transient absorption spectroscopy (TAS) was employed. The Bi/Sb end 

members’ thin films were prepared on a glass substrate and P3HT were spin-coated on top of 

them. Figure 4-1-10 shows the decay of polarons generated on P3HT due to the charge transfer 

from the perovskites. From the decay, we can find that the charges from both MA3Bi2I9 and 

MA3Sb2I9 have long lifetimes >0.1 s. This long decay might come from the deep trapping of 

the charges. Comparing the intensity of the decay, that from MA3Sb2I9 film (brown trace) had 

a higher intensity than that from MA3Bi2I9 film (black trance). The decay was probed at 1,000 

nm where the polaron of P3HT could be easily observed and Figure 4-1-10 (b) confirms that it 

is the polaron of P3HT because the spectra matches (not perfectly but generally) the chemically 

oxidised P3HT. There are several reasons the absorption has higher intensity: the absorption 

coefficient, concentration, thickness, following the Beer–Lambert Law (Eq 2-1.). Here, 

assuming that both films have the same thickness of P3HT from the same method, the 

concentration of polarons is the main factor in the difference. From this, it seems that a larger 

amount of holes was transferred from MA3Sb2I9 than from MA3Bi2I9. Note that MA3Sb2I9 has 

a 0.3 eV higher valence band (VB) of -5.6 eV compared to MA3Bi2I9, which has one at -5.9 eV. 

Therefore, MA3Sb2I9 has a smaller driving force to transfer holes to P3HT than MA3Bi2I9. 

Despite this, it showed a higher intensity signal, which shows that the binding energy has a 

critical effect. 
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Figure 4-1-10. (a) transient absorption kinetics measured at 1,000 nm for MA3Bi2I9 and 

MA3Sb2I9 thin films on glass substrates with P3HT and (b) transient absorption spectrum of a 

glass/MA3Bi2I9/P3HT thin film measured 5 ms after pulsed excitation and a steady-state 

absorption spectrum of P3HT chemically oxidised with N(PhBr)3SbCl6. The signals were 

normalised by the absorption of the film at 450 nm, which is the excitation wavelength. 
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Next, solar cells were fabricated to investigate the effect the discussed physical properties have 

on the device performance in MA3(Bi1-xSbx)2I9. The structure of the fabricated solar cells with 

their relevant energy levels are shown in Figure 4-1-11 (a).  

For a device to perform as a solar cell, its architecture must have the right energy levels. For 

holes to be transported, the energy level of the VBM photoactive layer must be lower than that 

of the hole transport layer. For electron transport, the CBM of the photoactive layer must be 

higher in terms of energy than the electron transport layer. To probe this, the energy levels for 

MA3(Bi1-xSbx)2I9 were calculated with help from the University of Bath (Figure 4-1-11 (b)) and 

it was found that both the VBM and CBM increase by ~0.3 eV as a function of Sb. We see an 

almost linear increase in the VBM but a more parabolic trend in the CBM. These changes lead 

to the previously discussed bandgap bowing effect and are consistent with experimentally 

reported values.6, 15 The shift to high energies with Sb-substitution for Bi (indicated by the 

dotted line in Figure 4-1-11 (a)), is well within the acceptable range for the device structure. 

The VBM of the perovskite is lower than the hole transport layer in PEDOT:PSS and the CBM 

of the perovskite is higher than that of the electron transport layer PC70BM. These changes in 

band alignment will likely cancel each other out as the energy level difference between CB of 

perovskite and PC70BM increases while the energy level difference between the VB of 

perovskite and PEDOT:PSS decreases. 
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Figure 4-1-11. (a) Schematic illustration of the prepared device architecture with energy levels. 

The energy levels of bismuth perovskite and antimony perovskite (yellow dashed line) are 

based on related literature.6, 15 (b) the calculated relative energy levels of MA3(Bi1-xSbx)2I9. The 

relative energy levels were calculated by Dr. Alex Aziz. 
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Figure 4-1-12. (a) JV traces of the assembled devices (dashed lines represent measurements in 

the dark) in ITO/PEDOT:PSS/MA3(Bi1-xSbx)2I9/PC70BM/Ag and (b) box plots of PCE of six 

best devices of each composition in MA3(Bi1-xSbx)2I9. 
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Table 4-1-2. Summary of the photovoltaic performance of the solar cells with MA3(Bi1-xSbx)2I9 

as the active layer presented in Figure 4-1-12 (a). The averaged values from six device cells 

are in brackets with the mean and standard deviation. 

X in Composition 

MA3(Bi1-xSbx)2I9 
Jsc (mA/cm2) Voc (V) FF PCE (%) 

1 2.06 (2.13 ± 0.08) 0.66 (0.62 ± 0.05) 0.30 (0.39 ± 0.05) 0.41 (0.51 ± 0.09) 

0.875 2.01 (1.97 ± 0.25) 0.56 (0.56 ± 0.04) 0.40 (0.40 ± 0.02) 0.46 (0.44 ± 0.05) 

0.75 1.32 (1.42 ± 0.14) 0.53 (0.50 ± 0.07) 0.35 (0.38 ± 0.03) 0.25 (0.26 ± 0.02) 

0.625 0.99 (0.72 ± 0.16) 0.56 (0.38 ± 0.13) 0.39 (0.34 ± 0.04) 0.21 (0.11 ± 0.05) 

0.5 1.00 (0.90 ± 0.07) 0.61 (0.54 ± 0.04) 0.42 (0.38 ± 0.02) 0.25 (0.18 ± 0.02) 

0.375 0.44 (0.45 ± 0.07) 0.50 (0.30 ± 0.12) 0.36 (0.34 ± 0.05) 0.08 (0.05 ± 0.02) 

0.25 0.35 (0.33 ± 0.03) 0.34 (0.35 ± 0.08) 0.30 (0.30 ± 0.01) 0.04 (0.04 ± 0.01) 

0.125 0.20 (0.21 ± 0.02) 0.19 (0.16 ± 0.08) 0.29 (0.34 ± 0.07) 0.01 (0.011 ± 0.004) 

0 0.09 (0.10 ± 0.01) 0.30 (0.17 ± 0.12) 0.27 (0.34 ± 0.08) 0.007 (0.005 ± 0.003) 

 

Figure 4-1-12 (a) shows the JV traces from the fabricated solar cells with MA3(Bi1-xSbx)2I9 in 

the above structure. Table 4-1-2 presents the obtained photovoltaic parameters including Jsc, 

Voc, FF and PCE. From the JV traces and averaged parameters, it can be found that the Jsc 

increases linearly from 0.10 ± 0.01 mA/cm2 to 2.13 ± 0.08 mA/cm2 as the Sb contents increase 

in MA3(Bi1-xSbx)2I9. The increased current seems to be from the increased charges transferred 

by the binding energy reduction with Sb substitution. Box plots of the power conversion 

efficiencies (PCE) were plotted for the system (Figure 4-1-12 (b)) to assess the devices’ 
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efficiency. The average values of Jsc, Voc, FF and PCE with a distribution can be found in Table 

4-1-2 in the brackets. From the box plots, a clear increase in PCE is seen as Sb is substituted 

for Bi in MA3(Bi1-xSbx)2I9 where the averaged PCE increases from 0.005 ± 0.003% to 0.51 ± 

0.09% with Sb substitution. Although the determined efficiencies are low, a clear increase in 

PCE is seen as a function of the Sb in MA3(Bi1-xSbx)2I9. When the JV curve from the device 

with Sb perovskite is compared to the JV curve in chapter 3 (Figure 3-14), this device has lower 

current but higher VOC. This might come from the better morphology without pinholes (Figure 

4-1-4). As a result, the dark current did not show any obvious leakage not like the device with 

bismuth iodide. The devices with bismuth perovskites were proven to be stable for a month by 

Park et al..1 

 

In this work, several properties are investigated such as the bandgap, configurational disorder, 

effective mass, binding energy and band alignment, which are all related to device performance. 

I would like to suggest that the key parameter for device performance is the effective mass and 

its direct effect on the binding energy of the excitons in this MA3(Bi1-xSbx)2I9 system. The high 

binding energy found in this system deters the facilitation of exciton ionisation, thus lowering 

the yield of free carriers.2, 3 The lower binding energies on Sb substitution were found and this 

leads to lower energies required to dissociate the excitons into free carriers although the binding 

energies are still too high to obtain PCEs that match those seen for the MAPbI3-based 

perovskites. 
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4-2. 2D Bismuth Perovskites 

4-2-1. Introduction 

Perovskites with low dimensionality and excellent stability have also attracted widespread 

attention in recent years, resulting in rich properties for multifunctional devices.35–37 The ionic 

radii, ionic valences, and coordination types of A, B and X in a 3D ABX3 structure are the three 

key factors affecting the perovskite structure. Significant changes in these three key factors 

will result in low-D perovskites; replacing A, B or X ions affects the ionic radii and the hetero-

valence ion substitution of B ions synergistically affects the three factors. In particular, by 

replacing the cation A with larger organic cation such as butylammonium (BA) or 

phenylethylammonium (PEA), the 3D lead-based perovskites ABX3 can be sliced into a 2D 

structure with the general formula A2BX4.
1 They achieved improved stability by building a 

protective organic ligand layer out of the perovskite made of PEA or BA,38,39 and reduced the 

defect density, leading to a higher photoluminescence quantum yield (PLQY).40 It proves that 

the physical properties are strongly related to their structural dimensions. 

The A-site substitution in A3B2X9 brought in a new 2D type of perovskite derivative. Cs3Sb2I9 

is known to have two different structures, the 0D dimer form that can be prepared by a simple 

solution process and the 2D corrugated layers of polyanions form that can be prepared through 

SbI3 vapour annealing. This 2D Cs3Sb2I9 film had enhanced stability in ambient air, thus 

providing a decent platform for optoelectronic applications.41 In addition, it has been 

demonstrated that Cl-incorporated 2D MA3Sb2ClxI9−x shows better absorption, higher carrier 

mobilities and higher efficiency in solar cells than 0D MA3Sb2I9, where the inclusion of 
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methylammonium chloride into the precursor solutions can suppress the formation of an 

undesired 0D MA3Sb2I9 dimer-phase.13 Rb3Bi2I9 is a 2D bismuth perovskite with direct 

bandgap and higher defect tolerance than the 0D bismuth halide phases.42 Although it has good 

optical properties for photovoltaic applications, solar cell devices with this material have not 

yet been reported. 

In this study, another 2D bismuth perovskite—(PEA)3Bi2I9—was prepared by the solution 

process and its crystallographic and optical properties were characterised and compared with 

3D (MA)3Bi2I9. As a result, an improved film morphology and PLQY was obtained from 2D 

bismuth perovskite. 
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4-2-2. Method 

Materials 

Methylammonium iodide (MAI) and phenylethylammonium iodide (PEAI) were purchased 

from Dyesol Ltd.; BiI3 and tin chloride dihydrate were purchased from Sigma Aldrich; spiro-

OMeTAD was acquired from Feiming Chemical Limited; anhydrous dimethylformamide 

(DMF) and anhydrous chlorobenzene (CB) were purchased from ACROS Organics™; 

Absolute ethanol, acetone and isopropanol (IPA) were purchased from VWR; TiO2 

nanoparticle paste (30NR-D) was purchased from Dyesol Ltd.  

Substrate preparation 

Glass substrates (VWR Microscope Slides, BS7011, 1.0–1.2 mm) were used after cutting into 

pieces of the specified size (1.25 cm × 1.25 cm), washing and drying in a N2-gas stream. The 

washing process included three consecutive steps: ultrasonic bath treatment in deionised water, 

acetone and isopropanol for 15 min each. 

Compact SnO2 film fabrication 

The c-SnO2 films were prepared by spin-coating a 0.3 M solution of tin chloride dihydrate in 

ethanol at 5,000 rpm with 2,000 rpm/s acceleration for 30 s followed by annealing in a furnace 

at 500°C for 45 min. 

BiSI interlayer fabrication 

A BiSI interlayer was prepared as described in Chapter 3. The In2S3 interlayers were prepared 
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by spin-coating a solution of indium dimethylpentyl xanthate in chlorobenzene (134 mg/ml) at 

2,000 rpm with 2,000 rpm/s acceleration for 30 s. Afterwards, the films were annealed on a 

hotplate at 200°C for 15 min in a N2-filled glovebox to form In2S3. On top of the In2S3 layer, a 

BiI3 solution in DMF (200 mg/ml) was spin-coated at 2,000 rpm with 2,000 rpm/s acceleration 

for 30 s, then annealed on the hotplate at 200°C. 

 

Figure 4-2-1. Preparation of 2D bismuth perovskite films on substrates. 

Perovskite layer fabrication 

For the active layer, bismuth perovskite precursor solutions were prepared by dissolving 200 

mg of BiI3 and 80.87 mg of MAI into DMF and 200 mg of BiI3 and 126.74 mg of PEAI into 

DMF for 0D and 2D perovskite, respectively. The prepared solutions were spin-coated at 2,000 

rpm with 2,000 rpm/s acceleration for 30 s, followed by annealing at 110°C on a hotplate for 
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20 min. Figure 4-2-1 shows the whole process for the perovskite layer fabrication. 

Hole transport layer fabrication 

The spiro-OMeTAD solution was prepared by dissolving 72.3 mg of spiro-OMeTAD in 1 ml 

chlorobenzene without any additives. Afterwards, the solution was filtered through a PTFE 

syringe filter (0.2 μm) and deposited as a hole transport layer on top of the bismuth perovskite 

films by spin-coating at 2,000 rpm with 2,000 rpm/s acceleration for 30 s.  

Solar Cell Fabrication 

For PV devices, commercial fluorine-doped tin oxide (FTO) glass substrates were used. The 

glass/FTO substrates were cleaned consecutively in ultrasound baths with soap, deionised 

water, acetone and isopropanol in order for 20 min each and then dried by blowing with N2 and 

heating in an oven. The compact ETL, BiSI, bismuth perovskite active layer and HTL were 

prepared through the same process as above. Finally, 100 nm of Ag as a backside electrode was 

thermally evaporated at ≤5E-6 mbar. 

Characterisation Techniques   

SEM, XRD, thickness measurements, steady-state PL, steady-state UV–Vis, transient 

absorption spectroscopy (TAS) and time-resolved photoluminescence (TRPL) were carried out 

as described in Chapter 2.   
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4-2-3. Results & Discussion 

 

Figure 4-2-2. The X-ray diffraction pattern of PEA3Bi2I9 powder and fitted pattern. The 

diffraction pattern and fitted pattern were obtained by Martin Vickers, a senior research 

associate at University College London. 

 

Figure 4-2-3. The crystal structure of Rb3Bi2I9 (P21/n) as reported by Lehner et al.42 
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The crystal structure of PEA3Bi2I9 was examined by X-ray Diffraction (XRD). The unit-cell 

dimensions were delivered from PEA3Bi2I9 powder by fitting with a Le Bail fit using Rietica. 

Figure 4-2-2 shows the XRD pattern from PEA3Bi2I9 powder and its fitting from a Le Bail fit 

using Rietica and Table 4-2-1 contains the unit-cell information from the fitting.  

Table 4-2-1. Crystallographic parameters of PEA3Bi2I9. 

formula PEA3Bi2I9 

sample powder 

crystal system monoclinic 

Space group P21/n 

unit cell (Å, degree)  

a 23.346 

b 26.200 

c 8.858 

β 100.067 

From the unit cell information, PEA3Bi2I9 is in a monoclinic system and the space group of 

P21/n is in the same crystal system and space group as Rb3Bi2I9, as reported by Lehner et al.42 

From the report, Rb3Bi2I9 contains corrugated layers of corner-connected BiI6 octahedra and 

the ordered cubic close packing of Rb and I occur in such a manner that all BiI6 octahedra are 

coordinated by eight Rb atoms in the arrangement of a distorted cube while every third M layer 

of the perovskite aristotype in [001] is depleted (Figure 4-2-3).42 PEA3Bi2I9 should have the 
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same crystal structure but it has longer lattice parameter and larger beta degree due to the larger 

atomic radius of PEA+ compared to Rb+. From this result, it can be said that the 2D-structured 

bismuth-based perovskite PEA3Bi2I9 was successfully obtained. 

 

Figure 4-2-4. X-ray diffraction pattern of PEA, MA and PEA/MA mixed bismuth perovskite 

thin films on glass substrates.   

Figure 4-2-4 shows the XRD patterns from PEA3Bi2I9, MA3Bi2I9 and (PEA0.5MA0.5)3Bi2I9. 

When the patterns are compared, interestingly, the pattern from (PEA0.5MA0.5)3Bi2I9 has 

separate patterns from both PEA3Bi2I9 and MA3Bi2I9. This means that although the precursor 
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solution can be made of PEA or MA, the crystal has two different phases, which are pure 

PEA3Bi2I9 and MA3Bi2I9. The relative peak intensities are different from Figure 4-2-2. The 

preferred orientation in the thin film results in a larger amount of diffraction at certain points. 

Therefore, thin film XRD patterns usually have less peaks than powder or single crystal XRD 

patterns. The morphology of the prepared films was investigated by scanning electron 

microscopy (SEM). Figure 4-2-5 shows SEM images of PEA3Bi2I9, PEA3Bi2Br9, MA3Bi2I9 

and MA3Bi2Br9. The precursor solution had the same molar concentration to prepare these films. 

When the films from MA containing perovskite (Figures 4-2-5 (a) and (c)) and PEA containing 

perovskite (Figures 4-2-4 (b) and (d)) are compared, images from MA perovskites have several 

large pin-holes and vertically oriented perovskites images while images from PEA perovskites 

lack pinholes but have compact and smooth films.  

 

Figure 4-2-5. SEM images of PEA and MA bismuth perovskite thin films on glass substrates.   
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Improving the morphology of bismuth-based perovskite is a key solution to improving the 

efficiency of solar cells due to its poor film morphology.1,6 While smooth films were obtained 

with anti-solvent treatment in the above chapter, the film formation with this treatment has poor 

reproducibility.43 However, with PEA3Bi2I9, it is much easier to make a smooth film that is 

beneficial for efficient solar cell fabrication. Therefore, improvements to the PCE of bismuth-

based perovskite can be expected when such a material is fabricated in a solar cell device. 

 

Figure 4-2-6. UV-Vis and PL spectra of PEA and MA bismuth perovskite thin films on glass 

substrates.   
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Steady-state UV–Vis and PL were employed to characterise the optical properties. Figure 4-2-

6 shows both the UV–Vis and PL spectra from prepared bismuth-based perovskites. When 

bromide replaces iodine in PEA3Bi2I9, there is an obvious peak shift to higher energy, which 

can also be seen in lead- and tin-based perovskites.37,44 When comparing the spectra from 

PEA3Bi2I9 and MA3Bi2I9
 and from PEA3Bi2Br9 and MA3Bi2Br9, blue-shifted spectra and 

sharper absorption bands and more obvious exciton bumps can be observed in PEA-containing 

perovskites. In particular, sharper absorption bands are attributable to the excitonic behaviour 

of these materials. 

 

Figure 4-2-7. Tauc plots from PEA and MA bismuth perovskite thin films. 

The optical bandgaps of MA3Bi2I9, PEA3Bi2I9, MA3Bi2Br9 and PEA3Bi2Br9 films were 

estimated as ∼2.15, ∼2.33, ∼2.74 and ∼3.00 eV, respectively (Figure 4-2-7). Note that the 

optical bandgap of perovskites increases when reducing the material’s dimensionality from 0D 

(MA) to 2D (PEA) as shown in the UV–Vis spectra. We attribute this to a quantum size effect, 

as has been reported elsewhere for similar perovskite materials.37 Interestingly, when 
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perovskites with MA and PEA are compared, PEA bismuth iodide/bromide perovskites have 

steeper gradient in the Tauc plot. This is related to the Urbach tail. Exponential tail appears in 

the poor crystalline, the disordered and amorphous materials. When the Tauc plot has lower 

gradient, the material has higher Urbach energy, meaning the crystallinity is poor. By replacing 

MA to PEA, this Urbach energy has been decreased, showing better crystallinity in the material. 

Time-resolved PL decays of MA3Bi2Br9 and PEA3Bi2Br9 are shown in Figure 4-2-8. It is 

notable that the replacement of MA with PEA leads to longer decay lifetimes (τ1/3≒0.21 ns 

from MA3Bi2Br9 and 0.82 ns from PEA3Bi2Br9). The observation of a longer time in 

PEA3Bi2Br9 relative to MA3Bi2Br9 is consistent with a higher PLQY in the 2D material. This 

agrees with the directly measured PLQY values (PEA3Bi2Br9: 0.48%; MA3Bi2Br9: 0.18%; 

Table 4-2-2). The better PLQY of PEA3Bi2Br9 compared to that of MA3Bi2Br9 is consistent 

with the increased excitonic character of PEA3Bi2Br9 as shown in the UV spectra. In addition, 

the decreased defect density can be one reason for the increased PLQY.40,42 
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Figure 4-2-8. TRPL from PEA3Bi2Br9 and MA3Bi2Br9 thin films on glass substrates. The 

selected excitation wavelength was 282 nm for samples and probed at 450 nm and 468 nm for 

PEA3Bi2Br9 and MA3Bi2Br9 respectively. 

Next, the microsecond-to-millisecond transient absorption spectroscopy (TAS) was used to 

study the transfer of generated charges in PEA3Bi2I9 thin films at the metal oxide/ 

PEA3Bi2I9/HTM heterojunction. Figure 4-2-9 shows the charge decay probed at 1,000 nm 

where the polaron of P3HT can be easily observed. All three PEA3Bi2I9 films with different 

metal oxide and HTM layers show that no absorption was observed at this timescale. It is 

understandable that the film with PMMA has no decay because PMMA has a low HOMO level 

and high LUMO level, so there is no charge transfer to PMMA.  
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Table 4-2-2. PLQY values, emission peak position and full width at half maximum (FWHM) 

values of PEA3Bi2Br9, MA3Bi2Br9, PEA3Bi2I9 and MA3Bi2I9. The selected excitation 

wavelength was 320 nm for samples with bromide and 338 nm for samples with iodine 

respectively. The photoluminescence between 340 nm and 620 nm for bromide samples and 

between 500 nm and 600 nm for iodine samples was collected. 

 PLQY (%) Emission Peak (nm) FWHM (nm) 

(PEA)3Bi2Br9 0.48 448 116 

(MA)3Bi2Br9 0.18 467 100 

(PEA)3Bi2I9 0.02 563 90 

(MA)3Bi2I9 0.01 570 60 

However, films with P3HT, which has a sufficiently high HOME level where it can accept 

holes from the perovskite, also lacks obvious absorption. This means there was either no or too 

small charge transferred to HTM or the charges were recombined too quickly. The first reason 

seems more sensible because PEA3Bi2I9 has more excitonic behaviour, as can be seen in Figure 

4-2-6. If no holes can be transferred to HTM, the solar cell with this material cannot work. The 

in situ processed BiSI layer was employed to resolve this problem. 
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Figure 4-2-9. Transient absorption kinetics measured at 1,000 nm for PEA3Bi2I9 thin films on 

different substrates and with different polymers. The signals were normalised by the absorption 

of the film at 450 nm, which is the excitation wavelength. 

 

Figure 4-2-10. X-ray diffraction patterns of PEA3Bi2I9 on (a) mp-Al2O3 and (b) mp-Al2O3/BiSI 

substrates and the reference of BiSI (blue, code: 01-073-1171). 
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Figure 4-2-10 shows the XRD patterns from the prepared PEA3Bi2I9 thin films on mp-Al2O3 

scaffold for thickness. Figure 4-2-10 (a) and (b), which are comparisons of PEA3Bi2I9 with and 

without a BiSI layer, respectively, can be compared to confirm the formation of PEA3Bi2I9 

without reaction with BiSI. PEA3Bi2I9 on BiSI shows both PEA3Bi2I9
 and BiSI peak without 

additional peaks where peaks from PEA3Bi2I9 are the majority, meaning that the PEA3Bi2I9 is 

thicker than BiSI.  

 

Figure 4-2-11. Normalised absorption spectra of PEA3Bi2I9 on glass and glass/BiSI substrates. 

Figure 4-2-11 shows the UV–Vis spectra of PEA3Bi2I9 on glass (black symbols) and glass/BiSI 

(red symbols) substrates. For the PEA3Bi2I9 film on glass, the absorption band starts at around 

550 nm (2.25 eV), which matches well the obtained bandgap above. Meanwhile, MA3Bi2I9 on 
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glass shows another absorption increase at around 750 nm (1.65 eV) which is similar to the 

BiSI Tauc plot above (Figure 3-6 (c)). From both the XRD and UV–Vis data, we can conclude 

that PEA3Bi2I9 was formed on the BiSI interlayer without reacting with BiSI.  

 

Figure 4-2-12. Transient absorption kinetics measured at 1,600 nm for PEA3Bi2I9 thin films 

on c-SnO2 with and without a BiSI interlayer. The signals were normalised by the absorption 

of the film at 450 nm, which is the excitation wavelength. 

Figure 4-2-12 shows the transient absorption kinetics from PEA3Bi2I9 thin film with and 

without a BiSI layer with spiro-OMeTAD. The signal was probed at 1,600 nm where the 
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polaron of spiro-OMeTAD could be easily observed. For the PEA3Bi2I9 thin film without BiSI 

(the black trace in Figure 4-2-12), the signal is negligible, which means that while the charges 

were generated in PEA3Bi2I9, the generated holes were short-lived due to the charge 

recombination between holes transferred to spiro-OMeTAD and electrons in the perovskite or 

that the generated holes were still not transferred to the HTM due to its high excitonic behaviour. 

When BiSI was employed (the red trace in Figure 4-2-12), the signal became clearer compared 

to that without the BiSI layer and it seems that the BiSI layer extracted the electrons more 

efficiently than the compact SnO2 ETL; therefore, more holes could be transferred to spiro-

OMeTAD because the exciton were split into the charges due to the high driving force from 

the BiSI.  

Based on this knowledge, the solar cell devices were fabricated in the structure shown in Figure 

4-2-13 (a). The solar cell without BiSI layer (red trace in Figure 4-2-13 (b)) was short-circuited. 

It might be because the high excitonic energy in PEA3Bi2I9 did not allow the generated excitons 

to split into free charges and so the charge was not transferred to the ETM or HTM as observed 

in TAS (Figure 4-2-9). Meanwhile, the solar cell with BiSI layer worked even though its PCE 

was only 0.013%. Although BiSI helped split generated excitons with a larger driving force 

from the energy level difference, it seems that the charge transfer is still insufficient to have a 

high PCE. 
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Figure 4-2-13. (a) Schematic device architecture of PEA3Bi2I9-based solar cells fabricated with 

the BiSI interlayer and (b) JV traces of the assembled devices with and without the BiSI 

interlayer. 
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4-3. Conclusion 

In this chapter, two ways to overcome the concerns of lead-free bismuth-based perovskites are 

suggested. To mix bismuth and antimony in a 0D perovskite structure (MA3(Bi1-xSbx)2I9) and 

to introduce phenylethylammonium (PEA+) to the small cation position worked efficiently, 

improving the optical property of bismuth-based perovskites. 

In the chapter regarding metal cation transmutation, the physical and opto-physical properties 

of bismuth-and-antimony mixed 0D perovskites were explored using a combined experimental 

and computational approach. This study has improved the fundamental understanding of these 

systems and suggested ways that such systems can be improved for their potential use in solar-

cell applications. This investigation has revealed the following key results. 

a) There is <1% change in the lattice parameters and a small shift in the XRD peaks with no 

impurities seen, which indicates that a solid solution would form.  

b) The calculations indicate the complete disorder of configurations for mixed systems; this is 

supported from the reduction in PLQY seen in mixed systems. 

c) Significant bandgap bowing is seen in the system. This effect is chemical in nature and is 

likely a result of a mismatch of energy levels between Bi and Sb p-orbitals. This effect would 

be beneficial for fine-tuning and reducing the bandgap for solar-cell applications. 

d) Sb substitution for Bi leads to a lower effective mass, which is a major factor in the reduction 

of the calculated and observed binding energies. A lower binding energy leads to a reduced 

density of excitons and should increase the PCEs. However, further work is needed to evaluate 
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the PCEs of these materials by optimising the t device architecture.  

The insights from this study are also applicable to other semiconductors, including silver 

bismuth or antimony double perovskites, Sb/Bi sulfide and Sb/Bi triiodide for various 

applications. 

In the chapter regarding 2D-structured bismuth-based perovskite, PEA3Bi2I9 was successfully 

synthesised and fabricated in thin films and they were compared to 0D bismuth-based 

perovskite. The 2D bismuth perovskite showed a blue shift in the UV–Vis and PL due to the 

quantum confinement, improved charge lifetime and improved PLQY; it seems to come from 

the increased excitonic behaviour and reduced defect density in the perovskite. Unfortunately, 

PEA3Bi2I9 showed poor charge transfer to HTM, which is unbeneficial in a solar cell 

application and so the fabricated solar cell did not perform well. However, employing the BiSI 

interlayer meant that the solar cell started working. If the structure can be optimised, it is 

expected to have a higher PCE in the future. Replacing MA with PEA can be applied to 

antimony-based perovskite, which has a smaller binding energy compared to bismuth-based 

ones; it would be interesting to see how 2D antimony perovskites work.  
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Chapter 5: Metal doping in Lead-free Blue-emitting Quantum Dots 

for Improved Optical Property 

Abstract 

Although lead halide perovskite nanocrystals with a tuneable bandgap and narrow-band 

emissions are very promising for modern lighting and display applications, they suffer from 

toxicity and instability problems. To overcome these concerns, lead-free tin-, bismuth- and 

antimony- perovskite NCs are being developed. In particular, 0D perovskites’ high binding 

energy can be beneficial for high PLQY, opening routes towards the formation of a new 

generation of high-performance light-emitting materials, but much room yet remains for 

improvements. Recently, Pb and Sb mixed perovskites achieved high PLQY in NCs and these 

also seem applicable to bismuth- and antimony-based perovskites. 

This chapter reports the synthesis and characterisation of Cs3(Bi1-xSbx)2X9 perovskite QDs. By 

doping and mixing bismuth and antimony in 0D perovskite, changes in the structure, absorption 

and emission wavelengths and charge-carrier lifetime were observed. These changes can be 

applied to further applications in light-emitting or photovoltaic devices. 
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5-1. Introduction 

0D perovskites have high binding energies to meet the needs of high-performance solar cell 

fabrication. However, the intrinsic characteristics of 0D perovskites can be beneficial for high 

PLQY, opening routes towards the formation of a new generation of high-performance light-

emitting materials.1, 2 While 0D perovskites have low PLQY due to their high level of defects, 

their fabrication in nanocrystals (NCs) can be a good strategy to increase the PLQY. The PL 

emissions from 0D perovskites are excitonic due to their high binding energy, as mentioned 

above. The increased exciton binding energy in NCs compared to Cs3Bi2Br9 single crystals 

brings the enhanced exciton stability and can lead to their increased potential in excitonic 

recombination. In addition, reducing their size to the nanometre scale brings fewer defects in 

NCs and excitons are more prone to radiative recombination.3, 4 

Modern lead-based perovskite NCs are receiving broad attention due to their excellent optical 

and electronic properties like their high PL quantum yield (PLQY) (>90%), narrow full width 

at half maximum (FWHM; <25 nm) and tuneable PL emissions due to the quantum 

confinement.5–8 Fully inorganic CsPbX3 (X = Cl, Br, I) NCs are emerging as a class of metal 

halide perovskite QDs that are less susceptible to oxygen and moisture. To date, tremendous 

progress has been achieved in controlling the morphology, size and halide of CsPbX3 

perovskite QDs with tuneable PL emissions from blue to red.6, 9, 10 However, the toxicity of 

lead is a big hurdle to clear before their application. Additionally, while tin-based perovskite 

NCs (CsSnX3 and Cs2SnX6) have been fabricated, they have both relatively low PLQY (<1%) 

and lower stability.11, 12  
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Bismuth- and antimony-based perovskites are another type of perovskite developed to avoid 

both problems from lead-based perovskites simultaneously. (MA)3Bi2Br9 single-crystal and 

NCs have been synthesised and their NCs obtained a PLQY of 12%.13 This has 2D crystal 

structure and consequently ≤2D electronic dimension, which leads to increased exciton binding 

energy and even the formation of trapped excitons, which is beneficial for high PLQY.1, 2, 14 

Recently, 26.4% PLQY for Cs3Bi2Cl9 NCs and 19.4% PLQY for Cs3Bi2Br9 were reported by 

Leng et al.4 Alongside the higher PLQY, they achieved high stability, maintaining 80% of their 

original performance for 78 hours under UV light. Antimony-based perovskite NCs achieved 

46% PLQY in the blue region with Cs3Sb2Br9.
15 

There have also been several reports that mixed or doped perovskite QDs have improved 

optical properties.16–18 In 2018, Vitoreti et al.19 reported that PLQY was improved tenfold by 

mixing 7% tin into the perovskite in lead-based perovskite NCs. It looks like this is also 

applicable in bismuth- and antimony-based perovskites. 

In this study, all inorganic bismuth- and antimony-based perovskite (Cs3B2X9) NCs were 

fabricated and characterised. To improve their characteristics, bismuth- and antimony-based 

perovskites were doped with antimony and bismuth, respectively. Additionally, bismuth-and-

antimony mixed perovskite NCs were fabricated and characterised.  
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5-2. Method 

Materials 

BiI3, BiBr3, BiCl3, oleic acid (OA) and oleylamine (OlAm) were purchased from Sigma Aldrich; 

CsI, CsBr, CsCl and anhydrous dimethyl sulfoxide (DMSO) were purchased from ACROS 

Organics™; Absolute ethanol, acetone and isopropanol (IPA) were purchased from VWR; 

SbBr3 was purchased from Alpha Acer. All products were used directly without any further 

purification. 

Synthesis of NCs 

The general principle for the fabrication of monodisperse colloidal nanocrystals needs a 

temporal separation of nucleation and the subsequent growth of particles on the nuclei 

generated. In heterogeneous nucleation conditions, the particle growth proceeds by deposition 

of material on already existing “seed” crystals in solution (region 3 in Figure 5-1). To achieve 

the nucleation burst, hot-injection method is generally used. The precursors decompose 

thermally and release monomers. By rapidly injecting the precursors into the hot solution above 

the precursors’ decomposition temperature, the concentration of monomers suddenly increases 

above the nucleation threshold (region 1 in Figure 5-1), forming a super-saturation, driving the 

nucleation (region 2 in Figure 5-1). By a sudden decrease of reaction temperature during the 

nucleation period, the concentration of monomers falls below the nucleation threshold and the 

nucleation process stops (region 3 in Figure 5-1). 
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Figure 5-1. A LaMer plot showing the separation of nucleation and growth.  

In the typical synthesis of Cs3Bi2X9 (X= I, Br, Cl), NCs, 0.4 mmol of CsX, 0.268 mmol of BiX3 

and 66 µL of OLAm were dissolved in 6 mL of DMSO to form a clear precursor solution. One 

millilitre of this precursor solution was slowly dropped into a mixture of 10 mL ethanol and 1 

mL OA with vigorous stirring at 80°C. A natural surfactant, OA was chosen as the surface-

binding ligand for stabilising the nanocrystals and the cationic precursors. The precursor 

solution is with OLAm is not stable in ethanol and OA can stabilise the precursor solution and 

therefore, this stability difference can be a driving force to proceed. Ligands from OA keep the 

particles isolated, thus preventing nuclei agglomeration and facilitating homogeneous growth. 
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Nanocrystal size variations are reduced when ligands control the growth rate of particles. 

Ligands passivate the surface and bind to the surface during organometallic synthesis naturally 

provide surface passivation, which protects the surface from oxidation and minimizes the 

electronic trapping properties of surface defects. The reaction mixture was centrifuged at 8,000 

rpm for 10 min to discard precipitates containing large particles. Afterwards, a clear colloidal 

suspension of Cs3Bi2Br9 NCs was obtained. For Sb mixed and doped NCs (Cs3(Bi1-xSbx)2Br9, 

two solutions containing 0.4 mmol of CsBr, 66 µL of OLAm and 0.268 mmol of BiBr3 or SbBr3 

respectively, were prepared and mixed into a precursor solution in accordance with the different 

ratios. The mixed precursor solution was slowly dropped into a mixture of 10 mL ethanol and 

1 mL OA with vigorous stirring at 80°C and the reacted mixture was then centrifuged at 8,000 

rpm for 10 min to discard the precipitates containing large particles as above. After that, a clear 

colloidal suspension of Cs3(Bi1-xSbx)2Br9 NCs was obtained; Figure 5-2 illustrates this process. 

For solid powders of Cs3(Bi1-xSbx)2Br9 NCs for XRD were obtained by centrifugation at 8,500 

rpm for 20 min.  
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Figure 5-2. Preparation of bismuth-and-antimony mixed perovskite NCs. 

Characterisation Techniques   

XRD, steady-state PL, steady-state UV–Vis and time-resolved photoluminescence (TRPL) 

were carried out as described in Chapter 2. 2-9. For Transmission Electron Microscopy (TEM) 

images, TEM (JEM-2100F with FE (Field Emission) and analytical electron microscope at 200 

kV) was applied to characterise the size of the QDs. TEM images were obtained by Dr. 

Mahmoud G. Ardakani, who is a technician in the Department of Materials. ImageJ was used 

to analyse the size distribution.  
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5-3. Results & Discussion 

 

Figure 5-3. (a) X-ray diffraction pattern of prepared Cs3Bi2Br9 powder and (b) a reference of 

Cs3Bi2Br9 (code: 01-070-0493). 

X-ray diffraction was employed to confirm whether the prepared NCs were bismuth perovskite. 

Figure 5-3 (a) shows the X-ray Diffraction (XRD) patterns from prepared Cs3Bi2Br9 powder 

as described above. The peaks at 12.8°, 15.6°, 22.1°, 22.3°, 27.3° and 31.6° are attributed to 

the (100), (101), (102), (110), (201) and (022) planes. The obtained pattern was compared with 

the reference (01-070-0493) (Figure 5-3 (b)); it verifies that Cs3Bi2Br9 NCs were successfully 
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fabricated through the above method.  

 

Figure 5-4. Absorbance spectrum (solid line) and normalized PL spectrum (dashed line) of 

prepared Cs3Bi2Br9 NCs. The selected excitation wavelength was 280 nm for PL measurement. 

The absorbance spectrum and PL spectrum were obtained to characterise the optical properties 

of the prepared bismuth perovskite NCs. Figure 5-4 (a) shows the normalised absorbance 

spectrum. From this spectrum, the absorption onset can be found near 395 nm (~ 3.09 eV). 

From the PL spectrum, the PL peak position was found at 401 nm with ~76 nm for the full 

width at half maximum (FWHM). When compared with values from the single crystal 

(absorption onset = 2.61 eV, PL peak = 473 nm and FWHM = 42 nm) reported by Leng et al.,4 

there is a notable blue-shift of 70 nm, which might have resulted from the strong quantum 

confinement effect. The FWHM in NC is wider than that in single crystal. This phenomenon 
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will be explained later with the diameter distribution of the synthesised NCs. 

For further study of the exciton recombination dynamics, TRPL decay was measured and 

shown in Figure 5-5. The PL decay can be fitted by a tri-exponential function (Eq. 5-1))20. 

𝐼(t) = 𝐼1 exp (
−𝑡

𝑡1
) + 𝐼2 exp (

−𝑡

𝑡2
) + 𝐼3exp (

−𝑡

𝑡3
)        (Eq. 5-1) 

Here, the contribution of the ultralong-lived component is negligible with relative amplitudes 

(RAs) <10% while the lifetimes of the other two components deviated little with samples.  

The PL decay curve (Figure 5-5) can be fitted with a short-lived PL lifetime (t1) of 2.84 ns with 

a percentage of 43.3% and a long-lived PL lifetime (t2) of 10.50 ns with a percentage of 56.4%. 

The photoluminescence of Cs3Bi2Br9 NCs is driven by the exciton radiative recombination but 

also strongly limited by the presence of nonradiative defects.21, 22 Although reducing the size 

to the nanometre scale can brings fewer defects in NCs,3, 4 the surface defect recombination 

still dominates in bismuth perovskite NCs. 
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Figure 5-5. TRPL from Cs3Bi2Br9 NCs (blue) and its the fitted line using eq. 5-1 (red). The 

selected excitation wavelength was 282 nm and probed at 400 nm. 

Figure 5-6 (a) and (b) present the transmission electron microscopy (TEM) image of as-

synthesised Cs3Bi2Br9 NCs and the size distribution. Black dots can be found in the TEM image 

(Figure 5-6 (a)), which are synthesised bismuth perovskite NCs. The Cs3Bi2Br9 NCs have 

average diameter 3.191 nm and size deviation ±0.802 nm (Figure 5-6 (b)), which may explain 

the wider FWHM (~76 nm) observed in the photoluminescence spectra compared to single 

crystal (42 nm).  
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Figure 5-6. (a) TEM image of Cs3Bi2Br9 NCs and (b) its analysis of the size distribution. 
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Figure 5-7. Photo of prepared Cs3Bi2X9 (where X is I, Br or Cl) precursor solutions, NC 

solutions before and after centrifuge (from top to bottom).  
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Bismuth perovskite NCs with other halide composition Cs3Bi2X9 (where X is halides) can be 

synthesised through the same method used for Cs3Bi2Br9 NCs. Figure 5-7 shows the colour 

differences as the halide component changes. The precursor solutions with different halides 

show red-to-yellow and yellow-to-transparent colour changes as the bromide component 

increases and the chloride component increases, respectively. Then, after the precursor solution 

was dropped into the ethanol and oleic acid (OA) mixed solution, the bismuth perovskites 

precipitate, making the solution opaque due to particles in the solution. By centrifuging, the 

large particles can be discarded, leaving only nano-sized particles in the solution, resulting in 

a clear solution as shown in Figure 5-7. When the large particles are discarded, the solution’s 

colour changes because the small particles have a quantum confinement effect and so there is 

a blue-shift to the absorption spectroscopy, as found in Figure 5-4. 

Figure 5-8 shows X-ray Diffraction (XRD) patterns from prepared Cs3Bi2X9 powder as 

described above. In Figure 5-8 (a) and (b), the obtained patterns from Cs3Bi2I9 and Cs3Bi2Cl9 

powder were compared with references (01-073-0707) and (01-084-1037), respectively. They 

verify that Cs3Bi2I9 and Cs3Bi2Cl9 NCs were successfully fabricated through the above method. 

Regarding Cs3Bi2I9, the peaks at 14.7°, 16.7°, 25.2° and 51.8° are attributed to the (104), (004), 

(006) and (0012) planes. It seems Cs3Bi2I9 has a preferred orientation which is along the c-axis. 

Regarding Cs3Bi2Cl9, the peaks at 11.2°, 20.0°, 21.9° and 31.2° are attributed to the (111), (600), 

(511) and (712) planes. Figure 5-8 (c) shows the XRD patterns from the Cs3Bi2X9 powder 

including Br/I and Cl/Br mixed perovskites. When the patterns from the mixed perovskites 

were compared with patterns from pure perovskites, the patterns from mixed perovskites did 

not contain peaks from the pure perovskites. This means that the halide mixed perovskites have 
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their own phase rather than the two separate perovskites exist together. 

 

Figure 5-8. X-ray diffraction pattern of (a) prepared Cs3Bi2I9 powder and a reference of 

Cs3Bi2I9 (code: 01-073-0707), (b) prepared Cs3Bi2Cl9 powder and a reference of Cs3Bi2Cl9 

(code: 01-084-1037) and (c) prepared Cs3Bi2X9 powders (where X = I, Br, Cl).  
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Figure 5-9. UV-Vis (solid lines) and PL (dashed lines) spectra of Cs3Bi2I9 (black), 

Cs3Bi2Br4.5I4.5 (red), Cs3Bi2Br9 (blue), Cs3Bi2Cl4.5Br4.5 (orange) and Cs3Bi2Cl9 (purple) NCs. 

As shown in Figure 5-9, the absorbance and PL spectra of various Cs3Bi2X9 (X = Br, Cl, and I) 

NCs can be easily tuned from 385 nm (from Cs3Bi2Cl9) to 497 nm (from Cs3Bi2I9) by varying 

the halides. When Br atoms were partially replaced with Cl or I, the bandgaps increased or 

decreased, respectively, leading to composition-dependent photoluminescence. From the 

reports by Leng et al., Cl-containing bismuth perovskite has a higher photo luminescent 

quantum yield (PLQY) than Br-containing bismuth perovskite and Br-containing bismuth 

perovskite has a higher PLQY than I-containing bismuth perovskite.4, 13 From Figure 5-9, it 

can be found that the peak shift by the I-to-Br halide change (497 nm (2.52 eV) to 401 nm (3.09 

eV), shift = 96 nm (0.57 eV)) is more dramatic than that by the Br-to-Cl halide change (401 
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nm (3.09 eV) to 385 nm (3.22 eV), shift = 16 nm (0.13 eV)). This difference can be explained 

by the NC size differences. 

Figure 5-10 shows TEM images of synthesised Cs3Bi2X9 NCs and the size distributions. In the 

TEM image (Figure 5-10 (a)–(d)), the black dots are the synthesised bismuth perovskite NCs 

as seen in Figure 5-6 (a). The Cs3Bi2I9 NCs have average diameter 5.473 nm with a size 

deviation of ± 1.611 nm (Figure 5-10 (e)) while Cs3Bi2Br9 NCs have an average diameter of 

3.191 nm with a size deviation of ± 0.802 nm (Figure 5-6 (b)). Because the centrifuge speed 

was the same for the all solutions, smaller size of particles can remain in colloidal solution for 

heavier compositions and bigger size of particles can remain in the colloidal solution for lighter 

composition. The trend of the sizes is going down from 4.167 nm (I only) to 3.191 nm (Br only) 

then going up to 5.473 nm (Cl only). The size increase for Br/Cl mixed and Cl only perovskites 

might be related to this. There is a size difference of about 2 nm between I-containing 

perovskites and Br-containing perovskites. This might have brought the dramatic peak shift 

due to the increased quantum confinement effect. However, Cs3Bi2Cl9 NCs have an average 

diameter of 4.167 nm with a size deviation of ± 1.066 nm (Figure 5-9 (h)). The Cl-containing 

perovskite has a larger size than the Br-containing perovskite and the size difference between 

the Br-containing perovskite and Cl-containing perovskite is approximately 1 nm. This might 

have reduced the quantum confinement effect and so the shift is smaller, as seen in the figure.  
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Figure 5-10. (a), (b), (c) and (d) TEM images of Cs3Bi2X9 NCs and (e), (f), (g) and (h) their 

analysis of the size distribution. 
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Figure 5-11. Photo of prepared Cs3(Bi1-xSbx)2Br9 precursor solutions, NC solutions before and 

after centrifuge (from top to bottom).  
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From Chapter 4-1, bandgap bowing, energy level disorder and changes in binding energy were 

observed by antimony replacement. Expecting a similar effect as that found in Chapter 4-1, 

bismuth was replaced with antimony in the perovskite. The bismuth/antimony mixed 

perovskite NCs (Cs3(Bi1-xSbx)2Br9) were synthesised using the same method as that for 

Cs3Bi2Br9 NCs.  

Figure 5-11 shows the colour differences as the antimony component increases. The precursor 

solutions with different ratios of Bi/Sb show similar colour; however, the saturation increases 

until reaching a 1:1 ratio mixture and then decreases to the end members. After the precursor 

solution is dropped into the ethanol and OA mixed solution, the perovskites precipitated and 

the solution became opaque due to particles in the solution. By centrifuging, large particles 

were discarded and only nano-sized small particles remained in the solution, resulting in a clear 

and transparent solution. When large particles were discarded, the colour of the solution 

changed because the small particles have a quantum confinement effect and so there is a blue 

shift. The transparent colouration came from the absorption onset in the ultra-violet region.  

Figure 5-12 shows the XRD patterns of the prepared Cs3(Bi1-xSbx)2Br9 powders. As Bi is 

replaced by Sb, there are no impurity peaks, only a shift of the peaks to higher angles. This 

confirms the absence of any large change in lattice parameters, suggesting that the solid 

solution would readily mix. This agrees with the experimental work on end members (Figure 

5-3).4, 15 For the Bi end member phase, diffraction peaks are seen at 22.17°, 31.61° and 39.05° 

and increase to 22.50°, 32.10° and 39.55°, respectively, for the Sb end member phase. This 

small change in the peak position indicates a small change in the lattice parameters and suggests 

the complete mixing of the solid solution as found in Chapter 4-1.  
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To investigate the optical property changes after Sb substitution, steady-state UV–Vis and PL 

were employed. 

 

Figure 5-12. X-ray diffraction patterns of prepared Cs3(Bi1-xSbx)2Br9 powders. 

Figure 5-13 (a) shows the normalised UV–Vis spectra from the pure and mixed perovskites. 

As can be seen in this figure, the absorption onset red-shifts until a 1:1 ratio mixture and then 

blue-shifts to the end members. The PL spectra have similar behaviour to the absorbance 

spectra. The emission peak shifts towards the lower energy direction until reaching the 50/50 

mixed perovskite and then returns to the higher energy. As described in Chapter 4-1 with 
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MA3(Bi1-xSbx)2I9, this behaviour is called the bandgap bowing effect and comes from the 

energy level mismatch between Bi and Sb orbitals. While the bandgap can be considered 

tuneable with Sb substitution, the effect is less than halide control. 

 

Figure 5-13. Normalised (a) UV-Vis and (b) PL spectra of Cs3(Bi1-xSbx)2Br9 NCs. The selected 

excitation wavelength was 282 nm for PL measurement. 
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Figure 5-14. (a) TRPL from Cs3(Bi1-xSbx)2Br9 NCs and (b) the t1 and t2 values from the fitting. 

The selected excitation wavelength was 282 nm and probed at 400 nm. 
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Table 5-1. Fitting parameters of PL decays in Figure 5-14. Tri-exponential functions (Eq. 5-1) 

were employed. 

x in 

Cs3(Bi1-xSbx)2Br9 

I1 t1 (ns) I2 t2 (ns) I3 t3 (ns) R2 

0 4318 ± 31 2.71 ± 0.02 5757 ± 27 10.17 ± 0.05 28 ± 9 72.66 ± 22.07 0.99972 

0.125 4406 ± 37 2.73 ± 0.02 5771 ± 34 9.96 ± 0.06 77 ± 8 89.58 ± 11.51 0.99961 

0.25 4357 ± 33 2.65 ± 0.02 5746 ± 30 9.84 ± 0.05 77 ± 8 81.27 ± 8.99 0.99968 

0.375 4528 ±31 2.81 ±0.02 5613 ± 30 10.39 ±0.05 15 ± 5 202.53 ±175.96 0.99967 

0.5 4444 ± 29 2.77 ± 0.02 5756 ± 28 10.37 ± 0.05 5 ± 5 244.55 ± 618.52 0.9997 

0.625 4231 ± 29 2.62 ± 0.02 5884 ± 28 10.10 ± 0.05 9 ± 6 111.05 ± 112.75 0.99967 

0.75 4404 ± 29 2.71 ± 0.02 5775 ± 28 10.21 ± 0.04 5 ± 4 566.69 ± 3365.15 0.99966 

0.875 4607 ± 26 2.86 ± 0.02 5705 ± 28 10.19 ± 0.03 5 ± 1 1.2E133 0.99965 

1 4385 ± 30 2.79 ± 0.02 5769 ± 29 10.24 ± 0.05 5 ± 6 243.57 ± 648.80 0.9997 

 

To see the changes in the recombination dynamics, time-resolved PL (TRPL) decays of Cs3(Bi1-

xSbx)2Br9 were measured as shown in Figure 5-14 (a). The PL decays were fitted with Eq. 5-1, 

which is the tri-exponential function. The t1 and t2 values in Figure 5-14 (b) and Table 5-1 were 

obtained by fitting with Eq. 5-1. As with Cs3Bi2Br9 NCs, the contribution of the ultralong-lived 
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component is negligible with relative amplitudes (RAs) <10%, while the lifetimes of the other 

two components deviated slightly between samples. 

When the decay (Figure 5-14 (a)) and carrier lifetimes (Table 5-1) were compared, some trends 

were revealed. Figure 5-14 (b) shows the trend of the carrier lifetimes for the Sb substituted 

into the bismuth perovskite NCs. Both t1, which is related to the exciton recombination, and t2, 

which is related to the surface defect recombination, have the tendency to drop until 25% Sb 

mixing and then increase at 37.5% Sb mixing. They decrease until 62.5% mixing, t1 then 

increases up to 87.5% mixing and then drops in the Sb pure perovskite with t1, for t2, the Sb 

pure perovskite increases in the case of t2. It seems that a specific ratio of the mixed perovskite 

has a longer carrier lifetime than Bi or Sb pure perovskite. 
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Figure 5-15. Photo of prepared Cs3(Bi1-xSbx)2Br9 (where the Sb amount is small) precursor 

solutions, NC solutions before and after centrifuging (from top to bottom). 
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To investigate the effect of a small amount of Sb doping, Sb doped (≤10%) bismuth perovskite 

NCs were prepared. Figure 5-15 shows the solutions obtained while preparing the Sb-doped 

bismuth perovskite NCs. They were synthesised through the same method used for Cs3Bi2Br9 

NCs. The precursor solutions with different Bi/Sb ratios show similar colours; the ethanol and 

OA mixed solution with the precursor solution dropped in also looks similar. The solution 

became opaque because the perovskites precipitated. After centrifugation, large particles were 

discarded and only nano-sized small particles remained in the solution, resulting in a clear and 

transparent solution. All solutions had the same transparent colour. 

 

Figure 5-16. X-ray diffraction patterns of the prepared Cs3(Bi1-xSbx)2Br9 (where the Sb amount 

is small) powders. 
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Figure 5-16 shows the XRD patterns of the prepared Sb-doped bismuth perovskite powders. 

As Bi is replaced by Sb, there are no impurity peaks, only a shift in the peaks to higher angles 

as seen in Figure 5-12. This confirms the absence of any large change in the lattice parameters, 

which suggests that the solid solution would readily mix as expected. The diffraction peaks that 

can be seen at 22.17°, 27.33° and 31.68° for the Bi end member phase increased to 22.37°, 

27.54° and 31.92°, respectively, for the 10% Sb-doped bismuth perovskite. This small change 

in the peak position indicates a small change in the lattice parameters and suggests the complete 

mixing of the solid solution as found in Chapter 4-1 and above. 

 

Figure 5-17. Normalised UV–Vis and PL spectra of Cs3Bi2Br9 NCs with (a) 0%, (b) 2.5%, (c) 

5%, (d) 7.5% and (e) 10% Sb doping. The selected excitation wavelength was 280 nm for PL 

measurement. 
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Figure 5-17 shows the normalised UV–Vis spectra and PL spectra from the pure and doped 

perovskites. Only a small shift was observed in the lower energy direction within 1 nm both in 

the absorption onset and PL emission peak. Doping with a small amount of Sb seems to have 

a negligible effect on the steady-state results. 

 

Figure 5-18. TRPL from Cs3(Bi1-xSbx)2Br9 (where the Sb amount is small) NCs and (b) the t1 

and t2 values from the fitting. The selected excitation wavelength was 282 nm and probed at 

400 nm. 
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To see the effect of Sb doping in the recombination dynamics, TRPL decays of Cs3(Bi1-

xSbx)2Br9 were measured and shown in Figure 5-18 (a). The PL decays were fitted with eq. 5-

1 which is the tri-exponential function. The t1 and t2 values in Figure 5-18 (b) were obtained 

by fitting with Eq. 5-1. The contribution of the ultralong-lived component is negligible with 

RAs <10%, while the lifetimes of the other two components deviated little with samples. 

However, upon comparing the charge decays and lifetimes, it seems that the small amount of 

Sb doping was not notable.  

Regarding the effect of Sb mixing, when Sb is mixed into bismuth perovskite NCs, there is a 

small effect on the lattice parameter, bandgap and charge carrier lifetime. However, the effect 

is negligible when the amount of Sb is small unlike for the lead perovskite, which achieved a 

tenfold PLQY increase with only 7% Sn doping.19 
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5-4. Conclusion 

In summary, colloidal Cs3Bi2Br9 NCs were successfully synthesised by employing a hot 

injection method, which can be expected to bring fewer defects and higher excitonic behaviour. 

It seems that the prepared NCs could reduce the surface defect recombination and improve the 

excitonic behaviour, but the surface defect recombination still dominates in bismuth perovskite 

NCs. To improve this, colloidal NCs of Cs3(Bi1-xSbx)2Br9 alloys were prepared with 0 ≤ x ≤ 1. 

As with the result in Chapter 4-1, they showed small changes in the lattice parameter due to 

the bandgap bowing effect. TRPL showed some improvement over its lifetime by mixing 37.5% 

Sb into the bismuth perovskite NCs. Further study on small amounts of Sb doping was 

conducted but no significant effect was found in either steady-state or time-correlated 

spectroscopic views. 
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Chapter 6: Conclusions & Future Work 

6-1. Conclusions 

Bismuth iodide and bismuth/antimony-based perovskites were investigated as new materials 

to overcome the intrinsic problems of lead-based perovskites. Now, the efficiency of these 

materials has been improved by optimising the device structure, metal cation transmutation or 

controlling the dimensionality or size. In addition, the understanding of those materials has 

been deepened by characterising the materials. This thesis has made critical steps towards 

promoting the cell performance and provided an outlook for lead-free materials for use in 

photovoltaics.   

The first results chapter (Chapter 3) was about the application of BiI3 in a solar-cell device with 

an in situ fabricated BiSI interlayer. The interlayer efficiently extracted charges from BiI3, 

which has a short charge-carrier lifetime, and so the device efficiency could be improved. When 

the same structure was applied to MA3Bi2I9, the device efficiency was also improved.  

The second result chapter (Chapter 4) described improving bismuth-based perovskite 

(MA3Bi2I9) through metal cation transmutation or a quasi-2D perovskite approach. First, metal 

transmutation brought changes in the physical and opto-physical properties. In particular, there 

were changes in the bandgap, PLQY and binding energy. The binding energy reduction by Sb 

substitution seems to have a major effect on the device performance. The 2D bismuth-based 

perovskite was successfully fabricated and characterised. Its devices did not work due to the 

too-high binding energy, so a BiSI interlayer was employed to overcome this. The device 
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worked with the interlayer; it can be expected to have a higher performance after optimisation. 

The last results chapter (Chapter 5) presented the fabrication of bismuth/antimony-based 

perovskite nanocrystals and their characterisation. The photoluminescence of bismuth 

perovskite NCs was dominated by the surface defect recombination, although the nano-sized 

particles reduced the defect density. To overcome this, metal cation transmutation was applied, 

and this showed some improvement. A small amount of Sb doping was unable to change the 

properties.  

In summary, the work presented in this thesis has demonstrated the great potential of bismuth 

iodide and bismuth/antimony-based perovskites to work as a light-absorbing material and has 

provided a fundamental understanding of these systems. Furthermore, it suggests ways to 

improve their usage in solar cells or light-emitting devices. 
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6-2. Future Work 

Regarding the BiSI interlayer, its thickness was not optimised here. The thickness of the BiSI 

could be the key to further improvements. The energy level of the BiSI interlayer is such that 

only SnO2 can be used as its ETM; fabricating a smooth and compact mesoporous SnO2 layer 

was attempted but failed. If a high-quality mesoporous SnO2 layer can be fabricated, it can be 

expected to greatly improve the efficiency.  

In Chapter 4, the study focused on the characterisation of new materials rather than on the 

device performance. There is much room for improving the device performance including the 

optimising the thickness of the layers including the active layer. The perovskite layer was about 

200 nm thick; however, thinner is recommended for bismuth/antimony-based perovskite due 

to the short charge-carrier length.  

In terms of nanocrystals, Sb mixing is expected to lead to a higher PLQY because 37.5% 

mixing showed a longer carrier lifetime. In this study, the PLQY was not obtained due to a lack 

of time. It would be helpful to measure the PLQYs of the mixed perovskite nanocrystals to 

understand them in greater depth. In addition, further passivation of harmful defects could help 

achieve a higher PLQY. 

Furthermore, the current transient absorption spectroscopy measurement is limited by the 

instrument response timescale of microsecond; therefore, if faster timescale TAS such as 

picosecond and femtosecond could be applied to monitor the charge transfer processes, 

particularly the electron injection from perovskites to the interlayer or ETL, it will lead to a 

deeper understanding of the key factors that influence the electron transfer process and provide 
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guidance for the device design and optimisation. 

 


