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Abstract 

Respiratory syncytial virus (RSV) infection is a common disease that causes the most severe disease in 

the extremes of age. Parts of the RSV genome are extremely variable, however, origination of genomic 

variation of RSV is not studied very well. Epidemiology studies have shown rapidly changing RSV strains 

and grouped these in genotypes based on a part of the RSV genome that consists of the (partial) G 

gene. 

In this thesis, the genotyping system was inspected and it showed that the part of the G gene 

previously used for genotyping did not contain enough information to reliably determine which 

genotype a strain belonged to. Phylogenetic analysis was performed to determine the necessary and 

sufficient part of the genome to determine the genotype reliably, which was full G. Other proteins 

were investigated for variability as well and both F and L carried plenty of variation as well. 

The amount of variation within a patient has been understudied. Therefore, a new method was 

optimised to detect the prevalence of minority variations in clinical samples. The prevalence of 

minority variants was examined in a community cohort and hospital cohort from season 2015-2016 

of which all samples were spatiotemporally and age-matched. The detected genotypes were GA2 and 

ON1. Most clinical samples in this study did carry minority variants, however, there was no difference 

in the amount of variation between community and hospital samples. The gene that displayed the 

most variations per nucleotide, and most non-synonymous variations was G. 

This research also demonstrates that these variations can be transmitted or develop during acute 

infection. Consecutive samples from volunteers inoculated with a known RSV strain showed that both 

synonymous and non-synonymous variations can occur and their frequency can increase, decrease or 

remain stable over time. The F gene rarely developed non-synonymous variations in this study. 
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1. Introduction 

1.1. Respiratory syncytial virus 

1.1.1. Clinical RSV disease 

1.1.1.1. Disease burden in the UK and worldwide 

Respiratory syncytial virus (RSV) is a ubiquitous pathogen that, despite decades of research, continues 

to represent an enormous burden of disease worldwide. Its widespread circulation means that almost 

all children are infected with RSV at least once by the age of two (1). While most infections in healthy, 

older children and young adults are mild, every year over 450,000 GP episodes, 29,000 hospitalisations 

and 83 deaths are attributed to RSV in those under 18 years of age in the UK alone (2).  

Globally, 28% of lower respiratory tract infections (LRTI) in children under the age of 5 are due to RSV, 

which translates to 33.1 million RSV LRTI worldwide (3, 4). 3.2 million of those infections require 

hospitalisation, of which nearly half are in infants under the age of 6 months (Figure 1.1). Preterm 

infants have a 3 times greater risk to end up in hospital compared to full term babies (5). It is estimated 

that nearly 150,000 deaths occur in children under the age of 5 worldwide each year (4). 

 

Figure 1.1: The global trends regarding the incidence, hospitalisation and mortality rates due to RSV LRTI in children under 
the age of 5 shown an enormous burden of disease. Figure taken from Mazur et al. (3). 

In comparison, influenza caused 20 million episodes and 1 million hospitalisations per year, while 

hospitalisations with RSV reached 3.2 million only in children under the age of 5 annually. Deaths were 

estimated at 28,000-111,500 for influenza (6, 7).  
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It has become clear that RSV causes severe disease in the elderly as well with approximately 487,000 

RSV-related GP episodes, 18,000 hospitalisations and 8,482 deaths occurring in UK adults, with most 

hospitalisations (79%) and almost all deaths (93%) in those over 65 years (8). 

It is generally believed that RSV also greatly contributes to a largely underestimated burden of 

mortality in this population. Older adults with COPD are a particularly vulnerable population, since 

RSV infection can cause exacerbations of their disease and an accelerated decline of FEV1 (9). It is 

even estimated that RSV infection is as common in elderly as non-pandemic influenza A infections 

(10).  

1.1.1.2. Symptoms 

Disease in people infected with RSV is highly variable. Some have asymptomatic infections, while 

others develop lethal pneumonia and infants can develop a condition known as bronchiolitis. Mild 

disease presents as a cough, rhinorrhoea and mild fever, but can evolve to severe disease with acute 

lower respiratory tract manifestations (11). Bronchioles may become obstructed by mucus and severe 

coughing can develop. Ciliated epithelial cells of the airways undergo necrosis and submucosal 

oedema builds up. Difficulty with breathing is frequently associated with wheezing, hypoxia and 

cyanosis (12). However, these more severe features only occur in a minority of infected individuals 

and the differential disease severity seen, even between seemingly similar hosts, is still incompletely 

understood. 

Early events are key in determining the course of disease and these may be influenced by both virus 

and host responses. For example, early viral proteins interfere with the innate immune system, 

promoting high viral load, which causes more severe disease (13). Furthermore, studies in mice have 

suggested that infection at a very young age is a particular risk factor for more severe disease, but that 

reinfection later in life can also escalate to more severe disease, indicating that both the maturity of 

the immune system and its interaction with RSV are important determinants (14). Similar trends are 

noted in humans. Neonates under the age of 6 months seem particularly prone to developing severe 

disease. This might be partially contributed to infection of a specific subset of neonatal regulatory B 

cells. Upon RSV infection, these cells start producing IL-10 which inhibits further immune responses 

(15). 

Contrasting to Influenza infection, the same RSV strain can reinfect the same host (16). It was 

suggested this might be due to several factors, including a dysregulated inflammatory environment 

(17). However, it is unclear which underlying immune dysfunction is the main cause of the possibility 

of reinfections. 
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1.1.2. Immunology 

1.1.2.1. Immune responses to RSV infection 

Infection with RSV triggers the immune response in several ways and severe RSV disease is thought to 

be due to an exaggerated inflammatory reaction rather than direct damage by viral cytopathology 

(18). It has long been thought that interferons (IFNs) are the first line of defense in viral infection and 

most research has been focused on this aspect of the immune system, but recent studies have found 

an indication that O-linked glycans might activate anti-viral immune responses dependent on 

neutrophils first (19). 

After RSV entry into ciliated epithelial cells, it is recognised by pattern recognition receptors (PRR) 

which causes the release of reactive oxygen species which upregulate the STAT pathway. RSV proteins 

cause NFκB induction, which activates an anti-viral response by transcription of IFNα/β and 

chemokines via IκB kinase (Figure 1.2). This innate immune response then triggers and coordinates 

mechanisms for early elimination of the virus and adaptive immunity (13, 20, 21). 

 

Figure 1.2: Intracellular immune response to RSV infection: RSV entry induces ROS, which induces STAT and causes increased 
interferon (IFN) and chemokine transcription. NFκB is activated via IκB upregulation and also increases IFN and chemokine 
transcription. NS1 and NS2 RSV proteins inhibit IRF3 and IFN production. Figure taken from Openshaw et al. (13). 

However, RSV encodes a number of mechanisms to counteract host immunity. NS1 and NS2 proteins 

act in a species-specific manner to partially block the early antiviral response by impairing signalling 

of the type I interferon pathway. Different levels of the cellular IFN pathway are hampered: TRAF3, 

STAT2 and IKKε are decreased by either or both NS1 and NS2 proteins (22). 

While most respiratory viruses primarily induce Th1-biased immunity, impairment of type I interferons 

by RSV may alter the balance of Th1 and Th2 responses (23). When a Th2 response is dominant over 
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the Th1 response, it causes higher levels of IL-4, IL-5 and IL-13, more inflammation and more mucus 

production.  

Once CD8+ T cells arrive on the scene, a decrease in viral load is noted. Nevertheless, memory CD8+ T 

cells in the blood were poorly correlated with protection, possibly due to limited functionality or a 

short life span of these cells. In the airways, epitope-specific resident memory CD8+ T cells were 

correlated with reduction in disease severity (24). 

The activation of cellular immunity is not without problems either. The N protein of RSV has been 

shown to interfere with antigen presenting cells and formation of the immunological synapse, thus 

potentially impairing cell-mediated immunity (25). Furthermore, the G protein contains a fractalkine-

like motif that may alter immune cell chemotaxis and inflammation. Dysregulation of the immune 

response by RSV is thought to contribute to immunopathology by other cell types including cytotoxic 

CD8+ T cells that help with viral clearance, but can also enhance disease, as well as other innate cells, 

including NK cells and γδ T cells (Figure 1.3) (13). 

Once B cells are involved, viral clearance should speed up, but it might also be affected when specific 

neonatal B cells are infected and the immune system is inhibited (15). Furthermore, impaired IgA 

responses to RSV infection have been discovered, which might explain why recurrent infection are so 

common (26). 

 

Figure 1.3: Interactions of T cells and cytokines during RSV infection. When the immune system exhibits a Th1 response, RSV 
disease is mild or asymptomatic. Inhibition of interferons by NS1 and NS2 proteins of RSV cause a shift to Th2 response and 
enhanced disease. Figure taken from Openshaw et al. (13). 
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1.1.2.2. Risk factors for severe disease and persistent infection 

Several risk factors have been identified that are linked to higher risks of getting infection, but also of 

getting more severe infections. Risk factors for severe RSV disease in children include living with school 

aged siblings, birth order, exposure to tobacco smoke (either while pregnant or after birth), being 

younger than 3 months old at the onset of the RSV season, low birth weight and male sex (27-29). 

Mice infected very early in life develop more severe disease and develop worse disease when re-

infected later in life, suggesting that the age of first onset may have an imprinting effect on host 

immunity (14). Other factors affecting disease severity include polymorphisms in genes for cytokines 

and chemokines or their receptors, such as IL-13, RANTES (CCL5), CCR5 and TLR4 (30-32). An extensive 

genome-wide association study has identified several polymorphisms in genes that might predispose 

to bronchiolitis (33). It has been shown that polymorphisms in human genes can interfere with the 

formation of protein complexes in different ways. The associated phenotype can be located at an 

interaction site affecting protein binding or it can affect monomer stability (34). Polymorphisms in 

immunity-related genes can affect the immune responses when it encounters infectious agents, like 

RSV. 

Other risk factors in children include differences in the baseline production of cytokines and 

chemokines like TNFα, interferon-α/β and interferon-γ, Th2 cytokines, IL-6 and IL-8 (30). It is therefore 

believed that a major contributor to disease is the host’s immune response (18, 26). Nevertheless, in 

experimentally infected adult volunteers, IL-6 and IL-8 levels correlate with viral load, suggesting that 

interaction with the virus is also critical (35). Furthermore, immunocompromised patients also 

develop severe disease, which implies host immunity is not the sole determinant of severe disease 

and that different disease mechanisms may exist in immunosuppressed versus immunocompetent 

individuals (13). 

1.1.3. Virology 

1.1.3.1. Taxonomy and structure 

According to the most recent release of the International Committee of Virus Taxonomy, the official 

species name of RSV is Human orthopneumovirus. This species is part of the Genus Orthopneumovirus, 

Family of Pneumoviridae, Order of Mononegavirales, Class of Monjiviricetes, Subphylum of 

Haploviricotina, Phylum of Negamaviricota, which is part of the Realm of Riboviria. This last one is the 

only realm currently found in the taxonomy of viruses, but the taxonomy is being expanded quickly 

and yearly updates are published online (36). 

RSV was first isolated in 1956 from chimpanzees and was initially called the Chimpanzee Coryza Agent 

(37). It is a negative-sense, single stranded RNA virus with a non-segmented genome. The length of 

the genome is about 15,200 nucleotides (nt) long, depending on the subtype (A or B) and genotype. It 
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codes for 11 proteins in the following order: 2 non-structural proteins (NS1 and NS2), nucleoprotein 

(N), phosphoprotein (P), matrix protein (M), small hydrophobic protein (SH), glycoprotein (G), fusion 

protein (F), M2 ORF 1 protein (M2-1), M2 ORF 2 protein (M2-2) and large protein or polymerase (L) 

(Figure 1.4). 

 

Figure 1.4: Genome of RSV and protein length in nucleotides for the A2 strain with a total genome length of 15,222 
nucleotides. NS = non-structural protein; N = nucleoprotein; P = phosphoprotein; M = matrix protein; SH = small 
hydrophobic protein; G = glycoprotein; F = fusion protein; L = polymerase. 

1.1.3.2. Protein structure and function 

The structure of NS1 has only recently been discovered and it showed that NS1 contains unique 

regions that are responsible for the altered host responses in a number of ways(38). 

NS1 and NS2 interfere with the host immune response in a number of ways, including by inhibiting 

the production of and signalling by type I interferons on many levels (21, 22, 39, 40).  

NS1 also interferes with glucocorticoid treatment. The activation of the GR complex by glucocorticoid 

steroids does not lead to increased anti-inflammatory gene expression to reduce the inflammation 

response caused by RSV infection (41). Furthermore, NS1 modifies miR-24 expression via TGFβ (42) 

and facilitates replication through miR29a-mediated inhibition of the IFNα receptor (43). In fact, 

several miRNAs have been shown to be up- or downregulated in mice due to RSV vaccination both at 

priming and boosting, and later upon challenge as well (44). 

NS2 is the cause for detachment of infected cells which reduces viral load, but it also does induce 

obstruction of bronchioles and contributes to disease severity in this way (45). Moreover, it is 

responsible for the hijacking of the ubiquitin system to use it to the virus’ advantage by labelling STAT2 

for degradation (46). 

Recombinant viruses lacking NS1 and NS2 showed improved levels of IFNα and IFNβ, but it also 

showed that NS1 and NS2 function independently of each other, because viruses lacking only one of 

the proteins still showed reduced IFN levels (20). These two proteins are masters in immune 

dysregulation upon infection of human cells and more ways of immune suppression are still being 

discovered today. 

There are three proteins expressed on the surface of the RSV virion: G, F and SH. G is responsible for 

viral attachment and is assisted by F which mediates cell membrane fusion. G is the most variable 

gene of RSV and codes for a type II glycoprotein. G is anchored into the virion membrane with a 

hydrophobic domain, although it has been shown that soluble G can be generated (47), which lacks 

the first part of the protein as it starts translation at the methionine located at position 48 in the 

middle of the anchor region. The signal peptide, which is located at the N-terminus, and anchor 
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domain are cleaved off after translation (48). The ectodomain of G is heavily glycosylated with both 

N- and O-linked oligosaccharides. The 32 kDa protein can carry up to 40 O-linked glycans and 5 N-

glycans, which means that about 60% of the G protein’s molecular mass is carbohydrate (49, 50). 

These carbohydrates are necessary for its function (51). The middle of the ectodomain contains four 

cysteine residues that form a loop and is thought to be the binding site of G(52). Most of the variation 

in G is found in the two protein segments flanking the four cysteine residues, which are the two mucin-

like regions that carry the carbohydrate groups.  

Both G and F are a major target for antibody-mediated immunity. Human antibodies recognise several 

epitopes of G. These epitopes can be divided into three types: conserved epitopes that are present in 

all RSV strains, group-specific epitopes that are only found within the same antigenic group, and 

strains-specific epitopes that are only found in certain strains of the same antigenic group and are 

mostly found in the second hypervariable region of G (53). First, only conserved epitopes were 

discovered. These target the central conserved region of G (54), however, in 1997, Cane et al. showed 

that the immune system also expresses antibodies again several epitopes against the C-terminal end 

of G, which contains potential N-glycosylation sites (55). These sites can differ between genotypes and 

glycosylation is dependent on the cell type that is infected (56). This suggests RSV can overcome 

immune pressure against G by allowing variation at certain positions and the presence of glycosylation 

sites point to another mechanism of defence against the immune system. There are theories 

suggesting variation in the G protein is antibody-driven and therefore influences RSV evolution, 

however, Trento et al. could not find any experimental support for this theory (57). 

F is a lot more conserved than G, but amino acid substitutions are still observed in all six antigenic 

sites, the signal peptide, p27, heptad repeat domain 2 and transmembrane domain (58, 59).  

For F to be activated, it has to form a trimer, which is only possible after p27 is cleaved out (60). The 

crystal structure of this trimeric conformation was determined and showed the preservation of certain 

neutralizing epitopes after fusion (61). The structure of F in the pre-fusion and post-fusion 

conformation showed to be different and thus has to be taken into account when designing vaccines 

(62, 63). The function of SH is currently still unknown. Neither SH nor G are strictly necessary for viral 

replication in vitro, although lack of these genes does decrease effectivity (64). 

There are four proteins associated with the nucleocapsid and replication: N, P, M2-1 and L. These 

proteins direct RNA replication and transcription after infection of the host cell. The P and N proteins 

are necessary (and sufficient) to form inclusion bodies where replication takes place (65). P and L form 

a complex in those inclusion bodies to replicate the RSV genome. P is also necessary to recruit M2-1 

to the inclusion bodies. Then, P hijacks PP1 to dephosphorylate and thus activate M2-1. Disruption of 

that hijacking manoeuvre impairs viral transcription (66). 



 Introduction 

  Page 32 of 247 

In those inclusion bodies, a specific region on L, the conserved region V (CRV), is part of the capping 

domain of L. Mutations in this domain result in shortened transcripts due to the termination of many 

transcripts, because they have not been capped. Even more so, those same mutations also cause 

partial or even completely defect RNA replication. The RNA is not elongated within the promotor 

region (67). M2-2 is thought to be a regulatory factor that decides when to change from RNA 

transcription to RNA replication for virion production (68). 

The M protein is also located in the inclusion bodies for viral transcription, but only when M2-1 

proteins are present (65). It is thought to have a function in organising the envelope (Figure 1.5). 

 

Figure 1.5: RSV virion with all proteins indicated where they are located. G, F and SH are found on the outside of the virion. 
M and M2 are thought to be important for envelop development. P, N and L are involved with genomic replication. NS1 and 
NS2 (not shown here) are mainly involved in immune dysregulation. Ss = single-stranded. Figure taken from Jha et al. (12). 

1.1.3.3. Genotypes 

The evolutionary rate of the entire RSV A genome is 6.47 x 10-4 substitutions/site/year (69). However, 

the G gene has higher evolutionary rates, namely 3.58 x 10-3 nt substitutions/site/year in the 

ectodomain (70), which corresponds to the greater variability in this gene.  

Variability of RSV has been detected in several ways in the past and was and is mostly focused on G 

and F. It was first described at an antigenic level by Coates et al. in 1966 by performing a plaque 

reduction neutralization test (71). Almost 20 years later, this variability of RSV was demonstrated again 

by dividing the virus into two different groups, namely RSV A and RSV B, based on serological 

differences (72-74). Within a couple of years, it became apparent that serological differences could 

also be detected with monoclonal antibodies within those two groups of RSV (75-77). The variation 

that was noticed with monoclonal antibody reactivity was also confirmed by restriction mapping (78, 

79), which was more detailed and could show more patterns than monoclonal antibody studies could 

(80). 

Sequencing confirmed these findings and more systems of grouping strains emerged (78, 79, 81). 
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In 1998, Peret et al. started the currently most used genotyping system based on the G gene (82) It 

used a 270 nucleotide long region in particular, the second highly variable region (HVR2), of the G 

gene located at the C-terminus (Figure 1.6). 

 

Figure 1.6: Highly variable regions (HVR) of the G gene of RSV are separated by a more conserved region. HVR2 is used for 
the classification of RSV strains into genotypes. Based on a figure from Trento et al. (83) 

The first 5 genotypes of RSV A that were identified were named GA1 - GA5 and the first 4 genotypes 

for RSV B, GB1 - GB4. Since then, more genotypes have been characterised (Table 1.1).  

Grouping RSV strains has helped determining which strains are common and showed that the same 

lineages can be found all over the world, but also that multiple lineages can be detected during the 

same epidemic and recur during following epidemics (78, 81, 84). The G gene of RSV strains of the 

same lineage does acquire amino acid changes over time, which indicates genetic evolution that might 

be related to immune selection (70, 84, 85). 

For example, most recently, the BA and ON strains have been notable, with 60-nucleotide and 72-

nucleotide duplications in G respectively. Since their emergence, they have rapidly spread all over the 

world, suggesting some evolutionary advantage although it has not yet been fully unravelled (83, 86, 

87). 

Venter et al. proposed that a genotype should consist of sequences clustering together with bootstrap 

values of 70-100% for well-supported nodes and a p-distance of less than 0.07 (proportion of different 

amino acids) to all other sequences in the same cluster (88). Over ten years later, Trento et al. used 

the GA1 genotype as an example to determine the criteria for new genotypes. GA1 includes some of 

the oldest RSV strains including laboratory strains such as A2 and Long, and within this group the 

intragenotypic p-distance is never higher than 0.049. They therefore used this as a minimal cut-off to 

divide new strains into genotypes (57).  

However, not everyone has followed this last rule and using this criterion, several recognised 

genotypes should be considered to be one and the same. For RSV B, there are a number of different 

genotypes, which are in reality minimally different. 

Questions arose as to what should be included in a genotype. For example, the ON1 strain and NA1 

strain are very similar apart from the 72 nt duplication. Nevertheless, there are some amino acid 

substitutions that can be found as differences between these two genotypes. Six of them are in the G 

protein, one substitution is located in the P protein, one in F and two in L (89). Should these be part 

of the genotyping system? 
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It has long been the rule that HVR2 should be considered the minimum necessary region for 

genotyping, however, recent research showed that 20% of strains should be considered to be exactly 

the same based on the HVR2 only, even though these are part of 5 different genotypes, namely NA1, 

ON1, GA5, BA9 and BA10 (90). These are all still prevalent and even common genotypes today, so only 

the HVR2 region should no longer be considered the minimum necessary region for genotyping strains. 

Table 1.1: Genotypes of RSV A and RSV B in the currently used genotyping system. Depending on the criteria used, some 
genotypes are not considered new genotypes. 

SUBGROUP GENOTYPE YEAR OF 
DISCOVERY 

PLACE OF 
DISCOVERY 

COMMENTS REFERENCE 

RSV A 

 GA1 – GA7 1998, 2000 Rochester, USA  (82, 91) 

SAA1 – SAA2 2001, 2012 South Africa  (88, 92) 

NA1 – NA4 2009 Niigata, Japan 
and Beijing, China 

Considered part 
of GA2 

depending on 
criteria 

(93, 94) 

ON1 – ON2 2012, 2014 Ontario, Canada Considered part 
of GA2 

depending on 
criteria, contains  
72 nt duplication 

(86, 95) 

TN1 – TN2 2016 Tennessee, USA Part of ON1 (96) 

RSV B 

 GB1 – GB4 1998 Rochester, USA  (82) 

BA1 – BA10 2003, 2006, 
2010 

Buenos Aires, 
Argentina and 
Niigata, Japan 

Come all 
together in one 
genotype BA, 
contains 60 nt 

duplication 

(83, 87, 97, 
98) 

CB1 2013 Beijing, China  (94) 

BA-C 2013 Beijing, China Considered part 
of BA 

(94) 

SAB1 – SAB4 2001, 2011 South Africa, 
Cambodia 

 (88, 99) 

URU1 – URU2 2005 Uruguay  (100) 

 

1.1.3.4. Epidemiology 

It was shown in 1991 by Cane et al. that genetically different lineages are found during the same 

epidemic, that these lineages can reappear in later years and that these lineages can be found all over 

the world (78, 81). Genetic variation accumulates in the viral genome and is thought to be driven by 

immune selection (85). Different lineages might exist now because of evolutionary survival of certain 

genotypes, while others disappeared (84). 
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Numerous papers have described the prevalence of genotypes worldwide over de last decade. Two 

genotypes are of particular interest as they have developed a duplication in the G gene that seems to 

benefit the virus (87, 101-103). One of the best tracked genotypes is an RSV A genotype, namely ON1. 

It was first discovered in 2012 in Ontario, Canada (86) and subsequently found all over the world; in 

Germany (104), Kenya (105), Japan (106), Thailand (107), and many more. Comas-García et al. report 

that a 72-nucleotide duplication was found in samples from Central Mexico from 2009 and speculate 

that there might be at least three independent duplication events in the G gene of a GA2 strain (108). 

However, this was refuted by Furuse et al. who think that the polymorphisms in the duplicated region 

(used as an argument by Comas-Garcías et al.) might have developed under positive selection pressure 

(109). 

The number of ON1 strains expanded quickly in the years following its discovery and genetic variation 

has been detected in the duplicated region as well (110). The rapid replacement of most other GA2 

strains indicates there might be a fitness advantage of ON1 compared to GA2. Luckily, there is no clear 

evidence found of altered pathogenicity of ON1 compared to its ancestor GA2 (111).  

Even though ON1 has spread all over the world, it is not introduced numerous times at the same 

location, but rather is introduced a minimal amount of times and then spreads locally picking up 

variation over time. This was shown in Kilifi, Kenya where more local strains rather than global strains 

(112) were detected and once a new strain was introduced in the household, this strain spread and 

developed variations within the household (113).  

A similar effect has been seen with the RSV B genotype BA that has a 60-nucleotide duplication and 

was discovered in Buenos Aires, Argentina (83). BA strains have replaced most other RSV B strains in 

the years following its discovery and can now be found on all continents (92, 114, 115). Within the 

group of BA strains multiple lineages have been described (see above) of which the BA9 genotype is 

the most common. The estimated time to the most recent common ancestor of the BA group is 1995. 

For BA9 specifically, this is estimated to be 2000 (116). More detailed studies revealed several sites 

under positive selection as well as sites under negative selection (116).  

The genetic differences in the viral genome are driven by the immune system and have shaped the 

genotype landscape as it is today. It should be noted that most epidemiology studies are focused on 

the G gene and to a lesser extend F. However, it has been shown, at least for RSV A strain ON1, that 

other genes also cluster distinctly compared to GA2. This indicates that other genes can also play a 

role in RSV adaptation to its host (117). It suggests that all kinds of genetic variability can have an 

evolutionary and epidemiological impact and perhaps a clinical impact as well. 
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1.1.3.5. Viral sequence variation and clinical impact 

The evolutionary rate of RSV is approximately 6.47 x 10-4 substitutions/site/year (69). The variability 

of RSV and particularly of G is affected by the immune system as it is partially driven by immune 

pressure (both positive and negative selection occurs), which also affects antigenic variability. This in 

turn influences epidemiology and evolution of RSV. 

So far, most sequencing efforts have gone towards the G gene, which has a higher evolutionary rate 

than the rest of the viral genome, to establish which subgroup and genotype is most prevalent in an 

epidemic. These differences might cause variability in disease severity, just like certain polymorphisms 

in human genes can have an effect.  

Several viruses are already known to have altered virulence caused by single amino acid substitutions 

in different kinds of viral proteins (118). Several pandemic influenza strains have altered virulence due 

to amino acid substitutions, for example, one of the virulence factors of the notorious 1918 Spanish 

flu was unravelled and shown to come down to the Glu-Ser-Glu-Val amino acid sequence at the C-

terminal end of NS1 protein (119). The 2009 pandemic H1N1 virus on the other hand had a single E47K 

substitution in the HA protein, which affected its infectivity by making it a more stable virus with 

increased viral fusion capabilities (120). Even the Ebola virus strain that caused an enormous outbreak 

in West Africa killing tens of thousands of people between 2014 and 2016 was shown to have 

increased mortality rates compared to known strains due to an a single A82V substitution in the 

glycoprotein (121, 122). 

There has been some research to investigate the clinical impact of protein deletions, specific sequence 

variations of RSV in humans (123) and whether certain genotypes cause more severe disease or not. 

Some studies have suggested that RSV A causes more severe disease (124-128), although not all 

studies agree (129). Some studies are even more specific and suggest NA1 specifically causes more 

severe disease (130). 

In vitro 

Several in vitro studies have shown that sequence variation alters the infectivity, replication rate, viral 

attachment and binding affinity. After growth in Vero cells, Kwilas et al. noted a truncation in the G 

protein. Virus with this truncated G protein was shown to be 600-fold less effective in infecting 

cultured human airway epithelial cells (131). Conversely, comparison of BA strains with the 60-

nucleotide duplication and recombinant viruses without the duplication, showed that the duplicated 

region increased virus attachment (96, 132).  

Another study comparing RSV A strain A2 and clinical strain A2001/2-20 (2-20) suggested that the G 

protein of RSV 2-20 had a greater binding activity than the G protein from A2 both in the clinical virus 

2-20 and a chimeric A2 virus engineered to express the 2-20 G protein instead of its own (133). 
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Culturing a recombinant RSV strain without the M2-2 gene resulted in four mutations. The K66E 

mutation in the F gene appeared to cause differences in growth and cytopathic effect in Vero cells 

(134).  

Moore et al. also performed several studies in vitro showing that viral sequence variation in F 

influences viral attachment, fusogenicity and mucus production. During a study in 2014, they 

identified five mutations in the F gene of RSV line19 by comparing the sequence with strains A2 and 

Long. By engineering chimeric viruses, two of those mutations were shown to increase fusogenicity 

when both were present and two other mutations increased mucus induction (135). 

However, results in vitro should always be interpreted with care, especially when working with cell 

lines compared to primary cells. Besides the lack of an immune system, it was also shown that the 

expression profiles of cell lines differ greatly and this affects viral replication and even virion assembly. 

For example, Vero cell lines are based on kidney cells from an African green monkey and showed to 

have a 100-fold higher activity of the protease cathepsin L (compared to human HeLa cells derived 

from cervical cancer). Cathepsin L cleaves the G protein of RSV after infection and thus affects 

infectivity (136). 

In vivo 

Some of these studies show that these effects are also seen in vivo. Whitehead et al. created a chimeric 

virus based on the A2 strain with G and F proteins from the B1 strain. They discovered several 

attenuating mutations and designed a virus that carried three of those mutations, which was highly 

attenuated in both upper and lower airways of chimpanzees (137). Five mutations were detected in F 

and L proteins, which attenuated the virus as well (138). These mutations were used to create a 

recombinant virus that could be used to infect chimpanzees and establish the mutation effects. The 

virus showed less efficient replication both in upper and lower respiratory tract and chimpanzees 

displayed less rhinorrhoea and coughing (139). 

Further experiments in chimpanzees showed that deletion of entire proteins like NS1 or M2-2 only 

decreased viral replication by 10-fold or even just delayed it. However, combining the deletion of 

these two proteins resulted in 2,200 – 55,000-fold decrease in replication (140). Deletion of NS2 and 

SH proteins also resulted in less replication in the lower respiratory tract and less rhinorrhoea in 

chimpanzees (141). These efforts were aimed at creating an attenuated virus that could be used for 

further vaccine research and development. In the meantime, it showed that individual mutations in 

certain proteins do affect its replication and immunogenicity features. Current research does no 

longer involve chimpanzees, but rather mice, rats and ferrets. 

Infection in BALB/c mice showed that infection with the line19 strain increased lung IL-13 and mucus 

expression compared to infection with strain A2 and Long (142). Infection with a recombinant RSV 
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strain A2 carrying the line19 F gene, showed that same increase in lung IL-13 and mucus expression in 

BALB/c mice (143). When comparing the levels of lung IL-13 and gob-5 along with disease severity 

between the clinical strain 2-20, strains A2, Long, line19 and another clinical strain A2001/3-12, 2-20 

caused more severe disease and higher levels of IL-13 and gob-5 (144).  

Further studies indicated an increase in necrotic damage in the airways and higher neutrophil 

infiltration in BALB/cJ mice when infected with strain 2-20 compared to infection with strain A2 (145). 

All these studies indicate that sequence variation in the viral genome can have a clinical impact either 

by directly altering the fitness of the virus or by influencing the immune response. 

1.1.4. Treatments and vaccines 

To date, there are no licensed vaccines or effective treatments for RSV. Ribavirin has been given 

sporadically, but due to toxicity, cost and lack of strong evidence for efficacy, it is only used in select 

patient populations (146). Nevertheless, it has been shown in one study that Ribavirin increases the 

amount of mutations in the RSV genome due to decreased precision of the L protein, and a decrease 

in functional virus production (147). 

Treatment with glucocorticoid receptors have shown very little relieve from inflammation and the 

cause of that was studied recently. The study showed that the NS1 protein can interact with IPO13, 

which is necessary for nuclear translocation of the glucocorticoid receptor (GR). Since NS1 can block 

the interaction of IPO13 with the GR, its activation does not lead to increased anti-inflammatory gene 

expression to reduce inflammation caused by RSV infection (41). 

It has been suggested that therapies should aim to reduce viral load, for example by inhibiting ARP2 

in the airways. It decreases replication of RSV at later stages of the infection due to reduced spread to 

neighbouring cells as ARP2 is thought to be necessary for filopodia formation which shuttles RSV to 

neighbouring cells (148). Unfortunately, there are still no RSV specific treatments available to reduce 

viral load. 

The only FDA-approved prophylactic for RSV is the monoclonal antibody palivizumab, which reduces 

hospitalisation of premature infants, but is only effective when given in monthly injections as a 

preventative measure (149). Although no vaccines are yet available, recent advances in our 

understanding of RSV epidemiology and antigenic structures mean that there are now nearly 50 

candidates in development (Figure 1.7) (150-152).  

Nevertheless, a number of potential problems remain including the phenomenon of vaccine-

enhanced disease that was caused by formalin-inactivated RSV trialled in the 1960s, where more 

severe disease developed in children who received the vaccine than in children who did not (18, 153). 

RSV vaccine development has also been problematic as natural infection causes only transient and 

partial immunity to reinfection, meaning that correlates of protection remain obscure and vaccines 
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have to overcome that transient and partial protection to be approved (16). In a study of 

experimentally infected adult volunteers, Jozwik et al. noted reduced memory CD8+ T cell functionality 

compared to Influenza (24), while the IgA memory response also showed evidence of impairment, 

both of which might contribute to recurrent infections (26). 

Treatment and vaccines are based on our current knowledge on antigenic epitopes and neutralizing 

antibodies. It has been shown that D25 antibody neutralises both RSV A and B, while 5C4 preferentially 

neutralises RSV A (154). RSV antibody repertoires have been examined and showed that certain 

antibodies bound 100 times more potently to pre-F than palivizumab (155). These types of 

developments should be taken into account when new vaccines are designed. 

The F protein is the most targeted protein for vaccine development, although antigenic epitopes have 

been detected for all proteins. Nonetheless, the proteins with the most detected epitopes were F 

(37%) and G (35%), while NS1, SH and P only produced 1% of epitopes each (156). Compared to G, F 

is much more conserved and therefore a more logical target for vaccine development. Yet, amino acid 

substitutions have been observed in all antigenic sites of F before (58, 59). 

All kinds of vaccines are in trial phases right now (Figure 1.7), like the subunit vaccine from 

GalaxoSmithKline which is a maternal vaccine in phase II trial (157). Novavax was also trialling a 

maternal vaccine, which is a nanoparticle-based vaccine, however, it recently failed in their second 

phase III trial (79). All live-attenuated vaccines are still in phase I. An intranasal, subunit vaccine with 

replication deficient RSV has been trialled as well and showed persistent antibody responses in phase 

I trial (158). 

None of these have proven to be effective enough yet. Perhaps, defective particles might be of use 

for vaccine development as it has been demonstrated that defective, non-replicating particles can 

activate a strong immune response against RSV (159). 

Regardless of all the bumps in the road, it is clear that working vaccines are necessary to prevent 

hospitalisations and deaths caused by this virus. Even when young infants cannot be vaccinated, 

maternal vaccination could produce antibodies and pass these on to the baby. Spreading in the 

community could be reduced, which would protect new-borns from getting in contact with the virus 

at an age where they cannot fight this infection yet. It would also reduce the variability seen in the 

population as it was shown that usually one variant was introduced into the household and following 

that, new variations developed which could then be spread into the community (113). This increase 

in variation in the population makes it more difficult to find a vaccine that can prevent infection and 

disease and increases the chances of developing more virulent, more infectious and more dangerous 

strains. 
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Figure 1.7: Snapshot of RSV vaccines and monoclonal antibodies which are in clinical trials on August 28th, 2019. Taken 
from VaccineResources.org (160). 
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1.2. Sequencing 

Variation in RSV strains was detected by studying antigenic variability way before sequencing viral 

RNA was an option (71). Serology experiments showed a clear distinction between two groups of RSV 

now known as RSV A and RSV B (72, 73). More details became apparent by using monoclonal 

antibodies and restriction mapping (76, 78). The importance of those differences was already 

highlighted in 1991 by comparing antigenically similar and different strains and studying them over 

time. Similar antigenic strains can cause epidemics in multiple seasons (78), which could be explained 

by immune driven accumulation of genetic alterations that cause evolutionary survival and adaptation 

to the human population (84, 85). 

However, nowadays, exact changes can be detected by sequencing the virus in more detail. When the 

G gene varies, this can affect the RSV phenotype and consequently the viral protein function and its 

recognition by the host immune system. 

Sequencing a genome means that the order of nucleotides in the DNA is determined. However, the 

Watson and Crick model of DNA was only proposed in 1953, which is not that long ago and just three 

years before RSV was discovered. In 1977, Maxam and Gilbert published their first DNA sequencing 

method (161), which worked by modifying the DNA chemically and then cleaving the DNA at specific 

bases. By separating the fragments on a gel, the length of the fragment reveals the base at that 

position. 

1.2.1. Sanger sequencing 

1.2.1.1. Technology 

In that same year, a more known method was published and refined soon after to become the more 

favoured method: Sanger sequencing (162). This method used a lot less chemicals and was easier to 

work with. By adding dideoxynucleoside triphosphates (ddNTP) during DNA elongation by the DNA 

polymerase, the elongation was stopped when ddNTPs were incorporated and, similarly to Maxam 

and Gilbert’s method, the fragments could then be separated on a gel to find out which base was 

located at each position. This method was later optimised by using fluorescent dyes attached to each 

ddNTP. These would be cleaved when incorporated so that each ddNTP lit up in another colour on the 

gel and only one reaction was necessary to read all nucleotides of the DNA. This is referred to as dye-

terminator sequencing and is currently most often used, albeit more automated since further 

advances in 1991 (163). 

The details of the technology are based on the fact that DNA is built by adding one deoxynucleoside 

triphosphate (dNTP) at a time. When a ddNTP is incorporated, there is no –OH group to which the 

next dNTP can be attached and therefore the elongation of the DNA strand stops (Figure 1.8). In the 
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earlier methods, the same sample was treated in 4 different reactions with each containing a 

proportion of ddNTPs of one of the four nucleobases, adenine (A), cytosine (C), guanine (G) or thymine 

(T). By separating the DNA fragments of different sizes on a gel, it is clear where a ddNTP of A, C, G or 

T was incorporated and lining up the reactions next to each other showed the DNA sequence (Figure 

1.8). This was a very tedious job and only small fragments were sequenced. By attaching fluorescent 

dyes to the ddNTPs, all ddNTPs could be used in the same reaction and separated on one lane on the 

gel. This method is still used, but now the light of the fluorophores is measured automatically in the 

sequencer and a chromatogram shows how strong the emitted light is at each position. 

 

Figure 1.8: In a regular elongation reaction, deoxynucleosidetriphosphates are incorporated. When 
dideoxynucleosidetriphosphates are incorporated, the elongation terminates as the next triphosphate group cannot bind the 
-OH group. The fragments can be separated by size on a gel and sequences can be read from those gels. 

With current technologies, the sequence can be extracted in a fasta file, which contains sequences of 

variable sizes. Regularly, these sequences have to be combined into a longer, more complete 

sequence, which can be done automatically by several programs. Once the complete sequence is 

assembled, it can be saved in a fasta file and further research can be carried out with this information. 

1.2.1.2. History 

In 1995, the first whole genome of an organism was sequenced, namely from Haemophilus influenza 

(164). In 1999, for the first time, a whole human chromosome was sequenced, chromosome 22 (165). 

Two years later, the entire human genome was sequenced (166). This was an amazing 

accomplishment. Shortly after, the 1000 Human Genomes Project set off and in 2010 they announced 

the results of their trial phase (167) and two years later they achieved the goal of the project and had 

sequenced >1000 human genomes (69). 
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Immediately after, a follow-up project was announced, the 100,000 genomes project. In December 

2018, less than 20 years after the first human genome was sequenced, a milestone was reached when 

the 100,000th human genome was sequenced for this project. 

During this time span, new techniques have been developed for sequencing. One of the ‘Next-

generation sequencing’ methods that is commonly used is Illumina sequencing. 

1.2.2. Illumina MiSeq sequencing 

1.2.2.1. History 

Illumina sequencing uses a different method, which was invented by Balasubramanian and Klenerman 

at Cambridge, who founded the company Solexa in 1998. In 2006, their first sequencer, Genome 

Analyzer, was launched. Only one year later, Illumina acquired the company and used the technology 

to produce more powerful sequencers time and again. One of those sequencers is Illumina MiSeq, 

which is now frequently used worldwide. 

1.2.2.2. Technology 

Illumina sequencing is based on sequencing short reads (Figure 1.9). The sample DNA is first 

fragmented into small, 150 bp pieces and each of them is tagged with adapters that contain 

information on the sample that was sequenced by adding a barcode, but also primer sites for 

amplification and flow cell oligos that are complementary to the oligos that are attached to the flow 

cell. Once these adapters are added to each piece of DNA, the library is ready to be loaded onto the 

flow cell. 

Each fragment binds to the flow cell by the complementary oligos that were added when the adapter 

was ligated to the fragment. Clusters of the same fragment are produced by several rounds of bridge 

amplification, which allows to form packed bundles of the same fragment and amplify the fluorescent 

signal. Next, each fragment in each cluster goes through sequencing cycles which produces fluorescent 

light signals that are detected and linked to which nucleotide is being incorporated. Unlike with Sanger 

sequencing, these nucleotides are not ddNTPs, so more nucleotides can be incorporated after the 

fluorescent signal has been released. This happens all over the flow cell until each fragment is 

sequenced. All that information is exported in a fastq file which can be used for further analysis. 

Since each fragment is sequenced multiple times and all the information is kept and exported rather 

than combined before exporting. This allows each position to be sequenced multiple times and 

displays all this information. Minority variations can be detected this way, while that information 

would otherwise be considered background noise and would be lost. Therefore, this technique is also 

called deep-sequencing. 
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Figure 1.9: Flow chart of general steps of Illumina next-generation sequencing methods. 

1.2.2.3. NGS to study RSV 

NGS sequencing has been used to sequence RSV and to learn from the extra information that can be 

obtained from deep-sequencing. It has to be kept in mind that all the steps of the process towards 

obtaining a sequence can introduce errors. Everything from extraction, reverse transcription, 

amplification and sequencing itself might affect the outcome, however, with the right checks in place, 

deep-sequencing still provides us with a lot of information, like minority variant identification (168). 

It can also give information about drug resistance mutations (169) or a clear view of strains before 

vaccines enter the market after which the effect of vaccines on circulating strains can be unravelled 

(170). 

A paper from 2017 described the presence of diversity in the RSV genome on the amino acid level in 

adults infected with RSV M37 and naturally infected infants (171). They noted one non-synonymous 

minority variant with a population >5% and they found that variant in 58% of their subjects. They 

found a lot of diversity in the samples following inoculation which was not contributable to viral load. 

The proteins containing the most variants were NS2 and M2. The naturally infected infants showed a 

lot less diversity than the adults and most strains belonged to the GA5 clade. 

In 2014, a study was published on the effect of immune presence or absence on RSV genome diversity. 

A child with severe combined immune deficiency syndrome and a persistent RSV infection was 

examined and 26 upper airway samples were sequenced using Illumina HiSeq 2000 technology (172). 

Samples were taken over a period of 78 days, which was both before and after a bone marrow 

transplant. It showed that diversity of the RSV genome in the investigated samples increased 

significantly more after engraftment. This suggests that the immune system might drive viral diversity. 

1.2.3. Possibilities of other NGS platforms 

Sequencing technology is improving at lightning speed. At the moment, there are several third-

generation sequencers available already. These technologies eliminate the need to puzzle small 
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fragments of the genome together as they can produce long reads of several thousands of nucleotides 

in parallel. This solves the issues that arose concerning repetitive regions, however, the technology is 

not quite at its top yet as these long reads sequencers still produce increasing amounts of random 

errors with growing read lengths. These techniques have been around and are being optimised since 

2008 (173). 

PacBio have developed a long-read sequencer based on SMRT technology, which stands for Single 

Molecule Real Time sequencing, and can detect nucleotide incorporation based on dye colours. In 

2019, they released a new SMRT cell, which can detect up to 8 million fragments in parallel and each 

fragment can be up to 50,000 nucleotides long. 

Oxford Nanopore Technologies have produced MinION, which is an extremely small sequencer, which 

fits in your pocket and can be linked to a laptop via USB 3.0. As long as the laptop is powerful enough 

and has enough storage capacity, the sequencing can be executed anywhere, no laboratory required. 

This technology measures the difference in electrical field when DNA passes through a nanoscale pore, 

which is different for each nucleotide. Other technologies by Oxford Nanopore are GridION and 

PromethION, which are larger versions of MinION and can carry up to 144,000 nanopores and thus 

fragments. SmidgION is a mobile phone sequencer, which is even smaller than MinION and is currently 

under development. 

These technologies can be used to sequence more samples cheaper and faster. Long reads require 

less assembly and less room for errors during analysis. The fact that they still introduce too many 

errors is not ideal for RNA viruses like RSV where the genomes evolve rapidly. Nevertheless, in 2018, 

Keller et al. managed to sequence the complete coding genome of Influenza A from its RNA (174). This 

opens the possibility of detecting sequences without having to convert RNA to cDNA first, which is a 

source of errors also and can cause loss of information we do not know about yet. 

1.3. Big data analysis: how to find the relevant information in data? 

1.3.1. Fasta/fastq files 

Fasta files only contain sequence information of one or more sequences, while fastq file also carry 

information about the quality of each nucleotide at each position. If a cluster on the flow cell was not 

clearly readable as either one of the nucleotides, the quality score (based on ASCII coding) will be 

lower. 

Quality scores that are added to the fastq files allow for detailed quality checks of each sequence 

individually and the whole sample generally. If a sample is not of good quality, there will not be a good 
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quality sequence at the end of the run. But sometimes, certain reads did not amplify well enough to 

produce a clear signal. These can be excluded from analysis based on their quality scores 

Fastq files contain sequences from the sample, but because of its processing to be able to sequence 

the sample, lots of extra information was added to each sequence. The reads contain adapters with 

barcodes, flow cell oligos and primer sites, which are not part of the sample. These have to be removed 

before the sample sequence can be put together. 

1.3.2. Assembly 

Fasta files from Sanger sequencing can quite easily be assembled by programs that are available, but 

fastq files from NGS contain a lot of short sequences and other methods are necessary to combine all 

that information into one long consensus sequence. 

It is like making a puzzle, you could do it without seeing the picture up front, but it is easier, faster and 

less error-prone if you have a reference to compare your own puzzle to. The same is true for read 

assembly from fastq files. It is easier with a reference strain to locate and order the reads. 

Nevertheless, it can be done without a reference strain, although it will take longer and might not be 

complete due to low coverage regions. 

Software which can be used for assembly without a reference is the SPAdes program (175). It will 

compare all the reads to each other and overlap the ones with a similar part that can lead to a longer 

sequence in the end, called a contig. If all goes well, the longest contig is the full sequence you wanted 

to determine. The contigs produced by this program can be visualised using Bandage (176). These 

contigs can be compared to a similar strain from what you expect, without influencing your original 

sequence. 

The easier method would be to already suspect or know what you are looking for and having a similar 

sequence at hand. This can be used to compare each read to and can be done using the Burrows-

Wheeler Aligner (BWA) algorithm Maximum Exact Matches (MEM) software (177). By running this 

through the samtools software (178), a multitude of information is stored in the resulting Sequence 

Alignment Map (SAM) file, like read length, position compared to the reference sequence, sequence 

quality as well as mapping quality and more. 

1.3.3. Alignment 

Once all the sequences have been put together, it can be useful to compare these to each other and 

see where differences can be found between sequences. To do this, all sequences have to be 

compared to one another and sometimes, gaps have to be introduced when a sequence has an 
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insertion or deletion compared to another one. When all sequences have been laid out so that their 

similarities all line up, an alignment is produced. 

There are numerous algorithms that do so, each with a slightly different emphasis on how important 

similarities are and how big the penalty has to be for a gap or multiple gaps. The most used algorithm 

today is probably NCBI BLAST+. The basis for this algorithm was founded in 1990 (179) and has been 

optimised 20 years later (180). It is used to search through the entire online database NCBI where all 

published sequences have to be submitted. 

Other alignment softwares that can be used are MUSCLE, which claims to have high accuracy and 

throughput characteristics (181), but also reduced time and space complexity (182). Another much 

used software is MAFFT, which is based on fast Fourier transformations (183). Clustal Omega (184) 

was also tested, which is the latest successor of the Clustal series. The first one was built in 1988, 

which was supposed to be a locally run program (185). An updated version, Clustal V, was released in 

1992 (186) and another update in 1994, namely Clustal W (187), which was similar to Clustal V, but 

with some improvements and an interactive user interface. The next version was Clustal X, which 

made improvements to the user interface (188). The method for alignment was never updated to be 

able to handle the big data that is available now until the release of Clustal Omega (189).  

All these alignment programs have one thing in common; they calculate the best alignment based on 

their unique variable values and penalty scores. They will get the best possible alignment they can 

find, but cannot distinguish between two alignments with the same scores, even when it is obvious to 

human minds. Therefore, it is important to always manually check the entire alignment and not accept 

it as complete coming straight out of the program. 

The quality of the alignment should be checked as well. Technically, an alignment full of ambiguous 

base pairs is a good alignment, however, it does not give any useful information. Likewise, an 

alignment filled with gaps can be the best alignment the program can produce, but that does not mean 

the alignment is fit for further research. Alistat is a program that is part of a project between 

Commonwealth Scientific and Industrial Research Organisation and Zentrum für Molekulare 

Biodiversitätsforschung (https://github.com/thomaskf/AliStat). It calculates the completeness of the 

alignment, whether it is incomplete because of gaps or ambiguous nucleotides, and the program will 

indicate issues and where they are located. 

1.3.4. Phylogenetic analysis 

Once sequences are obtained, an alignment is built, and the completeness is checked, phylogenetic 

analysis can be performed. Phylogenetic analysis shows the relatedness of sequences to each other. 

https://github.com/thomaskf/AliStat
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The analysis can be visualised in phylogenetic trees, which are common to determine which genotype 

a strain belongs to, e.g. to which group of known strains an unknown strain is most related to. 

1.3.4.1. Fitness check 

However, just like with alignments, a program can output anything, but that does not mean the input 

was fit for this type of analysis. To be able to determine relatedness between sequences, there has to 

be some variability between the sequences. Sequences that are all identical cannot be distinguished 

from each other and it is impossible to determine any relatedness. However, too much variation is not 

useful either. If there are not enough similarities to determine relatedness from, the program will 

output a phylogenetic tree that does not show any trustworthy information. 

To check the fitness of an alignment for phylogenetic analysis, a quartet analysis can be done. This will 

be much faster compared with building the tree and then checking the bootstrap values (see below). 

Likelihood mapping will take four random sequences and determine if it can make an informative 

phylogenetic tree of those four sequences. It will run this analysis as many times as indicated and 

return the result in a triangular likelihood mapping figure that shows the number of informative and 

uninformative quartets (Figure 1.10). This method was first described by Strimmer et al. in 1997 (190) 

and is still used today. 
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Figure 1.10: A bad (top) and good (bottom) dataset for phylogenetic as test by triangular likelihood mapping. Triangular 
likelihood mapping tests whether a quartet (four randomly selected sequences from the dataset) produces an informative 
phylogenetic tree. Each dot in the top triangle is a quartet. The three parts of the left triangle indicate whether any subsets 
(if they were selected) have a bigger number of quartets. The right triangle shows uninformative quartets in the middle and 
informative quartets in the corners. Partial informative quartets are shown on the sides of the triangle. 
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1.3.4.2. Evolutionary models 

Next, the model to base the phylogenetic analysis on should be identified. Each dataset contains their 

own best fitting model and hundreds of models have been described so far. The first model in 1969 

assumed that all nucleotides were present in equal frequencies and transitions and transversions 

happened at equal rates; this was the Jukes-Cantor (JC69) model (Figure 1.11)(191). However, 

transitions and transversions do not happen in equal rates and the Kimura 2-parameter (K2P) model 

took that into account in 1980 (192). Various new models have been described since and extra 

characteristics can be added to a model to accommodate for specific features of a dataset, like the 

feature that the rate variation among sites is gamma distributed or the proportion of invariable sites, 

that indicates the extent of unchanging sites in a dataset. Programs like ModelFinder will determine 

the best fitting model for each dataset (193). 

 

Figure 1.11: The first evolutionary model was JC69 and assumes an equal substitution rate α for all transitions and 
transversions. The Kimura 2-parameter model assumes equal substation rates within transitions (α) or transversions (β), but 
not between those. 

1.3.4.3. Types of trees 

There are different types of phylogenetic trees that can be calculated. They can have different 

properties, are calculated in different ways or have special features. The start of each tree is to 

determine whether to calculate a rooted or unrooted tree. A rooted tree assumes a common ancestor 

to all sequences in the tree that will be calculated, while an unrooted tree makes no assumptions 

about ancestry. Trees can be bifurcating or binary trees, which means that each node splits in exactly 

two descendants, while multifurcating trees can have multiple descendants in each node. A tree can 

be labelled to show which sequence is located where in the tree or unlabelled to focus on the tree 

topology only. 

The types of trees that are most common are Neighbour-Joining (NJ), Maximum Parsimony (MP), 

Maximum Likelihood (ML) or Bayesian Inference trees. Some of these need model selection first, 
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others do not. NJ is based on a distance-matrix method (as is UPGMA) and is the simplest and fastest 

to calculate. It is often used as a guide tree, but does not use an evolutionary model in its calculation. 

MP trees assume some form of evolution in the dataset, namely the one with the fewest changes, 

hence the shortest possible tree that fits the data will be outputted as the final MP tree. However, for 

a dataset containing sequences with high evolutionary rates, like sequences from RNA viruses, this is 

not a good method. 

ML trees do base their calculations on the selected evolutionary model as one of the parameters and 

return more correct evolutionary trees. However, the calculation of these trees is also more power-

intense and takes longer. 

Bayesian trees use even more power and take even longer as they not only produce a maximum 

likelihood tree, but also improve it by calculating the posterior probability of each branch based on 

extra information. 

The branching of these trees are typically tested during tree building by Nearest Neighbour 

Interchange (NNI), which means that each set of four subtrees is exchanged and tested for improved 

phylogenetic trees (194, 195). This is the slowest, but most optimising way of searching for the best 

possible tree if done meticulously (Figure 1.12). Another way is the Subtree Pruning and Regrafting 

(SPR) method (196). It removes a subtree and creates a new node elsewhere in the tree. A third 

method, known as the Tree Bisection and Reconnection (TBR) method, removes a subtree and 

reconnects it elsewhere (197). However, instead of keeping the root node from the subtree, it 

connects a branch from the subtree to a branch of the original tree. This creates a new node and new 

tree topology of the subtree. This method is even more power intensive than NNI, but could also 

produce a more correct tree if all subtree options are tested. More methods for optimising branching 

have been described, but are less common. 
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Figure 1.12: The three most common types of branching optimisation are Nearest Neighbour Interchange, Subtree Pruning 
and Regrafting, and Tree Bisection and Reconnection. 

All of these methods are heuristic and to be able to identify whether a tree is useful or not, several 

extra calculations can be done, like showing the number of bootstrap values calculated by ultrafast 

bootstrap approximation (198) at each branch or approximate likelihood ratio test values to check 

how often this conformation was the best fitting conformation (199). 

1.3.5. Variant calling 

Fastq files can also be used for in-depth variant analysis, which is usually not done with fasta files as 

they only show consensus sequences. Once the fastq files have been compared to a reference 

sequence using samtools, it can also be used to determine which positions are different from the 

reference and which proportion of the reads carry that variation. This is done by bcftools, which is 

part of the samtools software (200). It produces a Variant Calling File (VCF) that contains information 

about all the nucleotides that are different from the reference sequence. It will contain information 

on the position of the variation, which nucleotide(s) was detected, which quality this variant has and 

filters can be applied to leave out variants that are too close to an indel and therefore still 

untrustworthy. There is even detailed information available on the absolute number of reads that 

carry the reference versus alternative nucleotide. This allows for in-depth investigation of the 

variations in a sample and allows for further research in other domains, like protein conformation 

analysis. 
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1.4. Experimental rationale 

RSV is known to be a variable RNA virus, however, part of its genome is more variable, while other 

regions are more preserved. It has been shown in numerous epidemiological studies that RSV strains 

change year after year in the population. The variation in this virus’ genome is used to divide it into 

genotypes. 

However, it is not studied very well when these changes originate as RSV is a virus that causes short, 

acute infections. Human RSV is only known to infect humans and causes acute infections after which 

the virus is cleared. When, how and how often those variations occur is under studied and studies on 

the effect of RSV genome variations on disease severity have not been agreeing with each other. 

1.4.1. Hypotheses 

1. Genotypes can be confirmed from known sequences in online databases and determined from 

unknown RSV strains from clinical samples. 

2. Clinical samples contain minority variants that can be detected by deep-sequencing using NGS 

methods. 

3. The difference in disease severity between patients is caused by a difference in the amount 

or type of minority variants present during infection. 

4. During acute infection, the appearance and disappearance of minority variants can be 

detected. 

1.4.2. Aims 

a) Investigate the current genotyping system with known sequences and test it vigorously with 

known and new strains. 

b) Set up new NGS methods that allow for minority variant detection. 

c) Detect presence of minority variants and compare their prevalence and characteristics 

between community and hospital patients. 

d) Obtain deep-sequencing data from consecutive time points during acute infection of healthy, 

adult volunteers. 
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2. Materials and Methods 

2.1. Reagents, materials and equipment 

2.1.1. Buffers and reagents 

Table 2.1: Reagents and buffers, their usage and their supplier. 

Reagent Usage or recipe Supplier and product code 

Absolute methanol Ready to use Sigma 322415 

Agarose MP Dilute 1g in 100 ml TBE Sigma Aldrich 11388991001 

Agencourt AMPure XP Ready to use Beckman Coulter A63881 

Ampicillin (200mg, stock at 

10mg/mL) 

Reconstitute according to 

instructions 

Invitrogen 11593-027 

Biotinylated polyclonal goat 

anti-RSV IgG 

Ready to use Biotin AbD Serotec 7950-0104 

BlueJuice™ Gel Loading 

Buffer (10X) 

Dilute 1:50 with 1X TBE buffer Thermo Fisher Scientific 

10816015 

DNA ladder, 1 kb  Mix with BlueJuice as needed Invitrogen 15615016 

dNTPs mix Ready to use, 10 mM Thermo Fisher Sientific 10297018 

Dulbecco’s Modified Eagle 

Medium (DMEM) – high 

glucose 

Ready to use, supplement as 

required 

Sigma D6429 

Dulbecco’s Phosphate 

Buffered Saline (PBS) 

Ready to use, supplement as 

required 

Sigma D8537 

ExtrAvidin-Peroxidase Ready to use Sigma E2886 

FastRuler High Range DNA 

Ladder 

Ready to use Thermo Fisher Scientific SM1123 

Heat-Inactivated Fetal Calf 

Serum (HI-FCS), 10% 

Heat-inactivated at 56⁰C for 30 

minutes, filtered, aliquoted 

and stored at -80⁰C 

Source Bioscience 

Hydrogen peroxide (H2O2), 

2%  

Ready to use Sigma H1009 

L-Glutamine, 100X  Dilute to 1X in cell culture 

media 

Gibco 25030-024 
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Lysis buffer Guanidine thiocyanate + Triton 

X100 

Roche lysis buffer (Roche MagNa 

Pure Total Nucleic Acid Isolation 

Kit cat# 03246779001 

Massruler Loading Dye, 6X  Ready to use Thermo Fisher Scientific R0621 

MMLV Reverse Transcriptase 

enzyme 

Ready to use Thermo Fisher Scientific 

28025013 

Molecular Biological Grade 

water 

Ready to use Thermo Fisher Scientific CMC-

750-030M 

Nuclease-free water Ready to use Promega & Severn Biotech 

NucliSENS easyMAG 

magnetic silica 

Ready to use with NUCLISENS® 

easyMAG® 

Biomérieux 280133 

NucliSENS Extraction buffer 1 Ready to use with NUCLISENS® 

easyMAG® 

Biomérieux 280130 

NucliSENS Extraction buffer 2 Ready to use with NUCLISENS® 

easyMAG® 

Biomérieux 280131 

NucliSENS Extraction buffer 3 Ready to use with NUCLISENS® 

easyMAG® 

Biomérieux 280132 

NucliSENS Lysis buffer Ready to use with NUCLISENS® 

easyMAG® 

Biomérieux 280134 

Penicillin + Streptomycin, 

100X  

Dilute to 1X in cell culture 

media 

Sigma P4333 

PhiX Control v3, 10nM Prepare according to 

instructions 

Illumina FC-110-3001 

rRNAsin Ready to use Promega N2111 

S-(5'-Adenosyl)-L-

methionine (SAM) elution 

buffer 

PBS + 1% BSA + 0.5 Triton X + 

0.05% sodium azide 

Sigma A9384 

SIGMAFASTTM 3-3’-

Diaminobenzidine (DAB) 

tablets 

Dissolved in nanopure water 

according to instructions 

Sigma D4418-5SET 

Sodium acetate, 3M  Ready to use Sigma S2889 

Sodium hydroxide solution, 

10M 

Diluted to 0.1M NaOH with 

Molecular Biological Grade 

water 

Sigma 72068 
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Sodium Hydroxide, 10M  Ready to use Sigma-Aldrich 72068 

TaqMan Gene Expression 

Master Mix 

Ready to use Applied Biosystems 4369016 

Trypan Blue solution, 0.4% Ready to use ThermoFisher Scientific T10282 

Tween® 20 Bioxtra, viscous 

liquid 

Ready to use Sigma-Aldrich  P7949 

UltraPure™ TBE Buffer, 10X Dilute 1:10 in nanopure water Thermo Fisher Scientific 

15581044 

Virus Transport Medium 

(VTM) 

Ready to use Public Health England In-house 

 

2.1.2. Commercially available kits 

Table 2.2: Commercially available kits used during this project. 

Kit Name Contents Supplier and product code 

Agencourt CleanSEQ Kit CleanSEQ Reagent Beckman Coulter A29161 

BigDye® Terminator v3.1 Cycle 

Sequencing Kit 

BigDye® Terminator v3.1 Ready 

Reaction Mix, M13 primer, pGEM 

Control DNA 5X Sequencing 

Buffer 

Thermo Fisher Scientific 

4337457 

GX/GXII 
  

High-capacity cDNA Reverse 

Transcription Kit with RNase 

Inhibitor 

10X RT Buffer, 10X RT random 

primers, 25X dNTP Mix (100 mM), 

MultiScribeTM Reverse 

Transcriptase (50 U/μl), RNase 

Inhibitor 

Applied Biosystems 4374966 

HT DNA High Sensitivity 

LabChip® Kit LabChip 

DNA Dye Concentrate, Chip 

Storage buffer, DNA HiSens Gel 

Matrix, 10X DNA HiSens Ladder, 

DNA HiSens Marker, Spin Filters 

PerkinElmer CLS760672 

Illumina® Nextera® XT DNA 

Sample Preparation Kit 

ATM, TD, NPM, RSB, LNA1, HT1, 

LNW1, LNB1, NT, LNS1 * 

Illumina FC-131-1096 

Illumina® Nextera® XT Index 

Kit 

96 unique Indexes Illumina FC-131-1002 
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KAPA SYBR® FAST Universal 

qPCR Kit 

Universal qPCR Master Mix, 50X 

ROX High, 50 ROX Low, DNA 

Standards 1-6, 10X Primer Mix **, 

2X KAPA SYBR® FAST qPCR Master 

Mix 

KAPA Biosystems, KK4824 

MiSeq Reagent Kit v2 Reagent cartridge, Hybridization 

buffer (HT1), incorporation buffer 

and flow cell 

Illumina MS-102-2002 

PfuUltra II Fusion HS DNA 

Polymerase Kit 

PfuUltra II Fusion HS DNA 

Polymerase,  10X PfuUltra II 

Fusion HS DNA Polymerase 

buffer, provides final 1X Mg2+ 

concentration of 2mM 

Agilent Technologies 600674 

Platinum™ Quantitative PCR 

SuperMix-UDG 

40 U/ml UDG, 60 U/ml Platinum® 

Taq DNA Polymerase, 40 mM Tris-

HCl, 100 mM KCl, 6 mM MgCl2, 

400 μM of dATP, dCTP, dGTP and 

800 μM of dUTP 

Invitrogen 11730-017 

QIAamp Viral RNA mini Kit Buffers AVL, AW1, AW2, AE, 

carrier RNA, QIAamp Mini Spin 

Columns, Collection tubes 

Qiagen 52904 

QIAquick PCR purification Kit 250 QIAquick Spin Columns, 2 ml 

Collection Tubes, PB Buffer, PE 

Buffer, EB Buffer, pH indicator I 

Qiagen 28106 

Quant-iT™ DNA Assay Kit, High 

Sensitivity 

Concentrated assay reagent, 

dilution buffer, DNA standards 

Thermo Fisher Scientific 

Q33120 

Qubit™ dsDNA HS Assay Kit dsDNA HS buffer, dsDNA HS 

reaction dye, pre-diluted DNA 

standards 

Thermo Fisher Scientific 

Q32854 

SuperScript III One-Step RT-

PCR System with Platinum Taq 

High Fidelity DNA 

SuperScript® III RT/Platinum® Taq 

High Fidelity Enzyme Mix, 2X 

Reaction Mix (containing 0.4 mM 

of each dNTP, 2.4 mM MgSO4), 5 

mM Magnesium Sulfate 

Thermo Fisher Scientific 

12574030 
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SuperScriptTM III One-Step 

RT-PCR System with 

PlatinumTM Taq High Fidelity 

DNA Polymerase Kit 

SuperScriptTM III One-Step 

RT/PlatinumTM Taq High Fidelity 

Enzyme Mix, 2X Reaction Mix 

containing 0.4mM each dNTP and 

2.4 mM MgSO4, 5mM 

Magnesium Sulfate 

Invitrogen 12574-035 

SuperScript™ VILO™ cDNA 

Synthesis Kit 

5X VILO Reaction Mix with 

random primers, dNTPs and 

MgCl2, 10X SuperScript III 

Reverse Transcriptase, RNaseOUT 

Recombinant Ribonuclease 

Inhibitor and proprietary helper 

protein 

Thermo Fisher Scientific 

11754050 

 

2.1.3. Laboratory materials 

Table 2.3: : Laboratory materials used in this project. 

Material Supplier and product code 

Agencourt SPRIPlate 96R Ring Magnet 

Plate 

Beckman Coulter A29164 

BioClean Pipette tips Green-Pak™ Rainin 17002410, 17002413, 17002414, 

17002429, 17002431 

Corning™ Thermowell™ 96-Well 

Polypropylene PCR Microplates 

Corning™ 6551 

E-Gel™ 48 Agarose Gels, 1% Thermo Fisher Scientific G800801 

Falcon™ 50mL Conical Centrifuge Tubes Thermo Fisher Scientific 10788561 

Greiner CELLSTAR® 96 well plates Sigma M0812 

Lens Cleaning Tissues Thermo Fisher Scientific CMC-750-030M 

MicroAmp Fast 96-well reaction plates Applied Biosystems 4346907 

Qubit™ Assay Tubes Thermo Fisher Scientific Q32856 

RNase-free microfuge tubes Thermo Fisher Scientific AM12400 

RotorGene Strip Tubes and Caps 0.1 ml Qiagen 981103 

Tissue culture flasks, 175cm2 (T175) Nunc 178883 
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V-bottom thermal cycler-compatible 

polypropylene plates 

Beckman Coulter 609801 

 

2.1.4. Equipment 

Table 2.4: Equipment used during this project. 

Equipment name Supplier 

3730xl DNA Analyzer Thermo Fisher Scientific 

ABI ViiA7 Thermo Fisher Scientific 

Biomek NXP Automated Workstation Beckman Coulter 

Countess Automated cell counter Invitrogen 

GloMax® Discover System Promega 

Incubator Binder 

Inverted light microscope (Leica DME) Leica Microsystems 

LabChip GX Touch HT Nucleic Acid Analyzer Perkin Elmer 

Laboratory Centrifuge Thermo Fisher Scientific 

Laboratory Centrifuge 5810 R Eppendorf 

Molecular Imager® Gel DocTM XR System Bio-Rad 

Mother E-BaseTM device Invitrogen 

NanoDrop™ 1000 Spectrophotometer Thermo Fisher Scientific 

NucliSENS® easyMag® Biomérieux 

Qubit® 3.0 Fluorometer Thermo Fisher Scientific 

Real-time PCR cycler ABI 7500 Fast Applied Biosystems 

RotorDisc 100 with QIAgility set-up Qiagen 

Sonicator Ultrawave Ltd 

TETRAD2 Thermocycler MJ Research 

TruSeq Index Plate Fixture Kit Illumina FC-130-1005 

Veriti™ 96-well Thermocycler Thermo Fisher Scientific 

 

2.1.5. Software 

Table 2.5: Software used in this project. 

Software Supplier Reference 
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7500 Software v2.3 

for qPCR analysis 

Applied Biosciences 
 

AliStat v1.7 CSIRO https://github.com/thomaskf/AliStat/blob/

master/AliStat_manual.pdf 

Bandage v0.8.1 Holt Lab – Microbial 

Genomics 

doi.org/10.1093/bioinformatics/btv383 

Bcftools v1.8 Broad Institute 10.1093/bioinformatics/btr509 

BWA v0.7.12 Broad Institute 10.1093/bioinformatics/btp324 

IGV v2.4.10 Broad Institute 10.1038/nbt.1754 

IQ-Tree v1.6.6 http://www.iqtree.org/ https://doi.org/10.1093/molbev/msu300; 

https://doi.org/10.1038/nmeth.4285; 

https://doi.org/10.1093/molbev/msx281 

MEGA7 MEGA 10.1093/molbev/msw054 

Picard Tools v2.18.2 Broad Institute https://broadinstitute.github.io/picard/  

Quantity One 

Software for Gel 

Doc XR 

Bio-Rad www.bio-rad.com/en-uk/product/quantity-one-1-d-

analysis-software 

R v3.4.3 & RStudio 

v1.0.153 

R Foundation for 

Statistical Computing 

https://www.r-project.org/  

Samtools v1.8 Broad Institute 10.1093/bioinformatics/btp352 

SeqMan Pro 

(VERSION) 

DNASTAR® www.dnastar.com/t-seqmanpro.aspx  

SPAdes v3.5.0 Center for Algorithmic 

Biotechnology 

10.1089/cmb.2012.0021 

 

2.2. Laboratory techniques and assays 

Laboratory assay protocols were protocols tested and optimised at the laboratory of Respiratory 

Infections at the National Heart and Lung Institute of Imperial College London or at the Respiratory 

Virus Unit of at the National Infection Services of Public Health England. These in-house protocols 

were used unless stated otherwise. 

http://www.iqtree.org/
https://doi.org/10.1093/molbev/msu300
https://doi.org/10.1038/nmeth.4285
https://doi.org/10.1093/molbev/msx281
https://broadinstitute.github.io/picard/
http://www.bio-rad.com/en-uk/product/quantity-one-1-d-analysis-software
http://www.bio-rad.com/en-uk/product/quantity-one-1-d-analysis-software
https://www.r-project.org/
http://www.dnastar.com/t-seqmanpro.aspx
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2.2.1. Viruses 

2.2.1.1. Inoculum for human challenge study 

RSV A Memphis-37 (M37) was used by Max Habibi, a previous PhD student, to inoculate healthy, adult 

volunteers with RSV. He purchased this strain from Meridian Lifesciences and produced a laboratory 

virus stock (26). This stock was used for the optimisation of cell culture experiments. hVivo 

(www.hvivo.com) provided us with RNA extract of the original stock of RSV A M37-b, GMP RSV P88023 

(LOT 070504). This was used for deep sequencing of the complete RSV M37 genome and served as the 

baseline control for in-host evolution analysis. 

2.2.1.2. Laboratory strains 

Respiratory syncytial virus (RSV) strains used for testing and optimisation of sequencing protocols 

were first grown in vitro in HEp-2 cell culture to amplify available stocks in the lab. Four laboratory 

strains were selected, namely RSV A2, RSV A Long, RSV B 9320 and RSV B N2. These were frozen at -

80⁰C immediately after harvesting to create a viral stock. 

2.2.1.3. Clinical samples 

Clinical samples were obtained from three different populations. The first cohort contained samples 

from hospitalised patients. Nasopharyngeal aspirates and nasal swabs were collected from patients in 

Imperial College Healthcare NHS Trust hospitals in London between November 2015 and February 

2016 and stored at -80⁰C at the biobank at Charing Cross hospital until processing. 

The second cohort contained samples from community patients with mild symptoms. Nasal and throat 

swabs were collected by Public Health England in collaboration with the Royal College of General 

Practitioners on a yearly basis. These surveillance samples from 2009-2018 were diagnostically tested 

for RSV and stored at -80⁰C in separate aliquots of 1.5 ml. Samples with high enough viral loads were 

selected for further processing. 

The third cohort contained samples from healthy volunteers that were infected with RSV Memphis-

37 and daily nasal lavage samples were taken for 10 consecutive days with follow-up samples taken 

at day 14 and day 28 post-infection (26). RSV RNA was quantified and samples with high enough viral 

loads were selected for deep sequencing. 

2.2.2. Cell and viral culture 

RSV was grown in HEp-2 cell culture. Cells were incubated at 37⁰C and 5% CO2 in complete media, 

which consisted of Dulbecco’s Modified Eagle Medium (DMEM) supplemented with 1% Penicillin and 

Streptomycin, and 1% L-glutamine. 10% heat-inactivated foetal calf serum (HI-FBS) was added as well. 

Cells were split when they were 90% confluent. Splitting cells was done by removing media, washing 

http://www.hvivo.com/
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cells with 10 ml phosphate buffered saline (PBS) and adding trypsin after PBS was discarded. Trypsin 

was left to incubate for 5 minutes, then 10 ml of complete media was added to inactivate the trypsin. 

All cells were collected and spun down for 5 minutes at 1500 rpm. The pellet was resuspended in 

complete media and 1 million cells were plated in 24 ml of media in a T175 flask. 

To grow RSV A M37, 10 million HEp-2 cells were seeded in a 175 cm2 flask in 25 ml of complete media 

and left overnight to grow to 80% confluence. The cells were washed with serum free media and 

infected with 4 ml of virus with MOI = 0.1. This meant that 1 viral particle for every 10 cells was added. 

The flask was rotated every 15 minutes. After 2 hours, the serum free media was topped up with 26 

ml of complete media. The media was removed after 24 hours, centrifuged for 5 minutes at 1500 rpm 

and the pellet was resuspended in 25 ml of serum free media, then incubated for another 24 hours at 

37⁰C. To harvest virus, the cells were scraped off the flask when the cytopathic effect was estimated 

to be 50%, sonicated for 20 seconds and spun down for 5 minutes at 1500 rpm. The supernatant was 

aliquoted into 1 ml cryovials and snap frozen in liquid nitrogen. All vials were stored in liquid nitrogen 

tanks at -196⁰C. 

2.2.3. Plaque assay 

Plaque assays were performed to assess the infectivity of the virus. A monolayer was grown overnight 

at 37⁰C in a flat-bottomed 96-well plate by adding 20,000 HEp-2 cells, 10% HI-FCS and complete media 

to each well. The virus was diluted 12 times in two-fold dilutions starting at 1 in 10. When the cells 

were 90% confluent, they were washed with serum free media and 50 μl of the viral dilution series 

was added to the plate in triplicates. The virus was left for 1.5 - 2 hours at 37⁰C, then 150 μl of complete 

media was added to each well and the plates were incubated at 37⁰C and 5% CO2 overnight. Cells were 

washed with 1X PBS and fixed with absolute methanol and 2% H2O2 for 20 minutes. Next, the cells 

were washed twice with PBS complemented with 1% BSA and then washed again with a 

PBS/BSA/Azide solution. The plates were refrigerated at 4⁰C overnight. Biotinylated anti-RSV goat 

antibody was added to each well and incubated for 1 hour at room temperature. Then, the plate was 

washed twice with PBS/BSA and a 1:500 dilution of extravidin peroxidase was added to the plate for 

30 minutes. The plate was washed twice with PBS/BSA and 3’3-diaminobenzidine (DAB) was added 

for 20 minutes to 24 hours at room temperature in the dark. The plate was monitored for development 

of background staining and the reaction was stopped by washing with PBS when staining was 

successful, but before background staining set in. The cells were kept in PBS to count. All plaques were 

manually counted through the microscope and plaque forming units (pfu) were calculated by Equation 

2.1.  
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𝑝𝑓𝑢 =  𝑚𝑒𝑎𝑛 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑙𝑎𝑞𝑢𝑒𝑠 ∗ 𝑓𝑜𝑙𝑑 𝑑𝑖𝑙𝑢𝑡𝑖𝑜𝑛 ∗
20

𝑚𝑙
𝑜𝑓 𝑣𝑖𝑟𝑢𝑠 𝑖𝑛𝑜𝑐𝑢𝑙𝑢𝑚 

Equation 2.1: Plaque forming units were calculated based on dilution and amount of inoculum used. 

 

2.2.4. Extraction 

2.2.4.1. Manual extraction of nucleic acids with QIAamp Viral RNA Mini Kit 

Viral RNA was extracted from cell culture samples using the QIAamp Viral RNA Mini Kit. The kit 

protocol was adapted as follows. The AVL buffer was prepared by mixing 1:1 AVE buffer and 

lyophilized carrier RNA. 1000 μl prepared AVL buffer was added to each microcentrifuge tube followed 

by 250 μl of sample. The tubes were vortexed and incubated at room temperature for 10 minutes, 

then spun down. Next, 1000 μl of 96% ethanol was added to the sample, which was then vortexed 

and briefly spun.  

After preparation of the sample, 600 μl was added to the spin column and centrifuged for 1 minute at 

6000 g. Flow through was discarded and another 600 μl of prepared sample was added to the spin 

column. The process was repeated until the entire sample was loaded onto the spin column. The spin 

column was washed with 600 μl AW1 buffer and centrifuged for 1 minute at 6000 g. Flow through was 

discarded and the spin column was washed with AW2 buffer by centrifuging for 3 minutes at 21,100 

g. Flow through was discarded and the spin column was spun dry for 1 minute at 21,100 g. For elution, 

60 μl of nuclease-free water was added to the spin column and incubated for 1 minute, then spun 1 

minute at 6000 g. 

Extracted nucleic acids were put on ice straight away. To estimate nucleotide quantity, 1.5 μl of the 

sample was measured with the NanoDrop 1000 Spectrophotometer for indicative purposes. 

2.2.4.2. Automated complete nucleic acid extraction with NucliSENS® easyMag® 

Sequence optimisation and clinical samples were first aliquoted into 150 μl aliquots to which 50 μl of 

Magnapure lysis buffer was added. Extractions with a NucliSENS® easyMag® instrument was 

performed according to protocol with the following settings: 

- Matrix = other 

- Extraction volume = 0.200 ml 

- Elution volume = 100 μl  

- Protocol = Generic 2.0.1 

- Type = Primary 

- Priority = Normal 
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- On board lysis  

This method used the BOOM technology, which is based on solid phase extraction and used silica 

beads to bind nucleic acid in a four-phase process. The sample was first lysed and homogenized by 

NucliSENS Lysis Buffer, secondly NucliSENS Extraction buffer 1, chaotropic substance, and silica beads 

were added to bind nucleic acids. Thirdly, the silica beads were washed with NucliSENS Extraction 

buffer 2 to remove contaminants. Finally, the bonded nucleic acids were separated from the silica 

beads and eluted into NucliSENS Extraction buffer 3. 

2.2.5. Reverse transcriptase reaction 

2.2.5.1. Reverse transcriptase reaction with High-Capacity cDNA Reverse Transcription 

Kit with RNase Inhibitor 

Once cell culture samples were extracted, RNA was converted using the High-Capacity cDNA Reverse 

Transcription Kit with RNase Inhibitor, which was adapted as follows. For each reaction, 7 μl of 2X 

Reverse Transcription (RT) Mix was mixed with 13 μl of sample RNA. The 2X Reverse Transcription Mix 

contained 2μl of 10X RT Buffer, 0.8 μl of 25X dNTP Mix at 100 nM concentration, 2 μl of 10X RT random 

primers, 1μl of MultiScribeTM Reverse Transcriptase, 1 μl of RNase Inhibitor and 0.2 μl of nuclease-free 

water for each reaction. Sample RNA was mixed with the RT mix by pipetting up and down and spun 

down for 2 minutes at 2000 rpm. The program used on the thermal cycler was 10 minutes at 25⁰C 

followed by 120 minutes at 37⁰C and 6 minutes at 85⁰C. When finished, the samples were kept at 4⁰C. 

2.2.5.2. Reverse transcriptase with Moloney Murine Leukemia Virus (MMLV) 

To determine the viral load of clinical samples, extracted RNA was converted to cDNA using Moloney 

Murine Leukemia Virus (MMLV) reverse transcriptase. For each reaction, a reverse transcription mix 

was made by mixing 4 μl of 10X PCR buffer, 6 μl of MgCl2, 6μl of dNTPs (at 10mM concentration), 0.4 

μl of random primers, 0.4 μl of RNAsin and 1 μl of MMLV. 22.2 μl of sample RNA was added and the 

mix was incubated at room temperature for 10 minutes and then heated in the thermal cycler for 45 

minutes at 37⁰C. The reverse transcriptase was heat inactivated at 95⁰C for 5 minutes. Samples were 

kept at 4⁰C. 

2.2.5.3. Reverse transcriptase with VILO enzyme 

After easyMag® extraction of clinical samples and confirmation of RSV RNA presence, reverse 

transcriptase was performed using VILO enzyme, which is a genetically engineered version of MMLV 

Reverse Transcriptase with reduced RNase H activity. This enzyme had improved thermostability for 

more efficient and precise cDNA synthesis. For each reaction, 12 μl of 5X VILO reaction mix, 27 μl of 

nuclease-free water and 6 μl of Superscript III Enzyme mix was added to 15 μl of extracted sample 
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RNA. The thermal cycler ran for 10 minutes at 25⁰C, 60 minutes at 42⁰C and 5 minutes at 85⁰C. cDNA 

was kept at 4⁰C. 

2.2.6. Quantitative real-time polymerase chain reaction (Q-RT-PCR) 

2.2.6.1. N gene-based RSV A Q-RT-PCR 

After reverse transcription with High-Capacity cDNA Reverse Transcription Kit with RNase Inhibitor, 

quantitative real-time PCR (Q-RT-PCR) was performed to determine the viral load of laboratory grown 

virus samples based on presence of the nucleoprotein gene (N). For each sample, 10 μl of qPCR master 

mix was prepared with 900 nM of forward primer for N, 900 nM of reverse primer for N and 200 nM 

of N probe. Then 2.5 μl of cDNA was added to the master mix. All samples were tested in duplicate. 

The RSV A forward primer sequence was 5'-CATCCAGCAAATACACCATCCA-3' (Invitrogen), the RSV A 

reverse primer sequence was 5'-TTCTGCACATCATAATTAGGAGTATCAA-3' (Invitrogen) and the RSV Pan 

A N gene probe was 5'-FAM-CGGAGCACAGGAGAT-TAMRA-3' (Eurofins MWG/Operon). 

The standard curve of N was prepared as follows. 10 μl of N gene plasmid stock at a concentration of 

110 was diluted 1:10 in nuclease-free water and 9 further 10-fold dilutions were prepared with 

nuclease-free water. The last 7 out of 10 dilutions were used as standard curve and measured in 

duplicate. 12.5 μl of standards and samples were added to the plate. Positive control was cDNA 

extracted from M37 lab grown strain and negative control was qPCR master mix with nuclease-free 

water. The plate was spun for 2 minutes at 2000 rpm. The thermal cycler ran for 2 minutes at 50⁰C, 

10 minutes at 95⁰C, then 40 cycles of 15 seconds at 95⁰C and 1 minute at 60⁰C. To end the run, the 

thermal cycler kept samples at 4⁰C. 

Applied Biosciences 7500 Software v2.3 was used to calculate the linear regression line through the 

standards. Quantity of samples was determined based on this standard regression. 

2.2.6.2. N gene-based diagnostic RSV/hMPV RT-PCR with internal control (SBCMV) 

Detection of RSV in clinical samples was performed with a laboratory developed multiplex assay which 

tested RSV A, RSV B, hMPV A and hMPV B presence. Soil-Borne Cereal Mosaic Virus (SBCMV) was used 

as internal control. Each reaction contained 5 μl of cDNA, 12.5 μl of 2X Real-Time Platinum qPCR 

SuperMix-UDG, 1.5 μl of 50 mM MgCl2 (3 mM final conc), 0.1 μl of RSV A forward primer (400 nM final 

conc), 0.1 μl of RSV A reverse primer (400 nM final conc), 0.0625 μl of RSV A probe (25 nM final conc), 

0.05 μl of RSV B forward primer (200 nM final conc), 0.5 μl of RSV B reverse primer (200 nM final conc), 

0.375 μl of RSV B probe (150 nM final conc), 0.075 μl of hMPV A forward primer (300 nM final conc), 

0.075 μl of hMPV A reverse primer (300nM final conc), 0.125 μl of hMPV A probe (50 nM final conc), 

0.0125 μl of hMPV B forward primer (50 nM final conc), 0.1 μl of hMPV B reverse primer (400 nM final 

conc), 0.0625 of hMPV B probe (25 nM final conc), 0.0125 μl of SBCMV forward primer (50 nM final 
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conc), 0.0125 μl of SBCMV reverse primer (50 nM final conc), 0.0313 μl of SBCMV probe (12.5 nM final 

conc) and 4.7563 μl of deionized water. All primer and probe sequences are specified in Table 2.6. 

Each sample was tested in duplicate on a RotorGene thermal cycler using the following program: 2 

minutes at 50 ⁰C, 2 minutes at 95⁰C and 40 cycles of 5 seconds at 94⁰C and 20 seconds at 60⁰C. 

RSV A was detected in the red channel (Quasar 670), RSV B in the yellow channel (JOE), hMPV in the 

green channel (FAM), hMPV in the crimson channel (Quasar 705) and the internal control SBCMV was 

detected in the orange channel (ROX). The detection thresholds were set at 0.07236 for RSV A, 

0.05759 for RSV B, 0.05665 for hMPV A, 0.09565 for MPV B and 0.15795 for the internal control. The 

control RSV A primers were based on RSV A Long strain, control RSV B primers were based on RSV B 

9320 strain. 

Table 2.6: List of primers and probes used in diagnostic multiplex assay for RSV and hMPV. 

 Sequence Final 

concentration 

RSV A forward primer 5’ CAG AGG TGG CAG TAG AGT TGA 3’ 400 nM 

RSV A reverse primer 5’ CCT GCA CCA TAG GCA TTC AT 3’ 400 nM 

RSV A probe 5’Quasar670 – AGG GAT TTT TGC AGG ATT GTT T - BHQ2 3’ 25 nM 

RSV B forward primer 5’ GCA TTG CAC AAT CAT CCA CA 3’ 200 nM 

RSV B reverse primer 5’ CAG CTT CTC CTC CCA ACT TC 3’ 200 nM 

RSV B probe 5’JOE – TCC AAG CAG AAA TGG AGC AAG TTG - BHQ1 3’ 150 nM 

hMPV A forward primer 5’ CAG CAC CAG ACA CAC CTA TAA T 3’ 300 nM 

hMPV A reverse primer 5’ TGC ATC ACT TAG TAC ACG GTT AG 3’ 300 nM 

hMPV A probe 5’FAM – AGT GGG ATT AGA GAC CAC AGT CAG AAG A - BHQ1 3’ 50 nM 

hMPV B forward primer 5’ GGG TGT CAT TGC CAG ATC AT 3’ 50 nM 

hMPV B reverse primer 5’ CCA GAT TCA GGA CCC ATT TCT C 3’ 400 nM 

hMPV B probe 5’ Quasar705 – AGG GCA TGT ATC TGT GCA AGC TGA - BHQ2 3’ 25 nM 

SBCMV forward primer 5’ CAC TCA GGA CGG TGA CGA GAT 3’ 50 nM 

SBCMV reverse primer 5’ GTG ATA CTG TGA GTC TGG TGA TGA TTT 3’ 50 nM 

SBCMV probe 5' ROX - TTT TGT GAC CTT GGA GGT GAG GCA GTT ATG - BHQ2 3' 12.5 nM 

 

2.2.7. Amplification PCR for WGS 

2.2.7.1. Amplification PCR in 16 fragments 

Once RNA was converted to cDNA with VILO enzyme, the viral RNA was amplified using 16 primer 

pairs to cover the entire RSV genome (Figure 2.1). Primers were designed and validated at PHE and 
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bought from Thermo Fisher Scientific (Table 2.7). The first fragment of the genome was covered by 

two primer pairs because of the variation in the 5’ UTR of the genome. Each reaction contained 37.75 

μl of water, 5 μl of 10X Pfu buffer, 1.25 μl of 10 mM dNTPs mix, 1 μl of Pfu Ultra II fusion HS DNA 

polymerase and 2 μl of primer mix (0.6 μM final conc) and 3 μl of cDNA. The tubes were spun down 

briefly and transferred to the thermal cycler. Samples were heated for 1 minute to 95⁰C, then 40 cycles 

of 20 seconds at 95⁰C, 20 seconds at 55⁰C and 45 seconds at 72⁰C followed. Final extension was 5 

minutes at 72⁰C. 

 

 

Figure 2.1: Genome coverage with 16 primers pairs for amplification of RSV A (top) and RSV B (bottom). Black = RSV 
genome, blue is amplified fragment. 

 

Table 2.7: Primers used for amplifying RSV A with PCR. W= A or T, R = A or G, M is C or A, Y = T or C. All primers were 
ordered from Metabion. Italics underlined = M13. 

Binding 

region 
Fragment 

Primer 

name 
Primer sequence 

Nucleotide 

position 

Fragment 

size 

Leader, 

NS1, 

NS2, N 

1 

AF1F ACGCGAAAAAATGCGTACAAC 1 
1215 

AF1R TGRATRGTRTATTTRCTRGA 1216 

AF1Falt GTAAAACGACGGCCAGGGGGCAAATAAGAATTTGAT 45 
1171 

AF1Ralt CAGGAAACAGCTATGACTGRATRGTRTATTTRCTRGA 1216 

NS2, N, 

P 
2 

AF2F GTAAAACGACGGCCAGATCATGATGGGTTCTTAGAATGC 920 
1446 

AF2R CAGGAAACAGCTATGACTTCAGGAGCAAACTTTTCCAT 2366 

N, P, M 3 
AF3F GTAAAACGACGGCCAGAAAAATTGGGTGGWGAAGCA 2014 

1417 
AF3R CAGGAAACAGCTATGACCCCTTGGGTGTGGATATTTG 3431 

P, M, 

SH 
4 

AF4F GTAAAACGACGGCCAGAACCTRTTGGAAGGGAATGA 3019 
1301 

AF4R CAGGAAACAGCTATGACAGGCCAGAATTTGCTTGAGA 4320 

M, SH, 

G 
5 

AF5F GTAAAACGACGGCCAGACMAACMCTCTGTGGTTCAA 4076 
1389 

AF5R CAGGAAACAGCTATGACTTGTGSGTTCTGGATTTCCTG 5465 
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G, F 6 
AF6F GTAAAACGACGGCCAGRAGTCAACCCYRCAATCCAC 5054 

1328 
AF6R CAGGAAACAGCTATGACGCATTAACACTAAATTCCCTGGT 6382 

F 7 
AF7F GTAAAACGACGGCCAGAGCCAGAAGAGAACTACCAAG 5978 

1520 
AF7R CAGGAAACAGCTATGACCTTAAAAAGTGTAAGTGAGATGGTT 7498 

F, M2, 

L 
8 

AF8F GTAAAACGACGGCCAGYCCATTAGTRTTCCCYTCTG 7097 
1421 

AF8R CAGGAAACAGCTATGACTCCAYYAATAATGGGATCCATT 8518 

M2, L 9 
AF9F GTAAAACGACGGCCAGTRCCDGCAGAYGTRYTGAA 8060 

1435 
AF9R CAGGAAACAGCTATGACTTTATTATGTAGAASCCYTCATTRTG 9495 

L 10 
AF10F GTAAAACGACGGCCAGCAATGCAACATCCTCCATCA 9084 

1268 
AF10R CAGGAAACAGCTATGACTGCCTGTCAATGATACCACAT 10352 

L 11 
AF11F GTAAAACGACGGCCAGAGTGGATCTTGAAATGATCATAAAT 10087 

1380 
AF11R CAGGAAACAGCTATGACGGGATCACCACCACCAAATA 11467 

L 12 
AF12F GTAAAACGACGGCCAGAGTGGGACCGTGGATAAACA 11164 

1360 
AF12R CAGGAAACAGCTATGACTGACTGTAAGGCGATGCAAA 12524 

L 13 
AF13F GTAAAACGACGGCCAGTGGACATCAAATATACWACAAGCA 12180 

1200 
AF13R CAGGAAACAGCTATGACTTAACAACCCAAGGGCAAAC 13380 

L 14 
AF14F GTAAAACGACGGCCAGAAAAAGATTGGGGAGAGGGATA 13041 

1334 
AF14R CAGGAAACAGCTATGACTGCAYTTTCTTACATGCTTGC 14375 

L, end 15 
AF15F GTAAAACGACGGCCAGGGTGAAGGAGCAGGGAATTT 14054 

1168 
AF15R CAGGAAACAGCTATGACACGAGAAAAAAAGTGTCAAAAACT 15222 

 

Table 2.8: Primers used for amplifying RSV B with PCR. W= A or T, R = A or G, M is C or A, Y = T or C. All primers were 
ordered from Metabion. Italics underlined = M13. 

Binding 

region 
Fragment 

Primer 

name 
Sequence 

Nucleotide 

position 

Fragment 

size 

Leader, 

NS1, 

NS2, N 

1 

BF1F GTAAAACGACGGCCAGACGCGAAAAAATGCGTACTAC 1 1255 

BF1Falt GTAAAACGACGGCCAGACACTCGAAAAAAATGGGGC 30 
1226 

BF1rev CAGGAAACAGCTATGACACATCATAATTGGGAGTGTCAA 1256 

NS2, N, 

P 
2 

BF2F GTAAAACGACGGCCAGAACCCGTAACTTCCAACAAA 992 
1374 

BF2R CAGGAAACAGCTATGACTTCAGGTGCAAACTTCTCCAT 2366 

N, P, M 3 
BF3F GTAAAACGACGGCCAGGAAGTTGGGAGGAGAAGCT 2013 

1447 
BF3R CAGGAAACAGCTATGACCCTTTGGGCGTAGAGATCTG 3460 

4 BF4F GTAAAACGACGGCCAGGACTTGTTGGAAGACAACGA 3018 1330 
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P, M, 

SH 

BF4R 

CAGGAAACAGCTATGACGGGCCAAAATTTGCTTGTGA 
4348 

M, SH, 

G 
5 

BF5F GTAAAACGACGGCCAGTCCCACTCAAAATCCAAAATCAC 4137 
1286 

BF5R CAGGAAACAGCTATGACGGTTGATGGTGGTTTCTTTT 5423 

G, F 6 
BF6F GTAAAACGACGGCCAGCATCTCTGCCAATCACAAAG 4873 

1512 
BF6R CAGGAAACAGCTATGACGCATTGACACTAAATTCTCTGGT 6385 

F 7 
BF7F GTAAAACGACGGCCAGGTAGGATCTGCAATAGCAAG 6136 

1226 
BF7R CAGGAAACAGCTATGACGTTGATTTGGGATTGGTGGTCA 7362 

F, M2, 

L 
8 

BF8F GTAAAACGACGGCCAGCCCTCTAGTGTTTCCTTCTG 7100 
1428 

BF8R CAGGAAACAGCTATGACTCCATTAATAATGGGATCCATTT 8528 

M2, L 9 
BF9F GTAAAACGACGGCCAGTACCAGCAGACGTGCTGAAG 8071 

1434 
BF9R CAGGAAACAGCTATGACTTTATTATGTAAAAGCCTTCATTATG 9505 

L 10 
BF10F GTAAAACGACGGCCAGCAATGCAACATCCTCCATCA 9094 

1268 
BF10R CAGGAAACAGCTATGACTTCTTTACCAGTTAGTGATAC 10362 

L 11 
BF11F GTAAAACGACGGCCAGAGTGGATCTTGAAATGATAATAAAT 10097 

1380 
BF11R CAGGAAACAGCTATGACAGGATCACCACCACCAAACA 11477 

L 12 
BF12F GTAAAACGACGGCCAGGAGTAGGTCCATGGATAAATAC 11173 

1361 
BF12R CAGGAAACAGCTATGACTGACTGTTAACCGGTGTAAATA 12534 

L 13 
BF13F GTAAAACGACGGCCAGTGGACATTAAATATACAACTAGCA 12190 

1200 
BF13R CAGGAAACAGCTATGACTTAACAACCCAAGGGCATAC 13390 

L 14 
BF14F GTAAAACGACGGCCAGAAAAAGATTGGGGAGAGGGGTA 13051 

1334 
BF14R CAGGAAACAGCTATGACTGCACTTTCTTACATGCTTACTC 14385 

L, end 15 
BF15F GTAAAACGACGGCCAGGGTGAAGGAGCTGGTAACTT 14064 

1161 
BF15R CAGGAAACAGCTATGACACGAGAAAAAAAGTGTCAAAAACT 15225 

 

2.2.7.2. RNA conversion and cDNA amplification in one-step PCR reaction 

In this reaction, the RNA was converted and subsequently amplified in one step. 1 μl of the enzyme 

mix (containing both SuperScript III Reverse transcriptase and Platinum Taq HiFi) was added to 25 μl 

of 2X reaction mix, 4 μl of primer mix and 15 μl of RNase-free water. 5 μl of RNA was added to the 

master mix and then transferred to the thermal cycler. The samples were heated to 42⁰C for 60 

minutes, then 94⁰C for 2 minutes for the reverse transcription (RT). Immediately after, the samples 

entered 5 cycles of 94⁰C for 30 seconds, then 44⁰C for 30 seconds and then 68⁰C for 3 minutes. Next, 

the samples entered 31 cycles of 94⁰C for 30 seconds, 57⁰C for 30 seconds and 68⁰C for 3 minutes. 
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Lastly, the samples were kept at 68⁰C for 5 minutes. Afterwards, the samples were kept at 4⁰C until 

further processing. 

This method used RSV sequence-specific primers rather than random primers for RT and were also 

used for amplification of 6 fragments each covered by 4 or 6 possible primer pairs (Figure 2.2). The 

primers used were published by Agoti et al. in 2015 (112). Primer mixes for each fragment contained 

10 μM of each forward and reverse primer (Table 2.9 and 2.10). 

 

 

 

Figure 2.2: Coverage of RSV A (top) and RSV B (bottom) genome in 6 amplicons. Each fragment is covered by multiple slightly 
different amplicons depending on the primers used. The primers all have different hybridisation positions, although all closely 
together for each amplicon.  

 

Table 2.9: Primers used for RSV A genome amplification in 6 fragments with size depending on primer pairing (112). 

Fragment 
Primer 

name 
Sequence (5’ to 3’) 

Nucleotide 

position 
Fragment sizes 

F1 
AStartF ACGCGAAAAAATGCGTACAAC 1 2877, 2878, 

2612, 2609, A52F TGTGCATGTTATTACAAGTAGTGATATTTG 266 
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A50F GCATGTTATTACAAGTAGTGATATTTGCC 269 2609, 2610 

 A175R TTCTCTTAAACCAACCATGGCATCT 2878 

A39R CTTCTCTTAAACCAACCATGGCATC 2879 

F2 

A117F ATAAGAGATGCCATGGTTGGTTTAAGA 2849 

2825, 

2823 

A86F AAGAGATGCCATGGTTGGTTTAAGA 2851 

A1644R CAACTCCATTGTTATTTGCCCC 5674 

A1688R CAACTCCATTGTTATTTGCCCCA 5674 

F3 

A1820F GCAGCATATGCAGCAACAATC 5207 

2989, 2988, 

2996, 2995 

A1914F CAGCATATGCAGCAACAATCCAA 5208 

A341R TTGTCAGGTAGTATCATTATTTTTGGCATG 8196 

A312R AGGATATTTGTCAGGTAGTATCATTATTTTTGG 8203 

F4 

A704F ATGTGTTGCCATGAGCAAACTC 7893 

2727, 2729, 

2720, 2722 

A731F GCCATGAGCAAACTCCTCACT 7900 

A497R GCTTGATTGAATTTGCTGAGATCTGT 10620 

A539R ATGCTTGATTGAATTTGCTGAGATCTG 10622 

F5 

A374F AAGAGAACTCAGTGTAGGTAGAATGTTT 10360 

2710, 2715, 

2707, 2712 

A350F AGAACTCAGTGTAGGTAGAATGTTTG 10363 

A364R TTATATATCCCTCTCCCCAATCTTTTTCAAA 13070 

A385R ATCAGTTATATATCCCTCTCCCCAATCTT 13075 

F6 

A1220F GATTGGGTGTATGCATCTATAGATAACAAG 12386 

2597, 2596, 

2677, 2676, 

2837, 2836 

A1232F ATTGGGTGTATGCATCTATAGATAACAAG 12387 

A4066R GTTGTATAACAAACTACCTGTGATTTTAATCAG 14983 

A5632R TAACTATAATTGAATACAGTGTTAGTGTGTAGC 15063 

AEndR ACGAGAAAAAAAGTGTCAAAAACTAATA 15223 

 

Table 2.10: Primers used for RSV B genome amplification in 6 fragments with size depending on primer pairing. 

Fragment 
Primer 

name 
Sequence (5’ to 3’) 

Nucleotide 

position 

Fragment 

sizes 

F1 

BStartF ACGCGAAAAAATGCGTACTACA 1 

2936, 3962,  

2893, 2919 

2892, 2918 

B3F TGGGGCAAATAAGAATTTGATAAGTGC 44 

B1021F GGGGCAAATAAGAATTTGATAAGTGCTATT 45 

B50R AGTCTTGCCATAGCCTCTAACCT 2937 

B95R CCATTTTTTCGCTTTCCTCATTCCTA 2963 
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F2 

B33F ATATTAGGAATGCTCCATACATTAGTAGTTG 2777 

2771, 2707, 

2885, 2821 

B71F TAAGAGATGCTATGGTTGGTCTAAGAGA 2841 

B7442R GATGTGGAGGGCTCGGATG 5548 

B7423R CCATGGTTATTTGCCCCAGATTTAAT 5662 

F3 

B7884F AGTATATGTGGCAACAATCAACTCTG 5202 

2928, 2924, 

3045,3041 

B7996F TATGTGGCAACAATCAACTCTGC 5206 

B3652R GCTTATGGTTATGCTTTTGTGGATATCTAAT 8130 

B3660R GCAATCATGCTTTCACTTGAGATCAA 8247 

F4 

B3762F AGAGGTCATTGCTTGAATGGTAGAA 7642 

3031, 2911, 

3104, 2984 

B3712F AAGAGCATAGACACTTTGTCTGAAATAAG 7762 

B47R CCATGCAGTTCATCTAATACATCACTG 10673 

B168R TGCATGTCTATATGTACATATTATTGTGACAAG 10746 

F5 

B32F AAGAAGAGTACTAGAGTATTACTTGAGAGATAA 10236 

2852, 2676, 

3089, 2913 

B52F AAATCCAAATCTTAGCAGAGAAAATGATAG 10412 

B27R TTAATGAACATATGATCAGTTATATACCCCTCT 13088 

B60R AACTTAAAACTGTGACAGCCTTTTATTCT 13325 

F6 

B651F ATCGACATTGTGTTTCAAAATTGCATAAG 12640 

2337, 2338, 

2324, 2325, 

2576, 2563 

B165F TTCAAAATTGCATAAGTTTTGGTCTTAGC 12653 

B1199R ATAGTACACTACCTGTTATTTTAATCAGCTTCT 14977 

B989R TATAGTACACTACCTGTTATTTTAATCAGCTTC 14978 

BEndR ACGAGAAAAAAAGTGTCAAAAACTAATGT 15216 

 

2.2.8. Agarose gels and E-gels 

2.2.8.1. 1% agarose gels 

The presence of each fragment was checked on 1% agarose gels. To prepare the 1% agarose gels, 1g 

of agarose was mixed with 100 ml of 1X TBE (10X TBE diluted 1:10 with pure water) and heated to just 

under boiling temperature until all crystals were dissolved. The liquid was poured into a gel rack and 

left to cool and set. Once cooled, the gel was put in the running unit and submerged in 1X TBE. 10 μl 

of each fragment was mixed with 2 μl of 6X Massruler Loading Dye and loaded onto the gel. 2 μl of 1 

Kb ladder was mixed with 2 μl of 6X Massruler Loading Dye and added to either side of the sample 

lanes. The gel was run at 150 V and 100 mA for 60 minutes. After the run, the gel was stained with 

Ethidium Bromide for 15 minutes to let the UV detectable dye intercalate with the cDNA fragments. 
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Lastly, bands were visualised using the Molecular Imager® Gel DocTM XR System and pictures taken 

with Quantity One Software for Gel Doc XR. 

2.2.8.2. Pre-made 1% agarose E-gels 

5 μl of each fragment was mixed with 10 μl of loading dye. The loading dye consisted of 10X BlueJuice™ 

diluted 1:50 in 1X TBE. The sample mix was loaded onto the pre-made 1% agarose E-gel together with 

1 μl of 1 Kb ladder in 14 μl of diluted Blue Juice in the designated marker lanes on either side of the 

gel. The E-gel was run for 21 minutes on the Mother E-BaseTM device on the PG program for E-gels. 

For visualisation, the gel was taken to the Molecular Imager® Gel DocTM XR System straight away 

because of the Ethidium Bromide which is present in the E-gel. 

2.2.9. Clean-up of PCR products  

2.2.9.1. AmPure XP 

For Sanger sequencing, samples were cleaned with AMPure XP before they were quantified. 90 μl of 

Agencourt AMPure was added to 50 μl of sample and mixed thoroughly. Then, the beads were 

separated from solution on the Agencourt SPRIPlate 96R. The supernatant was discarded and the 

beads were washed twice with 200 μl of 70% ethanol which was removed after 30 seconds of 

incubation. The samples were then air-dried for 10 minutes after which 40 μl of RNase-free, deionized 

water was added to detach the sample amplicons from the beads. 

2.2.9.2. QIAquick PCR purification Kit 

Samples for Illumina sequencing were cleaned up using the QIAquick PCR purification Kit with the 

following adjustments. 600 μl of pH indicator I was added to 150 ml of PB buffer and 96-100% ethanol 

was added to PE buffer to prepare all buffers. Sample was diluted 1 in 5 with prepared PB buffer. 

When samples showed an orange colour (meaning they were too basic), 3 μl of 3 M sodium acetate 

at pH = 5 was added and the sample mixed to decrease the pH to optimal levels. The sample was 

added to a QIAquick spin column and spun at 13000 rpm for 1 minute. The flow through was discarded 

and 750 μl of PE buffer was added to the column and incubated for 1 minute. The tube was spun for 

1 minute at 13000 rpm and the flow through was discarded. The column was then spun dry for another 

minute at 13000 rpm. The amplicons were eluted by adding 65 μl of RNase-free water and incubating 

for 2 minutes before spinning the column for 1 minute at 13000 rpm. Cleaned PCR products were kept 

at 4⁰C. 

2.2.10. Amplicon quantification 

For sequencing with Illumina MiSeq, 6 ng/μl of amplicons was needed. To quantify the amplicons of 

cleaned PCR products, the Qubit™ dsDNA HS Assay Kit was used according to protocol. Master mix 

was prepared by adding 199 μl of dsDNA HS buffer to 1 μl of dsDNA HS reaction dye for each sample 
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and for standards. 10 μl of each pre-diluted standard was mixed with 190 μl of Master mix and 1 μl of 

sample was mixed with 199 μl of Master mix and then measured on a Qubit® 3.0 Fluorometer using 

dsDNA at High Sensitivity. The target quantity was 6 ng/μl. If the amplicon content was too high, 

samples were diluted and quantified again. 

2.2.11. Sanger sequencing 

For Sanger sequencing, 4 or 5 nested primers and forward and reverse M13 primers were used per 

fragment to cover the whole RSV genome in 15 fragments (see Table 2.11 and 2.12). The nested 

sequencing PCR was performed by adding 1 μl of nested primer, 6 μl of RNase-free, deionized water 

and 8 μl of BigDye® Terminator Ready Reaction Mix to 5 μl of quantitated PCR product of the sample. 

Two pGEM internal controls were added to each plate. Sequencing reactions were run on Veriti™ 96-

well Thermocycler. Afterwards, PCR products were cleaned-up using 10 μl of CleanSeq per sample. 

After adding 62 μl 85% ethanol and throughout mixing, the beads were separated from solution with 

a magnet. The supernatant was removed and the beads were washed twice with 100 μl of 85% 

ethanol. The samples were then air-dried to remove all left-over ethanol. The products were eluted 

by adding 40 μl of RNase-free water and incubating for 2 minutes. The supernatant was transferred 

to the sequencing plate and loaded onto the 3730xl DNA Analyzer. 

2.2.11.1. Nested primers for Sanger sequencing 

Table 2.11: Nested primers for Sanger sequencing of RSV A. 

 
Direction ID Sequence 5' --> 3' Position* (5' end) 

M13 Forward 
 

GTAAAACGACGGCCAG 
 

M13 Reverse 
 

CAGGAAACAGCTATGAC 
 

F1 Reverse A F1 STARTrev TGGCATTGTTGTGAAATTGG 341 

For1 A F1 n1 for85 TCCCTTGGTTAGAGATGG 85 

For2 A F1 n2 for448 TAAGTGATTCAACAATGACC 448 

Rev2 A F1 n2 rev822 ATAGTTGACCAGGAATGTAA 822 

Rev3 A F1 n3 rev1166 ATTCAACTTGACTTTGCTAA 1166 

F2 For1 A_F2_I1_For_1360 TAGGAAGAGAAGACACC 1360 

For2 A_F2_I2_For_1596 TCTCCTGATTGTGGRAT 1596 

Rev1 A_F2_I1_Rev_1969 CACTAGCRTGTCCTARC 1969 

Rev2 A_F2_I2_Rev_1629 TCCTAATCACRGCTGTA 1629 

F3 For1 A_F3_I1_For_2368 TTCCATGGAGAAGAYGC 2368 

For2 A_F3_I2_For_2564 YAGGGAACAAGCCCAA 2564 

Rev1 A_F3_I1_Rev_2994 GAGAGACACTTCATCTG 2994 
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Rev2 A_F3_I2_Rev_2826 GTAGGTCCTGCACTYG 2826 

F4 For1 A_F4_I1_For_3362 ATATGGGTGCCCATGTT 3362 

For2 A_F4_I2_For_3751 CYTAAGATCCATYAGYG 3751 

Rev1 A_F4_I1_Rev_4025 CCATGGGTTTGATTGCA 4025 

Rev2 A_F4_I2_Rev_3677 GGGTTGAGTGTYTTCAT 3677 

F5 For1 A_F5_I1_For_4349 CTGGCCTTACTTTACAC 4349 

For2 A_F5_I2_For_4701 AAAMCAAGGACCAACGC 4701 

For3 A_F5_I3_For_5026 CACCACCATACTAGCTT 5026 

Rev2 A_F5_I2_Rev_4891 GTTTGCCGAGGCTATG 4891 

Rev3 A_F5_I3_Rev_4601 GGYTTGCATGGTGRGA 4601 

F6 For1 AF6F1_5081 AAGACCAAAAACACAACAA 5081 

For11 A F6 n1 for5134 ACAACGCCAAAACAAAC 5137 

Rev1 AF6R1_5481 AAGGTTTCCATTTGACTTG 5481 

Rev2 AF6R2_6003 TAAACCTTGGTAGTTCTCTT 6003 

Rev3 AF6R3_6370 AATTCCCTGGTAATCTCTAG 6370 

F7 For1 A F7 n1 for6605 ACTACACACATCCCCTC 6605 

Rev1 A F7 n1 rev6479 TTTGAACATTGTTGGACATT 6479 

Rev2 A F7 n2 rev6967 TAATCGCACCCGTTAGA 6967 

Rev3 A F7 n3 rev7325 TGCTTAGTGTGACTGGT 7325 

F8 For1 AF8F1_7112 CTCTGATGAATTTGATGCAT 7112 

For3 AF8F3_7981 AGAGTGTACAATACTGTCAT 7981 

Rev1 AF8R1_7648 AATGACCTCGAATTTCAAAT 7648 

Rev2 AF8R2_8123 ATGGTTATGCTCTTATGGAT 8123 

F9 For1 A F9 n1 for8083 ACCATCAAAAACACATTGG 8083 

For2 A F9 n2 for8331 TCCATTGGACCTCTCAA 8331 

Rev2 A F9 n2 rev8696 ACTTAGATATTAAGGACTGTGT 8696 

Rev4 A F9 n4 rev9402 AACATTATTGAATCCGCATC 9402 

F10 For1 A F10 n1 for9218 GGATTTCAATTTATTTTGAATCA 9218 

For2 A F10 n2 for9537 CAGAAGAAGATCAATTCAGA 9537 

For3 A F10 n3 for10015 GGAACTTACAGAAAGAGATT 10015 

Rev1 A F10 n1 rev9424 GATAACATTATTGAATCCGC 9424 

Rev2 A F10 n2 rev9897 TATATAAAGGCACCTCTTAAC 9897 

F11 For1 A F11 n1 for10453 ACAATTCTTTCCTGAAAGTC 10453 
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For2 A F11 n2 for10723 AATATGCACATATAGGCATG 10723 

Rev1 A F11 n1 rev10540 TGATTTGTTACTTATTCCTGC 10540 

Rev2 A F11 n2 rev10802 ATCCACTTTGTTCATCTACA 10802 

F12 For1 A_F12_I1_For_11442 CCCATGTTATTTGGTGG 11442 

For2 A_F12_I2_For_11752 TGAGTACAGCTCCAAAC 11752 

Rev1 A_F12_I1_Rev_12164 GGTGATGTAACACCAAC 12164 

Rev2 A_F12_I2_Rev_11745 CBGTAACTGCCAGTCTA 11745 

F13 For1 A_F13_I1_For_12531 AGACCATGTGAATTCCC 12531 

For2 A_F13_I2_For_12770 TCCCATATTCACAGGTG 12770 

Rev1 A_F13_I1_Rev_13003 GAATCCAATGTCCAGCY 13003 

Rev2 A_F13_I2_Rev_12675 GGCCAAARCTTATACAG 12675 

F14 For1 A_F14_I1_For_13365 TGCCCTTGGGTTGTTAA 13365 

For2 A_F14_I2_For_13618 ATCCTACACCWGAAACY 13618 

For3 A_F14_I3_For_13933 TGCTTCCTTGGCATCAT 13933 

Rev1 A_F14_I1_Rev_13869 GGTTRGATTTGGCTGTA 13869 

F15 For1 A_F15_I1_For_14493 AAGTTAAAGGGRTCKGA 14493 

For2 A_F15_I2_For_14759 AGCTGGACGKAATGAAG 14759 

Rev1 A_F15_I1_Rev_14739 CTCCRCTAACAACACTC 14739 

Rev2 A_F15_I2_Rev_14538 CAGGACCTATWGTAAGG 14538 

 

Table 2.12: Nested primers for Sanger sequencing RSV B. 

 
Direction ID Sequence 5' --> 3' Position* (5' end) 

M13 Forward 
 

GTAAAACGACGGCCAG 
 

M13 Reverse 
 

CAGGAAACAGCTATGAC 
 

F1 For1 B_F1_F1_17 ACTACAAACTTGCACAYT 17 

For2 B_F1_F2_390 TGCTCTCAATTAAAYGGTCTA 390 

For3 B_F1_F3_911 TTTATCAATCATGGCGGG 911 

Rev2 B_F1_R2_851 GTACTCCCTACTTTGTG 851 

Rev3 B_F1_R3_1257 ACATCATAATTGGGAGTGT 1257 

F2 For1 B_F2_F1_993 ACCCGTAAMTTCCAACAA 993 

For2 B_F2_F2_1388 AAGATGCTGGATATCATGTT 1388 

Rev2 B_F2_R2_1965 ACTAGCATGWCCTAGCAT 1965 

Rev3 B_F2_R3_2360 TGCAAACTTCTCCATGTT 2360 
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F3 For1 B_F3_F1_2026 GAAGCTGGWTTCTACCATAT 2026 

For2 B_F3_F2_2430 GCATCATCCAAAGATCCTAA 2430 

Rev1 B_F3_R1_2464 ATGCTATCTTTCTTCTTAGGA 2464 

Rev2 B_F3_R2_3027 CCAACAAGTCACTCAATTTT 3027 

F4 For1 B_F4_F1_3034 ACGATAGYGACAATGATC 3034 

For2 B_F4_F2_3410 AGAACTTGCAAGCATCAA 3410 

Rev2 B_F4_R2_3958 TCTTTTTCTAGGTAGGCWC 3958 

Rev3 B_F4_R3_4346 GCCAAAATTTGCTTGTGA 4346 

F5 For1 B_F5_F1_4139 CCACTCAAAATCCAAAATCA 4139 

For2 B_F5_F2_4454 AACAAAACTCTTGAACWAGG 4454 

Rev2 B_F5_R2_5050 ATTDGGTGATATTGTGGCTG 5050 

Rev3 B_F5_R3_5330 CTCTTTTGTTTGTGGTTTTG 5330 

F6 For1 B_F6_F1_4875 TCTCTGCCAATCACAAAG 4875 

For2 B_F6_F2_5334 CHAAAACACYAGCCAAAA 5334 

Rev2 B_F6_R2_5943 GTAATTCTGTYACTGCATTCT 5943 

Rev3 B_F6_R3_6369 CTCTGKTGATTTCCAACA 6369 

F7 For1 B_F7_F1_6056 GAAGAGGAAACGAAGATTTC 6056 

For2 B_F7_F2_6397 CACCTTTAAGCACTTACATG 6397 

Rev2 B_F7_R2_7007 ATCTACTCCTTTGTTTGACA 7007 

Rev3 B_F7_R3_7358 ACTTAGTTGGTCTTTGCTTA 7358 

F8 For1 B_F8_F1_7110 TTTCCTTCTGATGAGTTTGA 7110 

For2 B_F8_F2_7512 CACAACTAAGCTAGATCCTT 7512 

For3 B_F8_F3_8082 GTGCTGAAGAAGACAATAAA 8082 

Rev2 B_F8_R2_8101 TTTATTGTCTTCTTCAGCAC 8101 

Rev3 B_F8_R3_8514 GATCCATTTTGTCCCATAAC 8514 

F9 For1 B_F9_F1_8082 GTGCTGAAGAAGACAATAAA 8082 

For2 B_F9_F2_8481 ACTRTCTTAATAAGGTTATGGGA 8481 

Rev1 B_F9_R1_8548 TAGATAYACATTAGCAGAG 8548 

Rev2 B_F9_R2_9076 AAGAGTGTTGTTTTGATAKTGA 9076 

Rev3 B_F9_R3_9498 TGTARAAGCCTTCATTATGA 9498 

F10 For1 B_F10_F1_9095 AATGCAACATCCTCCATC 9095 

For2 B_F10_F2_9414 GYGGATTCAATAATGTTGTG 9414 

Rev2 B_F10_R2_10037 TTCTGTGATTTCAAGTAGAGA 10037 
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Rev3 B_F10_R3_10348 ACCACRTGRTTAGAGTTG 10348 

F11 For1 B_F11_F1_10111 TGATAATAAATGACAAAGCYA 10111 

For2 B_F11_F2_10493 TGGTGATCTAGAGCTTCA 10493 

Rev2 B_F11_R2_11086 GTCTCWGTTCCCTTRAGC 11086 

Rev3 B_F11_R3_11462 AAACAGCATAGGCAARTT 11462 

F12 For1 B_F12_F1_11173 GAGTAGGTCCATGGATAAAT 11173 

For2 B_F12_F2_11579 ACAAGATAAGCTCCAGGA 11579 

Rev2 B_F12_R2_12145 AAYGACCAAGATCTTTCTCT 12145 

Rev3 B_F12_R3_12533 GACTGTTAAVCGGTGTAA 12533 

F13 For1 B_F13_F1_12207 ACTAGCACTATAGCCAGT 12207 

For2 B_F13_F2_12516 TTACACCGBTTAACAGTC 12516 

Rev2 B_F13_R2_13076 TATYTACCCCTCTCCCCA 13076 

Rev3 B_F13_R3_13381 CAAGGGCATACGGTAAAT 13381 

F14 For1 B_F14_F1_13059 TGGGGAGAGGGGTAYATA 13059 

For2 B_F14_F2_13405 CAACACAYATGAAAGCTATA 13405 

Rev2 B_F14_R2_13997 GCATCCTGTGGAACTAAA 13997 

Rev3 B_F14_R3_14385 TGCACTTTCTTACATGCT 14385 

F15 For1 B_F15_F1_14066 TGAAGGAGCTGGTAACTT 14066 

For2 B_F15_F2_14368 AGCATGTAAGAAAGTGCA 14368 

For3 B_F15_F3_14894 AGAGTCCACATATCCTTACT 14894 

Rev2 B_F15_R2_14955 TCTTGAGCTCATTGGTTG 14955 

Rev3 B_F15_R3_15212 TGTCAAAAACTAATGTCTCG 15212 

 

2.2.12. Illumina sequencing 

2.2.12.1. Sample library preparation with Nextera XT NGS Library Prep 

The sample containing 6 ng/μl of cDNA was diluted to 0.2 ng/μl. The first step of library preparation 

was tagmentation. This was performed by adding 5 μl of Tagment DNA buffer and 2.5 μl of amplicon 

tagment mix to 2.5 μl of diluted sample cDNA, which was heated to 55⁰C for 5 minutes and then cooled 

down to 10⁰C. 2.5 μl of Neutralise Tagment buffer was added, mixed thoroughly and the plate was 

spun down at 280g for 1 minute. Then, the samples were incubated at room temperature for 5 

minutes. 

The second step of library preparation was PCR amplification. For each sample, 7.5 μl of Nextera PCR 

Master Mix, 2.5 μl of i7 index primers and 2.5 μl of i5 index primers were added and mixed. Samples 
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were transferred to a thermal cycler and run at 72⁰C for 3 minutes, 95⁰C for 30 seconds, then 12 cycles 

of 95⁰C for 10 seconds, 55⁰C for 30 seconds, 72⁰C for 30 seconds, and ended with 72⁰C for 5 minutes. 

Afterwards, the products were kept at 10⁰C. 

The third step of library preparation was a clean-up with AMPure XP beads. 15 μl of mixed AMPure XP 

beads were added to the samples, mixed thoroughly and incubated at room temperature for 5 

minutes. Then, the plate was transferred to a magnetic stand for 2 minutes after which the 

supernatant was removed. The beads were washed twice with 80% fresh ethanol and after 30 seconds 

of incubation, all the supernatant was removed. Following the second wash, the beads were air dried 

for 15 minutes. Next, the plate was removed from the magnetic stand and 25 μl of resuspension buffer 

was added and mixed thoroughly. After 2 minutes of incubation at room temperature, the plate was 

put back on the magnetic stand for 2 minutes and 25 μl of the supernatant was transferred for the 

next step. 

After library preparation the fourth step was to check the quality of the libraries produced. This was 

dependent on fragment size and library concentration. 

Fragment size was determined using the HT DNA High sensitivity LabChip kit. First, the gel-dye solution 

was prepared. 1 ml of DNA gel matrix was mixed with 13 μl of HT DNA Dye Concentrate and spun for 

10 minutes in a filter tube at 9200g. Then, the sample buffer was prepared. 600 μl of Molecular 

Biological Grade water was mixed with 150 μl of DNA sample buffer. Next, the DNA ladder was 

prepared. 108 μl of Resuspension Buffer was mixed with 12 μl of 10X DNA HiSens Ladder. A second 

tube was prepared with a 0.2X DNA HiSens Ladder by adding 96 μl of Resuspension Buffer to 24 μl of 

the 1X DNA HiSens Ladder. The chip was loaded by adding 75 μl of gel-dye solution to well numbers 

3, 7, 8 and 120 μl in well 10 (Figure 2.3). In well number 4, 75 μl of DNA HiSens Marker is added. Then, 

the chip was loaded on the LabChip GX instrument. The prepared sample buffer and 0.2X DNA Ladder 

were added to the LabChip GX as well and the DNA Chip was then primed for 10 minutes. 



 Materials and Methods 

  Page 80 of 247 

 

Figure 2.3: LabChip diagram showing how to load the gel-dye solution and marker for fragment size analysis. Figure taken 
from Perkin Elmer manual “HT DNA High Sensitivity LabChip Kit LabChip GX/GXII User Guide”. 

To prepare the DNA samples, 6 μl of Molecular Biological Grade water was mixed with 4 μl of DNA 

sample. After 10 minutes of priming of the DNA Chip, the prepared samples were also loaded onto 

the LabChip GX and the HT DNA High Sensitivity assay was run. The output file “smearanalysis” was 

used to calculate the fragment size with the parameters set as follows. Start size = 200, end size = 

4000, colour = Red, name = Region[200-4000], property displayed in well table = Size (bp) and apply 

to wells = all. The resulting files with fragment sizes for each well were exported and used to calculate 

the average fragment size. 

The library concentration was determined with the GloMax® Discover System and Quant-iT™ DNA 

Assay, High Sensitivity kit. First, 8 standards of the Quant-iT™ DNA Assay Kit were prepared. 500 μl of 

4 ng/μl standard was mixed with 500 μl of Molecular Biological Grade water to make a 1 in 2 dilution. 

6 more 2-fold dilutions were prepared with the last dilution being 0.003125 ng/μl. 500 μl of Molecular 

Biological Grade water was used as a negative control. The Quant-iT Working Solution was prepared 

by mixing 1 μl of Quant-iT reagent with 199 μl of Quant-iT buffer for each sample and each standard. 

10 μl of standards and 5 μl of samples were mixed with 190 μl or 195 μl of Quant-iT working solution 

respectively. The samples were incubated for 2 minutes at room temperature and then loaded onto 

the GloMax® Discover System. The parameters used were as follows. Protocol = Quant-it HS 2ng/μl 96 

well, protocol component = Fluor, optical kit = Blue, reading = 1, loops = 1 and plate type = 96. The 

output file was a csv file which contained the concentrations of the libraries. 

The fragment size corrected concentration was calculated, which was dependent on fragment size and 

library concentration and calculated using the formula below (Equation 2.2) and if library preparation 

was successful, the libraries were diluted to 0.5 nM in Molecular Biological Grade water. 
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𝑛𝑀 =  
𝐿𝑖𝑏𝑟𝑎𝑟𝑦 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 (𝜇𝑔/𝜇𝑙) ∗ 1000000

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡 𝑠𝑖𝑧𝑒 ∗ 660 𝑔/𝑚𝑜𝑙
 

Equation 2.2: Formula used to calculate the corrected concentration of fragment size based on library concentration and 
fragment size. 

The fifth step was library normalisation which was performed using the Nextera XT DNA Library Prep 

Kit. 44 μl of Library Normalisation Additives 1 buffer and 8 μl of Library normalisation beads 1 was 

mixed. 45 μl of the bead working solution was combined with 20 μl of sample library (as prepared in 

step 3) and mixed thoroughly for 30 minutes. The libraries were put on a magnetic stand and 

incubated for 2 minutes. All supernatant was removed and the beads were washed twice with Library 

Normalisation Wash 1 by adding 45 μl of LNW1 and mixing for 5 minutes, then incubating on a 

magnetic stand for 2 minutes. The supernatant was discarded. Next, 30 μl 0.1M of NaOH was added 

to the beads and mixed for 5 minutes to denature and elute the libraries. Lastly, the samples were put 

back on the magnetic stand and incubated for 2 minutes and the supernatant was transferred into 30 

μl of Library Normalisation Storage buffer 1. 

2.2.12.2. Preparation PhiX control library and pooling of sample libraries 

After normalisation of the libraries, a pooled library could be produced. First, a control library with 20 

pM of PhiX was prepared to be pooled with the sample libraries. 2 μl of the 10nM PhiX library was 

mixed with 3 μl of EBT buffer, which consists of 10mM TRIS and 0,1%Tween20, and 5 μl of 0.2M NaOH. 

This was vortexed and centrifuged at 280g for 1 minute and then incubated at room temperature for 

5 minutes to denature the PhiX library. Lastly, 990 μl of hybridisation buffer was added to create a 20 

pM denatured PhiX library. 

To pool the libraries, 5 μl of each sample library were added together to create the Pooled Amplicon 

Library (PAL). PAL concentration was determined using KAPA Real-Time PCR. First, the prepared qPCR 

master mix was made by adding 1 ml of primer mix to 5 ml of KAPA SYBR® FAST qPCR master mix. 

Then, the samples were prepared by adding 1 μl of PAL to 999 μl of Molecular Biological Grade water. 

12 μl of the prepared qPCR master mix was mixed with 3.6 μl of Molecular Biological Grade water, 0.4 

μl of 50X ROX Low and 4 μl of prepared sample or Standard 1-6 or MBG water as a negative control. 

Standards 1-6 had concentrations of 20000 ng/μl, 2000 ng/μl, 0.2 ng/μl, 0.02 ng/μl, 0.002 ng/μl and 0 

ng/μl respectively. Samples were then loaded onto the ViiA7 qPCR machine and samples were run at 

95⁰C for 5 minutes and 25 cycles of 95⁰C for 30 seconds and 60⁰C for 45 seconds. 

PAL was then used to create 600 μl of Diluted Amplicon Library (DAL) with a concentration of 16 pM. 

The volume of PAL necessary was calculated with the formula below (Equation 2.3): 
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𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑃𝐴𝐿 𝑣𝑜𝑙𝑢𝑚𝑒 =  
𝐹𝑖𝑛𝑎𝑙 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝐷𝐴𝐿 (16 𝑝𝑀) ∗ 𝑇𝑜𝑡𝑎𝑙 𝑣𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝐷𝐴𝐿 (600 𝜇𝑙)

𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑃𝐴𝐿
 

Equation 2.3: Calculation determine the required volume of pooled amplicon library based on concentration and volume of 
diluted amplicon library and concentration of the pooled amplicon library. 

Next, the required volume of denatured PAL was diluted with HT1 and gently mixed to create a DAL. 

DAL was incubated in an ice water bath for 5 minutes and 19 μl of the denatured PhiX library was 

added. The finished pooled library was loaded onto Illumina MiSeq for sequencing. 

2.2.12.3. Running the Illumina MiSeq 

The MiSeq reagents were thawed and the flow cell was thoroughly rinsed with Molecular Biological 

Grade water to remove all salts and dried carefully with lint-free lens cleaning tissues. Then, the MiSeq 

cartridge was inverted 10 times to mix all buffers and then gently tapped to remove air bubbles. Using 

a 1 ml pipette tip, the seal of the loading well was pierced and 600 μl of DAL was added to the loading 

well. The cartridge was transferred to the Illumina MiSeq Instrument. The sample sheet was created 

using following parameters: 

- Category: Small Genome Sequencing 

- Application: Plasmids 

- Chemistry: Default 

- Reagent Cartridge Barcode: Barcode on MiSeq cartridge 

- Sample Prep Kit: Nextera XT 

- Index Reads: 2 

- Read Type: Paired end 

- Read length Read 1 and 2: 151 

- Adapter Trimming: Yes 

- Index1: i7 

- Index2: i5 

Then the flow cells was loaded onto the Illumina MiSeq Instrument and so were the PR2 and waste 

bottles, and the MiSeq cartridge. Lastly, the run was started. The fastq files were produced as output 

files and used for further data analysis. 

2.3. Data analysis 

2.3.1. Sanger sequencing analysis 

2.3.1.1. Quality check and assembly of data 

The types of files returned from Sanger sequencing were ab1 files which contained the 

electropherograms and consensus DNA sequence of each reaction. All ab1 files of the same sample 
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were opened in SeqMan Pro. The ends of each electropherogram were trimmed at the ends to remove 

bad quality data. Then, all sequences were assembled to form a contig of the complete RSV genome. 

The contig was cleaned up by deleting any conflicting sequences where overlapping fragments 

contradicted each other and then reassembled. The complete contig was blasted to check that the 

sequence was indeed RSV. When multiple contigs could not be reconciled into one, a reference 

sequence was used to create a scaffold. Once a complete sequence was established, it was exported 

as a fasta file. 

2.3.1.2. Alignment of sequences 

The genomes were imported into MEGA7 and aligned using ClustalW with a Gap Opening Penalty of 

15, Gap Extension Penalty of 6.66, DNA Weight Matrix was IUB, Transition Weight was 0.5 ad no 

Negative Matrix was used. Aligned sequences were exported as fasta files or meg files. These 

alignments showed regions of variability and what those variations were. 

2.3.1.3. Phylogenetic analysis 

The aligned sequences were uploaded into MEGA7 and used for indicative phylogenetic analysis. 

Neighbour-joining trees were created with a bootstrap value of 1000, based on the Kimura 2-

parameter model with nucleotide substitutions of both transitions and transversions. A uniform rate 

is assumed with complete deletion of missing data. 

The calculation of Maximum Likelihood trees was based on the IQ-Tree software and trees were 

annotated using FigTree software. 

2.3.2. NGS sequencing analysis 

The raw data files produced by Illumina MiSeq were fastq files. These contained sequence and quality 

values for each base of each read. Several software packages were used to assemble and analyse those 

reads. To keep the explanation as simple as possible, I have named example files in the codes “foo”. 

2.3.2.1. Read assembly 

Clinical samples from natural infections contained an unknown strain of RSV. Therefore, assembly of 

reads was initially performed without using a reference sequence. Later, the best results from de novo 

assembly were used to find the best fitting reference and use that reference as a reference for more 

complete assembly results (Figure 2.4). 
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Figure 2.4: Workflow for read assembly of RSV samples with unknown strains. 

To assemble reads de novo, SPAdes (version 3.5.0) was used which required an input fastq file 

containing forward reads and an input fastq files containing reverse reads for each sample. 

spades.py –k 21,33,55,77,99 –careful –pe1-1 foo1.fq –pe1-2 foo2.fq –

o foo.donovo 

The resulting output folder contained files with contigs and scaffolds in fasta and fastq formats as well 

as log files, parameter files and output files with the corrected reads. These contigs were visualised 

using Bandage v0.8.1 (Figure 2.5 - 2.9) and blasted using web NCBI Blastn to determine what the best 

reference strain was. The fasta file of the closest strain was used as a reference in the next step. 

 

Figure 2.5: Example of RSV genome of volunteer #10 on day 6. 21-mers were used for assembly of contigs. The RSV sequence 
is coloured according to mapping positions to the reference sequence (red - orange – yellow – green – blue – purple). Using 
21-mers resulted in several short contigs. 
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Figure 2.6: Example of RSV genome of volunteer #10 on day 6. 33-mers were used for assembly of contigs. The RSV 
sequence is coloured according to mapping positions to the reference sequence (red  – orange – yellow – green – blue – 
purple). Using 33-mers resulted in a contig covering the entire RSV genome, although not positions of the genome are 
clearly mapped. Repeats are shown as single nodes with multiple inputs and outputs. 

 

Figure 2.7: Example of RSV genome of volunteer #10 on day 6. 55-mers were used for assembly of contigs. The RSV 
sequence is coloured according to mapping positions to the reference sequence (red  – orange – yellow – green – blue – 
purple). Using 55-mers resulted in a contig covering the entire RSV genome, has reduced the number of problematic regions 
and has improved on the difficult regions of this assembly. 

 

Figure 2.8: Example of RSV genome of volunteer #10 on day 6. 77-mers were used for assembly of contigs. The RSV 
sequence is coloured according to mapping positions to the reference sequence (red  – orange – yellow – green – blue – 
purple). Using 77-mers resulted in a contig covering the entire RSV genome and shows similar results to an assembly using 
55-mers. 
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Figure 2.9: Example of RSV genome of volunteer #10 on day 6. 99-mers were used for assembly of contigs. The RSV 
sequence is coloured according to mapping positions to the reference sequence (red  – orange – yellow – green – blue – 
purple). Using 99-mers resulted in a contig covering the entire RSV genome. It further reduced the number of problematic 
regions compared to 55- and 77-mers. Repeated regions are visualised as single notes with multiple inputs and outputs. 

Burrow-Wheels Alignment (BWA) was used to assemble the reads and map them to the reference. 

This created more complete genomes than de novo assembly and the output was a sam file. Since 

.sam files were big files and were slow to work with, they were compressed to .bam files. The reads in 

the bam file were sorted according to co-ordinate position and the file was indexed. 

bwa mem –M –R ’@RG\tID:foo\tSM:samplefoo’ reference.fa foo1.fq foo2.fq 

> foo.sam 

samtools view –O bam foo.sam > foo.bam 

samtools sort foo.bam > foo.sorted.bam 

samtools index foo.sorted.bam 

When samples were sequenced twice, bam files were merged by the MergeSamFiles function from 

Picard Tools. Next, the resulting file was indexed with samtools and duplicates were marked and 

removed with the MarkDuplicates function from Picard Tools.  

java –Xmx1g –jar picard.jar MergeSamFiles I=foo1.bam I=foo2.bam 

O=libraryfoo.bam 

samtools index libraryfoo.bam 

java –Xmx1g –jar picard.jar MarkDuplicates I=libraryfoo1.bam 

O=libraryfoo.markdup.bam M=libraryfoo.markdup.metrics.txt 
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To check the quality of the alignment, samtools was used to produce stats on the alignment and then 

plotted to show these stats visually. These stats were also visualised using FastQC v0.11.7 and 

rechecked. 

samtools stats foo.sorted.bam > foo.stats.txt 

plot-bamstats –p plot foo.stats.txt 

Quality checks were performed and sequences were considered of high enough quality to work with 

if: 

- Number of reads mapped in pairs: >80% 

- Number of bases mapped: >90% 

- Number of reads with adaptor: <0.01% 

- Number of duplicate fragments: <5% 

- Error rate: <0.02 

- Indel ratio: <1 

- Indels per cycle: <2000, no peaks 

- Fragment size distribution: fragments of 150 bp and larger 

- GC versus depth: should be equal overall 

Next, the sorted bam files were used to call variants and create a bcf file. This file contained all 

information about any variations compared to the reference sequence. The binary files were 

converted to vcf files which could then be read. The variants in these files were filtered based on their 

proximity to indels and their quality given by the original base calling algorithm of Illumina. 

samtools mpileup –g –f reference.fa foo.sorted.bam > foo.bcf 

bcftools call –c –v foo.bcf > foo.vcf 

cat foo.vcf | bcftools filter –m+ -sLowQual –e”%QUAL<=10” –g3 –G10 –

Ov > foo.filtered.vcf 

Typical VCF calling biases were checked for: 

- Strand bias: variation that was only present on strands going one direction and not on the 

other direction. 

- End distance bias: variation that was only present when near the end of the read. 

- Consistency across replicates/libraries: variation only found in one library. 

- Variant distance bias: Splice-site artefacts. 
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The read depth and position of variations was visualised with IGV viewer to find regions that were not 

covered and visualising variations that were recurrent in most reads or between different samples. 

 

Figure 2.10: Example of IGV viewer of volunteer #10 showing filtered variations in the top panel, read depth graph in the 
middle panel and all reads in the bottom panel with variations from the reference coloured. 
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2.3.3. Phylogenetic analysis 

2.3.3.1. Build dataset 

Phylogenetic analysis was performed on several datasets, each one put together to answer a specific 

question. Datasets were built by selecting sequences from online databases. The applied filters 

selected for sequences from the database as follows (where “gene” stood for the gene being 

investigated and the sequence length ranged from the length of the gene to full genome): 

((((Respiratory syncytial virus) AND complete “gene”) AND 

xxx:15300[Sequence Length]) AND genomic dna rna[Filter]) AND nuccore 

pubmed[Filter] 

This filtering ensured that only genome RNA or DNA was selected and only sequences published on 

PubMed (and therefore peer-reviewed) were selected. All sequences that passed the filtering process 

were added to the dataset. 

Next, an annotation file was compiled of all sequences in the dataset. This annotation file contained 

the name, subtype and genotype of virus, country and city of sample collection, year, month and day 

of isolation, and gender and age of the infected person. Based on this annotation file, the dataset was 

divided into RSV A and RSV B subtypes. Manual inspection of the data was performed to remove any 

sequences from non-human hosts, mutant or recombinant viruses and non-RSV sequences. After this 

process, the final dataset was constructed. 

2.3.3.2. Alignment of dataset 

The following step was alignment of all sequences in the dataset. Three different alignment algorithms 

were run to check for inconsistencies between alignments. These alignment algorithms were 

performed by programs MUSCLE v3.8.31, Clustal Omega v1.2.2 and MAFFT v7.4. MAFFT was run with 

the E-INS-I option for genes with known variable regions. After running all alignments, manual editing 

of the alignments in AliView v1.23 and JalView v2.10.4 produced a final alignment which was used in 

all further steps. Command line arguments were: 

muscle3.8.31_i86win32.exe -in foo.fasta -out TEMP_OUT_FILE 

mafft.bat --localpair --reorder --maxiterate 1000 -o TEMP_OUT_FILE 

foo.fasta 

clustalo.exe -i foo.fasta -o TEMP_OUT_FILE --force 

2.3.3.3. Quality checks of alignment 

When the final alignment was obtained, quality checks were performed to make sure this alignment 

was of good quality and had little ambiguous sites. This quality test was performed using Alistat v1.7. 
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This program showed completeness scores for the overall alignment (Ca), completeness scores for 

individual sequences, individual sites and completeness scores for pairs of sequences. A triangle 

heatmap visualised the completeness scores for pairs of sequences. The command line argument was: 

Alistat.exe foo.fasta 1 -t 1,2,3 -r row -i 1 -d 

2.3.3.4. Suitability of alignment for phylogenetic analysis 

When alignments showed sufficient completeness scores to base analysis on, the suitability of the 

alignment for phylogenetic analysis was checked for. Sequences that were too similar or too dissimilar 

could not be ordered in a tree with high enough confidence intervals to conclude any information. 

Therefore, IQ-Tree v1.6.6 was used to perform likelihood mapping of quartets which was visualised in 

triangle plots. When the sequences could not be ordered in these mini-trees, the quartets were 

deemed ‘uninformative’. When enough ‘informative’ quartets were available, chances for trustworthy 

trees with high confidence were larger. An indicative neighbour-joining tree was constructed in the 

process as well. The command line argument was: 

iqtree -s foo.fasta -lmap 1500 -n 0 

2.3.3.5. Phylogenetic tree building 

If all quality checks were passed, the best fitting model for the dataset was determined by 

ModelFinder (193). This process was incorporated in the IQ-Tree command that was used and forced 

all subsequent analysis steps to use the selected model based on the Bayesian information criterion 

(BIC). 

Next, a maximum likelihood tree was built based on the best fitting model for the dataset using 

bootstrap values of 1000 and performing approximate likelihood tests (199) 1000 times for internal 

branches comparing the current configuration with the two alternatives by Nearest-Neighbour-

Interchange (NNI) jumps. The outcome of these tests showed if specific branches in the tree were 

confident or doubtful configurations. The command line argument was: 

iqtree -s foo.fasta -m MFP -alrt 1000 -bb 1000 
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3. Comprehensive bioinformatics analysis on RSV classification based 

on genetic variation 

3.1. Introduction 

RSV is a common virus that causes an acute and rapid infection with cold-like symptoms in otherwise 

healthy individuals. The genetic sequence of the virus is variable, at least in some parts of the genome. 

These variants most likely arise during acute infection after which they have to be successfully 

transmitted to be able to spread in the general population. Currently, RSV genomes are mostly studied 

on the population level, rather than on an individual level, so development of de novo variants is not 

well-studied. 

It is known that certain regions of the RSV genome, like the G gene, are more prone to showing 

variation than others. In general, conserved genomic regions are linked to necessary features to 

maintain functionality of a virus, while some variable genes can be linked to immune evasion, like the 

hemagglutinin gene of Influenza viruses (201). These variable genes are necessary in order to replicate 

the viral genome before being detected and to avoid immediate activation of the host’s immune 

system and elimination of the virus. 

In this chapter, the main aim is to construct a reference dataset of known RSV genotypes to be able 

to genotype clinical samples. To accomplish this, several objectives were set out.  

First, the original sequences for each discovered genotype were compiled into a dataset. These were 

mostly partial G gene sequences which ranged in length. 

Then, these sequences were used to find complete genomes that were the same or most similar to 

the original sequences in that region. The variability for each protein was investigated and the best 

protein for genotyping was selected. Based on this dataset, three phylogenetic trees were constructed 

from either whole genomes, full G genes or the second hypervariable region (HVR2) of G. Then, their 

tree-branching structure was compared and investigated to study which part of the genome is 

necessary and sufficient for distinguishing genotypes. A set of reference sequences was selected from 

this dataset. 

Lastly, this newly set up reference set was used to genotype 112 clinical samples collected in England 

between 2014 and 2018, which were sequenced by Sanger sequencing to obtain their complete 

genome. The G genes were used to detected the genotype of each sample by phylogenetic analysis. 
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3.2. History of RSV genotyping and a brief meta-analysis 

RSV strains were long categorised by serotyping only and therefore divided into RSV A and RSV B. The 

first paper studying the difference in antigenic reactivity between different virus strains came out in 

1966, 10 years after the virus was first isolated (71). The following years, it became clear there were 

two major groups in RSV based on serology studies, RSV A and RSV B (72, 73). This grouping of RSV 

strains is still used today. Experiments based on monoclonal antibody reactivity (76), restriction 

mapping (78, 80) and RNase A digestion in combination with electrophoresis (202) showed more 

detailed differences in later years. Grouping of RSV strains has become more detailed since sequencing 

viral genomes became more feasible and could be used to determine genotypes. Several papers 

described different systems of grouping strains (78, 79, 81). The system currently used the most is 

described in the next subchapter. 

3.2.1. Current genotypes for RSV A and RSV B 

The first paper written about the current genotyping system to group RSV strains based on sequencing 

was by Peret et al. in 1998 (82). Sequencing had becoming more accessible and sequences that were 

determined showed variability and based on these variations new groups, i.e. genotypes, were made. 

This system is still employed today and new genotypes are still being described. However, the criteria 

to identify a new genotype are not defined yet. Therefore, everyone can claim they have found a new 

genotype based on their own criteria. Thus, it is possible not all described genotypes in literature are 

discussed in the following part of this chapter. 

Today, there are about 18 RSV A genotypes and 29 RSV B genotypes (Table 3.1), depending on the 

definition of what a new genotype entails. The most recently discovered genotype of importance is 

ON1, which was described by Eshaghi et al. in 2012 (86) (Figure 3.1). This RSV A genotype is clearly 

distinguishable from other genotypes by a 72-nucleotide duplication in the G gene. Since its discovery 

in 2012, it has been detected all over the world and increased in prevalence over the years.  

Genotypes have been established quite arbitrarily and voices are being raised to standardise the 

criteria for appointment of new genotypes and to reform the current system. Each time, the 

discoverers have decided on names for new genotypes and there is no clear path that was followed 

by the scientific community. Some genotypes have only been described in one paper in one specific 

dataset without any confirmation from any other research group, while others have been found by 

many research groups. This means some sub-genotypes might have been presented as new genotypes 

which complicates genotyping attempts by other researchers (Table 3.1). These issues will not be 

discussed in this thesis, however, it is good to keep in mind that they might change the currently 
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known genotypes in the coming years as workgroups have been established and are working on 

harmonisation at this very moment. 

Table 3.1: Overview of papers announcing newly described genotypes of RSV A and RSV B. The first author, year of 
publication, described genotype, DOI and reference are listed. 

First author Year RSV A RSV B DOI Reference 

Coates 1966 A B 10.1093/oxfordjournals.aje.a120586  (71) 

Anderson 1985 A B 10.1093/infdis/151.4.626  (72) 

Mufson 1985 A B 10.1099/0022-1317-66-10-2111  (73) 

Cane 1991 A B 10.1099/0022-1317-72-2-349 (78) 

Garcia 1994 A B  (79) 

Cane 1994 A B  (81) 

Peret 1998 GA1 – GA5 GB1 – GB4 10.1099/0022-1317-79-9-2221 

(82) 

Peret 2000 GA6 – GA7   10.1086/315508 

(91) 

Venter 2001 SAA1 SAB1 – SAB3 10.1099/0022-1317-82-9-2117 

(88) 

Trento 2003   BA 10.1099/vir.0.19357-0 

(83) 

Blanc 2005   URU1 – URU2 10.1007/s00705-004-0412-x  

(100) 

Trento 2006   BA1 – BA4 10.1128/JVI.80.2.975-984.2006 

(97) 

Shobugawa 2009 NA1 – NA2   10.1128/JCM.00115-09 

(93) 

Trento 2010   BA5 – BA6 10.1128/JVI.00345-10 

(87) 

Dapat 2010   BA7 – BA10 10.1128/JCM.00646-10 

(98) 

Arnott 2011   SAB4 10.1128/JCM.01131-11 

(99) 

Eshaghi 2012 ON1   10.1371/journal.pone.0032807 

(86) 

Baek 2012 CB-A BA11, CB-B 10.1007/s00705-012-1267-1 

(203) 

Pretorius 2013 SAA2   10.1093/infdis/jit477 

(92) 

Cui 2013 NA3 – NA4 BA-C, CB1 10.1371/journal.pone.0075020 

(94) 

Khor 2013   BA12 10.1016/j.meegid.2012.12.017 (114) 

Hirano 2014 ON2   10.1016/j.meegid.2014.09.030  

(95) 

Ren 2015   GB5 10.1002/jmv.23960 (204) 

Schobel 2016 TN1 – TN2   10.1038/srep26311 

(96) 

Gimferrer 2016   BA13 10.1016/j.cmi.2015.09.013 (205) 

Gaymard 2018   BA-Ly 10.1016/j.jcv.2018.02.004 (206) 

The current genotypes for RSV A are GA1-GA7, SAA1-SAA2, NA1-NA4, ON1-ON2, CB-A and TN1-TN2 

and the current genotypes for RSV B are GB1-GB5, SAB1-SAB4, BA1-BA13, URU1-URU2, CB-B, BA-C, 

CB1 and BA-Ly (Table 3.1). These were described in 20 different papers over 20 years (Figure 3.1). The 

most common genotypes of recent years are GA2 and GA5 for RSV A and several types of BA genotypes 

for RSV B. 

https://academic.oup.com/aje/article/83/2/299/90227
https://academic.oup.com/jid/article/151/4/626/942189
https://www.microbiologyresearch.org/content/journal/jgv/10.1099/0022-1317-66-10-2111
https://www.microbiologyresearch.org/content/journal/jgv/10.1099/0022-1317-72-2-349
https://doi.org/10.1099/0022-1317-79-9-2221
https://doi.org/10.1086/315508
https://doi.org/10.1099/0022-1317-82-9-2117
https://doi.org/10.1099/vir.0.19357-0
https://doi.org/10.1007/s00705-004-0412-x
https://doi.org/10.1128/JVI.80.2.975-984.2006
https://doi.org/10.1128/JCM.00115-09
https://doi.org/10.1128/JVI.00345-10
https://doi.org/10.1128/JCM.00646-10
https://doi.org/10.1128/JCM.01131-11
https://doi.org/10.1371/journal.pone.0032807
https://doi.org/10.1007/s00705-012-1267-1
https://doi.org/10.1093/infdis/jit477
https://doi.org/10.1371/journal.pone.0075020
https://doi.org/10.1016/j.meegid.2014.09.030
https://doi.org/10.1038/srep26311
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Figure 3.1: Timeline of genotypes discovered since 1998 with Peret et al. describing the first genotypes of the current 
genotyping system of RSV A and RSV B. 

3.2.2. Usefulness of original sequences for genotype purposes 

To be able to differentiate all genotypes from each other, including the genotypes that are no longer 

found in patients today, the original sequences from these papers have been pulled from the online, 

international database ‘National Center for Biotechnology Information’ (NCBI). Almost all papers 

mentioned the accession numbers of the sequences they used for their analysis, which made it 

possible to go back to most of the original sequences that were the first published sequences to 

describe that genotype. Sequences for some genotypes of RSV A (NA2 and SAA2) and RSV B (GB2, BA6 

and BA11) were not found, either because they were not submitted or because sequence labelling in 

the paper and in the database did not match and these sequences can therefore no longer be traced. 

The part of the genome used to determine new genotypes was not the same for all described 

genotypes (Figure 3.2). In earlier years, only a small part of the G gene was sequenced, while nowadays 

full G genes or full genomes are often determined. The length of the sequence of G used for 

genotyping varied from minimum 270 and 243 base pairs for RSV A and RSV B respectively to full G 

genes, which were maximum 967 and 984 base pairs long for RSV A and RSV B respectively depending 

on the genotype. 
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Figure 3.2: Overview in JalView of original sequences of RSV A (top, n=58) and RSV B (bottom, n=317) genotypes. The region 
used for genotyping ranged from 270 bp to 967 bp for RSV A and 243 bp to 984 bp for RSV B. Green = adenine (A); yellow = 
cytosine (C); red = guanine (G) and blue = thymine (T). 
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Completeness scores (C-scores) were calculated for each dataset separately to determine how 

complete and unambiguous the dataset was and these C-scores were calculated using AliStat v1.7 

(https://github.com/thomaskf/AliStat). Different kinds of C-scores were calculated to check whether 

sequences in this dataset were roughly equally as long, contained gaps and if they were of good 

quality, meaning they contained few ambiguous positions. The RSV A dataset contained 58 sequences 

and the overall completeness score (Ca) for the RSV A alignment was 0.512 (Table 3.2). Minimum C-

scores for individual sequences (Cr), individual sites (Cc) and pairs of sequences (Cij) in this dataset 

were 0.272, 0.069 and 0.263 respectively. This suggested short or gapped sequences and some 

extremely different sequences that only shared 26.3% of unambiguous positions in their genome as 

indicated by the minimum Cij score (Table 3.2). An overview of all Cij scores was plotted on a triangular 

heat map, which shows that more than 50% of sequences have completeness scores lower than 0.3 

(Figure 3.3). 

 

Table 3.2: Completeness scores of datasets containing original sequences of RSV A and RSV B genotypes. 

 Completeness 

scores original 

RSV A sequences 

(n = 58) 

Completeness 

scores original 

RSV B sequences 

(n = 317) 

Completeness score for alignment (Ca) 0.512 0.445 

Maximum completeness score for individual sequences (Cr_max) 0.973 0.866 

Minimum completeness score for individual sequences (Cr_min) 0.272 0.214 

Maximum completeness score for individual sites (Cc_max) 1 1 

Minimum completeness score for individual sites (Cc_min) 0.069 0.003 

Maximum completeness score for pairs of sequences (Cij_max) 0.972 0.866 

Minimum completeness score for pairs of sequences (Cij_min) 0.263 0.198 

 A similar trend was seen in the RSV B dataset, which contained 317 sequences. Ca was even lower, 

i.e. 0.445, for RSV B sequences and all minimum and maximum C-scores were lower as well for this 

dataset (Table 3.2) compared to the RSV A dataset. Minimum Cr was 0.214, minimum Cc was 0.003 

and minimum Cij was 0.198, indicating that the least similar sequences only shared 19.8% of 

unambiguous positions in their genomes. A triangular heat map of Cij scores showed that more than 

75% of sequences had Cij scores of less than 0.5 (Figure 3.3). 

https://github.com/thomaskf/AliStat
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Figure 3.3: Triangle heat maps of RSV A (left, n=58) and RSV B (right, n=317) datasets showed completeness scores 
comparing all sequences to each other (Cij-scores). 

These C-scores indicated that the datasets contained lots of ambiguous base pairs, so IQ-Tree (v1.6.6) 

software (193, 207) was employed to investigate the usefulness of this dataset for phylogenetic 

analysis. The best fitting models for the dataset were calculated from 286 DNA models and were 

TPM3u+F+G4 and GTR+F+G4 for RSV A and RSV B respectively according to the Bayesian Information 

Criterion (BIC). ‘+F’ indicated that default empirical base frequencies were best for this dataset (no 

equalising or optimising necessary) and ‘+G4’ indicated that the rate heterogeneity across sites was 

best based on the discrete Gamma model (208) with rate categories. There was no proportion of 

invariable sites (‘+I’) detected which would benefit the model for this dataset. 

The RSV A dataset contained 175 parsimony-informative sites, 120 singleton sites and 699 constant 

sites. The RSV B dataset contained 284 parsimony-informative sites, 142 singleton sites and 710 

constant sites. Likelihood mapping showed that random analysis of quartets from this dataset 

returned 26.0% and 29.0% of uninformative quartets for RSV A and RSV B datasets respectively (Figure 

3.4). Only 71.4% quartets from the RSV A dataset and 66.4% of quartets the RSV B dataset were 

informative. This indicated that phylogenetic analysis would not be able to return a truthful consensus 

tree as there was not enough information to base tree-branching decisions on with confidence. 
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Figure 3.4: Likelihood mapping of quartets in this dataset shows that 26.0% of quartets of the RSV A dataset (left) and 
29.0% of quartets of the RSV B dataset (right) are uninformative as shown in the middle section of the triangle graph and 
phylogenetic analysis of these datasets is therefore not useful. 

This makes it impossible to perform accurate phylogenetic analysis on these datasets. To be able to 

genotype sequences, these partial sequences of 270 or 243 base pairs for RSV A or RSV B respectively 

do not give enough information to distinguish them from other genotypes. Larger parts of 

unambiguous positions of the genome are necessary, although it is unclear how much of the genome 

should be sequenced routinely to be able to classify strains into the correct (sub-)genotype category. 

For this purpose, complete genomes from the NCBI database were explored and used as ‘alternative 

genotype references’ in the next part of this chapter. 

3.3. Phylogenetic analysis to determine necessary and sufficient part of RSV 

genome for genotyping 

In the previous part, the original sequences for RSV genotyping were gathered and studied. They were 

too short to employ for genotyping using phylogenetic analysis, as likelihood mapping showed too 

many uninformative quartets and therefore a phylogenetic tree would not be able to confidently show 

new information. So, complete genomes were gathered and studied to find full genomes that 

contained the exact or most similar sequence of each genotype. These sequences were used as 

alternatives to the original sequences to be able to determine the part of the genome that is necessary 

and sufficient to determine genotypes in clinical samples, while staying as closely as possible to the 

original sequences. 

3.3.1. Selection of alternative sequences for different genotypes 

Complete genomes for all genotypes were considered regardless of time and place of sample 

collection. The search for alternative sequences showed that some genotypes are no longer around 
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and there were no complete genomes available that could serve as alternatives. The closest complete 

genome that was found by searching in online databases, like NCBI, was used and for genotypes GA2 

and ON1 for RSV A, and GB1 and BA9 for RSV B, the exact same sequence as the original was found in 

a complete genome (Table 3.3A and Table 3.3B for RSV A and RSV B respectively). For genotypes TN1 

and TN2, the original sequences were full genomes already, so they are a 100% match as well. 

However, not all alternatives had complete genomes specific to that genotype. GA2, GA3, GA6 and 

NA4 genotypes of RSV A alternatives resemble each other and some of the available full genomes that 

were most similar to the original sequence were the same for these genotypes. A similar trend was 

spotted for RSV B alternatives where the search for SAB1-SAB4 genotypes, URU1 and URU2 genotypes, 

and CB1 genotype returned the same complete genomes for the available original sequences. 

Furthermore, all BA genotypes were so similar to each other, they all resemble the same available full 

genomes. Besides that, there were no good alternatives with similarities of at least 96% available for 

a number of original sequences, i.e. GB5, BA12, BA13, CB1, SAB4, and URU1 and URU2. 

Table 3.3A: Overview of original RSV A sequences of each genotype and the alternative, full genomes used for phylogenetic 
analysis. Highlighted in yellow are selected references sequences. 

RSV A 
genotype Reference Ref ID RefSeq length 

Alt (Complete 
seq) Similarity Identities 

GA1 Peret. 1998. AF065257 G-gene KP258717.1 99.24% 915/922 

  Peret.2000. AF233902 G-gene (partial) KU316164.1 99.26% 268/270 

  Peret.2000. AF233914 G-gene (partial) KP258744.1 99.63% 269/270 

  Peret.2000. AF233917 G-gene (partial) KU316123.1 98.89% 267/270 

GA2 Peret. 1998. AF065258 G-gene KU316131.1 100.00% 922/922 

  Peret.2000. AF233900 G-gene (partial) MG642080.1 99.63% 269/270 

  Peret.2000. AF233915 G-gene (partial) MG642050.1 99.26% 268/270 

  Peret.2000. AF233923 G-gene (partial) MG642033.1 97.78% 264/270 

GA3 Peret. 1998. AF065256 G-gene KU316139.1 99.02% 913/922 

  Peret.2000. AF233913 G-gene (partial) MG642081.1 98.89% 267/270 

  Peret.2000. AF233920 G-gene (partial) MG642056.1 97.78% 264/270 

  Peret.2000. AF233921 G-gene (partial) MG642026.1 98.52% 266/270 

GA4 Peret. 1998. AF065254 G-gene KP258704.1 99.57% 918/922 

GA5 Peret. 1998. AF065255 G-gene MG642061.1 99.78% 920/922 

  Peret.2000. AF233908 G-gene (partial) MG642055.1 98.15% 265/270 

  Peret.2000. AF233909 G-gene (partial) MG642052.1 98.15% 265/270 

  Peret.2000. AF233922 G-gene (partial) MG642048.1 99.63% 269/270 

GA6 Peret. 2000. AF233901 G-gene (partial) KP258723.1 98.52% 266/270 

    AF233905 G-gene (partial) KU316126.1 95.93% 259/270 

    AF233911 G-gene (partial) KU316166.1 95.17% 256/269 

    AF233918 G-gene (partial) MG642071.1 98.52% 266/270 

GA7 Peret. 2000. AF233904 G-gene (partial) JX069800.1 99.63% 269/270 

    AF233907 G-gene (partial) JF920065.1 98.89% 267/270 
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    AF233910 G-gene (partial) MG642030.1 98.15% 265/270 

SAA1 Venter.2001. AF348807 G-gene (partial) KP258696.1 97.78% 264/270 

    AF348808  G-gene (partial) KU316093.1 95.56% 258/270 

    AF348809 G-gene (partial) KP258715.1 94.81% 256/270 

    AF348810 G-gene (partial) KJ723468.2 97.78% 264/270 

SAA2 Pretorius. 2013. - - - - - 

NA1 Shobugawa. 2009. AB470478 G-gene (partial) JX015495.1 99.63% 269/270 

NA2 Shobugawa. 2009. AB470479 G-gene (partial) KJ627361.1 99.26% 268/270 

NA3 Cui.2013. KC297292  G-gene MK109773.1 98.34% 888/903 

    KC297260 G-gene KJ627318.1 98.34% 888/903 

    KC297277 G-gene KJ627306.1 98.23% 887/903 

NA4 Cui.2013. KC297381  G-gene KU950573.1 96.68% 873/903 

    KC297324 G-gene KP218910.1 96.90% 875/903 

    KC297374 G-gene KJ627648.1 96.79% 874/903 

ON1 Eshagi.2012. JN257693 G-gene MH447952.1 100.00% 967/967 

    JN257694 G-gene MH447951.1 99.90% 966/967 

ON2 Hirano.2014. KC858255 G-gene (partial) KJ672440.1 97.01% 454/468 

    KC858256 G-gene (partial) KC731482.1 97.44% 456/468 

CB-A Baek.2012. HQ699278 G-gene KJ627320.1 98.32% 876/891 

    HQ699279 G-gene KJ627312.1 98.23% 886/902 

    HQ699280 G-gene KJ627252.1 97.86% 869/888 

    HQ699281 G-gene KJ627355.1 98.31% 873/888 

TN1 Schobel.2016. KJ672443 FULL - - - 

    KJ672482 FULL - - - 

TN2 Schobel.2016. KJ672436 FULL - - - 

    KJ672459 FULL - - - 

Table 3.3B: Overview of original RSV B sequences of each genotype and the alternative, full genomes used for phylogenetic 
analysis. Highlighted in yellow are selected references sequences. 

RSV B 
genotype 

Reference Ref ID RefSeq Length 
Alt (Complete 
seq) 

Similarity Identities 

GB1 Peret.1998. AF065250 G-gene (partial) KJ723480.2 100.00% 921/921 

GB2 Peret.1998. - - - - - 

GB3 Peret.1998. AF065252 G-gene (partial) KP258713.1 99.67% 918/921 

GB4 Peret.1998. AF065251 G-gene (partial) KU316163.1 99.89% 920/921 

GB5 Ren.2015. KC461289 G-gene (partial) KU316156.1 92.92% 223/240 

    KC461291 G-gene (partial) KU316094.1 93.25% 235/252 

    KC461293 G-gene (partial) KU316111.1 93.12% 230/247 

    KC461294 G-gene (partial) - - - 

BA1 Trento.2006. DQ227363 G-gene MF185752.1 99.49% 976/981 

    DQ227365 G-gene JX576762.1 98.98% 971/981 

    DQ227380 G-gene KP856966.1 98.47% 966/981 

    DQ227368 G-gene JQ582844.1 98.17% 966/984 

BA2 Trento.2006. DQ227377 G-gene JX576758.1 98.68% 971/984 

    DQ227389 G-gene KF826825.1 98.27% 964/981 

    DQ227391 G-gene JX576761.1 97.87% 963/984 

https://www.ncbi.nlm.nih.gov/nucleotide/MK109773.1?report=genbank&log$=nuclalign&blast_rank=1&RID=NBH30Y15014
https://www.ncbi.nlm.nih.gov/nucleotide/KJ627318.1?report=genbank&log$=nuclalign&blast_rank=14&RID=NBH42GWW014
https://www.ncbi.nlm.nih.gov/nucleotide/KJ627306.1?report=genbank&log$=nuclalign&blast_rank=1&RID=NBH6P6SZ014
https://www.ncbi.nlm.nih.gov/nucleotide/KU950573.1?report=genbank&log$=nuclalign&blast_rank=23&RID=NBHM4BCJ01R
https://www.ncbi.nlm.nih.gov/nucleotide/KP218910.1?report=genbank&log$=nuclalign&blast_rank=14&RID=NBHMS3FX01R
https://www.ncbi.nlm.nih.gov/nucleotide/KJ627648.1?report=genbank&log$=nuclalign&blast_rank=21&RID=NBHNG2K101R
https://www.ncbi.nlm.nih.gov/nucleotide/MH447952.1?report=genbank&log$=nuclalign&blast_rank=1&RID=NBMB12UH014
https://www.ncbi.nlm.nih.gov/nucleotide/MH447951.1?report=genbank&log$=nuclalign&blast_rank=2&RID=NBMBV0NY014
https://www.ncbi.nlm.nih.gov/nucleotide/KJ672440.1?report=genbank&log$=nuclalign&blast_rank=17&RID=NBMJFP68014
https://www.ncbi.nlm.nih.gov/nucleotide/KC731482.1?report=genbank&log$=nuclalign&blast_rank=7&RID=NBMK4CFV014
https://www.ncbi.nlm.nih.gov/nucleotide/KJ627320.1?report=genbank&log$=nuclalign&blast_rank=5&RID=NBMSSTWK01R
https://www.ncbi.nlm.nih.gov/nucleotide/KJ627312.1?report=genbank&log$=nuclalign&blast_rank=10&RID=NBMTEB2Z01R
https://www.ncbi.nlm.nih.gov/nucleotide/KJ627252.1?report=genbank&log$=nuclalign&blast_rank=16&RID=NBMU6CUH01R
https://www.ncbi.nlm.nih.gov/nucleotide/KJ627355.1?report=genbank&log$=nuclalign&blast_rank=18&RID=NBMV0D7B01R
https://www.ncbi.nlm.nih.gov/nucleotide/KU316156.1?report=genbank&log$=nuclalign&blast_rank=99&RID=NBRAFFHG014
https://www.ncbi.nlm.nih.gov/nucleotide/KU316094.1?report=genbank&log$=nuclalign&blast_rank=98&RID=NBRB82FX014
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    DQ227393 G-gene KF826829.1 97.56% 960/984 

BA3 Trento.2006. DQ227381 G-gene KP258739.1 97.76% 959/981 

    DQ227376 G-gene KU316172.1 98.06% 962/981 

    DQ227388 G-gene KJ939920.1 97.76% 958/980 

    DQ227394 G-gene JX576759.1 98.16% 962/980 

BA4 Trento.2006. DQ227395 G-gene KF826822.1 99.59% 970/974 

    DQ227396 G-gene KP317925.1 97.86% 959/980 

    DQ227407 G-gene KU950458.1 97.73% 430/440 

    DQ227408 G-gene KJ627254.1 97.73% 430/440 

BA5 Trento.2010. AB175819 G-gene (partial) JX576757.1 96.96% 319/329 

    AB175820 G-gene (partial) KP317941.1 98.18% 323/329 

BA6 Trento.2010. AY751110 G-gene (partial) JX576756.1 97.45% 764/784 

    AY751116 G-gene (partial) KJ627317.1 97.58% 765/784 

    DQ985148 G-gene (partial) KJ939934.1 96.05% 754/785 

    DQ985147 G-gene (partial) JX576750.1 96.94% 760/784 

BA7 Dapat.2010. HM459864 G-gene (partial) KJ627310.1 98.79% 326/330 

    HM459867 G-gene (partial) KJ627280.1 99.09% 327/330 

    HM459868 G-gene (partial) JX576755.1 98.18% 324/330 

    HM459870 G-gene (partial) KX765899.1 98.79% 326/330 

BA8 Dapat.2010. HM459871 G-gene (partial) LC474522.1 97.27% 321/330 

    HM459872 G-gene (partial) KF826842.1 97.27% 321/330 

    HM459873 G-gene (partial) KU950574.1 96.36% 318/330 

    HM459875 G-gene (partial) KU950569.1 96.67% 319/330 

BA9 Dapat.2010. HM459876 G-gene KF640637.1 99.70% 329/330 

    HM459877 G-gene LC474532.1 99.39% 328/330 

    HM459878 G-gene LC474531.1 100.00% 330/330 

    HM459880 G-gene KF826859.1 99.39% 328/330 

BA10 Dapat.2010. HM459883 G-gene KX765893.1 99.39% 328/330 

    HM459886 G-gene KX765900.1 97.88% 323/330 

    HM459891 G-gene KF826844.1 97.88% 323/330 

    HM459892 G-gene KJ939926.1 98.79% 326/330 

BA11 Baek.2012. - - - - - 

BA12 Khor.2013. JX256973 G-gene (partial) MK109789.1 95.08% 309/325 

    JX256974 G-gene (partial) JX576743.1 95.99% 311/324 

    JX256976 G-gene (partial) KP317917.1 95.68% 310/324 

    JX256979 G-gene (partial) JX576744.1 95.99% 311/324 

BA13 Gimferrer.2016. KX262621 G-gene (partial) MK109767.1 95.56% 280/293 

    KX262638 G-gene (partial) MG431251.1 95.56% 280/293 

    KX262625  G-gene (partial) KX765945.1 95.90% 281/293 

    KX262619 G-gene (partial) KX655674.1 95.22% 279/293 

CB1 Cui.2013. KC297466 G-gene KJ723466.2 96.13% 870/905 

    KC297471 G-gene MG642049.1 95.36% 863/905 

    KC297446 G-gene KP856961.1 94.20% 861/914 

    KC297428 G-gene KP258731.1 94.99% 854/899 
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CB-B Baek.2012. HQ699297 G-gene KF826845.1 98.82% 922/933 

    HQ699300 G-gene KU950657.1 98.39% 918/933 

    HQ699304  G-gene KJ627348.1 97.21% 907/933 

    HQ699289 G-gene JX576739.1 97.64% 911/933 

BA-C Cui.2013. KC297486 G-gene KJ939922.1 98.24% 949/966 

    KC297429 G-gene KJ939919.1 99.69% 963/966 

    KC297456  G-gene MF185753.1 96.58% 932/965 

    KC297477 G-gene KU950614.1 96.79% 934/965 

BA-Ly Gaymard.2018. MF510895 G-gene (partial) LC474529.1 96.70% 410/424 

    MF510897 G-gene (partial) KX765963.1 97.30% 540/555 

SAB1 Venter.2001. AF348825 G-gene (partial) MF185751.1 98.15% 265/270 

    AF348826 G-gene (partial) KU316156.1 94.44% 255/270 

SAB2 Venter.2001. AF348821 G-gene (partial) KU316179.1 98.89% 267/270 

    AF348822 G-gene (partial) KP258742.1 90.98% 242/266 

SAB3 Venter.2001. AF348811 G-gene (partial) KP258724.1 98.89% 267/270 

    AF348812 G-gene (partial) MF185754.1 97.78% 264/270 

    AF348813 G-gene (partial) KU316134.1 97.78% 264/270 

SAB4 Arnott.2011. JN119969 G-gene (partial) KP258708.1 95.93% 259/270 

    JN119976 G-gene (partial) KP258745.1 95.93% 259/270 

    JN119979 G-gene (partial) KP258713.1 96.30% 260/270 

    JN119987 G-gene (partial) KU316100.1 94.07% 254/270 

URU1 Blanc.2005. AY488794 G-gene (partial) KP856965.1 96.46% 436/452 

    AY488804 G-gene (partial) KU316094.1 94.20% 357/379 

    AY488805 G-gene (partial) KP258720.1 93.93% 356/379 

URU2 Blanc.2005. AY488802 G-gene (partial) KU316111.1 94.02% 330/351 

    AY488803 G-gene KU316163.1 97.83% 361/369 

 

3.3.2. Determine variability of each RSV gene 

Next, the variability of each gene was determined to find the best gene for genotyping. To be able to 

use phylogenetic analysis on a dataset, there has to be enough variation to determine differences 

between sequences, but there has to be enough similarity to be able to find genetic relatedness. If 

there is not a good balance, tree-branching decisions cannot confidently be made and phylogenetic 

analysis is not useful. 

3.3.2.1. Alternative reference sequence datasets 

To determine the variability of each RSV gene, the Shannon Entropy (SE) was calculated. The Shannon 

entropy was determined at each position of each gene separately (by using the Shannon Entropy-One 

tool, www.hiv.lanl.gov). This is a way of determining the uncertainty of a nucleotide at a certain 

position in the genome. If every sequence carries the same nucleotide at position x, the uncertainty is 

zero, hence the SE is zero for position x. On the contrary, if there are multiple possible nucleotides at 

http://www.hiv.lanl.gov/
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that position in an alignment, the SE will increase depending on how many different nucleotides are 

detected and what their frequency is.  

The SE of each position for each gene was calculated from the datasets containing alternative 

reference sequences, which is shown in Figure 3.5A for RSV A and Figure 3.5B for RSV B. Then, the 

total SE (SEt) for each gene was calculated, which is the sum of SE from each position of that gene. For 

RSV A and RSV B respectively, the minimum SEt ranged from 10.018 and 4.256 for the SH gene to a 

maximum SEt of 227.640 and 139.074 for the L gene (Table 3.4). This was not unexpected as the SH 

gene is very short and can therefore not accumulate much variation and uncertainty, while the L gene 

is by far the largest gene and can therefore easily accumulate more variation. Proteins G, F and L have 

accumulated the most variation and the second hypervariable region of G (with or without 

duplication) was clearly visible on the graphs as particularly prone to variation for both RSV A and B 

(Figure 3.5A and B). For RSV A, both the first and second hypervariable region were visible, while the 

RSV B dataset showed an exceptional variable HVR2 compared to the rest of the G gene. 

To eliminate the factor of gene length, the SEt was normalised e.g. the SEt of each gene was divided 

by the number of nucleotides of that gene (SEnt) (Figure 3.6). This clearly showed that the G gene is 

the most variable of all RSV genes for both RSV A and RSV B. 

 

Table 3.4: Total Shannon entropy (SEt) and Shannon entropy per nucleotide (SEnt) for RSV A and RSV B alignments. 

  RSVA_SEt RSVA_SEnt RSVB_SEt RSVB_SEnt 

NS1 14.038 0.033 7.626 0.018 

NS2 15.289 0.041 12.039 0.032 

N 41.081 0.035 24.461 0.021 

P 23.072 0.032 22.293 0.031 

M 26.556 0.034 17.217 0.022 

SH 10.018 0.051 4.256 0.021 

G 99.558 0.103 91.505 0.095 

F 73.910 0.043 41.277 0.024 

M2-1 20.836 0.036 14.417 0.025 

M2-2 14.227 0.053 6.895 0.025 

L 227.640 0.035 139.074 0.021 
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Figure 3.5A: Shannon Entropy values were calculated for each position of each gene for RSV A. The values are mapped in 
graphs per gene. Note that the scale of the x- and y-axis is not constant. Red = HVR2 of the G gene; green = 72-nucleotide 
duplication. 
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Figure 3.5B: Shannon Entropy values were calculated for each position of each gene for RSV B. The values are mapped in 
graphs per gene. Note that the scale of the x- and y-axis is not constant. Red = HVR2 of the G gene; green = 60-nucleotide 
duplication. 
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Figure 3.6: The total Shannon entropy (SEt) values per gene showed that L, G and F accumulated the most variability (left). G 
had the highest Shannon entropy per nucleotide (SEnt) and was therefore the most variable per nucleotide per gene compared 
to other genes. 

The usefulness for phylogenetic analysis of these datasets was calculated for each gene separately by 

calculating the number of informative quartets in the alignment. It showed that L was the most useful 

gene for confident phylogenetic analysis with 92.8% and 84.9% of informative quartets for RSV A and 

RSV B respectively (Table 3.5). This could be explained by its high number of nucleotides to base 

phylogenetic decisions on. However, the second most useful gene for phylogenetic analysis is not G, 

as would be expected, but F with 85.1% for RSV A and 84.5% for RSV B of informative quartets. It has 

a higher number of nucleotides than G and also carries variation, although the SE per nucleotide is 

only half that of G. 

Table 3.5: The percentage of informative quartets (Quqrtetsinf) for RSV A and RSV B per gene shows that several genes have 
more informative quartets than G in this database and would therefore produce a more informative phylogenetic tree. F 
and L would be more informative for both the RSV A and RSV B dataset. 

  RSV A Quartetsinf RSV B Quartetsinf 

NS1 77.4 72.5 

NS2 80.6 63.2 

N 83.7 65.3 

P 67.4 58.5 

M 77.6 60.3 

SH 65.5 31.1 

G 82.6 74.3 

F 85.1 84.5 

M2-1 73.7 74.3 

M2-2 77.2 42.6 

L 92.8 84.9 
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These data were based on quite small datasets, so a larger dataset was compiled and similar analyses 

were performed to confirm or disprove the results of this analysis. 

3.3.2.2. Gene variability from comprehensive dataset 

To determine the variability in a larger population, all complete G genes and complete genomes from 

the international NCBI database have been downloaded on September 13th, 2018. Several filters were 

put in place to select only useful sequences. The search terms ‘Respiratory syncytial virus’ and 

‘Complete G’ were combined with a sequence length of at least 800 bp and maximum 15300 bp. All 

sequences were filtered to be genomic DNA or RNA and be from published articles. From this selection 

all strains from bovine (5), ovine (1) and mouse (4) origins were removed. There were 5 lab grown 

mutant viruses that were discarded and one Pneumonia Virus of Mice strain was taken out as well. 

From 1064 RSV strains downloaded, 1048 were left to be allocated to the RSV A or RSV B dataset. At 

a later date one more sequence was found to be more than 15300 bp long, e.g. 15333 bp, which was 

not included in this analysis. 

All sequences were allocated to either the RSV A or RSV B dataset and aligned using MUSCLE software. 

The two datasets were divided into smaller datasets containing only one gene for further analysis of 

gene variation. Not all genomes were complete genomes and therefore not all datasets contained an 

equal number of sequences. Incomplete sequences in a gene dataset were removed. For RSV A, the 

complete dataset contained 653 different sequences, while the number of sequences in the datasets 

for NS1, NS2, N, P, M, SH, G, F, M2-1, M2-2 and L were respectively 153, 153, 153, 153, 153, 154, 653, 

163, 153, 153 and 152. For RSV B, the complete dataset contained 398 sequences and the numbers 

for each dataset in the same order as described above were 76, 76, 76, 76, 76, 76, 398, 86, 42, 76 and 

76. 

The SE was determined and graphed per nucleotide as in the previous subchapter, which 

demonstrated that the second hypervariable region of G was even more evident on graphs of SE for 

both RSV A and RSV B (Figure 3.7A and 3.7B). A strong background variation can be seen in L for both 

serotypes and for F, although that feature was more distinct in the RSV B dataset for the F gene. 
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Figure 3.7A: Shannon Entropy values were calculated for each position of each gene for RSV A from a dataset of NCBI 
sequences. The values are mapped in graphs per gene. Note that the scale of the x- and y-axis is not constant. Red = HVR2 of 
the G gene; green = 72-nucleotide duplication. 
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Figure 3.7B: Shannon Entropy values were calculated for each position of each gene for RSV B from a dataset of NCBI 
sequences. The values are mapped in graphs per gene. Note that the scale of the x- and y-axis is not constant. Red = HVR2 
of the G gene; green = 60-nucleotide duplication. 
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The total SE for both RSV A and B datasets were calculated per gene (Table 3.6). This revealed similar 

trends as shown in the previous subchapter with the alternative reference datasets. The L gene had a 

SEt of 218 and 178 for RSV A and B respectively, which was by far the highest SEt. The G gene had the 

second highest SEt of 100 and 92, and the F gene was a close third with 82 and 84. This was in 

accordance with earlier findings. 

Next, these numbers were normalised for gene length and the G gene showed to be the most variable 

gene by far (Figure 3.8) with a normalized SE of 0.10 for both RSV A and B datasets compared to 0.05 

for the F gene and 0.03 for the L gene (Table 3.6). This demonstrated that G accumulated double the 

amount of variation compared to the next most variable gene, e.g. F (Figure 3.8). 

Table 3.6: Total Shannon entropy (SEt) and Shannon entropy per nucleotide (SEnt) for comprehensive RSV A and RSV B 
alignments. 

  RSVA_SEt RSVA_SEnt RSVB_SEt RSVB_SEnt 

NS1 16.54 0.04 11.05 0.03 

NS2 16.17 0.04 13.16 0.04 

N 44.03 0.04 29.38 0.02 

P 24.90 0.03 24.96 0.03 

M 26.05 0.03 22.16 0.03 

SH 7.76 0.04 7.81 0.04 

G 100.31 0.10 92.49 0.10 

F 82.47 0.05 84.49 0.05 

M2-1 21.85 0.04 11.56 0.02 

M2-2 18.13 0.06 11.81 0.04 

L 218.18 0.03 178.18 0.03 

 

 

Figure 3.8: Total Shannon Entropy per gene (SEt) and total Shannon Entropy per nucleotide per gene (SEnt) for comprehensive 
RSV A and B datasets show similar trends as the database with only some strains for each genotype. 
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To study the usefulness for phylogenetic analysis of each gene from these datasets, the proportion of 

informative quartets were calculated (Table 3.7). The highest percentage of useful quartets was found 

in the L gene for the RSV A dataset with an overwhelming 90.5% of useful quartets. Phylogenetic 

analysis would return a tree with mostly confident branching decisions for this gene. However, the 

overall variability was only one third of the variability that was seen for the G gene. The second most 

useful gene was F with 82.1% of informative quartets after which M2-1 (76.8), M2-2 (76.3), N (75.6) 

and M (72.6) were the most useful for phylogenetic analysis. Surprisingly, the G gene was only the 

seventh useful gene with 71.3% of informative quartets. This was remarkable as this was not noted 

for the previous dataset of reference strains for RSV A. 

For the RSV B dataset, the G gene was the most useful for phylogenetic analysis with 72.9% of 

informative quartets. This contrasted with the previous dataset and with the comprehensive RSV A 

dataset. It was noted that the proportion of informative quartets dropped for each gene in both RSV 

A and B datasets, apart for M2-2 of the RSV B dataset, which remained the same. 

Table 3.7: The percentage of informative quartets for comprehensive datasets of RSV A and RSV B per gene show similar 
trends to the database with some reference strains. Several other genes would produce a more informative phylogenetic 
tree than G. 

  RSVA_Quartetsinf RSVB_Quartetsinf 

NS1 64.0 48.9 

NS2 66.4 48.3 

N 75.6 34.9 

P 70.5 48.7 

M 72.6 36.9 

SH 66.6 58.9 

G 71.3 72.9 

F 82.1 64.9 

M2-1 76.8 66.0 

M2-2 76.3 42.6 

L 90.5 67.5 

 

The combination of variability and usefulness of quartets indicated that G carried the most variability 

per nucleotide. The usefulness for phylogenetic analysis was greatly dependent on the dataset. 

3.3.3. Determining the necessary and sufficient part of RSV genome for genotyping 

In the previous sub-chapter, it was shown that L could be an informative gene for phylogenetic 

analysis. However, the Shannon entropy, and therefore the variability, per nucleotide of the L gene 

was three times lower than the variability of the G gene. The percentage of informative quartets for F 
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was higher than for G in three out of four datasets, but the SE for F was much lower than for G. 

Therefore, it was decided to investigate the G gene to use for genotyping. 

The next question was to study the amount of nucleotides necessary to be able to genotype strains. 

The previous datasets were used to try and determine the necessary and sufficient part of the genome 

necessary for confident genotyping. The alternative complete genomes that were gathered earlier 

were used for this purpose. This set of complete genomes was aligned with MUSCLE (v3.8.31) and 

manually improved. The dataset was split up in RSV A and RSV B strains, containing 48 sequences and 

82 sequences respectively. 

First, the completeness of the datasets was determined by calculating the C-scores for the complete 

genomes of the RSV A and RSV B datasets. This showed good numbers compared to the datasets 

containing the original sequences, with an overall alignment score of 0.99 for both RSV A and RSV B 

alignments (Table 3.8). This was confirmed by comparing all sequences to each other, which all 

showed higher values than 0.9 (Figure 3.9). 

Table 3.8: C-scores of the dataset for RSV A and RSV B containing alternative, full genomes indicate good, unambiguous 
sequences are present in this dataset. 

 Completeness 

scores alternative 

RSV A sequences 

(n = 48) 

Completeness 

scores alternative 

RSV B sequences 

(n = 82) 

Completeness score for alignment (Ca) 0.99 0.99 

Maximum completeness score for individual sequences (Cr_max) 0.99 1.00 

Minimum completeness score for individual sequences (Cr_min) 0.98 0.98 

Maximum completeness score for individual sites (Cc_max) 1.00 1.00 

Minimum completeness score for individual sites (Cc_min) 0.02 0.01 

Maximum completeness score for pairs of sequences (Cij_max) 0.99 1.00 

Minimum completeness score for pairs of sequences (Cij_min) 0.97 0.97 
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Figure 3.9: Triangle heatmaps of RSV A (left) and RSV B (right) datasets showed completeness scores comparing all sequences 
to each other (Cij-scores). Blue = incomplete sequences; white = complete sequences. 

In the next step, the usefullness of the alignment was estimated by calculcating the percentage of 

informative quartets for these datasets. The RSV A dataset contained 95.0% of informative quartets 

and the RSV B dataset contained 92.6% of informative quartets (Figure 3.10). This indicated that 

confident phylogenetic trees could be built from these datasets with complete genomes. 

 

Figure 3.10: Triangular likelihood mapping tests whether a quartet (four randomly selected sequences from the dataset) 
produces an informative phylogenetic tree. Each dot in the top triangle is a quartet. The three parts of the left triangle indicate 
whether any subsets (if they were selected) have a bigger number of quartets. The right triangle shows uninformative quartets 
in the middle and informative quartets in the corners. Partial informative quartets are shown on the sides of the triangle. 
Likelihood mapping of quartets in the dataset with complete genomes of alternative sequences show that 3.8% of quartets 
of the RSV A dataset (left) and 5.5% of quartets of the RSV B dataset (right) are uninformative. 

Similar analyses were done for the same dataset which was cut down to contain only the full G gene 

and again for partial G containing only the second hypervariable region (Table 3.9 and Figure 3.11). 
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The results showed slightly lower C-scores for the complete G gene analyses compared to full genomes 

and much lower values for the second hypervariable region analyses. This suggested that HVR2 might 

not be long enough to confidently determine genotypes. 

Table 3.9: C-scores of the dataset for RSV A and RSV B containing alternative, full G genes and second hypervariable region 
of G indicate the dataset with full G genes contains enough unambiguous sites and the dataset with HVR2 sequences 
contains a lot more ambiguous sites. 

C-scores for full G gene 

Completeness scores 
alternative RSV A 
sequences (n = 48) 

Completeness scores 
alternative RSV B 
sequences (n = 82) 

Completeness score for alignment (Ca) 0.93 0.97 

Maximum completeness score for individual sequences (Cr_max) 1.00 1.00 

Minimum completeness score for individual sequences (Cr_min) 0.92 0.93 

Maximum completeness score for individual sites (Cc_max) 1.00 1.00 

Minimum completeness score for individual sites (Cc_min) 0.08 0.01 

Maximum completeness score for pairs of sequences (Cij_max) 1.00 1.00 

Minimum completeness score for pairs of sequences (Cij_min) 0.92 0.93 

C-scores of HVR2 of G (342 sites for RSV A; 393 sites for RSV B)  

Completeness scores 
alternative RSV A 
sequences (n = 48) 

Completeness scores 
alternative RSV B 
sequences (n = 82) 

Completeness score for alignment (Ca) 0.81 0.94 

Maximum completeness score for individual sequences (Cr_max) 1.00 1.00 

Minimum completeness score for individual sequences (Cr_min) 0.79 0.84 

Maximum completeness score for individual sites (Cc_max) 1.00 1.00 

Minimum completeness score for individual sites (Cc_min) 0.08 0.01 

Maximum completeness score for pairs of sequences (Cij_max) 1.00 0.99 

Minimum completeness score for pairs of sequences (Cij_min) 0.79 0.84 
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Figure 3.11: Triangular likelihood mapping tests whether a quartet (four randomly selected sequences from the dataset) 
produces an informative phylogenetic tree. Each dot in the top triangle is a quartet. The three parts of the left triangle indicate 
whether any subsets (if they were selected) have a bigger number of quartets. The right triangle shows uninformative quartets 
in the middle and informative quartets in the corners. Partial informative quartets are shown on the sides of the triangle. 
Likelihood mapping of quartets of RSV A (left) and RSV B (right) datasets of full G genes (top) or only second hypervariable 
regions (bottom) of alternative sequences. 

In the next step, the phylogenetic trees were built. These were maximum likelihood trees that were 

built based on the best fitting model selected for each dataset individually. For the RSV A datasets, 

the best fitting models were GTR+F+R2 for full genomes and TN+F+G4 for both full G genes and partial 

G genes (HVR2) according to the Bayesian Information Criterion (BIC). For the RSV B datasets, 

GTR+F+R3 was the best fitting model for complete genomes, TPM2u+F+R3 for complete G genes and 

TN+F+G4 for partial G genes (HVR2). 

These models were used to build phylogenetic trees. Both the approximate likelihood ratio test (aLRT) 

and bootstrap (run 1000 times) were calculated for each tree to distinguish confident branching and 

uncertain branching. 
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The first phylogenetic tree was constructed from the complete genomes from the RSV A dataset 

(Figure 3.12). Most branches were built confidently as only some bootstrap values were below 80 and 

lower values were mostly noticed within genotype clusters. Genotypes GA2, GA3, GA6 and NA4 did 

fall into combined clusters, which was to be expected as these alternative sequences lied very close 

together when looking for them in the NCBI database.  

Tree topology of trees from full G genes showed only minor differences and less detailed clusters 

compared to the tree built from full genomes (Figure 3.13). The bootstrap values were lower as well, 

illustrating less confident branching. The topology from the tree built from partial G genes was not as 

confident. The topology showed obvious differences and the branching was not confident, illustrating 

that this dataset did not contain enough information to base phylogenetic analysis on (Figure 3.13 a 

and b). It is therefore also not suitable to determine genotypes. 
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Figure 3.12: Maximum likelihood tree of dataset containing alternative, full genomes of RSV A genotypes shows that most 
alternative reference sequences do cluster according to their genotype. GA3, GA6 and NA4 are the exception where no clear 
clustering is to be found. (approximate likelihood ratio/ bootstrap) 
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Figure 3.13 (a): Maximum likelihood tree of dataset containing full G genes of alternative RSV A genotypes. These sequences 
show similar results to the phylogenetic tree based on full genomes, although the bootstrap values and approximate 
likelihood ratio test values are not as high. 
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Figure 3.14 (b): Maximum likelihood tree of dataset containing the second hypervariable region of alternative sequences of 
RSV A genotypes. This phylogenetic tree shows more mixing of genotypes and has low bootstrap values and approximate 
likelihood ratio test values. (approximate likelihood ratio test/ bootstrap) 
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The dataset of RSV B full genomes was more complex. The tree based on full genomes did not produce 

clear clusters of genotypes, which was to be expected as genotypes SAB1 to SAB4, URU1 to URU2 and 

CB1 were all related to the same complete genomes from the international NCBI database (Figure 

3.14). Besides those genotypes clustering together, all BA genotypes clustered together as well. 

Keeping this information in mind, it became somewhat clearer, but there were still some genotypes 

found all over the tree, e.g. BA-C. The reliability of this tree was generally lower than for the RSV A 

tree of complete genomes (Figure 3.15 a and b). This diminished even further for the trees based on 

full G and partial G. It is possible the selected sequences were not good representatives of these 

genotypes. It is also possible that determining new genotypes was not structured enough to be left 

with clear genotypes. 
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Figure 3.15: Maximum likelihood tree of RSV B full genomes of alternative sequences shows that most alternative reference 
sequences do cluster according to their genotype. BA strains are less clearly distinguishable. (approximate likelihood ratio/ 
bootstrap). 
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Figure 3.16 (a): Maximum likelihood trees of full G genes of alternative sequences of RSV B genotypes. This phylogenetic tree 
shows similar results to the phylogenetic tree based on full genomes. (approximate likelihood ratio/ bootstrap) 
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Figure 3.17 (b): Maximum likelihood trees of the second hypervariable region of G of alternative sequences of RSV B 
genotypes. This tree shows lower bootstrap values and approximate likelihood ratio values compared to phylogenetic trees 
based on full G genes or full genomes. (approximate likelihood ratio test/ bootstrap) 
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3.4. Determine reference dataset for genotyping RSV strains 

3.4.1. Select references and test quality and usefulness of datasets for genotyping 

A set of reference sequences was selected based on the best complete genome alternatives that were 

available for each genotype. Alternatives with a similarity rate lower than 97.00% were considered 

too dissimilar to be used as a reference sequence. Therefore, genotype NA4 for RSV A and genotypes 

GB5, BA12, BA13, CB1, SAB4 and URU1 for RSV B did not have references in these datasets. This left 

16 and 20 different genotypes to be represented in the selection of reference sequences for RSV A 

and RSV B respectively. The selected references are highlighted in yellow in Tables 3.3A and 3.3B. 

The C-scores for each dataset were calculated, which showed little ambiguous positions in the RSV A 

and RSV B datasets (Table 3.10). The dataset containing both RSV A and B references was tested as 

well. The C-score for the overall alignment was 0.99 for both RSV A and B datasets separately and 0.98 

for the combined dataset. The maximum C-score for individual sequences was only 0.99 for the 

combined dataset compared to 1.00 for both separate datasets. This was to be expected as the 

duplicated region for RSV A and RSV B strains is not the same and therefore there cannot be a 

sequence that carries both duplications and is “complete” in that sense. There will always be a gap in 

the sequences compared to each other. Overall, the completeness scores of these datasets were very 

high and the datasets could be used for further analysis. 

Table 3.10: C-scores of reference sequences in datasets containing only RSV A, only RSV B or both RSV A and B references. 

  

Completeness 
scores references 
RSV A (n = 16) 

Completeness 
scores references 
RSV B (n = 20) 

Completeness 
scores references 
RSV A and B (n=36) 

Completeness score for alignment (Ca) 0.99 0.99 0.98 

Maximum completeness score for 
individual sequences (Cr_max) 1.00 1.00  0.99 

Minimum completeness score for 
individual sequences (Cr_min) 0.98 0.98 0.97 

Maximum completeness score for 
individual sites (Cc_max) 1.00 1.00 1.00 

Minimum completeness score for 
individual sites (Cc_min) 0.06 0.05 0.03 

Maximum completeness score for pairs 
of sequences (Cij_max) 0.99 1.00 0.99 

Minimum completeness score for pairs 
of sequences (Cij_min) 0.98 0.98 0.96 

 

In the next step, the proportion of informative quartets was tested for the separate datasets and the 

combined dataset. Figure 3.16 showed very low numbers of uninformative quartets, so the branching 

of phylogenetic trees would be confident in both RSV A and RSV B reference trees. The RSV A dataset 
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only contained 0.9% of uninformative quartets, the RSV B dataset contained 3.6% of uninformative 

quartets and the combined dataset contained 3.1% of uninformative quartets. This meant that 

phylogenetic trees would produce confident trees with high bootstrap values and could be used for 

meaningful phylogenetic analysis. 
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Figure 3.18: Triangular likelihood mapping tests whether a quartet (four randomly selected sequences from the dataset) 
produces an informative phylogenetic tree. Each dot in the top triangle is a quartet. The three parts of the left triangle indicate 
whether any subsets (if they were selected) have a bigger number of quartets. The right triangle shows uninformative quartets 
in the middle and informative quartets in the corners. Partial informative quartets are shown on the sides of the triangle. 
Informative quartets for RSV A (top), RSV B (middle) and combined datasets (bottom) are shown. 

  The last step to test the quality of these datasets for genotyping was running maximum likelihood 

trees with a bootstrap of 1000 and consulting the bootstrap values on the branches. The resulting 

trees showed good results for both separate and combined datasets (Figure 3.17). The lowest 

bootstrap value for the ML tree from the RSV A dataset was 55%, while all other bootstrap values 

were above 85%. Overall, this tree has good support as indicated by the high bootstrap values and 
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aLRT values. The lowest aLRT value in this tree was 71.6, which was on the same node as the lowest 

bootstrap value. 

A second ML tree was run from the RSV B dataset. There were more low values in this tree, although 

most branching still had high support (Figure 3.17). The lowest bootstrap value was 52%, followed by 

a node with 59%, 63%, 73%, 76% and 81%. All other nodes had bootstrap values of 100%. The same 

nodes that had bootstrap values under 85% also showed lower aLRT values: 72.1, 31.1, 79.1, 51.9, 

47.9 and 92.1 respectively. All but one of those nodes were part of a cluster containing all BA strains, 

which were already known to be very similar. 

The combined dataset produced an ML tree which contained the best bootstrap values and aLRT 

values of all trees. The lowest bootstrap value in this tree was 72% and the lowest aLRT value was 

35.7, which was the lowest out of the three trees. 

However, there were two clusters in this tree, RSV A and RSV B, and one outlier strain from the RSV B 

dataset. Using this dataset for genotyping would not improve the information retrieved from this 

analysis. The next sub-chapter will still compare the two separate reference datasets with the 

combined dataset nonetheless. This subchapter tests the use of these datasets to genotype unknown 

clinical samples. Only the G gene of these samples was determined and one RSV A and one RSV B 

dataset was constructed to genotype 116 clinical samples that were collected between 2014 and 2018 

as well as a combined dataset. 
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Figure 3.19: Phylogenetic trees of RSV A only (top), RSV B only (middle) and combined datasets of RSV A in bordeaux and 
RSV B in green (bottom) showed that separate datasets are more useful than one combined dataset for RSV A and B. The 
approximate likelihood ratio test values and bootstrap replicate values (aLRT/BB) were calculated as well and indicated in 
black at each node. 

3.4.2. Testing the reference datasets with 116 clinical samples 

In the final part of this chapter, the selected reference datasets were tested in function of genotyping 

unknown strains. Samples were collected via Public Health England in collaboration with the Royal 

College of General Practitioners. 116 samples were selected from all over England and during season 

2014-2015 to season 2017-2018. The G gene was sequenced from 52 RSV A and 60 RSV B strains by 

Sanger sequencing. These sequences were combined in three different datasets: one with RSV A 

clinical strains and references, one with RSV B clinical strains and references, and one with both RSV 

A and B clinical and reference sequences. 

After alignment of the datasets, the C-scores were determined (Table 3.11). These were not as high 

as for the datasets with only reference sequences; the overall Ca was 0.98 for the RSV A dataset, 0.95 

for the RSV B dataset and 0.94 for the combined dataset. 
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Table 3.11: C-scores of RSV A dataset with 52 clinical strains and 12 reference sequences, RSV B dataset with 60 clinical 
strains and 20 reference sequences and a combined dataset. 

  

Completeness 
scores 
references 
RSV A (n = 68) 

Completeness 
scores 
references 
RSV B (n = 80) 

Completeness 
scores references 
RSV A and B (n = 
148) 

Completeness score for alignment (Ca) 0.98 0.95 0.94 

Maximum completeness score for individual sequences (Cr_max) 1.00 0.99 0.98 

Minimum completeness score for individual sequences (Cr_min) 0.80 0.54 0.53 

Maximum completeness score for individual sites (Cc_max) 1.00 1.00 1.00 

Minimum completeness score for individual sites (Cc_min) 0.74 0.01 0.01 

Maximum completeness score for pairs of sequences (Cij_max) 1.00 0.99 0.98 

Minimum completeness score for pairs of sequences (Cij_min) 0.80 0.12 0.12 

Next, the portion of informative quartets was calculated. This showed that a high percentage is 

uninformative for RSV A (26.2%), RSV B (25.9%) and the combined dataset (34.4%) as indicated in 

Figure 3.18. These percentages were a lot higher than for the reference sequence datasets, which 

indicated that branching decisions were not all as highly supported. This was due to the fact that some 

of these clinical strains were very similar either to each other or to the selected references. 
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Figure 3.20: Triangular likelihood mapping tests whether a quartet (four randomly selected sequences from the dataset) 
produces an informative phylogenetic tree. Each dot in the top triangle is a quartet. The three parts of the left triangle indicate 
whether any subsets (if they were selected) have a bigger number of quartets. The right triangle shows uninformative quartets 
in the middle and informative quartets in the corners. Partial informative quartets are shown on the sides of the triangle. 
Informative quartets of RSV A (top), RSV B (middle) and combined (bottom) datasets with clinical strains and reference 
sequences. 

  The last step was to test the datasets to be able to genotype the unknown strains via building a 

maximum likelihood tree. The separate trees had better support, because of higher numbers of 

informative quartets and therefore higher numbers of confident branching. However, this did not 

influence genotypes of unknown strains compared to the combined tree (Figure 3.19). 

Depending on the references used in the datasets, the outcome might be slightly different. Certain 

strains might fall in between genotypes and therefore cluster more with one genotype or another 

depending on the reference sequence used. This issue should be investigated and ideally, there would 

be an internationally recognised, standard reference dataset which should be used for genotyping. 

However, the best references need to be selected for that and right now, these might not have been 

determined yet. 



 Comprehensive bioinformatics analysis on RSV classification based on genetic variation 

  Page 134 of 247 

 

Figure 3.21 (a): Phylogenetic tree of RSV A dataset with clinical strains (blue) and reference sequences (pink = ON2, red = ON1, 
yellow = GA5). (approximate likelihood ratio test/ bootstrap) 

A total of 52 clinical strains were used to build a phylogenetic tree with 12 reference sequence in the 

dataset of RSV A strains (Figure 3.19 (a)). Four different genotypes were detected in this group of 

clinical samples: two strains were part of GA5, one strain was part of TN2, 8 sequences clustered with 

the ON2 reference strain and 41 sequences were ON1 strains. Only three clinical RSV A strains, namely 

the GA5 and TN2 strains, did not contain the 72-nucleotide duplication, while 49 strains, namely ON1 

and ON2 strains, did. 

The most common genotype during this season is ON1, which was confirmed by these data (110). It is 

thought to have a fitness advantage, but there is no evidence to date to suggest altered pathogenicity 

(111). 



 Comprehensive bioinformatics analysis on RSV classification based on genetic variation 

  Page 135 of 247 

 

 

Figure 3.22 (b): Phylogenetic tree of RSV B dataset with clinical strains (blue) and reference sequences (green = BA9 and purple 
= BA10). (approximate likelihood ratio test/ bootstrap) 

In the RSV B dataset, there were 60 clinical samples and 20 reference strains. This dataset was used 

to build a phylogenetic tree to study the genotypes of these clinical samples (Figure 3.19 (b)). Three 

different genotypes were detected in this dataset: 2 sequences belonged to BA10, 5 sequences 

clustered most closely with BA-Ly and 53 sequences were part of BA9. All RSV B clinical strains 

contained the 60-nucleotide duplication in the G gene. 

Similarly to RSV A, RSV B has evolved with a 60-nucleotide duplication in its genome. These strains are 

grouped under the BA genotypes (83). Furthermore, BA genotypes have also replaced most strains 

without the duplication its genome in our current epidemics and BA9 is the most common of the BA 

genotypes (92, 114, 115). These data mirror that trend and therefore agree with the literature to date. 
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Figure 3.23 (c): Phylogenetic tree of RSV A and RSV B combined dataset with clinical strains (blue) and reference sequences 
(pink = ON2, red = ON1, yellow = GA5, green = BA9 and purple = BA10). (approximate likelihood ratio test/ bootstrap) 
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3.5. Discussion 

When RSV was discovered in 1956, there was no way to divide strains into different groups. The first 

way to group strains was based on serotyping techniques and in 1966 Coates et al. showed antigenic 

differences based on which RSV could be divided into two different groups (71). Once more detailed 

sequence determination methods were used, it became clear that RSV accumulates amino acid 

changes and that this is likely due to immune driven natural selection (84, 85). Some divergent strains 

survived over time with some strains showing some fitness advantage compared to strains from 

different genotypes. In 1998, the first paper on the currently used genotyping system appeared 

detailing the division of strains into groups based on the sequence of the virus. Currently, the most 

common strains carry a duplication in their G gene for both RSV A and RSV B genotypes (83, 110). 

In this chapter, the current selection of genotypes was investigated and it showed that genotype 

names were appointed quite randomly over time. The basis for naming a new genotype is very flexible. 

All papers declaring a new genotype, used a (partial) sequence and compared it to some selected 

other (partial) sequences and if they clustered separate from the rest of the tree in phylogenetic 

analysis, a new genotype was “discovered”. All these papers on new genotypes have one thing in 

common; they describe genotypes that are different from each other and previous genotypes by 

selecting a limited amount of reference sequences. The choice of references to compare new strains 

to determines whether it clusters separately or not. Even when a great amount of sequences is used, 

it is possible that the selection is too narrow in location or time to determine the correct cluster the 

new strains belong to. The current genotyping system seems to have developed quite organically by 

a number of different groups sequencing some parts of the RSV genome and publishing about it. A 

clear system or a distinct, rational structure is not incorporated. 

This raises the question whether we should continue using the original sequences to keep determining 

the genotypes of RSV. Perhaps, all current genotypes are not all true separate genotypes or some 

might be too closely related to one another to all be full-fledged genotypes. The original genotypes 

that have been used so far are mostly based on partial sequences of the G gene. Analysis in this 

chapter showed that such a small piece of the sequence does not carry enough information to 

determine clusters confidently in phylogenetic analysis. However, old samples are not as readily 

available for sequencing as current samples. Furthermore, RSV is an RNA virus which is very labile. 

That makes it extra difficult to extract full sequences from older samples. There are not enough full 

genomes from samples from the 1960’s, 70’s and 80’ available to determine full genomes from older 

genotypes. It might not be possible to ever do so. Perhaps, we should stop looking back and start with 

a new genotype system based on current and future genomes as we cannot go back in time to collect 

the necessary information to include old genotypes? 
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It is also possible there are just not enough strains sequenced yet to see the evolution of one strain 

over time. It might just look as if there are different genotypes, while in fact, it might just be different 

snapshots of the same virus strain over time with space between clusters where there were not 

enough strains sequenced to see the evolution of said strain. Perhaps, there are a very limited number 

of genotypes which all evolve into slightly different strains which disappear over time. It is hard to 

investigate this hypothesis at the moment as there is just not enough sequencing information 

available to do so. Looking to the future, it would be interesting to investigate much more samples as 

the virus strains will travel around the world and come back mutated to the same places one year 

later. Perhaps, sub-genotypes might be called to life to solve this issue. The same strain will then 

appear as different sub-genotypes, although they all descended from the same strain originally and 

are still closely related to one another and are not actually new genotypes just yet. That idea circles 

back to the question “What makes a new genotype a new genotype?”. 

For measles, genotyping is based on a 450 nucleotide region of the nucleotide gene (N), although, for 

all representative strains, the complete haemagglutinin gene (H) should be sequenced as well (209). 

These are the most variable genes of the measles virus. Representative strains from specific countries 

or strains causing large outbreaks should also be isolated and H should be sequenced. So far, 24 

genotypes have been detected, although not all of them are still active (210). Each clade in 

phylogenetic analysis is assigned with a letter and clusters within a clade are numbered and represent 

genotypes. The genotyping system that was adopted in 1998 contains a set of these representative 

strains against which all new strains should be compared (209). New genotypes can be suggested 

(211), but can only be accepted after virus isolation and approval by WHO (212, 213). The purpose of 

this measles genotype system is extensive. It is a means to track genotypes by surveillance and 

epidemiological investigations, but it also allows identification of sources and transmission pathways. 

It helps to record the global distribution of measles genotypes and measures the effectiveness of 

control and elimination programs. A genotyping system that could do the same for RSV would be the 

most useful. 

Human rhinoviruses (HRV) have been classified based on serology, antiviral susceptibility, nucleotide 

sequence relatedness and receptor usage. In the current system, more than 100 immunologically 

distinct serotypes have been described. Phylogenetic analysis of VP1 has shown a correlation with 

these serotypes (214). So far, three major groups of rhinoviruses have been described, namely HRV-A 

with 74 serotypes, HRV-B with 25 serotypes and the most recent group, HRV-C, which was only 

discovered in 2007 (215). However, sequence analysis of VP4/VP2 has highlighted some complexities 

in this virus group. One of the rhinovirus strains, HRV87, was found to belong to another species, 

human enterovirus D (HEV-D). This species has been shown to carry both rhinovirus and enterovirus 
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characteristics (216, 217). The relatedness between the species was exposed by a study in 2007 that 

showed that HRV-B and HEV both diverged from HRV-A and share a common ancestor (218). Besides 

the intertwining of species, extensive intraspecies antigenic variation has been discovered as well. 

Genotype A21 contains strains that are not neutralised by antiserum of the prototype strain of 

genotype A21, which might be due to newly discovered coding polymorphisms in viral proteins VP1, 

VP2 and VP3 (219). 

It would be impossible to determine full length genomes from all strains worldwide, so it might help 

to determine the smallest part of the genome that is necessary for (sub)-genotyping. To investigate 

which part of the genome that is, the variability of different genes was determined. Obviously, full 

length genomes carry the most information. However, lots of laboratories just do not have enough 

funding and possibilities to determine the full-length genomes of all strains that can be collected. The 

variability of each gene of the RSV genome was determined. It showed that some genes carry a lot of 

background variability (e.g. L and F genes), but G carries the most variability overall and a lot of that 

variability is extraordinarily high in the HVR2 region. Even though L and F are most useful for confident 

phylogenetic analysis, they both carry a lot less variation than G, which would make G the best gene 

to use for genotyping using phylogenetic analysis. On the other hand, F is currently the most targeted 

gene for vaccines, so perhaps a new genotyping system based on the F gene would be most useful in 

the current climate. A large disadvantage would be the lack of F gene sequences available in online 

databases and from older strains at the moment. G has always been the most sequenced part of the 

genome, hence there are over 4 times more G gene sequences available compared to F gene or full 

genome sequences. Unless a big change is made and the entire RSV community stands behind the 

idea of switching from the G gene to the F gene for genotyping, it will not be possible to collect enough 

information that is needed for transitioning to genotyping based on F. There are both advantages and 

disadvantages to using F as the region to base sequencing on, so for now, in this chapter, the G gene 

was still used for genotyping new strains. First, the minimum necessary part for correct genotyping 

was determined. 

The clustering of maximum likelihood trees based on full length genomes was therefore determined 

and compared to clustering of trees based on full G genes and the original partial G gene sequences. 

This analysis was complicated because of the lack of full-length genomes of each genotype. The 

clustering of full G genes is similar to the clustering of full-length genomes, although the bootstrap 

values are lower and branching was less confident. The full-length genome clustering was also 

compared to the clustering based on the HVR2 region of the G gene. This showed a very different 

picture. The ML tree had very low support for most branches and showed different clustering 

compared to both full length and full G trees. It strengthens the hypothesis that the HVR2 region does 
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not carry enough information for confident genotyping of new strains. It is possible it changes too 

quickly and too frequently to confidently track the evolution of this part of the genome. 

These analyses were performed on a selected dataset of sequences which served as full genome 

alternatives to the partial sequences that are currently available for RSV. A selection of representatives 

for each genotype was made and 116 clinical strains were genotyped based on this selection. The 

genotyping was performed on full G sequences to test if this carried enough information for 

genotyping unknown strains. This showed that most RSV strains from England in the seasons 2014-

2015 to 2017-2018 were part of the GA2/TN1/TN2/ON1/ON2 genotype cluster and GA5 genotype 

cluster for RSV A strains. For RSV B, all strains were part of the BA genotypes cluster. 

ML trees based solely on reference sequences had high support. The confidence in the ML trees with 

clinical strains was lower, however, this was to be expected as more similar sequences were found in 

this dataset. The clustering of the strains was quite clear, however, some genotypes seemed to flow 

over into one another. This supports the theory that sub-genotypes might be more useful to label 

these strains. However, these selected alternatives are not necessarily good representatives of all 

genotypes and for some genotypes, there were indeed no good alternatives available at all. 

This analysis also poses the same issues that have been pointed out earlier. This was only a selection 

of reference sequences and this selection determines the outcome of the genotyping efforts. When 

genotyping clinical strains, ideally all studies should use the same dataset of genotype reference 

strains and the same part of the genome for genotyping. An internationally recognised, standard 

reference dataset could be set up which all researchers use for genotyping to overcome this issue. 

However, not all current genotypes have full length references available. It might not be possible yet 

to compose these datasets completely and new (sub-)genotypes might evolve, hence this hypothetical 

dataset should be revised with regular intervals or after big impact discoveries (like ON1). This is a big 

job that would require multiple research groups to sit together and determine the best strategy for 

investigation and to streamline and test the process. Currently, there have been working groups set 

up to do just that. 

Many genotypes have been established in the past and it is clear a standardised way of appointing 

genotypes should be agreed upon, as well as a reference dataset to determine genotypes of clinical 

samples. It should also be revised regularly, because RSV is a virus that evolves at a rate that would be 

expected from an RNA virus, although the HVR2 might evolve quicker than the rest of the genome and 

the evolutionary rate depends on the genotype as well (113, 116, 220, 221). However, with this degree 

of variability in the virus, a very specific question comes to mind. How and when does the virus 

accumulate so many mutations? This virus has no other known host than the human population, so it 
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seems reasonable to hypothesize that variations arise during acute infections in one person, which 

can then be transmitted to another person. If these variations survive the bottleneck of transmission 

and do not succumb when establishing a new infection, the mutations will stay in the population and 

contribute to strain variation and possibly even evolve to become a new (sub-)genotype. 

To be able to test this hypothesis, determining the origin of new mutations and seeing them arise in 

clinical samples, a new method had to be set up. Establishing the consensus sequence is no longer 

good enough, so a method had to be established where all minor variants could be detected as well. 

The set-up, optimisation and use of this method in different clinical cohorts will be discussed in the 

following chapters of this thesis. 
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4. Optimisation of a deep-sequencing method to obtain full length 

genomes of clinical RSV strains 

4.1. Introduction 

Methods to determine consensus genomes from RSV exist, however, deep-sequencing is not common 

practice yet and to determine minority variants, this would be the best way forward. In this chapter, 

a method is optimised to deep-sequence samples to be able to detect minority variants from clinical 

samples. To deep-sequence viruses, enough starting material needs to be available to extract, convert 

to cDNA and amplify to enhance the signal to the background signal of bacterial or host DNA. In acute 

infections with high viral loads, this can be achieved easily. However, even in severe disease, viral 

loads are not always high enough and to investigate less severe disease caused by RSV, lower viral 

loads need to be sequenced as well.  

Since the goal is to research in-host variation and look for minority variants, it is also of interest to 

increase cDNA yield from a sample as much as possible. Therefore, optimisation of cDNA yield was 

performed by using known test viruses, testing different enzymes, two different sets of primers and 

different protocols. The optimised protocol was then used in further experiments in the following 

chapters of this thesis. 

4.2. Characterisation of test viruses 

First, lab grown RSV aliquots were characterised with diagnostic tests to determine viral load and test 

the first protocol with high viral titres. Two RSV strains were tested: RSV A Long and RSV B 9320. These 

are known lab strains and are grown frequently in culture. This test ensured the availability of a large 

batch of RSV with a known viral load that could be used to test different conditions. Extraction was 

performed using the EasyMag® instrument as described in 2.2.4.2. A diagnostic qPCR was performed 

to determine viral titre for all four lab strain aliquots using multiplex PCR as described in 2.2.6.2 after 

RT conversion as described in 2.2.5.2. This showed the multiplex PCR was able to detected the internal 

control in all samples and RSV A was detected in all samples of the RSV A dilution series of dilutions 

up to 1:106 (Figure 4.1). No RSV B was detected in RSV A samples. Similarly, RSV B was detected in all 

samples of the RSV B dilution series up to 1:105 (Figure 4.2). No RSV A was detected in RSV B samples. 

CT values ranged from 16.82 in undiluted RSV A Long to 37.34 in a 1:106 dilution of RSV A Long and 

13.70 in undiluted RSV B 9320 aliquots to 32.48 in a 1:105 dilution of RSV B 9320. Any further dilutions 

did not contain enough virus to measure viral loads. 
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Figure 4.1: Characterisation of RSV A Long CT value in dilution series with multiplex PCR. Red = RSV A, Green = RSV B, Grey = 
Internal Control. 

 

Figure 4.2: Characterisation of RSV B 9320 CT value in dilution series with multiplex PCR. Red = RSV A, Green = RSV B, Grey = 
Internal Control. 

4.3. Testing different enzymes to increase cDNA yield 

The next step was to test the enzymes used in the standard protocol. For all samples, extraction and 

cDNA conversion were performed as described in 2.2.4.2 and 2.2.6.2 respectively. Next, the 

amplification PCR was performed using Pfu Ultra II fusion HS DNA polymerase to test the protocol with 

16 primer pairs covering the entire RSV genome in 15 fragments. The first fragment was tested by two 

different primer pairs. 

Amplification was performed as described in 2.2.7.1 with RSV A Long samples diluted 1:10 to 1:106 

and this showed that all bands were visible when the virus was diluted 1:10 to 1:103 with CT values of 

0

5

10

15

20

25

30

35

40
C

T
V

al
u

e

0

5

10

15

20

25

30

35

40

C
T

V
al

u
e



 Optimisation of a deep-sequencing method to obtain full length genomes of clinical RSV strains 

  Page 144 of 247 

19.71, 23.09 and 26.39 respectively, but dilution 1:104 with CT values of 30.5 started showing missing 

bands on the gel (Figure 4.3). Hardly any bands were visible on the gels from dilutions 1:105 and 1:106 

in which CT values reached 33.17 and 36.54 respectively. Therefore, we used RSV A Long 1:104 dilutions 

to test which enzyme produced more and/or stronger bands and therefore increased the cDNA yield. 

 

 

 

Figure 4.3: RSV A Long sample were diluted in a 1:10 series and amplified with Pfu Ultra II enzyme. Dilution 1:10 (top) showed 
good viral yield for each amplicon, while some amplicons started showing reduced viral yields from the 1:104 dilution onwards 
(bottom).  

A similar test was done with RSV B 9320. In this case, dilution 1:10 to 1:104 all produced strong bands, 

which was in accordance with CT values of 13.70, 17.01, 20.30 and 25.18 respectively. When amplifying 

dilution 1:105 which had CT value 29.34, some bands became weaker or were no longer visible. Dilution 

1:106 had a CT value of 32.48 and only produced 5 visible bands (Figure 4.4). 
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Figure 4.4:  RSV B 9320 samples were diluted in a 1:10 series and amplified with Pfu Ultra II enzyme. Dilution 1:10 (top) 
showed good viral yield for each amplicon, while some amplicons started showing reduced viral yields from the 1:104 dilution 
onwards (bottom). 

Two dilutions were selected producing borderline quantities of amplified material, which were 1:104 

and 1:105 for RSV A and RSV B, to test two different protocols. Current use of PfuUltra II Fusion HS 

DNA polymerase (Pfu) protocol was compared to PlatinumTM Taq DNA polymerase High Fidelity (HIFI) 

protocol. The reagents used only slightly differed from each other as can be seen in Table 4.1. The 

protocols used for each enzyme differed slightly as well as detailed in Table 4.2. 

Table 4.1: Composition of amplification mix for protocol 1 with Pfu and protocol 2 with HIFI. 

 Protocol 1 (μl) Protocol 2 (μl) 

Water  37.75  35.8 

MgSO4  0  2 

Buffer 10X Pfu buffer 5 10X HIFI buffer 5 

dNTPs  1.25  1 

Enzyme PfuUltra II Fusion 

(1U/ml) 

1 Platinum Taq HIFI 

(5U/ml) 

0.2 

Primer mix  2  3 

cDNA  3  3 

TOTAL  50  50 

 

Table 4.2: PCR program used for protocol 1 with Pfu and protocol 2 with HIFI. 

Protocol 1   Protocol 2   

95⁰C 1 minute  95⁰C 10 minutes  

95⁰C 20 seconds  

40 cycles 

94⁰C 30 seconds  

35 cycles 55⁰C 20 seconds 55⁰C 30 seconds 

72⁰C 45 seconds 68⁰C 2 minutes 

72⁰C 5 minutes  68⁰C 5 minutes  
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When comparing each fragment separately, it showed that the Pfu enzyme, buffer and protocol 

combination returned more and brighter bands than the HIFI enzyme, buffer and protocol 

combination. The Pfu combination returned 13 bands from 16 fragments for RSV A Long, while HIFI 

only resulted in 9 bands. For RSV B, a similar result was seen with 16 out of 16 bands with Pfu and 7 

bands with HIFI. It was decided to use the Pfu enzyme, buffer and protocol for further optimisation of 

the protocol (Figure 4.5). 

 

 

Figure 4.5: Comparison of viral yield after the amplification reaction for each fragment (F1 to F15 and F1alt) using PfuUltra II 
Fusion HS DNA polymerase (left) versus PlatinumTM Taq DNA polymerase High Fidelity (right) reagents and protocol. RSV A 
Long (top) and RSV B 9320 (bottom) were tested. 

4.4. Testing different volumes in the protocol to increase cDNA yield 

Next, the volumes of sample in the different steps were tested. The idea was that by eluting nucleic 

acids in 25 μl instead of 100 μl, the nucleic acids are more concentrated and by using more eluted RNA 

for reverse transcriptase, more RNA will be converted to cDNA and using more cDNA for amplification 

will give more amplified PCR product. This was tested according to Table 4.3. The combination of 

elution of nucleic acids in 25 μl and using 42 μl was not practically possible though and was not tested 

as generally not enough volume would be available to perform this protocol on clinical samples. 

Table 4.3: Different protocols were tested based on different volumes in each step. The best protocol for high cDNA yield is 
highlighted in yellow. B was the standard protocol. 

Protocol Elute volume μl of RNA used cDNA used for aPCR 

A 100 15 3 

B 100 15 10 

C 100 42 3 

D 100 42 10 

E 25 15 3 

F 25 15 10 

This resulted in 6 different possibilities for each fragment and these were compared to find the highest 

cDNA yielding protocol. Intuitively, it may seem that eluting in 25 μl and using 42 μl of RNA and using 
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10 μl of cDNA will give the best results, however, primer and enzymes are optimised for set quantities 

of RNA/cDNA. When the quantity is exceeded, this does not necessarily give better results. 

 

 

Figure 4.6: Protocols A, C, D, E and F (left to right) were run for all 16 fragments F of the RSV A Long strain and are shown 
here in lanes side by side per fragment. 

The best results seemed to be produced by protocol C (Figure 4.6). This involved eluting nucleic acids 

in 100 μl and using 42 μl of that RNA for reverse transcriptase. Then, 3 μl of cDNA was used for 

amplification. This was more practical for clinical samples with low volumes and the increased amount 

of cDNA did not improve cDNA yield enough to justify the extra enzyme use. 

4.5. Testing different primer sets 

The previous protocols were all tested by amplifying the RSV genome in 16 separate reactions to 

produce 15 fragments (and fragment 1 twice). Another set of primers was tested where 2 or 3 forward 

and reverse primers were used per fragment so that at least one forward and reverse primer would 

bind the genome, even when variation was seen in the binding site of one of the primers. This was 

done in 6 separate reactions that produced 6 fragments that covered the entire genome as shown in 

Figure 4.7. These primers were based on the publication of complete RSV sequencing by Agoti et al. 

in 2015 (222) as described in 2.2.7.2. 

 

Figure 4.7: Diagram of primer sets used for 6 reaction covering the entire RSV A (left) and B (right) genome. Multiple primers 
are used at the start and end of each fragment to reduce bias by variation in primer binding site. 

The protocol used for these primers was not entirely clear from the publication, so the first try was 

based on the manufacturer’s recommendations for Superscript III RT enzyme and is shown in Table 
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4.4 for reverse transcriptase. This protocol used forward primers in the reverse transcription process 

as described in the publication rather than random primers that were used for reverse transcriptase 

in the test conditions from the previous chapter. 

Table 4.4: Reverse transcriptase using 6 fragment primers for targeted conversion of viral RNA to cDNA in the second set of 
testing conditions. 

Reagents RT mix Volume (µl) 

5X First Strand Buffer 4.0 

0.1 M DTT  2.0 

10 mM dNTPs mix 2.0 

1 μM Primer forward 1.0 

RNAsin 40 U/ul 1.0 

Superscript III RT 200 U/ul 1.0 

RNA 4.0 

RNase-free water  

Final volume 20 

 

The program for reverse transcriptase was 50⁰C for 60 minutes and 70⁰C for 15 minutes to end the 

reverse transcription. The amplification PCR was then performed with the reagents mix as described 

in Table 4.5 for each of the 6 fragments separately.  

Table 4.5: Amplification PCR using 6 reactions with each a set of primers specific for one fragment to cover the RSV genome 
in the second set of testing conditions. 

Reagents aPCR mix Volume (µl) 

10X High Fidelity PCR buffer 5.0 

50mM MgSO4 2.0 

10 mM dNTPs mix 1.0 

Primer mix 4.0 

Platinum® Taq DNA polymerase (5U/μl) 0.2 

cDNA 5.0 

RNase-free water 32.8 

Final volume 50 

 

The program for amplification consisted of a first step at 98⁰C for 30 seconds, then 40 cycles of 98⁰C 

for 10 seconds, 53⁰C for 30 seconds and 72⁰C for 3 minutes and the last step was at 72⁰C for 10 

minutes. However, Figure 4.8 shows that bands were not (clearly) visible on E-gels with this protocol 

and adapted testing conditions had to be designed to improve the results. 
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Figure 4.8: E-gels show little replication of the desired fragments for RSV A Long (left) and RSV B 9320 (right) with the first set 
of testing conditions using 6 sets of primers as described above. 

The next set of conditions, were based on an in-house one-step protocol used for Influenza A and B 

virus amplification. This protocol combined the reverse transcription step with amplification PCR using 

the SuperScript III One-Step RT-PCR System with Platinum Taq High Fidelity DNA Polymerase kit. The 

reaction mix is detailed in Table 4.6 and the program ran on a Thermal cycler, which is detailed in 

Table 4.7.  

Table 4.6: Reagent mix for reverse transcription and amplification of RSV genome in 6 reactions with fragment specific 
primers. 

Reagents One-Step reaction mix Volume (μl) second test 

2X reaction mix 25 

Primer mix  4 

Enzyme mix (SuperScript III + TaqHIFI) 1 

RNA 10 

RNase-free water 10 

Total 50 
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Table 4.7: Program run for one-step reaction PCR. 

Temperature Time  

42⁰C 60 minutes 
Reverse transcription 

94⁰C 2 minutes 

94⁰C 30 seconds 

5 cycles 44⁰C 30 seconds 

68⁰C 3 minutes 

94⁰C 30 seconds 

31 cycles 57⁰C 30 seconds 

68⁰C 3 minutes 

68⁰C 5 minutes  

PCR fragments were run on agarose gels, to show clearer and more detailed bands of cDNA produced 

by these methods. This set of conditions showed more promising results, although fragments 3 and 5 

of RSV A and fragments 2 and 3 of RSV B were replicated less abundantly (Figure 4.9). 

 

 

Figure 4.9: Agarose gels of one-step protocol as described in Table 4.7 with the reagents mixture as described in Table 4.6 for 
RSV A Long (left) and RSV B 9320 (right). The first two lanes contain ladders (1kb DNA ladder by Invitrogen and FastRuler High 
Range DNA Ladder by Thermo Fisher Scientific), the following 6 lanes contain 6 different RSV A fragments. On the next gel, 6 
lanes show 6 different RSV B fragments and 2 ladders at the end of the gel. 
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However, a 1:10 dilution of RSV A Long and RSV B 9320 showed no visible bands whatsoever with the 

same protocol (Figure 4.10). Further dilutions did not show any bands either. 

 

 

Figure 4.10: Agarose gels of one-step protocol for RSV A Long (left) and RSV B 9320 (right) after 1:10 dilution compared to 
previous agarose gel in Figure 4.9 shows no visible bands. The first two lanes contain ladders (1kb DNA ladder by Invitrogen 
and FastRuler High Range DNA Ladder by Thermo Fisher Scientific), the following 6 lanes contain 6 different RSV fragments. 

The last attempt to optimising the conditions, was performing a gradient PCR. RSV A Long’s fragment 

5 was selected to be tested on a gradient PCR in undiluted form and 1:10 dilution. This band was 

clearly visible in the previous testing conditions, but was not the most abundant fragment. The 

gradient would run from 45⁰C to 60⁰C in step 2 of the 31 cycles of the PCR. Other conditions were kept 

identical.  

The gradient PCR showed that a lower temperature would be beneficial to the reaction, but in the 

1:10 dilution of RSV A Long (with a CT value of 20), this still showed a rather weak band (Figure 4.11). 

Therefore, this method was deemed unsuitable for clinical samples which reach far lower viral loads 

than the ones tested here. 

 

 

Figure 4.11: Agarose gel of RSV A Long fragment 5 was tested in a gradient PCR spanning 45⁰C to 60⁰C in 12 steps with an 
undiluted sample (left) and a 1:10 diluted sample (right). The first two lanes contain ladders (1kb DNA ladder by Invitrogen 
and FastRuler High Range DNA Ladder by Thermo Fisher Scientific), the following lanes contain the RSV fragment. 
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4.6. Discussion 

There are several factors that can influence the use and range of an experiment. Each step should be 

optimised to end up with the best possible protocol. However, practicalities should not be left out of 

consideration and a perfect protocol is not of any use if it cannot be performed on clinical samples. 

In this subchapter, several testing conditions were evaluated: total nucleic acid extraction, enzymes 

for reverse transcriptase and volumes, and primers and primer pairs. Other papers from experts in the 

field were used as inspiration for protocol optimisation (222).  

A standard protocol was adapted for the specific purpose of increasing cDNA yield to be able to 

identify minor variants. The following protocol was derived from the experiments: elute nucleic acids 

in 100 μl, use 42 μl of those nucleic acids for reverse transcriptase with PfuUltra II Fusion HS DNA 

polymerase and buffer, following the complementary protocol instructions. Then, use 3 μl of cDNA for 

16 separate PCR reactions, each with their own primer pair. This resulted in the best practical protocol 

for the purpose of deep-sequencing clinical samples and looking for minor variants in these samples. 

With more funding, further optimisation would have been done by re-testing all primer pairs or by 

using elements from the two primer strategies together. Combining some of the primers from the set 

of 16 with new primers to amplify larger parts of the genome (as was done in the protocol based on 

the paper by Agoti et al. (222)) could have resulted in good outcomes too. 

This new, optimised protocol made it possible to try and deep-sequence clinical samples. This protocol 

was used in combination with Illumina MiSeq standard protocols in the following chapters of this 

thesis. 
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5. Optimisation of cell culture experiments to grow RSV from clinical 

samples 

5.1. Introduction 

In previous chapters, the variability of each RSV gene and between strains was investigated. RSV 

infection can cause severe disease, although asymptomatic infections occur as well. Cell culture 

experiments were set up to link the genetic information to cytopathology. Clinical samples are 

valuable and scarce, so experiments were optimised using viral laboratory strains and then with 

clinical-like samples. 

The aim of the first experiment was to learn to work with cell culture, recognise RSV cytopathology 

and master viral seeding and harvest. The experiment was set up with a strain used for human 

challenge studies with RSV, i.e. RSV Memphis-37 (M37).  

In this experiment, the best time for harvesting RSV from cell culture was investigated. Microscopy 

was used to examine the cytopathic effect (CPE) and photos were taken to document these findings. 

Viral titres were verified by conducting plaque assays of samples at all different time points and viral 

RNA loads were determined by performing qPCR. The viral aliquots that were characterised with these 

methods were used for further optimisation experiments. 

In the second experiment, more clinically relevant samples were produced to test if it was possible to 

grow RSV from clinical samples, which contain much more than just virus. To know how much virus 

had to be present to be able to successfully infect cell culture, “clean” nasal lavages from an uninfected 

donor were spiked with a known concentration of virus. The RSV M37 that was characterised in the 

previous experiment was used here to spike the nasal lavage aliquots. Microscopy was used to 

document CPE and to determine the presence of bacterial infection. Uncontaminated virus was 

harvested and viral titre determined by plaque assay and qPCR. 

This chapter will discuss the optimisation and results of these experiments. 

5.2. Optimisation of culture and characterisation of RSV M37 

The amount of virus needed to infect cell culture and successfully replicate the virus is well 

established. The lab strain chosen for these experiments was RSV M37, a strain used for human 

challenge studies and therefore well characterised. The time of harvest is one of the factors that differs 

between laboratories; a Standard Operating Protocol (SOP) previously set up in our lab states that 

virus should be harvested when the cytopathic effect is 50%. To test this SOP, an experiment with 

different harvesting times was set up and CPE was documented through microscopy photos to 
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compare CPE at different times. Viral titres were then verified with plaque assays to find the best time 

to harvest RSV and attain the highest yield. 

5.2.1. Temporal optimisation of RSV harvest from cell culture 

Seven T175 flasks were seeded with 10 million Human Epithelial type 2 (HEp2, ATCC) cells. Once they 

were 80% confluent, one of the flasks was mock infected with cell medium, while the other six flasks 

were infected with RSV M37 from our virus stock at a multiplicity of infection (MOI) of 0.1. After 24 

hours, the cytopathic effect was checked twice daily. At 31, 55, 72, 74, 76, 78 and 80.5 hours post 

infection (hpi), the CPE was recorded by microscopy photos and at all time points except 31 hpi, one 

flask was harvested as described in 2.2.2. Cell medium was not changed during this time. The 

harvested virus was snap frozen and kept in liquid nitrogen in 1 ml aliquots. The harvesting process 

was performed in the same way until all flasks were harvested and ready for further processing.  

At 31 hpi, the first syncytia and dying cells were visible under the microscope in the infected flasks, 

while the mock infected flask only showed cells growing to 100% confluence. At 55 hpi, syncytia were 

bigger and more dying cells were detected. These look like white, round cells that are floating on the 

surface (see arrows on Figure 5.1). The mock infected flasks had grown to 100% confluence and some 

cells started to die as well, although not as abundantly as seen in infected flasks. 

At this point, a first flask was harvested and virus was snap frozen and stored in liquid nitrogen (Figure 

5.2). The next day, at 72 hours post infection, the next flask was assessed and harvested. By this point, 

the mock infected flask started showing more dying cells and the infected flask already showed 40-

50% cell death with gaps in the cell layer. Cells were either part of syncytia or dying and filaments 

connecting several syncytia were seen as well (see circled in Figure 5.1). 

These steps were repeated every 2 hours from then onwards, assessing and harvesting flasks at 74 

hours, 76 hours, 78 hours and 80.5 hours post infection (Figure 5.2). In the mock infected flask, 

increasing numbers of dying cells were seen and the number of dead cells in the infected flasks 

increased as well. Syncytia broke up and became less prevalent and medium became acidic, as shown 

by the media changing colour from red to orange and yellow in both infected and mock infected flasks. 

 

Figure 5.1: Timeline of photos and harvest of infected flasks. Square = photo, star = harvest of one flask. 
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Figure 5.2: Microscopy photos of HEp2 cells infected with RSV M37 and mock infected at different time points. Dead cells 
looked like white spots and were floating in the medium (circled in black). 
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5.2.2. Characterisation of RSV M37 samples grown in cell culture 

5.2.2.1. Characterisation via plaque assays 

The next step was to quantify the amount of viable virus and characterise the harvested virus further. 

This was managed by conducting plaque assays as described in 2.2.3 followed by qPCR to determine 

the amount of viral RNA in the sample. If many defective particles were produced during cell culture, 

the viral load determined by qPCR might be high, while a plaque assay might indicate less infectious 

virus than expected. Plaque assays were performed on aliquots from all different time points, while 

qPCR was carried out on the sample with the highest plaque-forming unit (PFU) as this was considered 

to be the sample harvested at the best time point and used for further experiments. 

First, the amount of infectious virus harvested at each time point was determined by plaque assays. 

HEp2 cells were seeded in 96 well plates and aliquots from each time point were thawed. The virus 

was titrated out and a starting dilution of 1 in 10 was prepared in Phosphate Buffered Saline (PBS). 

From there, 1 in 2 dilution series were set up until 12 dilutions were prepared from each aliquot. 50 

l of virus was added to the wells in duplicates and incubated. After 24 hours, the cells were fixed and 

stained. Plaques were manually counted for each time point and in three different wells per row: one 

well where the dilution showed about 50 plaques and one well with a lower and one well with a higher 

dilution. The PFUs were calculated using the average of the three wells per time point in Equation 5.1.  

PFU =  number of plaques ∗  dilution ∗  20/ml 

Equation 5.1: Equation to calculate the number of plaque forming units per ml of viral sample. 

PFUs of all six time points were determined. The average PFUs ranged from 3.1E6 at the first time 

point to 8.3E5 at the last time point (Table 5.1). For each aliquot, the duplicate rows showed PFUs in 

the same order of magnitude. The results showed that the viral titre was a lot higher when harvested 

at the time that infected cells were showing CPE, but did not die yet (Figure 5.3). Once cells had died 

and detached, the number of viable viral particles decreased. The ideal time of harvest seems to be 

the moment right before cells start to die and detach. 

 

 

 

Table 5.1: Viral load of samples at different times of harvest in PFU/ml. Equation 5.1 was used to calculated the PFU of the 
first and second dilution series. The average was calculated from these two rows. 

  First dilution Second dilution Average 
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55 hpi 2.9E6 3.3E6 3.1E6 

72 hpi 1.3E6 1.1E6 1.2E6 

74 hpi 1E6 8.7E5 9.3E5 

76 hpi 1.1E6 1.3E6 1.2E6 

78 hpi 1E6 6.7E5 8.6E5 

80.5 

hpi 

8.9E5 7.7E5 8.3E5 

 

5.2.2.2. Statistical analysis on effects on viral yield of sonication during virus harvest 

There were two samples that were not sonicated during harvest and these seemed to show slightly 

lower viral loads than expected. There are not a lot of statistical tests that can be done on such little 

data, but a prediction model based on the sonicated sample data could show whether the data points 

from unsonicated samples fell within the predicted range. Therefore, a linear regression model was 

calculated with R to further investigate that hypothesis. However, it is unsure that viral load follows a 

linear decline over time after cells start to die rather than an exponential decline as most studies focus 

on viral growth or decline after admission of interfering substances. Therefore, this analysis may not 

be correct and is just to explore the idea that sonication does improve viral yield. 

 

Figure 5.3: RSV M37 viral load from HEp2 cells harvested at different time points with a linear regression line in green 
calculated from sonicated samples only and 95% confidence intervals in grey. Green points = sonicated during harvest, red 
points = not sonicated during harvest. 



 Optimisation of cell culture experiments to grow RSV from clinical samples 

  Page 158 of 247 

The linear regression model was calculated using R and using data from sonicated samples only (Figure 

5.3). The estimated coefficient showed that the viral load dropped with 92,437 ± 5,206 PFUs with 

every hour after 55 hours post infection. The p-value was 0.00316 which meant the null hypothesis 

(no change in viral load over time) could be rejected and the chance of this correlation being 

coincidental was less than 0.316%. 

Since this was a prediction model, the quality should be checked. The residual standard error showed 

that this linear regression might be deviating 105,800 PFUs from the true fit. The multiple R2 is 0.9937 

indicating that this model fit the experimental data very well and the F-statistic confirms this with a 

value of 315.3 (Table 5.2). The points from the unsonicated samples fell just outside of the 95% 

confidence interval (Figure 5.3). This suggests sonication might increase viral yield during harvest. 

When comparing this data to a linear regression model including all data, it was noted that the 

estimated coefficients were similar and indicated a significant correlation, but there was a tighter fit 

when using only sonicated data as seen from the higher residual standard error and lower R2 data and 

F-statistic (Table 5.2). 

 

Table 5.2: Summary table of linear regression calculation in R of sonicated samples compared to all samples taken together. 

  Sonicated samples All samples 

R formula lm(Average ~ HPI, SonT) lm(Average ~ HPI, CellCul) 

Intercept 8,188,819.42 8,133,664.75 

Slope -92,437.35 -93,386.27 

n 2 2 

Slope of Standard 
Error 5,205.74 11,247.87 

R2 0.99 0.95 

Adjusted R2 0.99 0.93 

F-statistic 315.30 68.93 

p-value 0.003 0.001 

 

5.2.2.3. Characterisation via qPCR 

Once the PFU was determined for all time points, the sample with the highest PFU was chosen to 

investigate the amount of viral RNA via qPCR. An aliquot was thawed and complete nucleic acid 

extraction was performed as described in 2.2.4.1. Immediately after, cDNA conversion was performed 

as described in 2.2.5.1. The amount of cDNA was quantified using qPCR with primers recognising a 

sequence of 70 base pairs in the beginning of the N gene and a FAM- and TAMRA-tagged RSV pan-A 

probe (see 2.2.6.1.). 
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10-fold dilutions were set up starting at 1 in 10 and going to 1 in 1,000,000 to determine the viral load 

(in copies/ml) and CT value. All samples for qPCR were tested in duplicate to ensure correct 

quantification of viral cDNA for this virus stock that was used in later experiments. 

The standard used for this qPCR was a series of 10-fold dilutions set up specifically for this purpose 

and the quantities ranged from 1,000,000/ml to < 1/ml. This standard curve was plotted on a graph 

comparing the cDNA quantity and CT values and the sample dilution series was plotted on this same 

graph to check if the qPCR worked well and if the dilution series was set up correctly (Figure 5.4). The 

graph showed a linear relation for both the standard series and sample dilution series confirming that 

the qPCR was successful. 

 

Figure 5.4: Samples align along the standard curve indicating a successful dilution series. Red = standard, green = samples. 

Figure 5.4: Samples align along the standard curve. Red = standard, green = samples. 

The viral cDNA load in the 1 in 10 dilution duplicates is 1,303,490 and 1,454,671. This corresponded 

to CT values of 18.1 and 18.0 respectively. Lower dilutions were all with similar orders of magnitude 

for each duplicate and the lowest dilution, 1 in 1 million, had quantities of 4.79 and 2.77 with 

corresponding CT values of 33.9 and 34.6 respectively (Table 5.3). 

Table 5.3: qPCR results of 10-fold dilution series of RSV M37 grown in cell culture. 

Well Dilution Cт value 
Quantity 
(/ml) 

A1 1:10 18.11 1303490 

A2 1:10 17.97 1454671 

A11 Standard 18.06 1000000 

A12 Standard 18.06 1000000 

B1 1:100 20.84 150688 
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B2 1:100 20.48 199352 

B11 Standard 21.28 100000 

B12 Standard 21.30 100000 

C1 1:1000 24.51 8209 

C2 1:1000 24.35 9370 

C11 Standard 24.44 10000 

C12 Standard 24.91 10000 

D1 1:10,000 27.94 544 

D2 1:10,000 27.83 593 

D11 Standard 27.23 1000 

D12 Standard 27.39 1000 

E1 1:100,000 31.19 42 

E2 1:100,000 30.93 51 

E11 Standard 30.96 100 

E12 Standard     

F1 1:1,000,000 33.92 5 

F2 1:1,000,000 34.61 3 

F11 Standard 32.40 10 

F12 Standard 33.05 10 

G11 Standard 35.36 1 

G12 Standard 35.90 1 

H11 Standard Undetermined   

H12 Standard Undetermined   

 

Another check of duplicate results was performed by drawing an amplification plot of the qPCR. This 

graph plotted the number of cycles in the PCR and the ∆Rn value, which is the difference in fluorescent 

signal between the reaction signal and background signal. Figure 5.5 shows that all duplicated samples 

showed the same threshold detection level of fluorescence in the same PCR cycle. This indicated that 

the qPCR ran successfully. 
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Figure 5.5: Amplification plot of viral stock showing amount of fluorescence detected per PCR cycle of duplicates of sample 
dilution series. 

5.3. Optimisation of viral culture from clinical samples 

In this chapter I have described the way that viral stock was grown in cell culture and characterised by 

plaque assays and qPCR. The virus collected in this way was used for comparison with clinical samples. 

The lowest CT value encountered in children in hospital with bronchiolitis at ICCRU was 18 and the 

data from the qPCR showed the viral load ranged from a CT of 17.97 in a 1 in 10 dilution to a CT of 34.6 

in a 1 in 1 million dilution. This covered the range of viral load that were seen in clinical samples and 

which could be sequenced easily. 

CT values higher than 30 were seen as well, but were too high to sequence. The range that was tested 

with qPCR was ideal to try and test if they could be grown in vitro. Clinical samples contain material 

other than virus, but using precious clinical samples for optimisation was not an option, so samples 

were constructed to be a clinically relevant as possible without wasting actual clinical samples. 

The next experiment was therefore to investigate the minimum viral load necessary for growing 

clinical samples in cell culture. To make sure the viral load put in culture was known, 900 μl “clean” 

nasal lavage from a healthy donor was used and this was spiked with 100 μl of virus of a known 

quantity for each sample. A 10-fold dilution series set up starting from 1:10, which was done by 100 

μl of virus stock in 900 μl of “clean” nasal lavage. Six more 1 in 10 dilutions were set up until a range 

of 1 in 10 to 1 in 10,000,000 was reached. This was similar to an infection of MOI 0.05 to 0.00000005. 

Photos were taken with a microscope to document CPE and virus was harvested when the cytopathic 

effect was greatest, but cell death had not taken over yet. 
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Photos in Figure 5.6 showed big syncytia in flasks with 1:10 to 1:1000 dilutions and smaller syncytia in 

1:10,000 dilution. The flasks with dilutions of 1:100,000 to 1:1,000,000 showed some attempt at 

syncytium formation, but these were rare and there was no wide spread CPE in these flasks. 

 

Figure 5.6: Microscopy photos of HEp2 viral cultures of clinical-like samples in 10-fold dilutions. 
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Figure 5.7: Big syncytia show threads when surrounding cells are dying (black arrows). 

Bigger syncytia showed filaments reaching out to cells (Figure 5.7), although it is not clear whether 

these are from dead cells, retraction of cells that were being pulled into syncytia or filaments growing 

towards other cells. This might be a way of transporting viral particles to other cells without having 

budding viral particles and it could be a way of evading the immune system. However, this is 

experiment was unfit to investigate that hypothesis. 

After growing these clinical-like samples in vitro, plaque assays were performed to check the amount 

of viable virus after harvesting and if culturing of samples in vitro was successful. The amount of viable 

virus used to spike the nasal lavage was known as plaque assays were performed on the aliquots in 

the previous part of the chapter. The plaque assays showed that the viral load harvested from culture 

of the clinical-like samples had PFUs ranging from 311,040 in a 1 in 10 dilution to undetectably low 

amounts in dilutions of 1 in 100,000 and 1 in 1 million. All detectable PFUs were in the same order of 

magnitude as expected from the viral load that was used for infection (Table 5.4).  

Table 5.4: PFU/ml of seeding virus for each dilution and of harvested virus. 

Dilution PFU/ml of seeding virus  PFU/ml of harvested virus 

1:10 3.1E5 2.3E5 

1:100 3.1E4 2E4 

1:1000 3.1E3 3.1E3 

1:10,000 Estimated at 311 600  

1:100,000 Estimated at 30 Unable to determine 

1:1,000,000 Estimated at 3 Unable to determine 
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5.4. Discussion 

I learned several techniques during the experiments in this chapter, like cell culture, growing and 

harvesting virus, plaque assays, microscopy and RT-qPCR.  

This chapter discusses the set up and optimisation of growing clinical samples in vitro and what is 

necessary to be able to do that. The results indicate that the best time of harvest is the point where 

the cytopathic effect is greatest and the number of dead cells is lowest. Once a cell dies, the virus 

cannot replicate and the number of viral particles declines. In these experiments, that time was 55 

hours post-infection. However, there are no data from earlier time points and the gap with the next 

time point is too big to conclude this time as the best time for harvest. This time might differ between 

various RSV strains and it would have been an interesting fact to analyse if there was more time.  

Characterisation of the first time point indicated that the viral load of the N gene was over 13 million 

per millilitre. Multiple mRNA strands of the N virus are produced, however, it is generally known that 

some RNA is lost during the freeze-thaw cycle and during extraction and it is impossible to know how 

much, so even more copies might be produced. Further experiments with engineered RSV carrying 

fluorescently-labelled N proteins, for example by adding the sequence for Green Fluorescent Protein 

(GFP) to the sequence of the N gene, which then infects cell culture could provide us with more 

information on the number of N proteins that are produced during infection. Combined with 

fluorescent photography, the number of N proteins per viral particle could be investigated and other 

proteins might be investigated in a similar way. 

After testing whether clinical-like samples can be grown in culture, it is clear that a sample needs a CT 

value under 30 to grow with any visible cytopathic effect and any detectable viral titre with plaque 

assays. It has proven possible to culture clinical samples with higher viral loads and with visible 

syncytia.  

If clinical samples have been sequenced and show distinctive characteristics, these could be selected 

to be grown in culture to determine the mutation rate, but also replication rate and ability to induce 

cytopathic effect and the speed at which this happens. This would be the best way to start 

investigating the effect of mutations on clinical disease. Comparing different strains to each other can 

show whether these characteristics have any effect on the pathology induced by the virus or not. 

If certain characteristics seem to influence the pathology induced in vitro, further experiments, like 

gene expression studies, can shed light on the cellular pathways that might be differentially activated 

by different strains. Certain mutations in the F protein have already shown to influence mucin 

induction and cytokine production (143). Besides overall differential gene expression, single-cell 
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sequencing can be used as well to find differences between infected and neighbouring uninfected 

cells. Via flow cytometry, cells are sorted in e.g. infected and uninfected neighbour, but also epithelial 

or immune cell, or other categories. Then, all RNA of individual cells is sequenced and can show the 

differential expression of cytokines and pathways that are known to be up or down regulated, but 

unknown factors can be identified this way as well. By comparing this to mock infected cells, a clear 

light can be shed on the workings of the cell while infected with RSV with specific characteristics, like 

a duplication in the G gene or specific mutations in the F gene. 

  



 Minority variant detection in clinical samples of community and hospitalised patients 

  Page 166 of 247 

6. Minority variant detection in clinical samples of community and 

hospitalised patients 

6.1. Introduction 

In this chapter, clinical samples from patients infected with RSV were sequenced using the newly 

established methods from the previous chapter. The clinical samples were from two different severity 

settings, namely community and hospital samples, and whole-length genomes were determined. The 

samples were spatiotemporally matched and ages from the infected infants were matched as well 

between the two groups. Consensus genomes were used for phylogenetic analysis and to establish 

the genotype of each clinical sample. Furthermore, the amount of variation in community versus 

hospital samples was investigated and the variants found in each sample were probed in more detail. 

The aims of this chapter were to apply the optimised methods from the previous chapter to clinical 

samples, assemble genomes without having a reference genome to start from, perform quality 

control, analyse the sequencing results by genotyping the samples and performing phylogenetic 

analysis, and in-depth variant calling analysis. Moreover, the reason why some samples produced 

lower quality data was explored and the results from two disease severity groups were compared.  

First, the samples were selected based on several characteristics that were discussed and pinned down 

beforehand. The characterisation of the selected samples is detailed in the first part of this chapter. 

In the second part, the sequencing and quality control of the data is described. This is followed by a 

subchapter on phylogenetic analysis and genotyping. This part depicts the sequences that were 

recovered, their genotypes and where they could be placed in the general RSV population. Finally, the 

last part spells out each variant that was detected in these samples, what their prevalence was and 

how that differs between the disease severity groups. 

6.2. Characterisation of samples 

The samples used to test the newly established methods were from two different cohorts. Community 

samples were obtained from a collaboration of PHE with the Royal College of General Practitioners 

(RCGP). General Practitioners sent nasal and/or throat swabs of patients suspected of having 

respiratory viral infections to PHE where samples were tested for RSV amongst other viruses, and viral 

loads were determined via multiplex qPCR as described in 2.2.6.2. These samples were aliquoted and 

kept at -80°C at PHE.  

Samples from hospitalised patients were retrieved via the Imperial College Healthcare NHS Trust 

hospitals and stored at -80°C at the Tissue Bank in the Charing Cross hospital. These were 
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nasopharyngeal aspirates and nasal swabs from infants with severe RSV infection needing 

hospitalisation and supportive care or intubation. 

6.2.1. Describing the clinical data from two cohorts 

This part of chapter 6 will discuss the selection process of the samples and the clinical data of the two 

cohorts that will be compared. Eight samples were selected from each cohort to test the NGS methods 

and to compare the prevalence of genetic variance. The goal of this part of the study was to select 

samples in such a way that it would control for any differences in clinical data that could affect RSV 

sequence variance between community samples and hospital samples. Therefore, the samples were 

spatiotemporally matched to avoid bias caused by local strains that might emerge in different regions 

or during different seasons. It is difficult to determine which infants had a primary or secondary 

infection, so patient samples were age-matched to keep that bias as low as possible. The viral load (CT 

value) had to be lower than 30 to be selected, because a higher CT value indicates there is too little 

qualitative RNA for sequencing. 

Table 6.1: Clinical data of 16 selected clinical samples from community and hospital cohorts. 

  Cohort 

Viral Load 

(CT) 

Date of 

collection 

Place of 

collection 

Age of patient 

(months) 

Sample1 Community 26.64 07/01/2016 Bristol 3m 

Sample2 Community 29.14 12/11/2015 Kent 6m 

Sample3 Community 19.04 07/12/2015 Cambridge 6m 

Sample4 Community 23.93 07/11/2015 Bristol 7m 

Sample5 Community 19.08 19/01/2016 Bristol 7m 

Sample6 Community 19.94 09/11/2015 Portsmouth 9m 

Sample7 Community 22.73 09/12/2015 Kent 10m 

Sample8 Community 25.96 10/11/2015 Kent 11m 

Sample9 Hospital 27.47 15/01/2016 London 3m 

Sample10 Hospital 18.30 30/11/2015 London 6m 

Sample11 Hospital 23.52 19/11/2015 London 6m 

Sample12 Hospital 29.05 15/12/2015 London 7m 

Sample13 Hospital 23.09 15/12/2015 London 7m 

Sample14 Hospital 25.02 16/11/2015 London 9m 

Sample15 Hospital 28.67 17/11/2015 London 10m 

Sample16 Hospital 25.76 10/12/2015 London 11m 
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The first selection contained eight samples from community patients and eight samples from hospital 

patients that were matched (Table 6.1). All samples were from the 2015-2016 season (Figure 6.1) and 

were age-matched between community and hospital samples. The samples were collected over a 

period of 10 weeks and 4 days. The first sample was collected on the 7th of November 2015, while the 

last samples was collected on the 19th of January 2016. The samples in each cohort were from one 

patient aged 3 months, two of 6 months, two of 7 months, one of 9 months, one of 10 months and 

one of 11 months old. These ages were matched between the two groups to reduce age-related bias, 

like primary or secondary infection (Figure 6.1).  

 

Figure 6.1: Date of collection and viral load were not associated with each other. Disease severity did not influence viral 
load in these selected samples (left).  Age and viral load were plotted against each other and were not correlated (right). 

Besides temporal and age matching, samples were collected in the same region, namely the south of 

England. Community samples ranged from Cambridge (the most northern point of collection) to 

Portsmouth in the south of England, Kent area in the east to Bristol as the most western point of 

collection. All hospital samples came from London, which lies in the middle of the quadrangle that 

covers the area from which the community samples were collected (Figure 6.2). 
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Figure 6.2: Map of the south of England detailing the farthest north, east, south and west points of the area from which 
community samples were collected. Hospital samples all came from London which is located in the middle of this area. 
Made via www.scribblemaps.com. 

6.2.2. Statistical testing to identify viral load variance in two cohorts 

The aim of this chapter is to study the difference in genetic variance between community and hospital 

samples from patients with RSV infections. In the previous part, clinical data was employed to create 

two similar cohorts with different disease severity. This part will discuss the investigation into the viral 

load and whether there is a difference between the selected samples from each cohort, since this can 

also affect the genetic variance that will be studied later. Viral load can affect the amount genetic 

variance in a sample. If there is a higher viral load and therefore more genetic material, the possibility 

of developing variants is higher as well. This would not be related to disease severity, so it has to be 

checked before further experiments are performed. Besides that, viral load could affect disease 

severity regardless of the genetic variation in the sample and therefore this bias was tested for with 

statistical tests. 

First, the cohorts were inspected by summarising the data for community and hospital samples 

separately (Table 6.2). The minimum CT value for community and hospital samples was 19.04 and 

18.30 respectively, while the maximum CT value was 29.14 for community samples and 29.05 for 

hospital samples. The median differed with 2.07 and the mean values were 23.30 and 25.11 for 

community and hospital samples respectively.  

 

http://www.scribblemaps.com/
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Table 6.2: Summary table of viral loads from community samples (top) and hospital samples (bottom) and the results from 
the Shapiro-Wilk test. 

Summary of community samples Shapiro-Wilk test 

Minimum 1st Quadrant Median Mean 3rd Quadrant Maximum W p-value 

19.04 19.72 23.32 23.30 26.12 29.14 0.92361 0.4598 

 

Summary of hospital samples Shapiro-Wilk test 

Minimum 1st Quadrant Median Mean 3rd Quadrant Maximum W p-value 

18.30 23.41 25.39 25.11 27.77 29.05 0.92968 0.5132 

 

Besides a numerical summary, three plots were produced to further probe the data. First, a boxplot 

was created to compare the cohorts, then a density plot and Q-Q plot for each cohort were created 

to assess normality of the data of each group (Figure 6.3). The normality of the data was also tested 

statistically with the Shapiro-Wilk test. As a caveat, note that the sample groups are very small and 

not ideal to run statistics on. Therefore, these statistics must be interpreted with great care. The 

boxplot showed that the viral load was not entirely equally distributed. The density plots of both 

cohorts failed to show a bell curve as would be expected from normally distributed data. This might 

be due to the low number of samples in this test. However, the Q-Q plots did show that the data 

stayed within the confidence intervals as would be expected from normally distributed data. The 

Shapiro-Wilk normality test showed no significant p-value for community (p-value of 0.4598) or 

hospital (p-value of 0.5132) cohorts, hence normality could be assumed. The W value of the Shapiro-

Wilk normality test did hint at non-normal distribution of the data. 

Keeping all of this in mind, three tests were run to check if there was any significant difference in viral 

load between the two cohorts. First, a two-sample t-test was run on the viral load data comparing the 

community and hospital groups with a confidence level of 95%. This test assumes normality and the 

Shapiro-Wilk test did suggest normally distributed data (although this was not entirely convincing in 

general). The p-value returned from this test was 0.3402 and indicates there is no significant difference 

in the viral load. 

As is it possible the data was not normally distributed, but it was not picked up due to the small sample 

size, the data was log-transformed and the test was run again. This returned a p-value of 0.3434 and 

confirmed the findings of the first data. Transforming the data by exponent, square or square root did 

not result in a different outcome for this test. Therefore, a third test was run. The Mann-Whitney-

Wilcoxon test (MWW) was used as this is the alternative for non-normally distributed data. This 
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returned a value of 0.5054 confirming once again what was calculated by the two-sample t-test. The 

conclusion was that there was no significant difference in viral load between the two cohorts and it 

could be assumed that differences in variation between the groups were not due to viral load 

differences. 
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Figure 6.3: (a) Boxplot of community and hospital samples comparing the distribution of viral load. (b) Density plots of viral 
loads for community (left) and hospital (right) cohorts. (c) Q-Q plots of viral load data for community (left) and hospital 
(right) cohorts. 

6.3. Sequencing and quality control 

In the previous chapter, the optimisation of sequencing of RSV samples is described and this newly 

established workflow was used for deep-sequencing of the samples from both the community and 

hospital cohort. All samples were extracted with NucliSENS® easyMag®, converted to cDNA, amplified 

in 16 fragments, which was checked on E-gels, cDNA quantified and sequenced with Illumina MiSeq 

(see 2.2.4.2, 2.2.5.3, 2.2.7.1, 2.2.8.2, 2.2.1 and 2.2.3 respectively). The output files were Fastq files and 

were first assembled with SPAdes as described in 2.3.2.1. Then, a reference sequence was determined 

by BLASTing contigs and looking through the available online databases. Secondly, the reads were 

mapped against the reference sequence that was returned by BLAST as described in 2.3.2.2. The 

output file of BWA assembly was used to create a consensus sequence from the reads and the reads 

were then mapped against the obtained consensus sequence of the sample to look for variants. The 

genome coverage was plotted in R to inform about the read depth and therefore the success of whole-

genome retrieval (Figure 6.4). Quality checks were performed using general statistics generated by 

samtools and FastQC as described in 2.3.2.3. 

Sample 1 from the community cohort failed to deliver a sequence. There was not enough PCR product 

generated from the sample to be sequenced. Most bands that were distinguishable for this sample 

were too low on the gel indicating the cDNA fragments were too small for what we expected to find 

(fragments ranging from 1168 to 1520 bp). Two partial sequences were acquired, namely from sample 

2 and sample 8. The E-gels showed the presence of clear bands for some of the fragments and were 

absent for other fragments. These missing bands indicating missing fragments were mirrored in the 

plots of the read depth. Five full RSV genomes were recovered, namely sample 3, 4, 5, 6 and 7. These 

samples showed much clearer E-gels with brighter bands and bands that were not smeared out. The 

partial or failed samples all had CT values higher than 26.0, while all complete sequences samples had 
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CT values lower than 23.9 (Table 6.1). An overview of the output data from the quality control is 

collected in Table 6.3. 

Out of eight hospital samples, two failed to provide sequences, namely sample 11 and 14. The E-gels 

showed few clear bands of the right size and lots of smearing on the gel. Sample 10, 12 and 16 resulted 

in a partial sequence. The E-gels showed this might happen with some bands of the right size and 

some missing bands for other fragments of the genome. Samples 9, 13 and 15 showed the best E-gels 

out of all hospital samples and generated complete sequences. All samples that produced smeared 

gels with RSV A primers were run again with RSV B primers to confirm their subtype. All samples 

produced better gels with RSV A primers apart from sample 10. NGS was performed on the cDNA 

which showed the best bands on their gel. 

 

Figure 6.4: Sample 2 data is shown on the left, sample 5 data is shown on the right. E-gels show bands if fragment contains 
good amounts of PCR product for sequencing. Marker (M) size is explained at the left of the E-gel picture. 

 

Table 6.3: Summary output of FastQC quality control from bam file produced by mapping of the reads against the 
consensus sequence. The accession number refers to the strain used as reference during initial mapping of the reads to 
produce the first bam file. %GC = overall GC content of reads. 

  

Accession 

number 

Retrieved 

sequence Data file 

Total number 

of mapped 

reads 

Reads 

flagged as 

poor quality 

Read 

length %GC 

Sample 1   Fail 
Raw data forward reads 75511 0 50-151 48 

Raw data reverse reads 75511 0 50-151 48 

Sample 2 KU950592.1 Partial 

Raw data forward reads 75667 0 50-151 45 

Raw data reverse reads 75667 0 50-151 45 

Bam file 151374 0 30-151 45 

Sample 3 KU950523.1 Complete 

Raw data forward reads 135033 0 50-151 36 

Raw data reverse reads 135033 0 50-151 36 

Bam file 271973 0 30-151 36 

Sample 4 KX765948.1 Complete 
Raw data forward reads 158490 0 50-151 45 

Raw data reverse reads 158490 0 50-151 44 
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Bam file 317242 0 30-151 45 

Sample 5 KX765948.1 Complete 

Raw data forward reads 227909 0 50-151 34 

Raw data reverse reads 227909 0 50-151 34 

Bam file 456005 0 30-151 34 

Sample 6 KU950540.1 Complete 

Raw data forward reads 109795 0 50-151 35 

Raw data reverse reads 109795 0 50-151 35 

Bam file 219845 0 30-151 35 

Sample 7 KC731482.1 Complete 

Raw data forward reads 136986 0 50-151 37 

Raw data reverse reads 136986 0 50-151 37 

Bam file 274401 0 31-151 37 

Sample 8 JX627336.1 Partial 

Raw data forward reads 157733 0 50-151 40 

Raw data reverse reads 157733 0 50-151 40 

Bam file 315526 0 31-151 40 

Sample 9 KM360090.1 Complete 

Raw data forward reads 158655 0 50-151 39 

Raw data reverse reads 158655 0 50-151 39 

Bam file 317569 0 30-151 39 

Sample 

10 
KM360090.1 Partial 

Raw data forward reads 207626 0 50-151 33 

Raw data reverse reads 207626 0 50-151 33 

Bam file 419316 0 30-151 33 

Sample 

11 
 Fail 

Raw data forward reads 112612 0 50-151 44 

Raw data reverse reads 112612 0 50-151 44 

Bam file 349347 0 30-151 40 

Sample 

12 
KU950459.1 Partial 

Raw data forward reads 121540 0 50-151 43 

Raw data reverse reads 121540 0 50-151 43 

Bam file 243144 0 30-151 43 

Sample 

13 
KU950502.1  Complete 

Raw data forward reads 153409 0 50-151 39 

Raw data reverse reads 153409 0 50-151 39 

Bam file 306867 0 31-151 39 

Sample 

14 
 

Fail 

Raw data forward reads (A) 159307 0 50-151 43 

Raw data reverse reads (A) 159307 0 50-151 43 

Bam file (RSV A primers) 318617 0 38-151 43 

Fail 
Raw data forward reads (B) 105441 0 50-151 41 

Raw data reverse reads (B) 105441 0 50-151 41 



 Minority variant detection in clinical samples of community and hospitalised patients 

  Page 175 of 247 

Bam file (RSV B primers) 210894 0 131-151 41 

Sample 

15 
KM360090.1 Complete 

Raw data forward reads 185047 0 50-151 34 

Raw data reverse reads 185047 0 50-151 34 

Bam file 370837 0 30-151 34 

Sample 

16 
KX765970.1  Partial 

Raw data forward reads 122129 0 50-151 43 

Raw data reverse reads 122129 0 50-151 43 

Bam file 244274 0 30-151 43 

 

6.4. Genotyping using phylogenetic inference analysis 

This subchapter focuses on retrieving information from the RSV genomes that were sequenced in the 

previous subchapter. Once the genomes were quality checked and assembled, they were used to 

determine the viral genotype. In chapter 3, a set of reference sequences was selected to determine 

genotypes based on specific parts of the genome. This analysis showed that the G gene of RSV is 

necessary and sufficient to determine the RSV genotype of a sample. The 12 clinical samples that had 

a good quality sequence of the G gene were added to the reference dataset containing 48 reference 

strains. This dataset was aligned using Clustal Omega v1.2.2 and MAFFT v7.409 algorithms via AliView 

v1.23. Using manual editing, the two alignments were compared and optimised to retrieve the best 

alignment. Two other datasets were created by supplementing the clinical sequences with only RSV A 

or only RSV B reference sequences respectively. Quality was tested in three different ways and a 

phylogenetic tree was calculated and annotated to study the genotypes of the clinical samples. 

6.4.1. Quality control of nucleotide sequences from three datasets 

First, completeness scores for the alignments were calculated using AliStat v1.7. This gives an 

indication of the general quality of the sequences, interrogates the number of sequences that have 

indels compared to the alignment, the number of indels at each position in the alignment and the 

number of ambiguous characters in each sequence. The formulas for the completeness scores (C-

scores) that are calculated are shown in Table 6.4. 
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Table 6.4: Formulas used by AliStat v1.7 to calculate completeness scores (C-scores) for the sequences in an alignment. 

C-score for the alignment 
𝐶𝑎 =

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑛𝑎𝑚𝑏𝑖𝑔𝑢𝑜𝑢𝑠 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝑠 ∗ 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑎𝑙𝑖𝑔𝑛𝑚𝑒𝑛𝑡
 

C-scores for individual sequences  

(Cr_min and Cr_max) 
𝐶𝑟 =  

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑛𝑎𝑚𝑏𝑖𝑔𝑢𝑜𝑢𝑠 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒

𝑎𝑙𝑖𝑔𝑛𝑚𝑒𝑛𝑡 𝑙𝑒𝑛𝑔𝑡ℎ
 

C-scores for individual sites  

(Cc_min and Cc_max) 
𝐶𝑐 =  

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑛𝑎𝑚𝑏𝑖𝑔𝑢𝑜𝑢𝑠 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑜𝑙𝑢𝑚𝑛

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝑠
 

C-scores for pairs of sequences  

(Cij_min and Cij_max) 
𝐶𝑖𝑗 =

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑙𝑢𝑚𝑛𝑠 𝑤𝑖𝑡ℎ 𝑢𝑛𝑎𝑚𝑏𝑖𝑔𝑢𝑜𝑢𝑠 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑛𝑔 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑠 𝑖𝑛 𝑡𝑤𝑜

𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑎𝑙𝑖𝑔𝑛𝑚𝑒𝑛𝑡
 

 

The C-scores were calculated for three datasets: Reference strains for RSV A and RSV B plus sequences 

from all clinical samples or RSV A reference strains plus sequences from all clinical samples or RSV B 

reference strains plus sequences from all clinical samples (Table 6.5). There were 1032 nucleotides in 

all alignments that contains RSV B sequences and 969 nucleotides in the alignment that only contained 

RSV A sequences. The difference in sequence length was mostly due to a longer non-coding tail at the 

end of the reference strain for RSV B BA4 genotype. The complete alignment C-scores ranged from 

0.89 to 0.94 which means most characters were unambiguous. 

Table 6.5: Table with completeness scores from three datasets: Community and hospital sequences with references strains 
for both A and B, only A or only B. Ca = Completeness score for the alignment; Cr = completeness scores for individual 
sequences; Cc = completeness scores for individual sites; Cij = completeness scores for pairs of sequences; Pij = p-distance 
for pairs of sequences. 

    Reference A and B Reference A Reference B 

Number of sequences 

in alignment   
60 33 39 

Ca   0.89 0.94 0.90 

Cr 
Minimum 0.86 0.92 0.86 

Maximum 0.94 1.00 0.94 

Cc 
Minimum 0.12 0.21 0.18 

Maximum 1.00 1.00 1.00 

Cij 
Minimum 0.86 0.92 0.86 

Maximum 0.94 1.00 0.94 

Pij 
Minimum 0.00 0.00 0.00 

Maximum 0.35 0.13 0.35 
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The C-scores for individual sequences (Cr) ranged from 0.86 to 1 (Figure 6.5). The C-scores for 

individual sites (Cc) ranged from 0.12 to 1 (Figure 6.5), meaning at least one position had unambiguous 

nucleotides across all sequences, although not necessarily the same nucleotide. The cumulative Cc 

showed that the dataset with only RSV A references had the best overall Cc-scores (Figure 6.5). When 

looking at the triangular heat maps based on C-scores for paired sequences (Cij), the higher quality in 

the dataset with only RSV A references compared to the other datasets is confirmed (Figure 6.5). 
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Figure 6.5: Histogram of distribution of completeness scores for individual sequences (top row), individual sites (second row) 
and cumulative distribution of completeness scores for individual sites (third row) from datasets containing clinical samples 
and both RSV A and B reference sequences (left), only A reference sequences (middle) or only B reference sequences (right). 
Bottom row: Triangular heatmaps with completeness scores for pairs of sequences (Cij) displayed. Sequences with 
duplications are more complete compared to sequences with a gap at that position, which is visualised by colouring the 
reduced Cij completeness score in light blue. 

All the quality results taken together suggest that the quality of sequences in these datasets was high 

and that the dataset with only RSV A references was qualitatively the best dataset out of three. The 

suggested that most clinical samples are RSV A strains and therefore show fewer gaps (and thus higher 

C-scores) compared to RSV A references than compared to RSV B references. 

However, these results only describe the quality of nucleotides and the alignment. This does not equal 

a good dataset for phylogenetic analysis. In the next step, the quality of the alignment for phylogenetic 

analysis is assessed. 

6.4.2. Quality control of alignments for phylogenetic analysis 

The quality of the sequences is important, but it is only the first step for analysis. Not all datasets are 

optimal for phylogenetic analysis. A dataset could contain sequences that are all very similar and 

cannot be solved for a definitive phylogenetic tree. To check the quality of the datasets used in the 

previous step, IQ-Tree v1.6.6. was employed and likelihood mapping was visualised with triangle plots. 

This type of analysis explores if definitive trees can be constructed with phylogenetic analysis. In this 

process, an indicative Parsimony tree was built and used for initial review of the clinical sequence 

clustering in the reference tree. 

Likelihood mapping analysis is based on the random selection of quartets. The number of quartets 

used for likelihood mapping should be at least 25 times the number of sequences in the alignment to 

cover each sequence approximately 100 times. The largest alignment contained 60 sequences, so each 

dataset was analysed with 1500 quartets to cover the alignments sufficiently. Uninformative quartets 

collect in the middle of the triangle and indicate that a phylogenetic tree cannot be calculated for this 

quartet. Partially informative quartets gather at the sides of the triangle and in these quartets only a 

partial tree can be constructed. Fully informative quartets are most desirable and cluster in the corners 

of the triangle. Unclustered mappings should have equally distributed quartets in the three corners of 

the triangles. Clustered mappings usually show a preference for one of the corners depending on the 

provided clusters and their sizes. 
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Figure 6.6: Triangle plots for datasets with all sequences top), only RSV A sequences (middle) and only RSV B sequences 
(bottom) were run with 1500 quartets. Corners show informative quartets, side bars show partially informative quartets 
and the centre shows uninformative quartets. 

The triangle plots for the dataset containing RSV A and RSV B references showed a high number of 

uninformative quartets (24.8%), while the dataset with only RSV A reference sequences contained 

fewer uninformative quartets (13.3%) and the dataset with only RSV B reference sequence contained 

the highest number (37.1%) of uninformative quartets. This suggested that the dataset with only RSV 

A reference strains is the most useful for phylogenetic analysis (Figure 6.6). An indicative parsimony 

tree was constructed as well showing what earlier data also suggested: the clinical strains from both 

community and hospital patients were all part of the RSV A subgroup (Figure 6.7). 
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Figure 6.7: The indicative parsimony trees that were produced by likelihood mapping analysis for datasets with both RSV A 
and RSV B references strain (left), only RSV A reference strains (middle) or only RSV B reference strains (right). Blue = RSV A 
subtypes; red= RSV B subtypes; purple = clinical samples. 

The alignment containing only RSV A reference strains was qualitatively the best dataset and the 

parsimony tree showed that all clinical samples were from subgroup A and more specifically GA2 

genotypes. Some of those contained the 72-nucleotide duplication as was seen in the alignments and 

as indicated in the triangular heat maps produced by AliStat. The dataset containing only RSV A 

reference strains was used from this point onwards for further analysis. 

6.4.3. Phylogenetic analysis to determine genotypes of community and hospital 

samples 

The next step in phylogenetic analysis was determining the best fitting evolutionary model. The best 

fitting model of substitution for this dataset was determined by running Model Finder which returned 

TIM3+F+R2 according to the Bayesian information criterion (BIC) scores. Base frequencies were 

calculated empirically (indicated by “F” in the model) and the number of the rate type was R with two 

categories (as indicated by “R2” in the model). This rate type is a generalisation of the G rate type in 

that it relaxes the gamma distribution rates assumption. 

The final step in the phylogenetic analysis was to calculate a Maximum Likelihood tree based on the 

best fitting model. The tree was run with 1000 UltraFast Bootstrap replicates and 1000 approximate 

Likelihood Ratio Test replicates. This phylogenetic tree showed that all clinical samples from both 

cohorts were indeed part of subtype A and genotype GA2 (Figure 6.8). Genotype ON1 is part of the 

GA2 genotype cluster and contains a 72-nucleotide duplication in the G gene. Sample 2, 4, 5 and 6 

from the community cohort and sample 12, 13 and 16 from the hospital cohort carried this 72-

nucleotide duplication and were therefore part of genotype ON1. This analysis showed that there was 

no difference in genotype between the two cohorts. 
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Figure 6.8: Maximum Likelihood tree of dataset containing clinical samples and RSV A reference strains. Branch nodes show 
approximate Likelihood Ratio Test/Bootstrap values. Pink = clinical samples. 

6.5. In-depth analysis of variants 

After genotyping the clinical samples, further inspection was carried out on the number and type of 

individual variants seen in each sample to identify specific differences that might affect disease 

severity. The number of variants and the prevalence of each variant was determined for each sample 

by variant calling analysis using samtools and bcftools v1.8. Then, the effect on protein sequence and 

the localisation of variants was studied. Lastly, the number and prevalence of variants were used to 

calculate the Shannon Entropy, which reflects the overall abundance of variation present in each 

sample.  
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Each method in the sequencing workflows has specific error rates, meaning they can introduce errors 

in the sequence. Extraction has negligible error rate, but reverse transcription has an error rate of 

1/2000. The following step is PCR amplification with a Taq polymerase which has an error rate of 

1.8/10000. During library preparation another PCR step follows, although it is not clear which enzyme 

is used in the Illumina Nextera kits. Assuming it is Phusion enzyme, this error rate is only 4.4/1E7. 

Lastly, sequence determination by Illumina MiSeq machines has an error rate too. This is specific for 

each read and each read gets an overall and position specific quality value. All reads with a value of 

Q=35 or higher were considered, meaning the error rate in these reads/positions is about 1/3125 or 

less. This implies that about 0.1% of positions can contain errors. To be sure, a threshold of 10 times 

that number was handled during analysis. Variants with a frequency under 1% were deemed possible 

errors. Each variant was also screened for position in the reads where it occurs. If a variant is found 

only at the beginning or end of a read, it was deemed a possible error. 

6.5.1. Description of variants, their location and effect on protein sequence 

The number of variants ranged from 2 to 9 in a complete sequence in community samples and from 3 

or 4 (in a partial or complete sequence respectively) to 5 in a complete sequence in hospital samples. 

In total, 24 unique variants were encountered, 20 in the community cohort and 22 in the hospital 

cohort (Table 6.6). 

Table 6.6: Genotypes, variants, their frequency and location in the genome, and the overall Shannon Entropy for each 
sample. Orange = partial sequences. 

  Genotype Variants Frequency Location 

Shannon 

Entropy 

Codon 

Ref 

Codon 

Alt AA Sub Synonimity 

Sample 

1 

Sample 

2 
ON1 

A5419C 0.55 G 

1.4 

CAC CCC H258P Nsyn 

G9507A 0.14 L GAG GAA E346 Syn 

A14400G 0.39 L AAA AAG K1958 Syn 

Sample 

3 
GA2 

A5445G 0.30 G 

1.87 

AAG GAG K262E Nsyn 

A12159C 0.37 L ATA ATC I1230 Syn 

T12168A 0.15 L ATC ACA I1233T Nsyn 

T12486C 0.15 L CGT CGC R1339 Syn 

Sample 

4 
ON1 

C5383G 0.53 G 

2.91 

CCC CGC P258R Nsyn 

A8509G 0.26 M2-1 
TAG TGA Stop303 Syn 

G8510A 0.25 M2-1 
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A12183C 0.18 L ATA ATC I1230 Syn 

T12510C 0.18 L CGT CGC R1339 Syn 

A14367G 0.32 L AAA AAG K1958 Syn 

Sample 

5 
ON1 

C2013T 0.13 N 

2.18 

TAC TAT Y301 Syn 

A5423C 0.24 G CAC CCC H258P Nsyn 

A8546G 0.11 M2-2 AGT GGT S116G Nsyn 

A12220C 0.38 L ATA ATC I1230 Syn 

A14404G 0.16 L AAA AAG K1958 Syn 

Sample 

6 
ON1 

A5036G 0.18 G 
0.84 

CCA CCG P126 Syn 

G9519A 0.14 L GAG GAA E327 Syn 

Sample 

7 
GA2 

T2342G 0.30 

Inbetween 

N and P 

4.35 

G2998A 0.34 P CTG CTA L226 Syn 

A5429G 0.41 G CAC CGC H259R Nsyn 

A5445G 0.34 G GAA GAG E264 Syn 

A8484G 0.20 M2-1 TAR TGR Stop305 Syn 

G9452C 0.15 L GGG GGC G330 Syn 

A12158C 0.31 L ATA ATC I1232 Syn 

T12485C 0.10 L CGT CGC R1341 Syn 

A14342G 0.46 L AAA AAG K1960 Syn 

Sample 

8 
GA2 

G893A 0.14 NS2 

1.28 

GAT AAT D274N Nsyn 

G9452C 0.15 L GGG GGC G330 Syn 

A14342G 0.55 L AAA AAG K1960 Syn 

Sample 

9 
GA2 

C4082A 0.13 M 

1.76 

CCC CAC P285H Nsyn 

G7081A 0.22 F GTG GTA V486 Syn 

A8486G 0.28 M2-1 TAR TGR Stop307 Syn 

G9454C 0.13 L GGG GGC G332 Syn 

Sample 

10 
RSV B 

- - - 
0 

        

Sample 

11 

Sample 

12 
ON1 

A2320T 0.23 

Inbetween 

N and P 
2.15 



 Minority variant detection in clinical samples of community and hospitalised patients 

  Page 186 of 247 

T2329C 0.22 

Inbetween 

N and P 

G2992A 0.26 P CTG CTA L226 Syn 

G4890A 0.09 G ACG ACA T80 Syn 

A14404G 0.12 L AAA AAG K1958 Syn 

Sample 

13 
ON1 

G2989A 0.22 P 

2.45 

CTG CTA L226 Syn 

A5418C 0.33 G CAC CCC H258P Nsyn 

G9506A 0.16 L GAG GAA E328 Syn 

A12215C 0.38 L ATA ATC I1231 Syn 

A14399G 0.52 L AAA AAG K1959 Syn 

Sample 

14 

Sample 

15 
GA2 

A5430C 0.28 G 

2.62 

CAC CCC H258P Nsyn 

A5479T 0.45 G CCA CCT P275 Syn 

C5495T 0.33 G 
CAT TAC H280Y Nsyn 

T5497C 0.33 G 

A12159C 0.35 L ATA ATC I281 Syn 

Sample 

16 
ON1 

G9117T 0.15 L 

1.46 

GCA TCA A196S Nsyn 

A12221C 0.40 L ATA ATC I1230 Syn 

A14405G 0.45 L AAA AAG K1958 Syn 

 

A total of 54 variants were detected in all samples combined. In general, variants were most often 

seen in the G gene and L gene. NS1 and SH were the only genes were no variants were detected. The 

number of variants detected for each gene was 0 for NS1, 1 for NS2, 2 for N, 3 for P, 1 for M, 0 for SH, 

12 for G, 1 for F, 4 for M2-1, 1 for M2-2 and 26 for L (Figure 6.9). Thirteen non-synonymous variants 

were detected in all samples together. Eight of those were located in the G gene of which five in the 

community cohort and three in the hospital cohort. The other non-synonymous variants were 

distributed in the NS2 (1), M (1), M2-2 (1) and L (2) genes. The remaining 41 variants were synonymous 

variants and did not affect the protein sequence. The L gene showed the most variants, which was 

expected since it spans over a third of the genome. When looking at the number of variants per 

nucleotide for each gene, it was clear that G contains the most variants, followed by M2-2 (Figure 6.9).  
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Figure 6.9: Bar plot to show number of variants per gene and number of variants per nucleotide for each gene indicating G 
has the highest substitution rate with M2-1 having the second highest substitution rate. L has accumulated the highest 
absolute number of variants. 

When comparing the two cohorts, there is a difference in number of variants overall with 32 variants 

for the community samples and 22 variants for the hospital samples. However, since only 1 sequence 

failed and two are incomplete in the community cohort compared to two failed and three incomplete 

sequences in the hospital cohort, this was unreliable information. The relative number of non-

synonymous variants was similar with 25.0% out of 32 being non-synonymous in the community 

cohort compared to 27.3% out of 22 variants in the hospital cohort. The variants that did not affect 

the protein sequence were therefore also similarly in relative numbers: 75.0% in the community 

cohort and 72.7% in the hospital cohort. 

The variants seen in the clinical samples often show non-synonymous variations at sites which are 

known to be under positive selection. Non-synonymous variants in G are often seen at position 258 in 

these samples, but both position 262 and position 280 show non-synonymous variation in this cohort 

as well. Non-synonymous variants were also found in the NS2 gene (D274N), the M gene (P285H), the 

M2-2 gene (S116G) and in the L gene (A196S and I1233T). 

6.5.2. Comparison of Shannon Entropy between cohorts to study variance 

The Shannon Entropy (SE) is a quantity that is also known as information entropy as described in 

information theory by Claude Shannon. It is used to describe the amount of information that is carried 

by data. In this thesis, it describes the amount of genetic variance in a sample. It takes both the number 

of variants and their abundance into account. The SE ranged from 0.84 to 4.35 for community samples 

and from 0 to 2.62 for hospital samples. The overall mean SE for community samples was 2.119 
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compared to 1.740 for hospital samples. A boxplot of the SE for both cohorts showed that there seems 

to be little difference between hospital and community samples, although community samples 

seemed to have a broader range than hospital samples (Figure 6.10). 

To test whether there was a difference in variance between the community and hospital cohorts, 

statistics were brought into the equation. As a caveat, note once again that the sample groups are 

very small and not ideal to run statistics on. Therefore, these statistics must be interpreted with great 

care. First, the normality of the data had to be checked. The density plots and Q-Q plots already 

showed that the data did not seem to be normally distributed (Figure 6.11)and the Shapiro-Wilk test 

confirmed that the null hypothesis of could not be rejected with p-values of 0.4225 and 0.2504 for the 

SE of community and hospital samples respectively. Therefore, the Mann-Whitney-Wilcoxon test was 

used for statistical testing and it returned a p-value of 0.9452. This confirmed that there was no 

significant difference. The overall conclusion is that there was no significant difference in genetic 

variance between the two cohorts. 

 

Figure 6.10: Boxplot of Shannon Entropy for each cohort shows similar average diversity of samples between both cohorts, 
although the community cohort has a higher standard deviation. 
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Figure 6.11: Normality plots for the Shannon entropy for community (left) and hospital (right) cohorts. Top = Density plots; 
botton = Q-Q plots. 

6.6. Discussion 

This chapter focused on using the next-generation sequencing methods that were optimised in 

chapter 2. The clinical samples were selected from two disease severity groups, namely community 

and hospital patients. The hypothesis was that disease severity could be explained by a higher genetic 

variance in the viral genome or that disease severity might drive increased viral variation in the 

hospital patients or by specific variants in the RSV genome. 

The first part of this chapter was about the selection and characterisation of the samples from each 

cohort. These samples were selected based on several characteristics: viral load high enough to 

sequence, geographically located in the south of England, from the 2015-2016 season and patients’ 

ages were matched. All these measures were taken to reduce any bias in the results. Before any 

further analysis was done, the difference in viral load was investigated as this could influence the 

amount of genetic viral variation detected in the two cohorts. 

Statistical testing showed that there was no difference in the viral load between the two cohorts. The 

numbers were low in these tests, so type II statistical errors are possible in this analysis. When more 

samples are tested and added to each cohort, more subtle differences could be detected. It should be 

kept in mind that these samples were selected to have high enough viral loads to be sequenced by 

NGS. Thus, samples with lower viral loads were excluded from these cohorts and an overall difference 

in viral load might be present, but missed because of the selection criteria. This was not the main point 

of study in this chapter and was therefore not studied in more detail. 
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The second part of this chapter dealt with testing the NGS methods by sequencing clinical samples 

without knowing which genotype or subtype was present. The methods to retrieve whole-length 

genomes were successful in 50% of the samples. In an additional 31% of samples, partial sequences 

were retrieved and in 19% of samples, the NGS methods failed to deliver RSV genomes. There are 

several reasons why this could have happened.  

External factors could have decreased the quality of the sample. RSV is a labile virus that breaks down 

very quickly. If the sample is not frozen within 30 minutes, the RNA starts to break down and quality 

decreases. Furthermore, once the sample is frozen, it should not be freeze-thawed if this can be 

avoided as this process also decreases quality. Therefore, it is best to freeze aliquots of one sample 

rather than freezing everything in one container. Unfortunately, not all samples were aliquoted or not 

enough aliquots were available for all experiments. After thawing and freezing to test the presence 

and quantity of RSV, the sample was thawed again and used for sequencing at which point it had been 

frozen twice before. Adding RNA-stabilising agents like RNAlater could somewhat prevent breakdown 

of RNA and snap freezing samples could reduce RNA breakdown even further. Unfortunately, this is a 

limitation of working with clinical samples taken for diagnosis as not every facility has the time and 

means to treat samples like this as their time goes to treating patients, which obviously takes 

precedent. 

Biological factors could have caused the decreased sequence quality as well. Since there are several 

genotypes in RSV and the G gene is very variable as shown in chapter 3, the primers might bind with 

different specificity to different strains. Considering the genotypes are not known beforehand, it is 

impossible to adapt the set primers to all genotypes. Primer design based on retrieved partial 

sequences would create the possibility to recover a complete genome if there are enough aliquots 

available.  

A more technical factor that makes it more difficult to assemble a whole genome is the fact that there 

are no reference strains set out to be the best match. The genotype is unknown, so assembly of the 

reads against a reference genome is impossible as a lot of reads will be left out if the wrong reference 

genome is selected. Hence, de novo assembly was performed first which will give bad results if there 

are gaps in the sequenced genome as the reads cannot connect form one long contig. The longest 

contig produced by de novo assembly was used to compare against public databases and find the 

genome that looks most alike. This genome was then used as a reference against which the reads were 

assembled again. However, if there are gaps in the genome, this method only uses part of the genome, 

namely the region contained in the largest contig. This loss of information on the rest of the genome 

might mean that the genome looking most like the largest contig does not necessarily look most like 
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the entire genome from the sample. Considering only the reads from the sample that look most like 

the reference are used in the assembly, this newly assembled sequence looks most like the reference 

genome that was used when compared against the public database later. 

The next part of this chapter was based on the consensus sequences determined from the assembly 

to perform phylogenetic analysis. In the first chapter, it was determined that the G gene is necessary 

and sufficient to determine the genotype and thus only the G gene was used for phylogenetic analysis. 

It would be better to use complete genomes to investigate this, however, there were few complete 

genomes available and it is less computationally demanding to compare part of the RSV genome. 

Before starting to build a tree, the quality of the sequences were determined, e.g. if there were a lot 

of ambiguous characters in the G genes or not. These completeness scores are calculated on databases 

and since the genotypes were not known and even the subtype was not known for sure for all samples, 

there were three datasets set up to be tested: a dataset containing both RSV A and RSV B genotypes 

references, a dataset containing only RSV A references and a dataset containing only RSV B references.  

The completeness score for the overall alignment was best for the dataset based on only RSV A 

genotypes. When looking at the completeness scores for individual sequences (Cr), it shows that the 

datasets containing RSV B reference sequences do not contain any completely unambiguous 

sequences. Having the knowledge afterwards that all clinical strains were RSV A genotypes, this makes 

sense. The 60-nucleotide duplication in the G gene of RSV B genotypes is never seen in RSV A 

genotypes and the 72-nucleotide duplication in the G gene of RSV A genotypes is never seen in RSV B 

genotypes either. This explains why there will always be a gap in an individual sequence when both 

genotypes are present. The completeness score can therefore never be 1. However, in the RSV A 

genotype, the maximum Cr was 1 and this was a first indication that all clinical samples are RSV A 

genotypes. The minimum Cr will never be 1 as both genotypes with and without the 72-nucleotide 

duplication are present and therefore there is always at least one sequence in the alignment with a 

gap compared to the other sequences.  

The completeness score for individual sites (Cc) showed a maximum of 1 for all datasets, so there is at 

least one position which was unambiguous for all sequences (but not necessarily the same nucleotide 

in all sequences). The minimum Cc is very low, but knowing about the 72 nt duplication, this is to be 

expected as well. If only 21% of the sequences had an unambiguous character at a specific position, 

this indicated that 1/5th of the sequences have the 72 nt duplication in this dataset and 4/5th do not 

have the duplication and have therefore a gap at this position. The completeness scores for pairs of 

sequences (Cij) confirmed that the dataset with only RSV A references contained sequences that are 
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more complete compared to each other as both the minimum and maximum Cij are higher in this 

dataset. 

After checking the quality of the sequences in the dataset, the phylogenetic information was probed. 

This indicates whether there is enough (but not too much) variation in the dataset to calculate a 

phylogenetic tree with enough confidence to trust its branching. Likelihood mapping consists of 

selecting random quartets and checking if they are informative enough to calculate a tree. Sequences 

that are completely the same are very uninformative, while sequences with several different 

nucleotides compared to each other are more informative. When sequences are too different, the 

quartets become uninformative again. The three datasets were compared again and it clearly showed 

that the dataset with RSV A reference sequences only is the most informative and will thus return the 

tree with the highest confidence. To check all sequences at least 100 times, the number of tested 

quartets should be 25 times the number of sequences in the dataset. The resulting triangle plots 

showed that the most informative dataset for phylogenetic analysis is the one with only RSV A 

reference sequences. 

Based on these data, the best fitting model was searched for and the tree was built on this substitution 

model with the dataset containing only RSV A references. The model describes the frequency of each 

possible nucleotide substitution in this specific dataset.  

The resulting tree was a maximum likelihood tree, meaning that a number of trees have been built 

and compared to each other with the most likely one as the output. In this tree, all clinical samples 

gather in the GA2 cluster, which also contains ON1 genotypes. This is to be expected since this is by 

far the most common genotype of RSV A in the recent years. The distinction between GA2 and ON1 is 

based on the presence or lack of the 72 nt duplication in the G gene. 

Finally, the variants were investigated in detail. All variants were localised in the genome and their 

effect on protein sequence was determined. The number of variants was highest in the L gene and 

that makes sense since this gene entails more than a third of the genome. After normalising for gene 

length, the G gene contained the most variants and that is to be expected too. This gene is incredibly 

variable and differs immensely between subtypes, genotypes and even within the same genotype. It 

makes sense that lots of variation is seen in this gene, both synonymous and non-synonymous. The 

number of non-synonymous variants was highest in G as well, which is also to be expected. The second 

most variable gene after normalisation is M2-1, which functions as a transcription factor. These 

variants are all synonymous though and do not affect the protein sequence. The fact that G is the most 

variable protein of RSV is confirmed in these data. 
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Most of the variants was observed in the G gene, which was not unexpected. It has been observed in 

the past that certain positions have higher numbers of non-synonymous changes occurring, indicating 

positive selection. Some of these positions have been shown to carry escape mutants suggesting these 

positions are under immune driven positive selection (223). Several studies have investigated which 

exact positions have positive selection and found that these are not the same for RSV A and RSV B. 

RSV A positions under positive selection in the G gene are 97,101, 104, 106, 111, 115, 117, 121, 122, 

123, 126, 127, 131, 132, 142, 146, 161, 206, 215, 217, 225, 226, 230, 233, 247, 250, 258, 262, 274, 276, 

280, 286, 290, 291 and 297 (224, 225). For RSV B, the sites under positive selection in G are 98, 99, 

142, 152, 219, 223, 224, 237, 247, 251, 257, 258, 259, 267/287 and 297/317 (depending on the 

presence of the duplication) (225, 226). Since non-synonymous variants were often found in known 

sites of positive selection, like position 258 of the G gene, this study confirms earlier work. 

Neutralizing epitopes in G are found at the end of the conserved region and at the beginning of the 

HVR2, which covers amino acid positions 145-160 and 187-218 of G (227). The duplicated region of G 

also carries a neutralizing region, which has been shown to evolve as well (228). 

A lot more is known about neutralizing epitopes in F as this protein is more important for infection 

and therefore the main focus of vaccine development (229, 230). Changes in neutralizing epitopes can 

also affect the only prophylactic currently available, palivizumab. Single mutations at positions 268, 

272 and 276 have shown to induce partial or complete palivizumab resistance (231-233). Surveillance 

studies have not been able to find these mutations occurring naturally (234). 

The number of variants and their prevalence was determined and based on that, the Shannon Entropy 

was calculated. This number demonstrates the amount of variation present in one sample. If the 

Shannon Entropy is different between the two cohorts, this could be an explanation for the differences 

in disease severity seen in children infected with RSV. However, after statistical testing, there was no 

measured difference. The genetic variance of a sample is not correlated to disease severity in these 

cohorts. 

Bigger groups could enhance detection of statistically significant differences. More spatiotemporally 

and age-matched samples were already selected, but funding was not sufficient to sequence more 

samples. With more resources other questions could be examined as well. There might be differences 

in quasispecies development in different age groups like babies compared to young children, older 

adults, healthy adults or immunocompromised patients. Perhaps different RSV genes will evolve at 

different rates when the immune system is at different stages of maturation. 
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There are lots of different host variants that might affect disease severity as well. Plenty of human 

genes are involved in immune responses and each of those genes can carry variants that influence the 

response to RSV infection. It is even possible that the combination of certain RSV variants combined 

with specific human gene variants causes advantageous or disadvantageous reactions during 

infection. To study the effect of viral variants only, a genetically similar cohort of people should be 

studied, however, such studies are nearly impossible. 

In this study, there was no detectable difference in strains between the community cohort and 

hospital cohort. Furthermore, there was no observable difference in frequency of certain variant 

frequencies in either cohort. Overall, there seems to be no clear association between RSV variants or 

strains and disease severity. 

However, it was shown here that most clinical samples do carry minority variants. It presents the 

question of whether these variants arose during acute infection or whether they were transmitted at 

the moment of infection. There are many variants know to occur in the RSV genome, but it is unclear 

where these originate from. In the next chapter, the optimised methods from the previous chapter 

will be used to investigate the abundance, origination and evolution of minority variants during acute 

infection. 
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7. Within-host minority variant dynamics during acute RSV infection 

7.1. Introduction 

In chapter 3, genome variation was studied in clinical samples from two cohorts. In this chapter, 

another population was investigated to find variants in the RSV genome over time during acute 

infection. To be able to study infected patients during the acute phase of RSV infection, healthy, adult 

volunteers were infected with a known and well-studied RSV strain, i.e. RSV A M37. Nasal lavage 

samples were taken every day for 10 consecutive days after inoculation and again at day 14 and day 

28 post-inoculation. These samples were sequenced with the optimised methods from chapter 4 that 

were also used in chapter 6. The amount of variation in each sample was followed up over time. The 

second part of this chapter will focus on an infant that contracted RSV while receiving palivizumab. 

Several consecutive samples were taken from this infant over the course of three weeks. Three of 

these samples were sequenced and analysed in detail, and variants were characterised. 

The aim of this chapter was to investigate RSV genome variant frequencies over time in a controlled 

population to study bottleneck events and in natural infection. The hypothesis was that RSV genome 

variance seen on a population level is caused by quasispecies variants developing during acute 

infection and surviving the bottleneck of transmission. Therefore, the inoculum was sequenced first 

and then variants seen in the inoculum were searched for and investigated over time in the infected 

volunteers. After that, the genome was also scanned for de novo variants and these were 

characterised as well. 

First, the samples from infected volunteers were investigated to ensure sufficient quality and high 

enough viral loads. The selected samples were characterised and so were the symptom scores from 

the volunteers for each day the samples were taken. Then, the variants that were present in the 

inoculum were identified and described in detail. After that, the variants seen in subsequent clinical 

samples from volunteers were detailed, identifying those that survived the bottleneck of transmission, 

and whether frequencies increased or decreased over time. In the following part, the development of 

de novo variants is outlined and these variants are probed in more detail. In the second subchapter, a 

similar study was performed on three clinical samples from an infant naturally infected with RSV while 

on palivizumab. All variants present in these samples are described over time. 

7.2. Analysis of samples from volunteer cohort 

7.2.1. Characterisation of samples from infected volunteers 

The samples used to investigate RSV genome variants from a known strain over time were from a 

cohort of volunteers previously infected in 2011, 2012 and 2013 (235). These healthy, adult volunteers 
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had nasal lavage samples taken daily for 10 consecutive days and follow up samples were taken at day 

14 and day 28 post-inoculation. Samples at time points later than day 10 were not investigated as RSV 

was no longer detected. Samples from the acute phase of infection with a CT value of less than 30 

(viral load of more than 500 copies/ml) were selected for deep-sequencing. 

Fifty-two samples from 10 different volunteers met the criteria and were sequenced using the Illumina 

MiSeq platform with the optimised methods as described in chapter 2. Samples from six men and four 

women were used. The volunteer’s ages ranged between 19 and 34 years old and the mean age was 

22.3 years. On average, 3.2 samples were sequenced per volunteer. The earliest sample post-infection 

with viral loads high enough to sequence was from day 3 and the latest sample was from day 10. None 

of the volunteers had high enough viral loads for sequencing on day 14 post-inoculation or later. 

Thirty-two samples returned good quality sequences. Of those, 19 partial sequences and 13 complete 

viral genomes were assembled (Table 7.1). Assembly was performed as described in 2.3.2.2. and 

quality checks were carried out as described in 2.3.2.3. 

Table 7.1: Characteristics of volunteers infected with RSV M37 and samples that were sequenced. 

Subject Sex Age Sample day Log10(viral load) Viral load (CT) Symptom scores 

#1 F 24 

3 3.25 28.76 5 

5 2.75 30.39 13 

6 6.45 18.30 20 

8 4.61 24.33 19 

9 5.98 19.86 14 

#2 M 20 
7 4.20 25.66 1 

10 3.95 26.46 0 

#3 F 19 

4 5.08 22.78 3 

5 5.68 20.82 6 

6 5.00 23.06 8 

9 4.27 25.44 2 

#4 M 22 

4 3.10 29.27 1 

6 3.17 29.02 0 

8 3.00 29.58 0 

#5 M 21 
6 4.43 24.90 2 

8 4.42 24.93 2 

#6 F 20 

5 2.12 32.46 2 

6 3.58 27.70 14 

7 3.26 28.72 10 

8 2.52 31.16 5 

#7 M 19 7 4.74 29.42 16 

#8 M 20 
7 2.55 30.72 10 

8 3.76 27.27 4 

#9 M 24 6 2.70 30.54 1 



 Within-host minority variant dynamics during acute RSV infection 

  Page 197 of 247 

7 3.95 26.46 1 

8 4.82 23.65 0 

9 3.41 28.23 0 

#10 F 34 

6 3.80 26.96 7 

7 5.26 22.20 11 

8 5.47 21.51 10 

9 5.00 23.04 6 

10 4.38 25.08 6 

 

Volunteers were asked to score their symptoms during the first 10 days post-inoculation. Symptoms 

scores quantified severity of sneezing, nasal discharge, nasal obstruction, sore throat and cough as 

well as general symptoms like headache, fatigue and fever. These were graded on a scale of 0 to 3 by 

the volunteers and varied greatly between people. Some of the infected individuals showed symptoms 

of infection (with some scores as high as 20), while other remained asymptomatic (scores of 0), but 

had detectable amounts for RSV and were therefore infected nonetheless (Table 7.1). 

To examine the correlation between viral load and symptom scores, statistical testing was performed. 

First, the normality of the data was checked by producing a data summary (Table 7.2) and graphing a 

density plot and a Q-Q plot (Figure 7.1). Then, the normality was tested with the Shapiro-Wilk test 

(Table 7.2). Since the data were not normally distributed (p<0.05 in SWT), the log(viral load), log10(viral 

load), exponent, square and square root of the viral load were calculated and checked for normality 

with the Shapiro-Wilk test. This showed that log10-transformed viral load data was normally 

distributed; a summary of the data is shown in Table 7.2. The Shapiro-Wilk test resulted in a p-value 

of 0.89 and therefore the log10-transformed data were used for further testing. Density plots and Q-Q 

plots were graphed as a second visual check (Figure 7.1) and showed that log10(VL) data was normally 

distributed, but symptom scores were not. 
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Table 7.2: Summary of viral load data and symptom score data (left) and Shapiro-Wilk test results (right). 

Summary of VL of Volunteers 
Shapiro-Wilk 

test 

Minimum 
1st 

Quadrant 
Median Mean 

3rd 
Quadrant 

Maximum W 
p-

value 

130.90 1710.80 12430.50 168271.00 73800.10 2838835.00 0.35 0.00 

        

Summary of Symptom score of Volunteers 
Shapiro-Wilk 

test 

Minimum 
1st 

Quadrant 
Median Mean 

3rd 
Quadrant 

Maximum W 
p-

value 

0.00 1.00 5.00 6.22 10.00 20.00 0.89 0.00 

        

Summary of log10(VL) of Volunteers 
Shapiro-Wilk 

test 

Minimum 
1st 

Quadrant 
Median Mean 

3rd 
Quadrant 

Maximum W 
p-

value 

2.12 3.23 1.08 4.08 4.86 6.45 0.98 0.89 

 

 

Figure 7.1: Density plots (top) and Q-Q plots (bottom) for log10(VL) and symptom scores on the left and right respectively 
showed that the transformed viral load data were normally distributed, but the symptom scores were not. 

The log10-transformed data were used to calculate the correlation using the Spearman’s Rank 

Correlation test. The Spearman’s Rank Correlation test was selected since the symptom score data 
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were not normally distributed and therefore the Pearson Correlation test could not be used. A 

significant (p = 0.036), positive correlation of 0.37 was observed between viral load and symptom 

scores after the Spearman’s Rank Correlation test in the cohort used for these experiments (Figure 

7.2). This implied a link between the symptom scores and higher viral loads. 

 

Figure 7.2: The log10-transformed viral loads and symptom scores were significantly correlated. P = p-value of Spearman’s 
Rank Correlation test; ρ = correlation coefficient. 

7.2.2. Description of variants present in the inoculum 

The inoculum was sequenced to get the exact consensus sequence and to find all variants present in 

the inoculum before volunteers were infected. The inoculum was processed twice to exclude errors 

caused by PCR and sequencing. Reads were assembled by BWA as described in 2.3.2.2. and quality 

was checked as described in 2.3.2.3. This process was carried out for each experiment separately and 

assembly and quality checks were run again for both fastq files combined. Statistical analysis shows 

that 986,346 out of 1,046,996 reads (94%) were mapped and paired. The average read quality was 

37.7. This was considered a good quality of the sequence. A read quality of 30 translates to 1 error in 

1000 nucleotides and a read quality of 40 translates to 1 error in 10,000 nucleotides. Nucleotides with 

a quality above 35 are considered good in the community. This translates to approximately 1 error in 

3000, while 37.7 translates to 1 error in 6000. 

There were 9 variations found in the inoculum of which the prevalence ranged from 16.3% to 42.5% 

(Table 7.3). The variations were seen in three different proteins: P, G and L (Figure 7.3). One of the 

variations was intergenic: A7485T lies between the F gene and M2 gene and therefore did not affect 

amino acid sequence of any protein. Three variations were found in coding regions and were 
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synonymous: G2998A, A3007G and A12163T. These variants had no effect on the protein sequence 

either. The first two (G2998A and A3007G) were located in the P gene and the third synonymous 

variant was located in the L gene. The amino acids were conserved in their respective proteins: leucine 

at position 226 (L226), glycine at position 229 (G229) and threonine at position 1233 (T1233). 

 

 

Figure 7.3: Location of variations of inoculum in the RSV genome and their position in their respective proteins. A7485T is an 
intergenic variant and therefore has no ORF to read the possible amino acid change from.  Blue = non-synonymous variation. 

The other five variations were non-synonymous. A5429C was located in the attachment gene (G gene) 

at position 258 and changed from histidine to proline (H258P). Histidine is a positively charged amino 

acid and proline is a non-polar amino acid. This substitution might therefore affect the protein 

formation or function, as also suggested by previous studies indicating that this site is under positive 

selection (224-226). 

The four other non-synonymous variations were located in the polymerase (L) gene. A8480G and 

A8481G together cause a substitution of asparagine to glycine (N6G) with loss of polarity at position 

6. The combination of these two variants will be discussed in detail below. A8990C is a substitution 

that caused the exchange of a positively charged amino acid (histidine) with a neutral, polar amino 

acid (asparagine) at position 176 in the L gene (H176N). G14102T caused a substitution of the 

negatively charged amino acid aspartic acid with the neutral, polar amino acid tyrosine at position 

1880 in the L gene (D1880Y). This variation was detected in the inoculum at 31.6% prevalence and was 

not observed in clinical samples from volunteers. 

Minority variants with a prevalence of less than 1% were left out of analysis as described in the 

previous chapter. The minority variants, by definition, never reached 50% or more in the inoculum. 

However, in later samples, some of these variants did overtake the original consensus bases. The 

consensus sequence of this inoculum is the same as the published sequence of RSV M37 (35). 
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Table 7.3: Variations present in the RSV M37 inoculum, their prevalence and the effect on the amino acid sequence. 

Position Reference 

base 

Alternative 

base 

Variant 

presence 

(%) 

Read 

depth 

Protein Amino acid 

substitution 

2998 G A 42.54 4500 P L226 

3007 A G 27.22 3969 P G229 

5429 A C 17.27 3331 G R258H 

7485 A T 27.76 1934 Intergenic  

8480 A G 24.77 3012 L N6G 

8481 A G 19.99 2828 L N6G 

8990 A C 16.34 1386 L H176N 

12163 G T 26.09 5704 L T1233 

14102 G T 31.61 3995 L D1880Y 

 

7.2.3. Characterisation of variations from inoculum present in clinical samples 

Out of 9 original variations present in the inoculum, 8 were seen in later samples of the volunteers 

with their prevalence ranging from 14.6% to 52.5%. G14102T (D1880Y) was the only variation in the 

inoculum that was not detected in clinical samples from volunteers after inoculation. 

G2998A (L226) was seen in four clinical samples of three different volunteers. The prevalence dropped 

from 42.5% in the inoculum to ~15% in the latest time point of each volunteer (Figure 7.4a). To test if 

there was any correlation between the prevalence of L226 and time after inoculation, the normality 

of the data was first tested with the Shapiro-Wilk test. It showed that the time points (day of sampling) 

and frequency of L226 were not normally distributed. Therefore, the Pearson Correlation test could 

not be used and the Spearman’s Rank Correlation test was used instead. We observed a significant (p 

= 1.08*10-9) negative correlation with rho (ρ) = -0.98. It is important to note that there are not many 

data points for this variant and therefore statistical analysis does not necessarily reflect a correct 

calculation. Nevertheless, the correlation is strong and it is likely that this variant is reducing in time. 

A3007G (G229) was identified in all 10 volunteers after inoculation and in a total of 28 clinical samples 

spread out over 7 different time points. In the inoculum, this variation was present in 27.2% of reads. 

SWT showed the data was not normally distributed and therefore the Spearman’s Rank Correlation 
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test was used. This resulted in a significant (p=0.007) negative correlation of -0.43 over time (Figure 

7.4b). 

A5429C (R258H) was detected in a total of 21 clinical samples from 9 different volunteers. It was only 

undetectable in volunteer #7 of which only one quality sequence was available. The general trend for 

this variation was an increase in frequency; however, there were also several drops in prevalence 

between consecutive samples of the same volunteer. In the inoculum, the variation had a prevalence 

of 17.3% and this increased in all samples to a range of 21.7 to 78.7% (Figure 7.4c). The SWT showed 

data were not normally distributed and the Spearman’s Rank Correlation test revealed that there was 

a significant (p = 5.5*10-8) positive correlation (ρ = 0.80) of variant frequency over time. 

A7485T is a variation that was seen in 8 out of 10 volunteers in 16 clinical samples, but it is intergenic. 

Its prevalence was 27.8% in the inoculum and it ranged from 9.2% to 100% in post-inoculation 

samples. It is located between the F gene and M2 gene. There was no significant correlation over time 

according to the Spearman’s Rank Correlation test (Figure 7.4d). 

A8990C(H176N) was seen in 8 samples from 6 different volunteers and ranged from 16.3% in the 

inoculum to 17.9% to 100% in post-inoculation samples. The data were not normally distributed 

according to the Shapiro-Wilk test and Spearman’s Rank Correlation test showed a significant (p = 

3.782*10-7) positive correlation (ρ = 0.90) over time (Figure 7.4g). It is located in the L gene and 

changes the amino acid from a histidine to an asparagine. This means the amino acid changed from a 

positively charged amino acid to a polar, uncharged amino acid. 

G12163T (T1233) was prevalent in the inoculum at 26.1% and was detected in 24 clinical samples. 

Data were not normally distributed, so Spearman’s Rank Correlation test was used and it showed a 

significant negative correlation (ρ = -0.64) of frequency over time with a p-value of 3.96*10-5 (Figure 

7.4h). The frequency ranged from 17.4 to 29.9% in post-inoculation samples. This was a synonymous 

variation. 

A8480G and A8481G were located in the same codon and were seen at similar frequencies (Figure 7.4 

e and f). They caused a non-synonymous mutation N6G. In the inoculum, A8480G and A8481G were 

prevalent at 24.8% and 20.0% respectively. Their frequency in post-inoculation samples ranged from 

8.8% to 36.4% for A8480G and 11.4% to 39.9% for A8481G. There was no significant correlation of 

frequency over time according to statistical testing with the Spearman’s Rank Correlation test. 
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Figure 7.4: Evolution of variant prevalence and frequency over time. The frequency of variants over time with correlation coefficient 
and p-value added to the graph. (a) G2998A, (b) A3007G, (c) A5429C, (d) A7485T, (e) A8480G, (f) A8481G, (g) A8990C, (h) G12163. 
Variant G14102T from the inoculum was not seen in later time points. Black line = trend line. 



 Within-host minority variant dynamics during acute RSV infection 

  Page 204 of 247 

These two variants were found at very similar levels and if both were detected at the same time point, 

they followed similar trends (Figure 7.5). The most common codon was AAT which translates to 

asparagine, an uncharged, polar amino acid. If the variations at position 8480 and 8481 both occurred 

in the same sequence, the codon changed to GGT and switched the amino acid to glycine, which is a 

neutral, aliphatic amino acid. However, it is also possible that only one variation was present in the 

same sequence. If the variation at position 8480 is present, but the variation at position 8481 is not, 

this would change the codon to GAT and switch the amino acid to aspartate, a negatively charged 

amino acid. If the variation at position 8481 is present, but the variation at position 8480 is not, then 

the codon would change to AGT, which would switch the amino acid to serine, which is an uncharged, 

polar amino acid. 

 

Figure 7.5: Trends of variant frequency of A8480G and A8481G at the sixth codon of the L gene per volunteer show clear 
resemblance and suggest these variants in the same codon occur together. 

Two variants that caused amino acid substitutions, R258H and H176N, seemed to increase in 

frequency, while other variants either remained present in equal quantities or decreased in frequency. 

7.2.4. Characterisation of new variations in clinical samples 

Fifty-one de novo variations were detected in clinical samples from the volunteers. On average, there 

were 9.1 variations per sample (ranging from 5 to 23). Of those, on average 4.3 (47.8%) were 

synonymous variations (ranging from 1 to 18 variants) and 3.6 (39.9%) non-synonymous variations 

(ranging from 2 to 8 variants) per sample, and 1.1 (12.4%) was intergenic (ranging from 0 to 3 variants). 
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Thirty out of 51 de novo variations appeared only once (one volunteer at one time point). These unique 

variations were detected at a prevalence of 11.9% to 88.8%. Of those 30 unique variations, 6 were 

intergenic, 10 were synonymous and 14 were non-synonymous. The non-synonymous variations were 

seen in NS1, P, M, four times in SH, three times in G and four times in L (Table 7.4). 

Table 7.4: Newly emerged variations detected in clinical samples during experimental RSV M37 infection of healthy adults. 

Variant Gene Amino acid Volunteer Days post infection Frequency 

A492C NS1 *140Y #3 5 15.75 

G765A NS2 R55K 
#1 5 50.00 

#4 4 51.48 

C940T NS2 H113  #1 3 65.84 

C1176T N  S21  

#1 3 14.36 

#1 6 24.71 

#7 7 23.84 

C1182T N Y23  

#1 3 41.46 

#1 6 44.68 

#3 5 14.13 

#7 7 45.58 

#10 10 10.20 

C1185T N T24  

#1 3 24.81 

#1 6 34.47 

#7 7 31.88 

A2001T N G296  

#1 5 34.55 

#1 6 44.54 

#4 4 27.27 

#7 7 43.36 

G2302A     #3 6 26.09 

A2589G P D90G #9 7 33.14 

A3099G     
#3 5 16.04 

#3 9 25.52 

A3218G     #8 8 18.20 

A3428G M K66  #5 6 16.77 

A3863T M G211  

#1 6 19.63 

#2 7 99.30 

#2 10 21.98 

#7 7 22.01 

#9 7 53.64 

C3988T M P253L #8 8 88.80 

C4081A     #1 6 15.62 

T4280C SH N3  #4 4 12.62 

T4324C SH F18S #4 4 14.72 

T4330C SH L20P #4 4 14.54 

T4351C SH I27T #4 4 14.43 
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T4363C SH L31P #4 4 16.10 

C4628A     

#1 6 25.43 

#1 8 29.59 

#7 7 23.62 

T4880C G I75T #3 6 15.07 

A5129G G K158R #8 7 74.07 

T5363C G I236T 

#10 6 49.28 

#10 7 20.01 

#10 10 36.66 

G5440A G E262K #1 9 20.00 

A5595G     #10 9 12.44 

T6518C F L297  #8 7 15.67 

C6844T F S405  

#1 3 15.06 

#1 6 30.18 

#7 7 30.88 

G7075A F V482  
#1 9 25.22 

#4 6 26.16 

C7285T F A552  #4 6 25.75 

A7842T M2-1 I90  #5 6 62.50 

A8031T M2-1 P153  
#6 7 38.36 

#10 10 21.62 

C8037T M2-1 D155  

#2 10 42.86 

#5 6 45.00 

#6 7 67.89 

#10 10 52.94 

C8230T M2-2 N33  
#1 5 22.73 

#4 4 19.47 

C8342T M2-2 L71  #5 6 25.73 

A9102G L K213R 
#1 6 20.37 

#7 7 14.93 

T9184C L N240  

#1 5 37.56 

#2 10 66.21 

#4 4 42.40 

A9445G L E327  

#1 6 39.22 

#6 6 14.11 

#7 7 24.07 

G9448C L G328  

#1 6 54.17 

#6 6 13.88 

#7 7 61.22 

G9826A L L454  
#2 7 98.82 

#2 10 26.50 

T11027C L L855  #3 9 11.91 

A11140G L P892  #5 6 15.11 

A11364G L N967S #8 8 85.60 

A12313G L K1283  #8 8 75.46 
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C13298A L L1612I #2 7 17.60 

A13370G L M1636V #3 4 18.78 

A13990C L K1842N 

#6 6 41.95 

#6 8 21.39 

#9 6 21.39 

T14127C L I1888T #3 4 17.22 

A15023G     #8 7 34.62 

T15049TTTT     #3 6 16.00 

 

The other 21 variations were seen at several time points and in 1 to 4 different volunteers (Table 7.4). 

Their prevalence ranged from 10.2% to 99.3% and they were spread over 8 genes. 2 of the variations 

were intergenic (A3099G and C4628A), four variations were non-synonymous (G765A in NS2, T5363C 

in G, and A9102G and A13990C in L) and 15 were synonymous. Those 15 synonymous variations were 

located in the N gene (C1176T, C1182T, C1185T and A2001T), M gene (A3863T), F gene (C6844T and 

G7075A), M2-1 (A8031T, C8037T and A8040G), M2-2 (C8230T) and L gene (T9184C, A9445G, G9448C 

and G9826A).  

The 30 unique variations consisted of 10 synonymous variations (33.3%), 14 non-synonymous 

variations (46.7%) and 6 intergenic variations (20.0%). The 21 variations that were detected at multiple 

time points or in multiple volunteers, consisted of 15 synonymous variations (71.4%), 4 non-

synonymous variations (19.0%) and 2 intergenic variations (9.5%) (Figure 7.6). 

There were 8 genes in which synonymous variations were found (NS2, N, M, SH, F, M2-1, M2-2 and L) 

and 7 genes in which non-synonymous variations were found (NS1, NS2, P, M, SH, G and L). Non-

synonymous variations were most common in SH, G and L, while synonymous variations were most 

common in N and L (Table 7.4). 
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Figure 7.6: Flow chart showing all variants detected in the inoculum and volunteers (top). Overview of all variants over time 
indicating the type of variant and coloured by volunteer. All variants indicated at day 0 were found in the inoculum (bottom). 
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In total, most variation were found in the L gene for both synonymous and non-synonymous variants. 

However, after taking the gene length into account, L is one of the least tolerant proteins towards 

variations, while SH and G are extremely tolerant towards non-synonymous variants, which was 

expected based on the literature for the G gene. In the case of the SH gene, this is all based on one 

volunteer showing several variants and this has to be interpreted with caution. All non-synonymous 

variations in G were located in the two hypervariable regions of G. Other proteins carrying non-

synonymous variations were NS1, P and M (Figure 7.7).  

 

Figure 7.7: Absolute numbers (left) and normalised numbers (right) of variants per gene for both synonymous (Syn) and non-
synonymous (Nsyn) variants. 

In total, there were 60 distinct variations confidently detected in 32 clinical samples from 10 different 

volunteers with their prevalence ranging from 8.8% to 100%. Out of 9 variations seen in the inoculum, 

all but one were common variations in all samples from volunteers at later time points. There were 

also 51 de novo variations detected of which 30 were unique and only seen in one volunteer at one 

time point. Out of all variations, 9 (15.0%) were intergenic, 28 (46.7%) were synonymous and 23 

(38.3%) were non-synonymous variations. 

Some of the non-synonymous variants only transiently appeared, while others persisted or increased 

in frequency. 
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7.3. Variations in naturally infected infant on Palivizumab 

While analysing the samples from infected volunteers over time, samples from infants on prophylactic 

palivizumab treatment who then got naturally infected with RSV were collected. There were several 

consecutive samples available from these infants during the same infection. This allowed to study 

variants in the RSV genome over time in naturally infected patients. Several samples from two infants 

infected with RSV while receiving prophylactic palivizumab treatment were collected. These samples 

were sequenced to find out if this was a palivizumab resistant strain or not. The following part of this 

chapter is the mini-study about one of these two infants. 

7.3.1. Characterisation of samples of RSV-infected infants on palivizumab 

The first infant was a female between 12 and 18 months of age. Four samples were available over a 

period of 23 days during January and February of 2018. The CT values ranged from 18.25 to 24.64 and 

all samples were nasopharyngeal aspirates. The second infant was a  male between 18 and 24 months 

of age. Two consecutive samples were available which were taken during January of 2018. The CT 

values were 35.17 and 34.86 and these samples were also nasopharyngeal aspirates (Table 7.5). These 

CT values were too high to sequence, so for this case study, only the samples from the first infant were 

examined. 

Table 7.5: Clinical characteristics of infants on prophylactic palivizumab treatment contracting RSV. 

Patient Sex Age 
Sample 
number 

Sample 
date 

Sample 
type 

CT value 

1 Female 
12-18 

months 

1 20/01/2018 NPA 18.25 

2 22/01/2018 NPA 18.96 

3 29/01/2018 NPA 24.64 

4 11/02/2018 NPA 21.87 

2 Male 
18-24 

months 

1 21/01/2018 NPA 35.17 

2 22/01/2018 NPA 34.86 

 

These children would most likely have had some kind of immunosuppressive condition or 

predisposition to severe disease, since palivizumab is expensive and only given as a prophylactic 

treatment for children with a heightened risk of RSV infection (236). Both of these infants were part 

of PERFORM (237), which is a consortium made up of 18 international organisations that aims to study 

differences between viral and bacterial infections and to improve diagnosis and management of 

febrile patients struck by infection. More clinical information was not shared about these two patients. 

The CT values of the samples ranged from 18.25 to 35.17 (Figure 7.8). Samples with CT values higher 

than 30 were not feasible for whole-genome sequencing. These samples were disregarded and 
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therefore only samples from the first infant with low enough CT values were requested for sequencing. 

Of the sample collected on the 29th of January 2018, only a small volume was left. 

 

Figure 7.8: CT values of samples from two patients with RSV infection while on prophylactic palivizumab treatment over a 
time period of three weeks with the cut-off value for sequencing indicated at CT = 30. 

7.3.2. Characterisation and sequencing of RSV strain in samples from infant on 

palivizumab 

The test performed by PICU to detect which viral infection was present did not distinguish between 

RSV A and B. Therefore, the samples were extracted as described in 2.2.4.2., reverse transcription was 

run as described in 2.2.5.2 and multiplex PCR was performed on these samples as described in 2.2.6.2. 

Samples were checked in duplicate and with positive and negative controls. The multiplex analysis 

showed that only control samples for RSV A were convincing in the red channel. All samples (excluding 

non-RSV B controls) did reflect a RSV B infection in the yellow channel (Figure 7.9). Human 

metapneumovirus A and B infection were also excluded. 
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Figure 7.9: Amplification plots of the multiplex PCR to determine the viral subtype of the samples from an infant with RSV 
infection while on prophylactic palivizumab treatment. RSV A = red channel on the left; RSV B = yellow channel on the right. 

Based on the multiplex results, further RSV B analysis was conducted. The reverse transcriptase was 

repeated, but this time according to the description in 2.2.5.3. and the RSV B genome was amplified 

in 16 fragments as described in 2.2.7.1. To check the results, 1%-agarose were prepared as described 

in 2.2.8.1. The bands on the agarose gels showed that for the first two samples all bands were present 

and visible and this was also the case for all bands but one for the fourth sample. Unfortunately, there 

was not enough sample left of sample three, which was collected on the 29th of January 2018, to 

extract enough viral RNA for the entire genome after amplification (Figure 7.10). The part of the 

genome that contains the palivizumab binding site was not amplified sufficiently and could therefore 

not be investigated any further. Therefore, three samples were sequenced using the Illumina MiSeq 

platform according to 2.2.9.2., 2.2.10. and 2.2.12. 

  

 

Figure 7.10: Bands per fragment of amplified RSV B genome from infant on palivizumab with persistent RSV infection on 1% 
agarose gel for four days over a period of one month. 
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First, de novo assembly protocols with SPAdes (2.3.2.1.) were run as the specific strain was unknown 

and therefore there was no reference strain to assemble reads against. Once a large contig was 

available, a reference strain (KM517573.1) was found by running BLAST algorithms on the NCBI 

database. Further assembly against this reference strain was performed as described in 2.3.2.2 and 

quality checks were performed as described in 2.3.2.3. 

The read depth was mapped to check if the whole genome was covered. It ranged between zero and 

> 8000 (Figure 7.11). Certain parts of the genome were not covered sufficiently for sequence analysis. 

The insufficiently covered parts were the same in all three sequenced samples. 
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Figure 7.11: Read depth of three samples from an infant that contracted RSV while on prophylactic palivizumab treatment. 
The read depth of the F gene (highlighted in blue) shows the read depth is not enough extract the sequence of the gene. 

7.3.3. In-depth analysis of the RSV genome and its variants 

First, the consensus sequence of the sample was used to determine the genotype of this RSV B strain 

using phylogenetic analysis. BA genotypes were the most prevalent genotype of the RSV B subtype at 
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the time of infection. Therefore, the consensus sequence was aligned against a set of RSV B reference 

strains that was used in the previous chapter. The alignment was performed using the Clustal Omega 

algorithm and manually adjusted to obtain the best possible alignment. The quality of the alignment 

and the number of informative quartets for phylogenetic analysis were assessed as described in the 

first chapter. The overall completeness score for the alignment was 0.96 and the completeness scores 

ranged between 0.94 and 1 for individual sequences (Cr), 0.46 and 1 for individual sites (Cc), and 0.93 

and 1 for pairs of sequences (Figure 7.12a). The triangle plots for informative quartets showed that 

83.5% of quartets were informative and these equally distributed over the three corners of the triangle 

plot (Figure 7.12b). 

 

Figure 7.12: Completeness scores for pairs of sequences in triangular heatmap (left) show good quality data. Triangle plots 
for the alignment run with 1500 quartets show 14.5% of uninformative quartets. 

After quality checks of the alignment and usefulness of phylogenetic analysis showed the data 

sufficed, a maximum likelihood tree was calculated. The best fitting model was determined according 

to the Bayesian Information Criterion and was HKY+F+R2. The ML tree showed that this strain was 

part of the BA genotypes, as were most RSV B strains in that season (Figure 7.13). 
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Figure 7.13: Maximum likelihood tree of RSV B genotype references and sample 2 (in red) of the infected infant on palivizumab 
treatment. Green = BA genotypes. 

Secondly, variant calling analysis was performed on the obtained sequences as described in 2.3.2.4. In 

the first sample, there were four variations and all of them were located in the G gene. In the second 

sample, there were two variations and they were located in the G gene too, and in the fourth sample, 

there were 4 variations and two of them were located in the G gene and two of them in the L gene 

(Table 7.6). Variants with a frequency of less than 1% were left out of analysis. 

The positions known to be under positive selection for RSV B are 223 and 224. Position 225 is known 

as a site under positive selection pressure for RSV A. This study might suggest that position 225 is 

under positive pressure for RSV B also. 



 Within-host minority variant dynamics during acute RSV infection 

  Page 218 of 247 

Table 7.6: Variants found in samples from infant infected with RSV while on prophylactic palivizumab treatment. 

Sample Sampling date Variant Gene Amino acid Frequency (%) 

1 20/01/2018 

C5306T G T206 1.20 

A5362C G N225T 1.15 

C5363A G N225T 4.51 

C5422T G P245L 1.16 

2 22/01/2018 
A5362C G N225T 1.21 

C5363A G N225T 3.22 

4 11/02/2018 

A5362C G N225T 2.08 

C5363A G N225T 2.06 

C9955T L F465 79.17 

A13154G L N1532D 76.37 

 

The frequency of these variants was very low throughout the infection, apart from two variants that 

appeared in the fourth sample and became the most prevalent nucleotide at that position (Table 7.6). 

Some variants stayed present in all samples over time, while other disappeared or reappeared later. 

There were two variants in neighbouring positions coding for the same amino acid that were seen in 

all samples, e.g. A5362C and C5363A. Their frequency never reached 5% or more (Figure 7.14). 
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Figure 7.14: Frequency of each variants over time in infant on prophylactic palivizumab shows little fluctuations over time. 

7.4. Discussion 

In this chapter of the thesis, it was shown that during acute RSV infection, minority variants are 

present. Variants can be transmitted, but new variants can also arise. On average 9.1 minority variants 

were detected in each sample. During RSV infection, it is assumed that infection results from multiple 

virions becoming seeded into the respiratory tract, one or more of which achieves infection. This might 

be a mix of quasi-species rather than a set of identical viruses. 

Several non-synonymous variants were detected in G of which two increased in frequency, i.e. R258H 

and H176N, which might indicate that these variants carry some advantage, while others were not 

tolerated and disappeared quickly. It has indeed been shown in earlier studies that position 258 is 

under a positive selection pressure and accumulates more non-synonymous variation than other 

positions in G (224, 226). However, similar studies with the same inoculum have not seen this positive 

selection pressure at position 258 of the G gene (171). Certain differences carried by quasi-species can 

be cost-neutral and therefore persist or they might contain an advantageous trait for transmissibility, 

replication or virulence. Transmissibility advantages during bottleneck events and development of de 
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novo variants during acute RSV infection have not been studied in detail before. This study showed 

that, with inoculation, not all established variations in the inoculum survive the bottleneck of 

infection, but that most variations do and these variants might even persist during the infection.  

Besides transmissibility advantages, minority variants might be better at evading the immune system 

or might not be recognised as an invader as quickly as virions without that variant. Another potential 

advantage might lie in the fact that certain variations could increase replication speed or improve 

infection of neighbouring cells. Other studies on minority variants in RSV are limited, but some have 

shown the presence of minority variants during infection (35). A study by Agoti et al. showed that 

duplications, deletions non-synonymous and nonsense substitutions are all found as minority variants 

during natural infection. These alterations to the G gene include larger deletions and premature stop 

codons confirming that the G gene is prone to errors that are likely to affect viral function (238). 

Although both synonymous and non-synonymous variants have been detected here, these more 

extreme variants have not been seen in this study. 

Earlier studies on persistent infection in immune suppressed patients have shown that intra-host 

variation is present, even without a strong immune response, although a bone marrow transplant in 

this patient did strongly increase intra-host diversity, suggesting that variation in the RSV genome is 

immune driven. This patient also received palivizumab which might have affected intra-host diversity 

somewhat, but not as much as the bone marrow transplant (172). This important study highlights the 

ease with which the RSV genome adapts to its environment by allowing variation to accumulate in its 

genome. 

Detailed studies on the inoculum used here were conducted in earlier years. They found a minority 

variant, namely N176H substitution in the L gene, with a prevalence of 18%. This was the only minority 

variant present above 5% in this study (171). In this research, the opposite was noticed, with a 16% 

prevalence of minority variant H176N. Two variants found in this study became dominant during 

experimental infection of healthy adults, namely in the M2 gene at position 193 and in the L gene at 

position 2072 (171). Other minority variants included substitutions at both CD4 and CD8 epitopes and 

one variant in G known to be in a B cell epitope. 

The G14102T variant did not survive the bottleneck, but more research has to be done to be able to 

investigate the reason for this. The amino acid change D1880Y in the polymerase gene (L) might affect 

the function of the protein which could explain why no clinical samples show evidence of this variant 

or virulence might be affected. It should be noted that other studies with the same inoculum have 

seen this variant in healthy, infected adults (171). It might also be coincidental although this seems 

unlikely since not one clinical sample from any of the 10 volunteers showed signs of this variant. 
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Literature shows that L forms a distinct complex with P (155), which might be affected when L is 

mutated. 

Furthermore, de novo variations developed during acute infection. Most of these disappeared quickly. 

Transmission of virions during this stage could lead to the spreading of that variant into the population 

if it survives the bottleneck of transmission. Further in vitro experiments could shed light on the 

virulence of this type of variant without the presence of immune pressure. Non-synonymous variants 

tend to disappear within 24 hours, while synonymous variants seem to experience less pressure to be 

removed from the viral population. This could be due to the development of defective particles which 

has been shown to happen in vitro before (239). 

The F glycoprotein rarely develops variants during acute infection and if variants do arise, they are 

synonymous variants and therefore do not to influence protein function or structure. This might be 

good news for new F-targeting vaccines being tested knowing the RSV F protein does not alter during 

acute infection. The other major glycoprotein, the G protein, tolerates more amino acid variation than 

any other protein. This is to be expected according to the literature and these variations are located 

in either one of the two known hypervariable regions of G. Both M2 proteins seem to accumulate 

synonymous variations more easily than any other protein, but did not acquire any non-synonymous 

variants. L and P seem to tolerate the least amount of variation out of all proteins. 

Certain variants can occur within the same codon and affect the amino acid sequence differently when 

both variants are present compared to one variant. If they are present in similar frequencies, this 

might suggest they are present in the same quasi-species. Variants that lie close together can be seen 

in the same reads, but when variants lie further apart in the genome, it is impossible to determine 

whether they are part of the same quasi-species with short read technologies. Newer technologies 

can sequence long reads and even complete viral genomes. This could be an interesting research 

question to find out which variants are always expressed together and what effect that might have on 

the function or structure of the protein. 

This study showed the variability of the genome of RSV even during acute infection in healthy adults, 

but it also raises more questions. Some variants seem to be advantageous to the virus while others 

are not. Why is that? Further studies with reverse engineered viruses could show differences in 

infectivity or replication in vitro or in vivo. There are no standard models for transmissibility studies of 

RSV, but setting up new models could help investigate the bottleneck events during transmission. 

Some experiments have been done with ferrets before as they can sneeze and infect others by droplet 

transmission (240). 
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Experiments based on samples from naturally infected infants would be the best starting point to 

determine the dynamics and effects of variants as these viruses have not been grown in vitro without 

the presence of the immune system or in mice, which are not natural carriers of RSV. These conditions 

could eliminate or introduce other variants that would never occur in humans and are therefore not 

the most useful to investigate, but they could show which changes in which regions have certain 

effects on the function of the protein or its structure. 

Unfortunately, it was not possible to retrieve a good sequence of the complete F gene in these 

samples. It has been shown before that certain amino acid substitutions can influence palivizumab 

sensitivity. All these variants are found in the antigenic site II of the F gene, which contains the 

palivizumab-binding site. Specific variants that have been linked to decreased sensitivity are 

substitutions are position 816, 827 and 828 which cause (partial) resistance by substitutions in the 

protein at position 268 or 272 (232, 233). Substitutions are position 276 are also linked to palivizumab 

resistance (231). Another site which has been suggested as having an influence on palivizumab 

sensitivity is at position 526, where the substitution of methionine by isoleucine is thought to induce 

palivizumab resistance (232). However, a surveillance study by Devincenzo et al. in 2004 has not 

detected these substitutions occurring naturally (234). Further attempts with different primer sites 

might have helped to determine the sequence of F in theses samples and could have shown the 

presence of palivizumab resistance variants or the lack thereof. 

It has been shown in the experiments on samples from a naturally infected infant though that it is 

difficult to cover the entire genomic sequence on the first sequencing round. This might be due to the 

fact that the exact strain is not known and primers should be adapted to the sequence to be able to 

retrieve the entire sequence. Therefore, developing new primers and re-sequencing these samples 

could provide much more information. 

One of the (dis)advantages of protein sequence changes could be an impaired protein function due to 

structural changes. Not all protein structures of RSV have been solved yet, so it is difficult to predict 

function changes. Further X-ray crystallography experiments could lead to solving the structures of all 

proteins, however, some RSV proteins are notoriously difficult to keep in the same structural 

formation. Once the structures have been solved, this would become a lot easier to predict the change 

in function with a single amino acid change compared to the wild-type sequence. 

With this type of study, it is important to keep the limitations of methods in mind. PCR errors are 

difficult to distinguish from real variants and sequencing is not perfect, so sequencing bias has to be 

accounted for. Several of those errors can be removed via bioinformatics quality checks, but these 

methods are not fool proof. Furthermore, it is fairly sure not all variants have been detected as only a 
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part of the collected sample was used for sequencing and sampling itself might not be enough to 

obtain all quasi-species at once. If variation is located in the primer binding-sites, this might also 

prevent amplification and therefore would reduce the ability to detect variants in these sites or 

introduce variants that are not actually present in the sample. This study was therefore not focussed 

on obtaining a complete variant overview, but on detecting the presence of variability during acute 

infection over time. This is in line with an earlier paper by Devincenzo et al. (35). 

By combining more techniques and expanding our current protein structure knowledge, these 

dynamics can be explored in more detail to improve our understanding of the recurrence of RSV 

infections. Samples from this study should be re-sequenced and more samples will need to be tested 

to confirm the dynamics seen in this study and studies of naturally infected children over time could 

show even more accurate information on infection dynamics. Constantly changing the genome in 

strategic places might prevent the host immune system from developing lasting immune responses 

against the virus. The effect of variants can always be studied in vitro and/or in vivo by testing antibody 

reactivity, neutralisation assays, developing recombinant viruses, protein conformation studies, using 

infection models such as mice or transmission models such as ferrets.  
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8. General discussion 

8.1. Comprehensive bioinformatics analysis 

The first publication detailing the division of RSV strains into groups was in 1966 by Coates et al. as 

they showed a difference in antibody reactivity (71). The current genotyping system is based on the 

genome and was described in 1998 (82), although genetic diversity had been shown before that point 

too by restriction mapping, digestions with RNase and electrophoresis, and sequencing (78, 79, 81, 

84, 202). Over time, more genotypes were discovered and more genotype names were appointed. 

However, it was not a standardised process to decide when a new strain was part of a new genotype 

or how to name that genotype. In the first papers, partial sequences were used for genotyping and 

this was kept as the standard, although this was not always the same part of the genome. The partial 

sequence of G that was used in the first papers is too short to determine genotypes currently. This 

part of the genome does not carry enough information to base confident phylogenetic analysis on. 

This raises the question whether we should stick to this partial G gene to determine genotypes.  

Besides this issue, genotypes have been appointed based on reference strains of choice from other 

genotypes. This way, new genotypes might have been appointed by one research group, while another 

research group would not have seen separate clustering in their phylogenetic tree, solely because they 

used different reference strains. This raises a second question: should we keep all previously 

appointed genotypes as they are? Should we establish a standard method for genotyping RSV strains 

and re-analyse all known genotypes so far with this new standard? Perhaps a new system based on 

current and future RSV strains would be more useful than the current system. It could prove to be 

difficult to find all necessary information from previous strains that are no longer around to include 

them in the new system. 

Which part of the genome is necessary to determine genotypes if partial G sequences are not enough? 

This thesis discusses the option of using full length genomes, and, although this would not be a cost-

effective measure, this would provide the most information. However, full length genomes might not 

be necessary to determine genotypes. The variability of each gene was therefore determined based 

on all available full-length genomes in the NCBI database. The background variability of both L and F 

genes are noteworthy, however, G carries the most variability by far. The HVR2 is the most variable 

region as was established in earlier studies. It is also this part of G that carries the 72- or 60-nucleotide 

duplication in ON1 and BA strains for RSV A and B respectively. This indicates that G would be the best 

gene to base genotyping efforts on. 

To determine how much of the genome was necessary to determine the correct genotypes, 

phylogenetic trees of full genomes were compared to trees based on full G genes and partial G genes. 
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This showed that full G genes showed a similar structure as full genome trees, albeit with lower 

bootstrap values and branching support. However, when comparing these trees to the trees based on 

partial G, more specifically HVR2, this showed another tree structure with very low support for most 

branches. This strengthens the hypothesis that this region is not informative enough to confidently 

determine genotypes using phylogenetic analysis. 

However, F would be a viable candidate to base genotyping on as well. It is a larger gene than G, but 

contains less variation than G. There are also fewer sequences available in online databases as G has 

always been targeted for genotyping purposes. An advantage of basing genotypes on F would be the 

fact that most current vaccines are targeting F. If responses of vaccines are different based on the 

differences in the F protein, it would be crucial to have a system to divide strains into groups based 

on F protein variability. Then again, it will not be an easy shift to introduce into the RSV community. 

Every laboratory would have to re-evaluate their genotyping methods and adjust them to target F and 

all genotypes determined so far might become useless. 

Based on the previous analyses, a reference dataset was set up containing G gene sequences from 

most known genotypes or alternatives that were most similar if full G was not available. A standard 

reference dataset like this would be a good tool to standardise genotyping efforts around the world. 

This dataset would have to be determined and intensively tested by a panel of experts and would have 

to be revised and tested periodically or after big impact discoveries. 

In this thesis, the reference dataset was used to test the capabilities to determine genotypes from 

clinical samples based on G genes only. Sequences of 116 clinical samples were determined of which 

56 were RSV A strains and 60 were RSV B strains. Maximum likelihood trees were built based on RSV 

A strains only, RSV B strains only or a combined dataset of both RSV A and B strains. Phylogenetic trees 

were better supported when RSV A and B strains were inspected separately. This analysis showed that 

clinical strains from seasons 2014-2015 to 2017-2018 clustered mostly with a cluster containing GA2, 

TN1, TN2, ON1 and ON2 strains. Only 3 RSV A strains did not carry the 72-nucleotide duplication in the 

G gene. Two of those belonged to the GA5 genotype. All RSV B strains clustered in the BA cluster and 

contained the 60-nucleotide duplication in the G gene. 

The level variation in RSV is striking and what genotyping is based on. However, it is still unclear how 

much variation is present during an acute infection and when new mutations arise. This was studied 

in further chapters of this thesis. 
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8.2. Viral cell culture experiments 

First, cell culture experiments were optimised. The time of harvest affects virus yields and the best 

point in time is when the cytopathic effect is greatest, while the number of dead cells is at its lowest. 

Temporal optimisation experiments showed that the best time point that was tested in these 

experiments was 55 hours post infection. 

Once experiments were optimised, clinical-like samples were tested to be grown in culture. A known 

virus strain was used to infect cell cultures in the form of nasal lavage samples in different 

concentrations. To be able to cause visible cytopathic effects and detectable viral titres, a CT value of 

30 or lower was necessary. 

These methods could be used to grow clinical samples containing RSV strains with distinctive genome 

characteristics. Cell culture experiments could then be used to investigate the replication rate and the 

cytopathic effects of that specific strain as well as the timing of these processes. However, clinical 

samples were not tested in cull culture yet. 

8.3. Set-up of deep-sequencing methods 

The best standard operating procedures should be established before new experiments are started. 

Each step should be optimised to have the best protocol that can be used throughout all experiments. 

When optimising protocols, the practical possibilities should not be forgotten. The theoretically best 

protocol is not necessarily feasible regarding financial or time aspects or for large-scale experiments. 

In this thesis, the aim was to increase cDNA yield as much as possible to identify minority variants in 

clinical samples. The tests conducted were aimed at enzymes and sample volumes. 

The enzymes that were compared were PfuUltra II Fusion HS DNA polymerase and PlatinumTM Taq 

DNA polymerase High Fidelity of which the first resulted in more and brighter bands on agarose gels, 

which is equivalent to higher amounts of (c)DNA being present. 

Further research investigated the effect of sample volumes used in each step of the process. Different 

volumes of clinical sample were used for total nucleic acid extraction. Between 25μl and 100μl of 

sample, the latter resulted in the most feasible protocol. The tested volumes used for conversion of 

viral RNA to cDNA were 15μl and 42μl and again the latter turned out to be the best option. Finally, 

the volume of cDNA used for amplification of fragments was tested. Both 3μl and 10μl returned good 

yields, but 3μl of cDNA was more feasible as 16 amplification reactions were to be performed. 

A second primer set was tested as well, however, this produced lower viral yields, so the choice fell 

on the first set of primers. Further optimisation could be done by combining the strategy of the second 

primer set, where multiple primers at similar positions were used in the same amplification reaction 



 General discussion 

  Page 227 of 247 

in combination with the primers from the first set. This could increase yields in regions which are prone 

to genomic variation. 

The optimised protocol was successful and full genomes of RSV could be determined by deep-

sequencing clinical samples. Viral loads were high enough to detect minority variants in these samples 

as well. 

8.4. Testing of clinical samples from community and hospital patients 

Newly established methods were used to deep-sequence RSV positive samples from patients with 

severe disease and mild disease. The purpose of deep-sequencing the samples was to determine the 

presence of minority variants and measure the genetic variance in these samples to compare samples 

from patients with mild and severe disease. Disease severity might be caused by high genetic variance 

in the viral genome or severe disease might be a favourable condition for the virus to thrive and to 

drive increased viral population and therefore increased variation. 

In this thesis, a cohort of hospitalised patients was compared to a cohort of community patients. To 

reduce the risk of bias, samples were spatiotemporally matched and the viral load between the two 

inspected cohorts was studied, which showed no difference. 

The samples from both cohorts were deep-sequenced and the dataset, containing all clinical samples 

and reference sequences as determined earlier in this work, was quality-checked for phylogenetic 

analysis. Completeness scores were calculated for three datasets, i.e. one with only RSV A sequences, 

one with only RSV B sequences and a combined dataset for RSV A and B. The last one could be useful 

when samples are sequenced of which the subtype is unknown. Likelihood mapping analysis showed 

that the combined dataset was by far the worst dataset. Indicative parsimony trees showed that all 

sequences belonged to the RSV A subtype. This was confirmed after a maximum likelihood tree was 

built. The genotypes were shown to be GA2 or ON1 genotypes. This is in line with the current 

genotypes, which are GA2/ON1 and GA5 for RSV A and BA genotypes for RSV B. 

The assembly of unknown RSV strains proved to be difficult. First, de novo assembly was performed, 

which only returned partial sequences. The largest contig was used to BLAST against the online NCBI 

database. The most similar strain was then used as a reference strain for a second assembly round. 

This returned more complete sequences. A standardised reference sequence could have been a useful 

tool at this point of the analysis. A strain with ambiguous nucleotide annotation at varying positions 

could be used to assemble de novo sequences. Nevertheless, this is not available and would be flawed 

as well as unknown or new variations might not be mapped and therefore lost. 
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Further in-depth research into the variations found within each clinical sample showed that the 

number of variants was highest in the L gene, but when normalised for gene length G carried the most 

variants per nucleotide. G also contained the most non-synonymous variations out of all genes and 

this was to be expected. 

When comparing the amount of variation between community samples and hospital samples, the 

Shannon Entropy showed no significant difference between the two cohorts and was therefore not 

correlated with disease severity in this study. However, numbers were low in these tests and type II 

statistical errors are possible in this analysis. Further research might reveal more subtle differences 

than the ones that could be detected with this small-scale study. 

Overall, there seems to be no clear association between RSV variants or strains and disease severity. 

However, most clinical samples do seem to carry minority variants. 

8.5. Deep-sequencing of RSV over time and minority variant dynamics 

It was shown in the previous chapters that variation within a sample is present. It was unclear whether 

these were transmitted during infection or whether these developed during acute infection. In the 

last part of this thesis, healthy volunteers were inoculated with a known RSV strain and daily samples 

were taken. These samples were deep-sequenced to investigate the bottleneck of transmission and 

detect the origination of new variants. 

The inoculum was sequenced to determine which minority variants might be present in the starting 

material. Several variants were detected of which one non-synonymous variant did not survive the 

bottleneck of transmission via inoculation. Two non-synonymous variants increased in frequency over 

time. These might have some advantage over the more prevalent variant at that position. Other non-

synonymous variants did not increase or decrease in frequency over time. There did not seem to be 

any significant change over time in synonymous variants. Certain differences carried by quasi-species 

can be cost-neutral and therefore persist or even be advantageous for transmissibility, replication or 

virulence. 

New variations also developed during acute infection, although most of these disappeared quickly. 

These variants might be disadvantageous or the quasispecies might not have replicated enough to 

persist due to other factors. Synonymous variants seemed to experience less pressure to be removed 

from the population than non-synonymous variants. Non-synonymous variants can cause the 

development of defective particles, which is not the case for synonymous variants and might be an 

explanation for these dynamics. 
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It was shown that the F protein rarely develops non-synonymous variants during acute infection. This 

is excellent news as several vaccines are being tested targeting the F protein. The M2 gene which 

codes for both M2 proteins, seemed to accumulate variants quite easily, although these were all 

synonymous variants. The L and P proteins were least tolerable to de novo variant development in this 

study. 

Further experiments on samples from a naturally infected patient receiving palivizumab treatment 

showed similar dynamics being present. Certain variants arose during infection and others were 

already present and persisted over time. Further experiments of naturally infected patients being 

sampled over time could provide a lot more insight into de novo development of variants during RSV 

infection and the effects on disease severity. 

Protein conformation analysis should be performed to identify the effect of the variants found in this 

study on protein folding and perhaps function. Our current knowledge on protein structures should 

be expanded to inspect the effect of these dynamics in more detail and improve our understanding of 

disease severity and related biomechanisms. 

8.6. Future work 

8.6.1. Future research in bioinformatics analysis 

The comprehensive study on sequences collected from the NCBI database was limited to the G gene 

in this thesis. Further inspection of the F gene could elucidate if the F gene could be used as the basis 

for genotyping. Large, encompassing maximum likelihood trees could be built containing strains from 

all over the world and from a large timeframe. 

This research focussed on trees based on G gene nucleotides which could be compared to amino acid 

trees of G. All synonymous variations would be taken out of the equation which would reduce the 

variability. The trees of full genomes, full G and HVR2 could be compared to each other in a similar 

fashion as shown before to investigate if these trees are more useful for genotyping endeavours. 

Similar research could be carried out focussing on the F gene. Trees based on full genome and full F 

gene could be compared for both nucleotide and amino acid trees to find out if F would be a viable 

candidate for genotyping. This might be useful for vaccine-related research as well. G- and F-based 

trees could be compared to determine whether they have similar outcomes. This research could be 

applied to all genes, although G and F seem to be the most informative ones. 

The analysis described above will be carried out in the coming months and will be submitted for 

publication afterwards. 
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When it comes to studying disease severity, the disruption of cell homeostasis can be detected by 

single-cell sequencing. Different types of cells can be divided into infected and non-infected groups. 

Single-cell sequencing can determine the up- or downregulation of all of their genes compared to each 

other. It might even be possible to train artificial intelligence software to find the differences between 

infected and non-infected cells, mild disease and severe disease to detect genes that are dysregulated 

in such circumstances. This could provide advanced insights into new therapeutic strategies. 

The expansion of the groups that are included in research could increase the understanding of 

differences in RSV disease. Babies, young children, healthy or immunocompromised adults and elderly 

people all have different immune systems, which could affect disease severity. Where healthy adults 

can carry RSV asymptomatically, people at the extremes of ages are often severely affected, but it is 

still unclear why that is. This extra information could be included in research conducted using artificial 

intelligence to gain further insights. 

8.6.2. Future research in experimental analysis 

8.6.2.1. Host genome effect 

It is still unclear if viral strain variation contributes to disease severity. The influence of the host 

genome could theoretically be studied by identical twin infection studies, although this would be 

extremely difficult to organise and would be a work of decades. This type of study would not take the 

epigenome into account either, which could also play a role in disease severity. However, if there are 

differences found between identical twins infected with the same virus at the same time in the same 

environment, it would suggest that epigenomic differences and infection history are the drivers 

behind disease severity. 

8.6.2.2. Viral genome effect 

When specific variants are encountered, it would be enlightening to be able to study the effect of that 

variant with in vitro or in vivo experiments. Reverse engineering a virus containing only those variants 

needed for the investigation could produce enough virus to investigate the specific effect on cytokine 

production in cell culture or in mice. Further transcriptional changes in the cell could be detected by 

single-cell analysis of samples collected during these experiments. 

Further research should be conducted to elucidate the conformational analysis of all proteins with 

and without mutations, which could help to fine-tune theoretical predictions of protein conformation 

changes. Artificial intelligence could also play a role in this part of RSV research. Once the software 

has learned which conformations are physically possible, sequences could be fed to the software that 

would run an algorithm and return the conformational effect resulting from mutations in the viral 

genome. 
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8.6.3. Future directions 

Overall, artificial intelligence could teach us a lot if we combined all the data we can collect. The 

combination of disease severity, complete virus genome, complete host genome, host microbiome, 

host infection history and even single-cell data could be the key to discovering the cause of severe 

disease caused by RSV. It would be an enormous project that could only be accomplished by several 

international research institutions working together, but it might be worth to collect the wealth of 

information such an endeavour would produce. It would certainly be an innovative project bringing 

the future of research to the current day and age. 

8.7. Conclusions 

a. Genotyping RSV is currently based on an inadequate part of the genome and not standardized. 

Working groups have been established to address this problem. It might even be better to use 

a different part of the genome all together. Further investigation might shed further light on 

that notion. 

b. Full-genome deep-sequencing and minority variant identification are possible with the 

methods established in this thesis. 

c. RSV infected patients are likely to carry minority variants, regardless of disease severity. 

Further research could elucidate if the amount of minority variants and their frequency is 

different between both cohorts. 

d. De novo minority variants frequently emerge during acute RSV infection in healthy adults. 
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