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Abstract……. 
 

N-myristoylation is the irreversible attachment of myristate (a C14 fatty acid) 

to the N-terminal glycine of a given substrate. The enzyme responsible for this 

reaction is N-myristoyl transferase (NMT), a protein shown to be essential for many 

organisms, ranging from eukaryotes, plants, fungi, to infectious parasites. Initially, 

the NMTs of the fungi and infectious parasites sparked the interest of researchers in 

drug discovery to target these pathogens. However, the question remained whether 

one could target NMT in cancer. While early studies suggested potential upregulation 

of NMT1 in some early stage cancers, it remained unclear which cancer types to 

target and for which mechanistical reason. 

In this study, data from pharmacogenomics screens across hundreds of cancer cell 

lines, treated with three different NMT inhibitors, were analysed. Haematological 

malignancies were amongst the most responsive cell lines; however, also cancers 

originating from other tissues were sensitive, indicating a more complicated picture. 

Detailed phenotypical and omics-based analysis of the effects of NMT inhibition in 

an example cancer cell line from the haematological malignancies, and an unbiased 

bioinformatics approach across the pharmacogenomics data hinted at the same 

protooncogene: MYC. Two different isogenic system with inducible MYC confirmed 

that MYC deregulated cells are highly dependent on myristoylation. 

This newly uncovered synthetic lethality has potentially wide implications as MYC, a 

key transcription factor, is commonly deregulated in cancer and involved in most of 

the hallmarks of cancer. Targeting MYC or its downstream program attracted wide 

attention of the field; however, to date no drug has been approved to specifically 

target either. Novel approaches to target MYC, in the context of cancer, are urgently 

needed, and this study identified a potential new one.   
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Chapter 1. Introduction 

1.1 Myristoylation 

This subchapter will introduce myristoylation in the context of other lipid 

modifications of proteins (in this thesis myristoylation refers to N-myristoylation if not 

otherwise specified); the enzyme responsible for myristoylation, N-myristoyl 

transferase (NMT) and the two different types of myristoylation: co-translational 

(CoTMyr) and post-translational (PTMyr). Moreover, it will briefly introduce the 

chemical biology tools which allowed to identify substrates at unprecedented rates 

and explore the biology of myristoylation. Lastly, it will give an overview into the 

different NMT substrates, their biological significance and what is known about the 

impact of the attached myristate (a C14-fatty acid). 

 

1.1.1 Lipidations 

Lipids are the key component of cellular membranes: the barriers between 

the cellular content and the outside world. These natural barriers necessitate 

mechanisms to allow for sensing outside signals (e.g., growth factors or nutrients), 

membrane trafficking and cell-to-cell communication in multicellular organisms. 

Proteins can either have specific domains tethering them into the membrane; or lipid 

modifications on the proteins control for membrane-protein interactions, but also 

protein-protein interactions. These modifications typically occur on nucleophilic 

amino acids, such as cysteine, serine or lysine, or the N-terminal amino group. Some 

modifications, such as cholesterol esterification and GPI 

(glycosylphosphatidylinositol) anchoring occur on the C-termini of proteins; others, 

such as glycine myristoylation, occurs on the N-terminus of proteins. Several 

different enzymes catalyse the attachment of those lipids to the respective proteins 

(Jiang et al., 2018; Lanyon-Hogg et al., 2017) (see Figure 1-1 for the different 

lipidations). These enzyme caught the attention as potential drug targets in cancer 

and other diseases, due to the broad biological role of the different lipidations (Jiang 

et al., 2018). 

A particular interest into prenylation, more specifically farnesylation, was sparked 

due to the fact that all the isoforms of the oncogene RAS are farnesylated and this 
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lipidation is required for the transformative capacity of the oncogene (Berndt et al., 

2011; Palsuledesai and Distefano, 2015). More than 30% of all cancers show 

activating mutations in one of the RAS isoforms (Resh, 2012). Thus, targeting 

farnesylation was considered a possible way to shut down oncogenic RAS signalling 

and highly specific inhibitors, such as Tipifarnib, for farnesyl transferases (FTase) 

were developed (End et al., 2001). While preclinical data in cancer cell lines and 

mouse models looked promising, the following evaluation of different FTase 

inhibitors in 75 clinical trials showed no or only a very modest clinical benefit, and 

mostly independent of RAS mutation status (Berndt et al., 2011). The RAS isoforms 

are farnesylated, but upon inhibition of this process, they can be geranylgeranylated, 

still leading to their membrane anchoring and activity (Wang and Casey, 2016). This 

farnesylation to geranylgenerylation switch was recently shown via chemical 

proteomics and the use of two different metabolic tags (Storck et al., 2019).  

 
Figure 1-1: Lipidation on proteins. 
Structures of different lipid modifications on proteins.  
 
Protein palmitoylation is the reversible addition of a C16 fatty acid (palmitoyl) to 

cysteine residues, and is mediated by the palmitoyl-acyltransferases (PAT), 

consisting of 23 members. The PATs have a conserved aspartate-histidine-histidine-

cysteine (DHHC) motif, located in a cysteine-rich, zinc finger-like domain, thus are 

named zDHHCs (Tabaczar et al., 2017). The enzymes responsible for 

depalmitoylation are palmitoyl-protein thioesterases (PPT) that contain α/β-

hydrolase domains, hence are called ABHD proteins (Globa and Bamji, 2017). A 

number of synaptic proteins have been shown to be palmitoylated dynamically in 

neurons in response to synaptic activity. Also, palmitoylation has been associated 
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with schizophrenia, Huntington’s and Alzheimer’s disease, leading to a research 

focus of the palmitoylation field on neurons and other brain cells (Globa and Bamji, 

2017). Additionally, mutations in different PATs are observed in cancer, and thought 

to alter the ability of PATs to function as oncogenes or tumour suppressors, leading 

to investigations of the role of palmitoylation in cancer and its potential druggability 

(Resh, 2017). To date, over 2500 proteins have been described to be palmitoylated 

in humans (Blanc et al., 2015). The substrate specificity of the PATs and PPTs 

remains controversial and difficult to assess due to redundancies between different 

PATs and PPTs (Tabaczar et al., 2017). A limiting factor to identify the exact role of 

different PATs is the lack of specific inhibitors for a given zDHHC. The commonly 

used lipid-based inhibitors such as 2-bromopalmitate are highly unspecific, and 

interfere with proteases, lipid transport and lipid metabolism (Chavda et al., 2014; 

Davda et al., 2013; Lanyon-Hogg et al., 2017). The exception is the Hedgehog 

acyltransferase (Hhat) which is essential for hedgehog signalling. Specific inhibitors 

for Hhat could be identified (Rodgers et al., 2016).  

Lysine acylation has been proposed to occur for interleukin 1⍺	 (Stevenson et al., 

1993).	As a potential deacylating enzyme SIRT2 has been put forward as an ‘eraser’ 

of this lysine-myristoylation (Liu et al., 2015); however, little is known about potential 

enzymes driving lysine myristoylation, and it remains to date poorly defined and the 

data is suggestive (Lanyon-Hogg et al., 2017). 

To conclude, the different lipid modifications are highly relevant for cellular function 

and the enzymes catalysing these lipidations have already been in extensive focus 

for drug discovery and development, particularly for prenylation. The focus of this 

work is on the N-terminal glycine myristoylation and the application of inhibitors in 

cancer, which will be introduced in the following sections. 

 

1.1.2 Myristoylation, a tale from two types of myristoylation and two enzymes 

Myristoylation is the typically irreversible attachment of myristate to the N-

terminal glycine of the respective substrates via a thioester bond. Myristoylation 

usually occurs in a co-translational manner: methionine aminopeptidases (MetAP) 

expose, after cleavage of the initiator methionine, the N-terminal glycine, which can 
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be subsequently irreversibly myristoylated (see Figure 1-2 A) (Jiang et al., 2018; 

Wright et al., 2010).  

 
Figure 1-2: Co-translational myristoylation and dynamic regulation of membrane 
association. 
[A] During peptide elongation at the ribosome, the N-terminal glycine is exposed after 
cleavage of the initiator methionine. NMT catalyses the attachment of myristate at the 
glycine, using the cofactor myristate-coenzyme A (CoA). After further protein maturation, 
the myristate mediates e.g. membrane tethering of e.g. the ARF4, which then can 
activate signalling pathways (the structures of ARF4 and NMT1 were generated with 
NGL viewer (Rose et al., 2018) using the deposited structures of NMT1 – PDB ID: 3IU1 
and ARF4 – PDB ID: 1Z6X). [B] (1) For SRC the irreversible membrane anchoring is 
achieved through a subsequent palmitoylation, following the initial CoTMyr (Koegl et al., 
1994). (2) A conformational switch was identified in the members of the ARF family. 
Upon binding of GDP, the myristate is ‘hidden’ in a lipophilic pocket. If GTP binds, the 
myristate is exposed and can mediate membrane binding (Goldberg, 1998). (3) The 
electrostatic switch is based on additional positive charges from respective amino acid 
residues, facilitating membrane anchoring. These positive charges can be neutralised 
by e.g. phosphorylation events, causing displacement from the membrane (Resh, 2006). 
(4) Protein-protein interactions with another membrane bound partner protein can 
promote the membrane binding (Resh, 1999). 
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While eukaryotic cells lack the capacity, i.e. enzymes to hydrolyse the thioester bond 

between glycine and myristate, thus reverse myristoylation, it has been shown that 

bacterial enzymes can actually hydrolyse the bond and remove the myristate from 

their host’s NMT substrates. This is observed for e.g., the pathogen Shigella flexneri 

(Burnaevskiy et al., 2013; Burnaevskiy et al., 2015).  

Myristoylation is involved, amongst other things, in trafficking of proteins to and from 

the membranes and this process is dynamically regulated (see Figure 1-2 B) (Resh, 

1999; Resh, 2006; Wright et al., 2010). For example several members of the SFK 

family are additionally palmitoylated at their N-termini to irreversibly anchor them to 

the membrane (Koegl et al., 1994). There are also several dynamic switches, such 

as for the ARF family for which upon binding of guanosine diphosphate (GDP) or 

guanosine triphosphate (GTP), the N-terminus with the myristate is exposed or not. 

Another dynamic switch is based on electrostatic interactions, where the N-terminus 

of the given substrate is negatively charged, thus facilitates membrane binding. 

These charges can be controlled by phosphorylation, or binding of other proteins 

(Resh, 2006). Additionally, interactions with other membrane bound proteins can 

reinforce the interaction of the NMT substrate with the membrane (Resh, 1999). 

 
Figure 1-3: Post-translational myristoylation.  
Internal glycines can be exposed through caspase-mediated endoproteolysis, as shown 
for BID here. These internal glycines can be subsequently myristoylated in a post-
translational manner, and can cause for example for BID a change of localisation to the 
mitochondrial membrane, causing MOMP and cytochrome C release (Zha et al., 2000), 
or in general protect the PTMyr substrate from subsequent degradation by the UPS 
(Timms et al., 2019) (the structures of ARF4 and NMT1 were generated with NGL viewer 
(Rose et al., 2018) using the deposited structures of NMT1 – PDB ID: 3IU1, caspase 3 
– PDB ID: 1QX3 and BID – PDB ID: 2BID). 
 
While myristoylation occurs usually in a co-translational manner, post-translational 

myristoylation is also observed, specifically in the case of apoptosis and the involved 

caspase-mediated endoproteolysis (Martin et al., 2011; Thinon et al., 2014). Other 

caspase-mediated cell deaths, such as pyroptosis are known (Shi et al., 2017), but 

the extent of PTMyr has not yet been defined in these cases. Caspases cleave 



Chapter 1 Introduction 

24 

 

proteins, exposing internal glycines, which can be subsequently myristoylated (see 

Figure 1-3) (Martin et al., 2011; Thinon et al., 2014). One of the first proteins for which 

this process was described is the apoptotic protein BID. Upon caspase-mediated 

cleavage, the truncated version of BID (tBID) is myristoylated, directed to the 

mitochondria, and being involved in cytochrome C release (Zha et al., 2000). This 

subsequently leads to further caspase activation and mitochondrial outer membrane 

permeabilization (MOMP) (Green, 2005). Interesting in this context is the recently 

described glycine specific N-degron pathway: of the ~1800 known caspase cleavage 

sites, a third would result in exposure of an N-terminal glycine, a potent degron. 

However, myristoylation is a regulator of this degron pathway, potentially implying 

that PTMyr protects its substrates from further degradation by the ubiquitin-

proteasome system (UPS) (Timms et al., 2019).  

The enzyme responsible for myristoylation is N-myristoyl transferase (NMT), a 

member of the GCN5-related N-acetyl transferases (GNAT) (Dyda et al., 2000). 

NMTs exist across a large number of species (Boutin, 1997), indicating that this 

lipidation is a conserved protein modification across evolution. Furthermore, 

myristoylation has been identified as essential in Candida albicans (Weinberg et al., 

1995), Plasmodium falciparum (Gunaratne et al., 2000), mice (Yang et al., 2005), 

kinetoplastid parasites such as Leishmania and Trypanosoma brucei (Price et al., 

2003), and for optimal proliferation of human (cancer) cells (Meyers et al., 2017; 

Reddy et al., 2017; Wang et al., 2015a). A second paralog has been identified in 

humans (Giang and Cravatt, 1998). The two isoforms, hsNMT1 and hsNMT2, share 

77% sequence similarity (Thinon, 2013), and do not have altered substrate specificity 

in peptide-based assays (Castrec et al., 2018; Martinez et al., 2008). A key difference 

is the N-terminal ribosomal binding domain present on NMT1, suggesting that it 

might be responsible for CoTMyr (Glover et al., 1997). This would fit with the 

observation that NMT1 is essential for optimal proliferation in different human 

(cancer) cell lines, but not NMT2 (further discussed in subchapter 1.2.3) (Meyers et 

al., 2017; Reddy et al., 2017; Wang et al., 2015a), raising the question of which 

biological role hsNMT2 plays.  

NMT1 is overall higher expressed than NMT2 across all the tested tissues in humans, 

potentially underlying the increased relevance of the former isoform. Lower NMT1 

expression, compared to other tissues, is observed in endocrine tissues, muscle, 

male and adipose/soft tissue; NMT2 expression is lower in the muscle and 
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adipose/soft tissue (see Figure 1-4 A) (Uhlen et al., 2015). The subcellular 

localisation for both isoforms is cytoplasm and plasma membrane–NMT2 additionally 

localises at the Golgi (Thul et al., 2017). These data indicate that NMT inhibition 

(which will be further introduced in subchapter 1.2) would likely affect all tissues 

(assuming inhibitors with good blood-brain barrier permeability), as the targets are 

expressed across all of them. 

 

 
Figure 1-4: Catalytic cycle of myristoylation, preferred peptide sequence and 
tissue distribution. 
[A] Shows the Bi-Bi mechanism of NMT (Adapted from (Rudnick et al., 1991)). 
[B] hsNMT1 peptide sequence preference for substrates. [C] Tissue distribution of 
hsNMT1 and hsNMT2; data extracted from (Uhlen et al., 2015). 
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The structure of scNMT1, the NMT of Saccharomces cerevisiae, has been described 

(Bhatnagar et al., 1998), and several structures of hsNMT1, bound to myristoyl-CoA 

or different NMT inhibitors have been deposited into the protein data bank (PDB) 

(Berman et al., 2000), 18 different structures to date. The catalytic cycle of NMT, 

firstly identified in scNMT1, follows a Bi-Bi mechanism: two substrates and two 

products are involved in the enzymatic reaction (Rudnick et al., 1991) (see Figure 

1-4 B). Kinetic studies revealed the same Bi-Bi mechanism applies also for hsNMT1 

(Rocque et al., 1993).  

Bioinformatical analysis of sequence motifs that are preferred by NMT revealed three 

motif regions: positions 2 to 7 fitting in the peptide pocket; positions 8 to 12 interacting 

with the surface of NMT at the catalytic pocket; and positions 13 to 18 comprising of 

a hydrophobic linker (Maurer-Stroh et al., 2002b) (see Figure 1-4 C). 

The N-terminal glycine, following the initiator methionine is absolutely essential for 

myristoylation (Maurer-Stroh et al., 2002b). Glycine to alanine mutations (G2A) are 

thus typically used to disrupt myristoylation on a given NMT substrate. Based on the 

preferred sequence motifs, two online tools have been developed to assess the 

likelihood of a given protein to be myristoylated: ‘Myr predictor’ (Maurer-Stroh et al., 

2002a) and ‘Myristoylater’ (Bologna et al., 2004).  

Alternative splicing variants of NMT1 are observed in humans and rats, but the exact 

function of these alternative isoforms remains unknown (McIlhinney et al., 1998). It 

has been proposed that NMT might be regulated through phosphorylation by some 

of members of the SRC family kinases (SFK); however, any functional differences 

between the differentially phosphorylated NMT enzymes have not been shown and 

only the first 416 residues of NMT1 were expressed in this study (Rajala et al., 2001). 

To date, there is no clear consensus or strong evidence on what regulates 

myristoylation (Wright et al., 2010). 

 

1.1.3 Chemical proteomics to explore myristoylation 

Initial research into myristoylated proteins was limited: the lipids themselves 

have poor antigenicity, making the generation of specific antibodies almost 

impossible. At the time the only alternative left to study myristoylation was the use of 

radioactive labelled version of the myristate, followed by autoradiography. This work 
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was laborious, took several weeks, and there was an inherent hazard due to the 

radioactive materials used. This situation changed with the development of chemical 

proteomics and metabolic tags (Heal et al., 2011; Storck et al., 2013; Tate, 2008). 

The Tate laboratory specialises in the development of new chemical tools and 

chemical proteomics strategies for lipidation, amongst them myristoylation.  

 

 
Figure 1-5: Different chemical proteomics approaches to identify NMT substrates 
and the inhibition thereof.  
[A] Chemical proteomics workflow, utilising metabolic tagging with an alkyne modified 
myristate analogue (YnMyr). Cells are incubated with YnMyr and then lysed, yielding in 
a mixture of tagged and untagged proteins. The former can be captured via ‘click 
chemistry’ and multifunctional capture reagents for subsequent visualisation on gel; or, 
after enrichment and digest, for identification via MS/MS. [B] Structure of AzRB, a 
capture reagent, specifically designed to have a trypsin digest side (red triangle) after 
arginine. Arginine is easily ionised in mass spectrometry, hence allows for the 
identification of the modified peptides. [C] Label-free approach to identify NMT 
substrates that, due to NMT inhibition, have free N-terminal glycines. These can be 
tagged via a SrtA-mediated enzyme reaction with a small peptide sequence and biotin. 
For light NMT substrates the mass shift can be visualised via immunoblotting; or the 
biotin can be used for subsequent enrichment and MS/MS. 
 

These tools and experimental approaches were used to identify NMT substrates in 

the parasites Plasmodium falciparum (Wright et al., 2014) and Leishmania donovani 

(Wright et al., 2015), human (cancer) cells (Thinon et al., 2014), zebrafish (Broncel 

et al., 2015), and the common cold virus (Mousnier et al., 2018). Crucial for these 
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workflows is the so-called ‘click chemistry’, which allows for biorthogonal reaction of 

alkyne and azide groups through copper mediated catalysis (Debets et al., 2010).  

The experimental workflow, using an alkyne myristate analogue (YnMyr), is shown 

in Figure 1-5 A. The cells of interest are incubated with YnMyr for a given time and, 

if desired, with a suitable NMT inhibitor. The cells incorporate YnMyr onto their NMT 

substrates. After cell lysis, the alkyne handle can be used for the previously 

mentioned ‘click chemistry’ to capture the proteins of interest with multifunctional 

capture reagents. These capture reagents can have fluorophores for subsequent 

visualisation with in-gel fluorescence and/or biotin handles that allow for enrichment 

on Streptavidin/Neutravidin beads and analysis via mass spectrometry. Importantly, 

the combination with specific NMT inhibitors (Thinon et al., 2014), or the use of 

specially designed capture reagents (see Figure 1-5 B for an example) (Broncel et 

al., 2015) allow for high levels of confidence in the identified NMT substrates. The 

capture reagents have specifically designed trypsin cleavage sides that are followed 

by an arginine. After tryptic digest the peptide, tagged with YnMyr and AzRB, is highly 

polar, thus, can be identified by mass spectrometry (Broncel et al., 2015). 

Additionally, within the Tate group a label-free approach was developed to observe 

NMT inhibition on a subset of NMT substrates, using sortase A (SrtA) mediated 

ligation. In the case of NMT inhibition, only the free N-terminal glycine will be 

amenable for ligation to a peptide-biotin moiety, which can be visualised via a mass-

shift in immunoblotting or be used for enrichment with subsequent mass 

spectrometry analysis (Goya Grocin et al., 2019) (see Figure 1-5 C). This approach 

has been extensively used in the (in)validation of different chemical probes for NMT 

(Kallemeijn et al., 2019). The herein described chemical proteomics approaches are 

of course not limited to myristoylation and have been modified to study other lipid 

modifications (Lanyon-Hogg et al., 2017; Rodgers et al., 2016; Storck et al., 2019). 

To conclude, chemical proteomics revolutionised the identification of NMT substrates 

and follow dynamics of the substrates across a large number. The next subchapter 

will discuss what is known about the effect of myristate on different NMT substrates. 
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1.1.4 Significance of myristoylation on its substrates 

As described earlier, myristoylation is considered as an essential process for 

optimal proliferation in eukaryotic cells, more specifically in cancer cell line 

proliferation in various CRISPR whole genome essentiality screens (Behan et al., 

2019; Meyers et al., 2017; Wang et al., 2015a). To assess the importance of a given 

gene for optimal proliferation across various cell lines, the cells are transfected with 

an inducible Cas9-protein, an enzyme responsible for nicking of the DNA, and a 

lentiviral short guide RNA (sgRNA) library to guide Cas9 to the desired gene target. 

Deep sequencing compares the initial abundance of sgRNAs in the population with 

the abundance of sgRNAs after the induction of the Cas9 protein and several 

passages of the cancer cell lines. Depletion of the sgRNA indicates importance for 

optimal proliferation of the respective gene, whereas increase of the sgRNA 

abundance indicates an anti-proliferative role of the respective gene (Wang et al., 

2014). These abundance changes of sgRNAs need to be corrected for copy number 

amplifications, and serve as a readout for how important or essential a given gene is 

for optimal proliferation in a given cell line, e.g. the CERES score by the Broad 

institute (Meyers et al., 2017). A potential question is which NMT substrates are 

needed per se for optimal cell proliferation hinting at potentially important substrates 

for the phenotype of NMT inhibition (the gene KO might phenocopy a loss-of-function 

situation due to the lack of the myristate).  

The five NMT substrates most essential for cell proliferation, measured by the 

CERES score (also known as gene effect score in the Broad DepMap), are CHMP6, 

TOMM40, PSMC1, ARF4 and DDX46, across a large number of cancer cells 

(Meyers et al., 2017). Their function and the potential role of the myristate are shown 

in Table 1-1. Additionally, a range of gene scores (a different name for the previously 

mentioned CERES score) of NMT1 for proliferation is observed in these screens, 

from very dependent cell lines to less dependent cell lines (Meyers et al., 2017). This 

leads to the question if gene scores of any NMT substrate might correlate with this 

observed gene scores for NMT1, potentially hinting at substrates driving the 

phenotype of NMT inhibition.  

 

 

 



Chapter 1 Introduction 

30 

 

 

 
Table 1-1: The five most essential NMT substrates, and the (potential) function of 
the myristoylation.  

Gene Function Function of the myristoylation? 
CHMP6 Considered a core component of the 

endosomal sorting machinery. It 

coordinates the vesicular transport 
between the trans-Golgi network, the 

plasma membrane and the lysosome 

(Yorikawa et al., 2005). 

The N-terminus of CHMP6 binds to 

CHMP4b and EAP20, parts of the 

ESCRT-II complex. However, no G2A 
mutations were conducted, leaving it 

unclear if the myristate is important for 

this binding (Yorikawa et al., 2005). 

TOMM40 Channel-forming protein, important 

for protein precursor import into the 

mitochondria (Hill et al., 1998). 

Myristoylation is interestingly not 

considered essential for membrane 

targeting of TOMM40 (Utsumi et al., 

2018). It might be however important in 

the recognition of the protein precursors. 

PSMC1 Component of the 26S proteasome, 
involved in protein homeostasis via 

degradation of proteins (Coux et al., 

1996).  

Evidence in yeast, that lack of 
myristoylation changes the localisation of 

the proteasome. This seems to cause 

severe growth defects when protein 

misfolding is caused with e.g. unnatural 

amino acids or changes in temperature 

(Kimura et al., 2012). 

ARF4 Part of the ARF family, involved in the 

regulation of membrane trafficking 
and organelle structure. ARF4 is 

involved in the trans-Golgi network 

(Donaldson and Jackson, 2011).   

The myristate is key in the regulation of 

ARF GTPase through the GTP-Myristoyl 
switching (Goldberg, 1998). 

DDX46 RNA helicase, involved in the pre-

mRNA splicing machinery, and part of 

the complex A of the spliceosome 

(Will et al., 2002b). Also implicated in 

the antiviral response (Zheng et al., 
2017). 

Unknown. 

 

Figure 1-6 A shows an overview of the gene scores of 128 CoTMyr substrates 

identified as myristoylated using proteomics and/or other biochemical assays 

(Broncel et al., 2015; Kallemeijn et al., 2019; Thinon et al., 2014; Utsumi et al., 2018). 
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Several NMT substrates have been annotated on UniProt by sequence similarity as 

NMT substrates (Consortium, 2019). However, e.g. in the case of ARL1 and ARL2, 

despite sequence similarity and the former being myristoylated (Thinon et al., 2014), 

ARL2 is not myristoylated (Chen et al., 2016; Sharer et al., 2002). This indicates that 

a more cautious approach is warranted to ensure a protein is indeed myristoylated.  

 
Figure 1-6: NMT substrates essentiality in 550+ cell lines and its correlation to 
dependence to NMT1. 
[A] The gene effect scores from the Broad Institute DepMap project (Meyers et al., 2017; 
Tsherniak et al., 2017) for CoTMyr NMT substrates (N = 128). [B] Correlation of 
dependence on the core-essential NMT substrate CHMP6, compared to the dependence 
of NMT1. [C] Correlation of the dependence of the core-essential NMT substrate ARF4 
and the dependence of NMT1. (orange lines: cut-off for a gene to be considered essential 
(Gene effect score < -0.5); p-values: Spearman correlation test; q-values: Benjamini and 
Hochberg FDR) 
 
Interestingly, none of the NMT substrates cause an increase of sgRNA abundance, 

that is an increase of the gene effect score, upon genetic knockout (as observed for 

anti-proliferative genes such as PTEN or TP53) in a larger number of cancer cell 
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lines. The essentiality of an NMT substrate does not necessarily indicate importance 

of the myristate per se; however, as mentioned previously, one can attempt to 

correlate the gene effect score of an NMT substrate with the gene effect score of 

NMT1 in itself, which could hint at NMT substrates that play a major role in the toxic 

effects of NMT1 KO. 

To identify these co-dependencies, the Spearman correlations for the gene effect 

score of NMT1 and the gene effect scores of the respective NMT substrate were 

calculated. To correct for multiple hypothesis testing, a Benjamini-Hochberg FDR 

correction was utilised. Within the essential NMT substrates (that is that have at least 

50% of all cell lines with a gene essentiality score of below -0.5), only the gene score 

of to two NMT substrates correlated with dependence to NMT1: CHMP6 (shown in 

Figure 1-6 B) and ARF4 (shown in Figure 1-6 C). In the case of the former, there 

seems to be a significant trend that cells dependent on CHMP6 are also dependent 

on NMT1 for optimal proliferation. For the latter, there is a trend that cells dependent 

on ARF4 are actually less dependent on NMT1, that did not reach statistical 

significance after multiple hypothesis correction. These data could indicate that the 

toxicity of NMT1 KO might be driven by interfering with CHMP6, whereas ARF4 might 

play less of a role for the toxicity of an NMT1 KO. However, this is a reductive 

approach to the problem, and likely the toxic effect of loss of NMT1 is mediated by 

various NMT substrates in combination. This is also apparent, as myristoylation and 

NMT substrates have been implicated in various biological processes. 

The role of myristoylation in T cell activation, differentiation and proliferation has 

been more extensively researched. Complete loss of NMT1/2 in T cells (Lck-Cre 

mediated) suppresses differentiation and proliferation, likely through defective T cell 

receptor (TCR) signalling, due to mis-localisation of LCK (Rampoldi et al., 2015). The 

same group observed an increase of 𝛾δ T cells, upon genetic knockout of NMT1/2 

(Rampoldi et al., 2017); however, they only compared to a WT mouse, lacking Lck-

Cre, known to cause a shift towards 𝛾δ T cells on its own. This renders an exact 

distinction of the effect of Cre on its own and the loss of NMT1/2 difficult (Carow et 

al., 2016) Interestingly, reduced levels of NMT1 have been implicated with impaired 

activation of the energy sensor AMPK (an NMT substrate) and on promoting 

pathogenesis of T cells in the context of rheumatoid arthritis. However, the authors 

utilise YnMyr in flow cytometry as quantification method for myristoylation, and 

without any further validation, this might not be a good readout of actual ongoing 
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myristoylation. Importantly, YnMyr can also be integrated in membranes and in GPI 

anchors (Thinon et al., 2014; Wen et al., 2019). Myristoylation of AMPK is also 

important for mitophagy and clearance of defective mitochondria (Liang et al., 2015). 

Myristoylation of SRC has been shown to regulate its membrane binding, stability 

and activity (Patwardhan and Resh, 2010). Interestingly, overexpression of G2A 

mutant SRC and LYN causes delocalisation of the kinases to the nucleus and can 

mediate chromosome missegregation (Honda et al., 2016). This work shows that 

NMT substrates might be subject to gain- or change-of-function situations upon 

impaired myristoylation. Myristoylation on the phosphatases PPM1A and PPM1B 

has been shown to be essential for substrate recognition (Patwardhan and Resh, 

2010) and G2A overexpression of PPM1A causes localisation changes within the 

cell (Zhu et al., 2018). In the context of post-translational myristoylation, the effect on 

BID was already discussed, but many more proteins are myristoylated upon caspase 

cleavage (Martin et al., 2011; Thinon et al., 2014) (see section 1.1.2). Interesting in 

this context is the recent discovery of a glycine specific N-degron pathway: N-

terminal glycines can act as powerful degron signals and one third of the ~1800 

known caspase cleavage sides are followed by a glycine. The authors show that N-

terminal myristoylation stabilises proteins, potentially indicating that PTMyr protects 

a subset of proteins from degradation, after caspase mediated endoproteolysis 

(Timms et al., 2019). Why cells would have a need for this mechanism remains to be 

explored. A potential reason could be to avoid the earlier mentioned toxic GOF of 

non-myristoylated substrates, such as SRC and LYN (Honda et al., 2016). 

In summary, myristoylation is involved in a plethora of different biological functions 

and dependently of cellular or tissue context can have varied effects on the cells. 

Several NMT substrates are essential for optimal proliferation on their own; however, 

this is not sufficient to imply that the myristate is absolutely necessary for correct 

protein function. 

 

1.2 NMT as a drug target – from fungal and infectious diseases 
to cancer 

This subchapter will give a brief time-line and overview of the drug discovery 

programs, and the respective inhibitors that attempt to target NMT in different 
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disease contexts. Those programmes range from anti-fungal drug programs to 

infectious disease to targeting cancer. Initially, the drug discovery programs focussed 

on infectious pathogens, exploiting potential selectivity over the human NMT to avoid 

host toxicity. While NMT was proposed as a potential anti-cancer target, it is not clear 

if genetic markers correlate with increased or decreased responsiveness.  

1.2.1 The early antifungal programs 

The initial drug discovery programs against NMT were focussed on developing 

new anti-fungal drugs. Two reasons drove the initial excitement for NMT as an anti-

fungal target. Firstly, it was shown that NMT is essential for Candida albicans 

(Weinberg et al., 1995) and Cryptococcus neoformans (Lodge et al., 1994) and 

secondly, a research group showed that it is indeed possible to generate peptide-

based inhibitors that were selective towards the C. albicans NMT over hsNMT1 

(Devadas et al., 1995).  

 
Figure 1-7: Structure of different anti-fungal NMT inhibitors. 
 

Further development yielded in different series of peptidomimetics, developed by 

Searle (an example is shown with 1 in Figure 1-7) (Devadas et al., 1997). However, 

the peptidomimetics lacked in vitro efficacy, likely due to problems to penetrate 

membranes (Taha et al., 2011). Another series was based on benzofurans 

(Masubuchi et al., 2001): an example of this series is shown with 2 in Figure 1-7; 2 

has high potency against the caNMT1, the NMT of Candida albicans, with a 

selectivity window of over 10,000-fold compared to hsNMT1 (Ebiike et al., 2002). 

However, the series lacked efficacy against a range of systemic fungal pathogens 

Figure 1-2

Example peptidomimetic (1)
IC50 (caNMT1) = 56 nM
IC50 (scNMT1) = 31 nM
IC50 (hsNMT1) = 14.1 μM

Example benzofuran (2)
IC50 (caNMT1) = 5 nM
IC50 (hsNMT1) = 67 μM

Example benzothiazole (3)
IC50 (caNMT1) = 490 pM
EC50 (C. albicans) = 0.78 μM
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(Masubuchi et al., 2003). Another example are the benzothiazoles (Yamazaki et al., 

2005), such as 3 in Figure 1-7. This inhibitor also suffered from poor translation of its 

high enzymatic potency into cellular potency, likely due to similar membrane 

permeability issues as the peptidomimetics (Ebara et al., 2005). Still, academic 

research groups expanded the structure activity relationship (SAR) of different series 

and potentially created a new generation of NMT antifungal drugs, with better 

properties than the previous series (Sheng et al., 2010).  

 

1.2.2 Targeting different (tropical) infectious diseases 

As myristoylation was identified as essential for the parasite T. brucei, the 

cause of sleeping sickness (Price et al., 2003), a high throughput screening was 

initiated to identify potential chemical scaffolds to target tbNMT. This led to the 

identification of pyrazole sulphonamide compounds (Frearson et al., 2010). Further 

modification of the initial hits, led to the development of DDD100097 (4 in Figure 1-8), 

an inhibitor with good blood-brain barrier permeability. To note is the little difference 

in enzymatic potency between tbNMT and hsNMT1, which could cause unwanted 

host toxicity. However, there was a 1000-fold difference in toxicity between 

Trypanosoma brucei and human MRC5 cell line (Brand et al., 2014). Another high 

throughput screening, conducted in a collaboration between Imperial College 

London and the Medical Research Council (MRC), identified quinolines (see 5 as an 

example in Figure 1-8) as potential starting point to develop NMT inhibitors against 

Plasmodium vivax (Goncalves et al., 2012). In yet another collaboration between 

Imperial College London and Pfizer, several additional chemical scaffolds were 

identified with potency against different protozoan NMTs (Bell et al., 2012). 

Optimisation of one of those initial scaffolds, based on benzothiophene, led to potent 

anti-malarial drugs (see 6 in Figure 1-8) and were used, amongst a member of the 

pyrazole sulphonamides, to validate NMT as a drug target in malaria (Wright et al., 

2014). Further modification, away from a benzofuran scaffold to a monocyclic 

scaffold increased drastically the potency towards the NMT of Leishmania Donovani 

(see 7 in Figure 1-8). However, those inhibitors lacked efficacy against Leishmania 

Donovani amastigotes ex vivo with an EC50 of >50 μM (Wright et al., 2015). 



Chapter 1 Introduction 

36 

 

 
Figure 1-8: Structures of example NMT inhibitors against various infectious 
diseases. 
 

Lastly, the Imperial/Pfizer screen identified an aminomethylindazole scaffold that 

was further optimised to yield a new series of exceptionally potent NMT inhibitors 

(Bell et al., 2017; Mousnier et al., 2018) (see 8 in Figure 1-8). One inhibitor of this 

series, IMP1002, has been recently disclosed as a highly potent antimalarial agent 

and a potential resistance mechanism through gatekeeper mutations in the enzyme 

have been uncovered in the comparison of IMP1002 and an example of the pyrazole 

sulphonamides series (Schlott et al., 2019).  

In conclusion, several highly potent small molecule inhibitors have been developed 

against different infectious pathogens; however, in all of these cases the aim is to 

create a high selectivity over the human NMTs. But could one target human NMT as 

a new way to treat cancer? 
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1.2.3 Myristoylation as a drug target in cancer 

Targeting NMT in cancer has been already proposed in the 1990s (Felsted et 

al., 1995). However, due to its essentiality in mammals (Yang et al., 2005), the 

question remains whether one can achieve a therapeutic window. Transient inhibition 

of the human NMT, to block the replication of the common cold virus was shown to 

be feasible, and proofs that shorter periods of inhibition do not seem to cause any 

toxicity in human cells, at least in the cell line HeLa (Mousnier et al., 2018). As 

mentioned in section 1.1.2, NMT1 has been identified as essential for cancer cell line 

proliferation (pro-proliferative) in the first CRISPR gene essentiality screens (Wang 

et al., 2015a), and has now been confirmed in a large number of cancer cell lines 

(Meyers et al., 2017). Interestingly, NMT2 is not necessary for optimal proliferation 

in the cancer cells, nor does it act as an anti-proliferative gene, in the sense that a 

gene knockout increases the sgRNA abundance (see Figure 1-9 A). However, its 

expression levels are negatively correlated with the gene effect score of NMT1, 

indicating that NMT2 can compensate to some extent for loss of NMT1. This would 

be relevant in the context of specific NMT1 inhibitors; however, most inhibitors are 

equipotent against NMT1 and NMT2, and as shown in subchapter 2.2.2, neither 

NMT1 nor NMT2 expression predicts sensitivity of a cancer cell line to a dual NMT1/2 

inhibitor. 

 
Figure 1-9: Essentiality of NMT1 in different cancer cell lines, and the NMT2 
compensatory capacity. 
[A] Gene effect scores for the human NMT1 and NMT2 in over 550 cancer cell lines. 
[B] Correlation of NMT2 expression and gene effect score of NMT1. 
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Initially, Tris dibenzylideneacetone (DBA) dipalladium (see 9 in Figure 1-10), usually 

associated with Suzuki couplings in synthetic chemistry (Kudo et al., 2006), was 

reported as a specific NMT1 inhibitor through downregulation of NMT1 mRNA 

(Bhandarkar et al., 2008) and effective as a treatment for melanoma. Subsequently, 

further publications described the efficacy of Tris DBA in chronic lymphocytic 

leukaemia (CLL), multiple myeloma and pancreatic cancer (de la Puente et al., 2016; 

Diaz et al., 2016; Kay et al., 2016). Furthermore, nanoparticles of Tris DBA have 

been described as efficient in the treatment of advanced melanoma in vivo (Elsey et 

al., 2019). Recently, also B13 (see 10 Figure 1-10) was described as an NMT 

inhibitor, although it was initially described as a ceramidase inhibitor (Bielawska et 

al., 1996), suppressing prostate cancer progression through SRC inhibition (Kim et 

al., 2017). However, the Tate and Calado laboratory showed (the author of this thesis 

was one of the two lead scientists in this project) via the use of different enzymatic, 

cellular and chemical proteomics tools, that neither Tris DBA or B13 are bona fide 

NMT inhibitor and warn against their use as NMT inhibitors (Kallemeijn et al., 2019). 

This indicates that the toxicity against cancer cells in these reports is not mediated 

by NMT inhibition. On the other hand, IMP1088 (see 11 in Figure 1-10) and IMP366 

(see 12 Figure 1-10) were validated as bona fide NMT inhibitors. In fact, the latter 

was shown to induce ER stress and cell cycle arrest in cancer cells (Thinon et al., 

2016).  

 
Figure 1-10: Structures of claimed and commonly applied human NMT inhibitors, 
used against cancer. 
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Early literature described that RNA interference (RNAi) of both NMT1 and NMT2 

causes apoptosis in cancer cells; in this study NMT2 knockdown caused increased 

apoptosis compared to NMT1 knockdown (Ducker et al., 2005). However, the recent 

CRISPR gene essentiality screens, conducted by various groups across large 

numbers of different cancer cell lines, question those findings, particularly concerning 

the role of hsNMT2 (Behan et al., 2019; Meyers et al., 2017; Reddy et al., 2017; 

Wang et al., 2015a). shRNA mediated knockdown of NMT1 modulates breast cancer 

progression, by blocking cancer initiation, growth and metastasis (Deng et al., 2018). 

Additionally, overexpression of NMT1 has been observed in colon cancer, 

gallbladder carcinoma, and brain tumours, reviewed here: (Selvakumar et al., 2007), 

potentially indicating a role of myristoylation in these cancers. However, it is not clear 

to date which cancer type to target. Is there a particular molecular phenotype in a 

given cancer that predicts sensitivity or resistance towards NMT inhibition? This 

question is highly important in terms of therapeutic window. If a molecular or genetic 

marker could be identified, it could be used for subsequent patient stratification, in 

the case NMT inhibitors reach clinical trials as a novel therapy in oncology.  

To summarise, due to NMT’s enzymatic and thus druggable nature, several NMT 

inhibitors have been developed, initially focussing on targeting pathogens, while 

sparing the host NMT. These efforts resulted in a number of highly potent NMT 

inhibitors with different applications. Some of these inhibitors have very good 

selectivity for the pathogen NMT over the human NMT. A different approach to target 

the common cold virus (or any other virus that hijacks the host myristoylation 

machinery) is the transient inhibition of the host NMT with exceptionally potent 

hsNMT1/2 inhibitors (Mousnier et al., 2018).  

To date, no NMT inhibitor has reached clinical stage. In the case of cancer, the 

picture remains complex: it is unclear which cancers to target and why these 

particular cancer cells would be more sensitive (or resistant) to NMT inhibition? In 

light of the essential nature of myristoylation for cells themselves, identifying patients 

that might benefit (or not) from NMT inhibition to target their respective malignancy 

is crucial. Previous work from the Tate laboratory identified, in collaboration with the 

Sanger institute, that Burkitt’s lymphoma (BL) cancer cell lines, a germinal centre 

(GC) derived B cell malignancy (Schmitz et al., 2014), are particularly responsive to 

NMT inhibition (Lim, 2016); however, a mechanistical explanation for this increased 

sensitivity is lacking and/or a genetic marker/hypothesis that could identify sensitive 
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cancer cell lines beyond BL (Lim, 2016). This thesis identified such a potential marker 

(discussed in Chapter 4), which leads to the introduction of the very (in)famous 

protooncogene in the next subchapter: MYC. 

 

1.3 MYC, the “gas pedal”1 of the cell… 

Initially, identified as a viral oncogene v-myc (Bishop, 1983; Payne et al., 1982), 

c-Myc (MYC) was revealed over the next decades of research to be key transcription 

factor involved in cellular proliferation, cell growth, biosynthesis, metabolic 

reprogramming, apoptosis, transcription and effects on its micro-environment, with 

wide implications in oncology. Myc biology has been extensively reviewed (Conacci-

Sorrell et al., 2014; Dang, 2012; Meyer and Penn, 2008; Soucek and Evan, 2010; 

Stine et al., 2015), thus, the next subchapters will only give a brief introduction and 

summary into some seminal findings of Myc biology.  

 

1.3.1 Structure of the MYC paralogs 

The Myc paralogs, MYC, MYCN and MYCL1, are evolutionary conversed 

basic helix-loop-helix leucine zipper (bHLHZip) transcription factors, with a 

transactivation domain (TAD) at the N-terminus; a central region containing a PEST–

a peptide sequence rich in proline (P), glutamic acid (E), serine (S) and threonine 

(T), associated with short half-life of the respective protein (Rogers et al., 1986)–and 

a nuclear localisation signal (NLS); lastly, a basic region (BR) for DNA binding and a 

bHLH-LZ domain at the C-terminus for protein-protein interactions (PPI) (see Figure 

1-11). The conserved so-called MYC homology boxes I and II are within the TAD 

domain, whereas the MYC homology boxes IIIa, IIIb and IV are within the central 

region (to note is that IIIa is conserved for MYC and MYCN, but not for MYCL1). Two 

phosphorylation sites on MYC homology box I play a crucial role in the stability of 

MYC: phosphorylation of T58 (mediated by GSK3-β) marks MYC for degradation by 

the proteasome, whereas phosphorylation of S62 (downstream of the MAPK/ERK 

signalling pathway) stabilises the protein (Farrell and Sears, 2014; Vervoorts et al., 

                                                
1 This term for MYC was used by Andreas Trumpp at a seminar given at the Crick in March 2017, titled 
‘Stem Cell Function During Normal Physiology, Cancer and Drug Resistance’. 
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2006). The importance of these phosphorylations in regulating MYC protein levels 

will be discussed later. 

 
Figure 1-11: MYC protein domains and their functions. 
(Adopted from (Meyer and Penn, 2008)) 
 

The C-terminus is critical for DNA binding via the BR domain and the HLH-LZ domain 

is needed for PPIs with MYC interactors. It was shown that MYC dimerises with MAX 

at the so-called E-Box motifs CACGTG (Blackwood and Eisenman, 1991), and this 

dimerization is crucial for MYC’s transformative capacity (Amati et al., 1993). The 

heterodimer recruits TRRAP, which subsequently recruits more chromatin modifying 

proteins, leading to chromatin remodelling at the target genes (McMahon et al., 

2000). However, MYC can also interact with different proteins, e.g., to serve as a 

transcriptional repressor, as shown in its interactions with MIZ1 (Wanzel et al., 2003). 

The next sections will describe the many functions of MYC, which are summarised 

in Figure 1-12. 

 

1.3.2 Between life and death 

From the three paralogs, MYC, MYCN and MYCL, the former two were shown 

to be essential in mice; the knockout of either paralog caused death in the embryonic 

stage between 10 to 11 days through multiple organ failure (Charron et al., 1992; 

Davis et al., 1993). On the other hand, Mycl-deficient mice develop normally (Hatton 

et al., 1996).  

MYC plays a crucial role in cell cycle progression through controlling the expression 

of different cell cycle cyclin-dependent kinases (CDKs) and cyclins (Bouchard et al., 

1999; Perez-Roger et al., 1999; Santoni-Rugiu et al., 2000), and in contrast to 

Drosophila dmyc mutants, mice with reduced levels of MYC protein suffer from 

hypoplasia and not from hypertrophy, showing the clear role of MYC in proliferation 

Figure 1-2
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in mammals (Trumpp et al., 2001). On the other hand, MYC overexpression induces 

apoptosis in different cells (Evan et al., 1992; Shi et al., 1992). This apoptosis 

induction was shown to be p53-dependent (Hermeking and Eick, 1994; Wagner et 

al., 1994). This paradoxical function of MYC as an inducer of apoptosis, while 

simultaneously acting as a key cell cycle driver and essential gene, has strong 

implications for its role as an oncogene and malignant transformation, which will be 

discussed in subchapter 1.4.  

 

1.3.3 MYC drives increased protein synthesis, is involved in DNA replication, 
reprograms metabolism, and causes dedifferentiation 

Within the last two decades, it became apparent that MYC was involved in 

many more biological functions than initially appreciated. Besides its role in Pol II 

mediated transcription through recruitment of Pol II and CDK9 (Cowling and Cole, 

2007), MYC is also involved in RNA pol I (Grandori et al., 2005) and RNA pol III-

transcription (Gomez-Roman et al., 2003). Due to this involvement in the 

transcription of ribosomal mRNA and rRNA, MYC also drives indirectly increased 

protein synthesis through increased ribosomal biogenesis (Dai and Lu, 2008). 

Moreover, MYC is also involved in mRNA cap methylation, a process in which the 

5’-end is capped with a specifically altered nucleotide: a guanine, methylated on the 

7 position (m7-cap). This process increases the stability and translational efficacy of 

the respective mRNA. In numbers MYC caused an increase of 1.8-fold in the amount 

of total RNA; it increased however the m7-capped mRNA by 4.9-fold in fibroblasts 

(Cowling and Cole, 2010).  

A seminal paper also showed the role of MYC in the pre-replication complex, where 

it acts in a non-transcriptional manner. Additionally, overexpression of MYC causes 

increased number of replication forks and checkpoint activation (Dominguez-Sola et 

al., 2007). MYC also rewires the metabolism towards increased glucose and 

glutamine uptake and increases lipid synthesis, the so-called Warburg metabolism 

(Dang, 2010, 2013; Stine et al., 2015).  
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Figure 1-12: MYC’s involvement in most major cellular functions. 
(1) MYC has direct implications in the proliferation of cells, by increasing the expression 
of cyclins and cell cycle related CDKs (Bouchard et al., 1999; Perez-Roger et al., 1999; 
Santoni-Rugiu et al., 2000), while transcriptionally repressing together with MIZ1 with the 
expression of cell cycle inhibitors (Wanzel et al., 2003). Additionally, it binds to several 
proteins of the pre-replicative complex for DNA replication (Dominguez-Sola et al., 
2007). (2) MYC recruits Pol II and CDK9 to its target genes (Cowling and Cole, 2007), 
and can indirectly amplify the transcription of all accessible chromatin, particularly in the 
case of an oncogenic overexpression (Sabo et al., 2014; Walz et al., 2014). (3) MYC can 
also remodel the chromatin, usually causing the transition from heterochromatin, defined 
by repressive chromatin marks (such as H3K27me3 or H3K9me3) to euchromatin, 
defined by activating chromatin marks (such as H3K4me3 or H3K9ac) (McMahon et al., 
2000). On the other hand, it can also repress transcription through interaction with MIZ1 
or recruiting the PRC2 complex; this is thought to be important in MYCs ability to cause 
dedifferentiation and a stem cell-like state (Fagnocchi et al., 2016; Fagnocchi and Zippo, 
2017; Takahashi et al., 2007). (4) MYC also increases the production of rRNA through 
recruiting Pol I (Grandori et al., 2005) and Pol III (Gomez-Roman et al., 2003), increased 
mRNA expression of ribosomal proteins and translation initiators and additionally is 
involved in mRNA capping, increasing translation efficacy (Cole and Cowling, 2008; 
Cowling and Cole, 2010; Dai and Lu, 2008). (5) MYC can also cause a rewiring of the 
metabolism to a Warburg-like metabolism, utilising increased glycolysis, and increasing 
the demand for glutamine (Dang, 2010, 2013; Stine et al., 2015). 
 

To add to the multiple functions of MYC, it is also a Yamanaka factor, and can, if 

combined with OCT3/4, SOX, and KLF4, dedifferentiate human dermal fibroblasts 

back into induced pluripotent stem cells (iPSC) (Takahashi et al., 2007). It is however 

possible to generate iPSCs without MYC. Interestingly, these lack the capacity to 

form tumours, again emphasising the importance of MYC as a protooncogene 

(Nakagawa et al., 2008). MYC controls in pluripotent stem cells several regulatory 
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networks, through non-coding RNAs (ncRNAs) or potentiating Wnt/β-catenin 

signalling through recruiting the polycomb repressive complex 2 (PRC2) complex 

directly to Wnt antagonists (Fagnocchi et al., 2016; Fagnocchi and Zippo, 2017). 

These same mechanisms are also hijacked in e.g. breast cancer to induce a stem 

cell-like state in the cancer cells (Poli et al., 2018). 

 

1.3.4 MYC, a transcriptional amplifier? 

In an attempt to understand the pleiotropic effects of MYC expression, 

different research teams aimed at identifying MYC target genes. However, their 

conclusions were that instead of binding a particular subset of genes, MYC acts as 

a transcriptional amplifier of a given cell’s transcriptional profile: it accumulates in the 

promoter regions of active genes (usually marked by histone acetylation, such as 

H3K27ac) and causes increased production of the respective mRNAs, thus ‘just’ 

amplifying transcription of active genes. Those experiments were conducted in 

different cancer cell lines, a B cell line with inducible MYC levels, lymphocytes and 

embryonic stem cells (Lin et al., 2012; Nie et al., 2012). However, different 

explanations of these observations were proposed following those initial claims. 

Firstly, Sabo A., et. al. proposed a model in which MYC controls indeed a subset of 

genes, which drive changes in cellular states and by increased proliferation, protein 

synthesis, metabolic reprogramming. This cellular state changes then subsequently 

can cause the observed transcriptional amplification. Additionally, they warned 

against equating promotor invasion with productive engagement (Sabo et al., 2014). 

Secondly, Walz S., et. al. argue that physiological levels of MYC bind to canonical 

E-boxes (CACGTG), whereas oncogenic levels invade areas with non-canonical E-

boxes (CANNTG). Additionally, they showed that the interaction of MYC with MIZ1 

represses a particular subset of genes (Walz et al., 2014). The transcriptional 

repression effect can also be observed in medulloblastoma: the abrogation of the 

MYC-MIZ1 interaction causes differential medulloblastoma subgroup identities (Vo 

et al., 2016), indicating that MYC must have specific target genes, at least on the 

level of transcriptional repression.  

To summarise, MYC is involved in most major cellular function, ranging from driving 

proliferation and transcription, remodelling the chromatin, increasing ribosomal 
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biogenesis, thus cell mass, and reprogramming the metabolism towards a more 

Warburg-like metabolism (see Figure 1-12). It is therefore unsurprising that MYC, as 

a key node between various biological functions, plays a pivotal role in cancer and 

its hallmarks (Hanahan and Weinberg, 2011). Deregulation of MYC expression, by 

different means, is commonly observed in cancer–the topic of the next subchapter. 

 

1.4 … and thus, a key protooncogene 

As discussed in the previous chapter, MYC is a key regulator of many cellular 

functions ranging from increasing proliferation and translation, causing 

dedifferentiation and increasing ‘stemness’ of the cells. Thus, MYC plays a key role 

in tumour initiation and maintenance (Dang, 2012). This chapter will discuss firstly, 

the stringent control mechanisms to regulate MYC levels in a physiological context 

to avoid its transformative effects, and how cancer cells utilise different means to 

avoid exactly those control mechanisms. 

 

1.4.1 Physiological control of MYC 

Due to its tumorigenic capacity, MYC expression is tightly controlled by 

different signalling pathways, and has additional feedback mechanisms. The MYC 

protein is very unstable with a half-life of 20 to 30 minutes (Gregory and Hann, 2000). 

Upon mitogenic signalling through receptor tyrosine kinases, the RAS/MEK pathway 

is activated, causing phosphorylation of MYC at S62, stabilising it. Additionally, PI3K 

can inhibit GSK3β, which would usually phosphorylate MYC at T58 after S62 

phosphorylation, marking it for proteasomal degradation (Farrell and Sears, 2014; 

Vervoorts et al., 2006) (see Figure 1-13 A, left). An additional pathway, shown to 

increase MYC mRNA expression is WNT signalling, particularly important during 

embryonic development. Cytosolic β-catenin is usually phosphorylated and marked 

for proteasomal degradation by a complex between APC, Axin and GSK3β. Upon 

WNT signalling, Axin and GSK3β are recruiting to the plasma membrane, and β-

catenin can accumulate in the nucleus and activate the transcription of its target 

genes, amongst them MYC (MacDonald et al., 2009) (see Figure 1-13 A, right). 

These signalling mechanisms ensure that the MYC levels are only elevated in the 
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presence of growth signals. Thus, these signalling pathways are commonly mutated 

in cancer through e.g. activating mutation which will be further discussed in section 

1.4.2. Additionally, an ARF/P53 feedback loop blocks the proliferative capacity of 

MYC, the reason why development of tumours upon forced MYC expression in mice 

has a latency period (Eischen et al., 1999). If MYC levels rise further, p53-dependent 

apoptosis is induced (Hermeking and Eick, 1994; Murphy et al., 2008; Wagner et al., 

1994) (see Figure 1-13 B). Interestingly, the activation of the p53-dependent 

apoptosis is regulated by the distinct levels of MYC: low levels of MYC deregulation, 

thus increased expression, are well-tolerated and drive ectopic proliferation of cells 

and cause subsequently oncogenesis; however, high oncogenic levels activate the 

ARF/p53 checkpoint and cause programmed cell death (Murphy et al., 2008). An 

additional layer of regulatory control comes from the members of the MXD family. 

Their interactions with MAX is thought to negatively regulate MYC (Conacci-Sorrell 

et al., 2014), and shallow deletions of MXD members are observed in some cancers 

(Schaub et al., 2018).  

 

1.4.2 Deregulation in cancer 

The first observation of MYC deregulation in human cancer was the 

translocation of MYC into the immunoglobulin locus in BL (Burkitt, 1958), from 

chromosome 8 to chromosome 2, 14 or 22 (Dalla-Favera et al., 1982). These 

translocations are also observed in other lymphomas, such as diffuse large B cell 

lymphoma (DLBCL) or plasmablastic lymphoma, however as secondary oncogenic 

hits (Ott et al., 2013). Additionally, in multiple myeloma (MM), a plasma cell tumour, 

MYC translocations can also occur in the later stages of the disease (Mikulasova et 

al., 2017; Wardell et al., 2013). Over the following decades it became apparent that 

amplifications of MYC were among the most common events in various cancers 

within the TCGA data sets (Beroukhim et al., 2010; Sanchez-Vega et al., 2018). 

Recent studies, under the project of the Pan-Cancer Atlas, identified that 28% of all 

cancers in the TCGA data set show amplification of at least one Myc paralog, with 

MYC alone being responsible for 21% of the total amplifications. Interesting to note 

is the difference in frequency of alterations (that is mutations and/or amplifications) 

within the proximal MYC network (PMN), that is the MYC paralogs themselves, MAX 
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and negative regulators of the MAX dimerization protein (MXD) family, in different 

cancer subtypes: in the case of the ovarian serous carcinoma (OV) study, more than 

95% of all patients showed alterations in the PMN; on the other hand, less than 10% 

of the patients in the thyroid carcinoma (THCA) group had alterations.  

 
Figure 1-13: MYC regulation, feedback loops, and structural alterations causing 
deregulation in cancer. 
[A] Left: Mitogenic signalling through various receptor tyrosine kinases can activate on 
the one hand downstream RAS signalling. RAS activates the ERK pathway, which can 
phosphorylate MYC on the S62, causing a stabilisation of the MYC protein. On the other 
hand, signalling through PI3K/AKT signalling can inhibit GSK3β, which would 
phosphorylate T58 on MYC. This recruits PP2A to dephosphorylate p-S62, and marking 
MYC for subsequent proteasomal degradation (Dang, 2012; Farrell and Sears, 2014; 
Vervoorts et al., 2006). Right: In embryonic development, Wnt signalling blocks the 
activity of GSK3β and APC, which would induce the proteasomal degradation of β-
catenin. Upon Wnt signalling, β-catenin is not degraded anymore and can localise to the 
nucleus and enhance MYC mRNA expression (Dang, 2012; MacDonald et al., 2009). 
[B] The proliferative capacity of MYC is kept in check by the tumour suppressors ARF 
and p53 (Eischen et al., 1999). If MYC expression increases beyond a certain threshold, 
the p53 dependent apoptosis is triggered (Evan et al., 1992; Hermeking and Eick, 1994; 
Shi et al., 1992; Wagner et al., 1994). [C] MYC can be deregulated on the genetic level 
through e.g. translocations; this causes ectopic expression through the use of different 
enhancer elements. These are often observed in haematological malignancies (Dalla-
Favera et al., 1982; Mikulasova et al., 2017; Ott et al., 2013; Wardell et al., 2013). MYC 
amplifications are another mean to increase MYC mRNA expression, and it is amongst 
the most observed amplifications in two different studies (Beroukhim et al., 2010; Schaub 
et al., 2018). Additionally, upregulation of MYC can occur through altered SEs, that 
recruit BRD4 and the mediator complex to increase MYC mRNA levels (Chapuy et al., 
2013; Loven et al., 2013). These alterations are e.g., aberrant loss of DNA methylation 
at enhancers (Heyn et al., 2016) or focal amplifications of enhancers themselves (Zhang 
et al., 2016). 
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The effect of alterations in the MYC (or MYCN) loci seems to be broadly speaking 

increased levels of MYC (or MYCN) mRNA and protein (Schaub et al., 2018). A third 

way for cancer cells to increase the levels of MYC is through deregulating super-

enhancer (SE) elements. In DLBCL and multiple myeloma SEs cause increased 

expression of key oncogenes, such as MYC, through aberrant recruitment of the 

bromodomain family member BRD4 and the mediator complex (Chapuy et al., 2013; 

Loven et al., 2013). BRD4 inhibition was proposed as a potential way to target MYC 

indirectly, which will be further discussed in section 1.5.2. The deregulation of SE 

elements can occur due to e.g., aberrant DNA methylation in cancer at enhancers 

(Heyn et al., 2016), or the direct amplifications of the enhancer (Zhang et al., 2016). 

These three means for cancer cells to increase elevated levels of MYC mRNA are 

shown in Figure 1-13 C.  

As previously mentioned, pathways, such as RAS, PI3K, and WNT signalling can 

increase the levels of MYC, through either increasing expression itself or stabilising 

the protein. Activating mutations in kinases or LOF of inhibitors in these signalling 

pathways are commonly observed in cancer (Sanchez-Vega et al., 2018). The 

signalling pathways of RTK/RAS and PI3K, both known to stabilise MYC are altered 

in 46% and 33% respectively of all TCGA patients; the WNT pathway is altered in 

15% (Sanchez-Vega et al., 2018). To illustrate this with an example: colorectal 

cancer has commonly mutations in APC, a negative regulator of Wnt signalling, 

which would increase MYC mRNA expression. Additionally, KRAS mutations are 

common, which would stabilise the MYC protein. Furthermore, TP53 mutations are 

also often observed; the inactivation of TP53 blocks the MYC-induced apoptosis. A 

sequential model of first the inactivation of APC, followed by activating KRAS 

mutations, followed by inactivation of TP53 was proposed along the disease 

progression from pre-malignant to malignant tissue (Fearon and Vogelstein, 1990); 

however, this sequence of oncogenic events is controversial, as the actual co-

occurrence between these three oncogenic hits in colorectal cancer is low (6.6%). 

This indicates that firstly, this sequence of oncogenic hits only occurs in a minority of 

patients and secondly, that there are likely multiple genetic pathways in the 

development of colorectal cancer (Smith et al., 2002).  
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Independently of the controversy around the sequential order of oncogenic events in 

colorectal cancer, MYC activation and deregulation is considered a hallmark of 

cancer initiation and maintenance (Gabay et al., 2014; Kalkat et al., 2017). 

1.4.3 Consequences of MYC deregulation in cancer 

Due to its involvement in a plethora of biological functions, aberrant MYC 

expression is involved in most of the cancer hallmarks, such as evading growth 

suppression, sustained proliferation, increasing the ‘stemness’ of the cancer, and 

rewiring cellular energetics (Hanahan and Weinberg, 2011). It additionally plays a 

major role in many cell autonomous effects which were discussed previous sections. 

Thus, this last part will focus firstly, how cancers use mechanisms to avoid the initially 

toxic effects of MYC overexpression. Secondly, it will discuss the non-cell 

autonomous effects of MYC in the context of cancer. Lastly, it will discuss the 

prognostic effect of high MYC expression in the clinic.  

Oncogenic MYC activation on its own causes apoptosis and engages the ARF/p53 

checkpoints, as discussed in section 1.3.2; hence, there is a need for a second 

oncogenic event to counteract these effects, such as introduction of oncogenic RAS 

to fully transform primary embryo fibroblasts (Land et al., 1983). Deregulated Myc 

expression, driven by immunoglobulin enhancer, can induce malignancies in 

transgenic mice, the so-called Eμ-myc model (Adams et al., 1985). However 

combination with the anti-apoptotic BCL2 shows strong synergistic effects, reducing 

tumour latency time, likely through counteracting the pro-apoptotic effects of MYC 

(Strasser et al., 1990). Disruption of the ARF/p53 checkpoint, through ARF knockout, 

drastically accelerates the demise of the Eμ-myc mice (Eischen et al., 1999). The 

link between MYC and p53 is also observed in the cluster of TCGA cases, defined 

by MYC amplifications; these patients had also recurrently mutations in p53 (Ciriello 

et al., 2013).  

In addition to its cell-autonomous effects, MYC also has effects on the micro-

environment of the tumours, thus, plays also a role in the emerging hallmarks of 

cancer, namely in avoiding immune destruction and causing tumour-promoting 

inflammation (Hanahan and Weinberg, 2011). A first hint of these effects came from 

the observation that CD4+ T cells are needed for sustained regression of the tumours 

upon oncogene inactivation (Rakhra et al., 2010). Additionally, MYC was shown to 
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cooperate with KRASG12D in a remodelling of the stroma of the tumour. Influx of 

macrophages, increased angiogenesis with a subsequent change from hypoxia to 

normoxia, and expulsion of T, B, and NK cells are observed if both oncogenes are 

combined (Kortlever et al., 2017).  

Thus, once MYC oncogenic potential is unchecked, its capacity to drive proliferation 

(Bouchard et al., 1999; Perez-Roger et al., 1999), induce cell growth (Cole and 

Cowling, 2008), increase the ‘stemness’ in cancer cells (Poli et al., 2018), and to 

remodel the tumour microenvironment towards a tumour favourable environment 

(Kortlever et al., 2017), makes high expression of MYC a negative prognostic marker 

for renal cancer, urothelial cancer and ovarian cancer (Uhlen et al., 2017). High 

expression or translocations of MYC in DLBLC, combined with BCL2 overexpression 

or translocations, are defined as so called ‘double hit’ DLBCL. Patients with ‘double 

hit’ DLBCL have worse clinical outcome (Riedell and Smith, 2018). Furthermore, in 

MM increased protein or expression level are also correlated with worse patient 

outcome (Chng et al., 2011). Furthermore, in breast cancer high MYC expression 

and amplifications are associated with the basal type breast cancer, considered the 

most aggressive subtype (Xu et al., 2010). MYC’s paralog MYCN is also often 

associated with worse patient outcome: MYCN amplifications are observed in 

neuroblastoma (NB) and a sign of more aggressive disease (Huang and Weiss, 

2013). MYCN is also involved in other malignancies of the nervous system, such as 

medulloblastoma, retinoblastoma and glioblastoma multiforme, but also in non-

neuronal tumours, such as acute myeloid leukaemia (AML), prostate cancer and 

pancreatic cancer, and is often associated again with more aggressive disease and 

worse clinical outcome (Rickman et al., 2018).  

In conclusion, MYC might be one of the key oncogenes (Dang, 2012; Gabay et al., 

2014), with deregulation through various means observed in most cancer subtypes 

(Kalkat et al., 2017). It is considered to be potentially ‘the’ weak point (Sodir and 

Evan, 2011) in cancer, and is in addition associated with worse clinical outcome 

across different types of cancer. Unsurprisingly, targeting MYC has become a major 

effort of the drug discovery field, be it in academic or industrial settings–the topic of 

the next subchapter. 
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1.5 The ‘holy grail’ of cancer drug discovery?  

Due to its vast implication in cancer the following questions arise: could we 

treat cancer if MYC or the MYC driven oncogenic program are targeted? Is there a 

therapeutic window for MYC inhibition? Conditional ablation of MYC causes cancer 

regression through apoptosis, differentiation and growth arrest, in various mouse 

models (Arvanitis and Felsher, 2006). Omomyc, a protein-based inhibitor, can 

efficiently suppress the dimerization of MYC and MAX (Soucek et al., 1998), 

enhancing MYC driven apoptosis in vitro, and in vivo (Soucek et al., 2004). Systemic, 

transient expression of Omomyc effectively blocks formation and maintenance of a 

KRASG12D-driven lung cancer model. It also causes regression in established lung 

tumours, and while it affects negatively healthy tissue, these degenerative 

phenotypes are reversible upon restoration of MYC function (Soucek et al., 2008). 

The same observations were made with a mouse model of glioma, a highly 

aggressive brain cancer (Annibali et al., 2014). This led to the idea that targeting 

MYC could be a viable strategy to combat cancer (Sodir and Evan, 2011). Three 

different methods have been applied over the years: direct targeting, usually aiming 

at disrupting the interaction between MYC and MAX; reduction of MYC levels through 

targeting transcription or translation; or uncovering synthetic lethalities due to high 

expression of MYC. 

 

1.5.1 Direct targeting: the problem of small molecules  

An initial report described two small molecule inhibitors of the MYC-MAX 

interaction: 10058-F4 (13 in Figure 1-14) and 10074-A4 (14 in Figure 1-14) (Yin et 

al., 2003). To note is the large concentrations needed to inhibit the growth in 

mammalian fibroblasts in this report: 64 μM for 10058-F4 and 39 μM for 10074-A4. 

Other publications which also used these inhibitors, tend to incubate the cells with 

very high concentrations, ranging from 50 μM for 10058-F4 in ESCs (Rahl et al., 

2010) to 75 μM to disrupt the MYCN-MAX inhibition in a NB cell line (Zirath et al., 

2013). The high concentrations needed make off-target effects quite likely, and make 

these inhibitors not suitable for the clinic. 

Recently, a research group used a virtual screen to identify potentially optimised 

MYC-MAX inhibitors. They identified PKUMDL-YC-1205 (15 in Figure 1-14) as the 
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best binder. In cellular assays, it proved to be less potent than 10074-A4 and to have 

a similar potency to 10058-F4 (however, again in the micromolar range) (Yu et al., 

2016). So far, (potent) small molecule inhibition of the MYC-MAX interaction has 

proven very difficult due to its intrinsic disordered nature of MYC. Most approaches 

utilising different scaffolds have failed, with many scaffolds being annotated as so-

called PAINS (pan-assay interference compounds) (McKeown and Bradner, 2014). 

Recently, it was shown that Omomyc has an intrinsic cell-penetrating capacity, which 

makes targeting of a KRASG12D driven lung cancer model via direct pulmonary 

administration possible (Beaulieu et al., 2019). It remains to be seen, if other 

administration routes are feasible, upon further modification of Omomyc. 

 
Figure 1-14: Example inhibitors of MYC-MAX interaction 
Equilibrium dissociation constants (KD) extracted from the (Yu et al., 2016) 
 

1.5.2 Reduction of MYC copies through targeting transcription, translation 
and stability 

In 2011 two papers described the dependency of leukaemia and lymphoma 

cell lines to BRD4, utilising a shRNA for chromatin modifying proteins and the 

BRD2/3/4 specific inhibitor JQ1 (Filippakopoulos et al., 2010; Mertz et al., 2011; 

Zuber et al., 2011). Both papers show that the BRD4 inhibition causes reduction in 

MYC levels and collapse of the MYC-driven transcriptional program (Mertz et al., 

2011; Zuber et al., 2011). Mechanistical studies into this sensitivity towards BRD4 

inhibition linked the effects to the disruption of SE elements, with large accumulation 

of BRD4 on the SE of key oncogenes (Chapuy et al., 2013; Loven et al., 2013). Also, 

CDK7i can disrupt in a similar fashion SEs in MYCN amplified neuroblastoma 

(Chipumuro et al., 2014). Those effects are, however, not MYC-specific and different 

cancers with ‘transcriptional addiction’ (a term used to describe the specific 

Figure 1-2

10058-F4 (13)
Kd = not determined 

10074-A4 (14)
Kd = 36.3 μM

PKUMDL-YC-1205 (15)
Kd = 0.55 μM
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dependence of cancer, due to specific gene expression deregulation, to certain 

regulators of transcription such as BRD4 (Bradner et al., 2017)), such as triple 

negative breast cancer (Wang et al., 2015b) or T cell acute lymphoblastic leukaemia 

(ALL) (Kwiatkowski et al., 2014) can be, in theory, targeted with CDK7 inhibition. 

CDK9 inhibition also disproportionally yields in a reduction of MYC transcripts, 

through likely similar mechanisms (Garcia-Cuellar et al., 2014).  

Instead of disrupting MYC transcription, it was proposed to alternatively target MYC 

protein levels through, on the one hand, targeting its translation via mTOR/AKT 

inhibition (Frost et al., 2004; Yu et al., 2001) or, in general, via disruption of translation 

(Manier et al., 2017). On the other hand, MYC protein levels can also be targeted by 

reducing its stability. It has been shown that the deubiquitination of MYCN via USP7 

stabilises the protein and that small molecule inhibition or RNAi mediated knockdown 

causes MYCN level reduction and reduced tumour growth. USP7 is also a marker of 

poor prognosis in neuroblastoma, through potentially this mechanism (Tavana et al., 

2016). The clinical state of those different approaches will be discussed in section 

1.5.4.  

 

1.5.3 Concepts of synthetic lethality 

The last concept to target MYC is through exploiting vulnerabilities, coming 

from aberrant activation of the MYC program: in short, uncovering synthetic 

lethalities with deregulated MYC expression. One of those approaches is to target 

CDK1, master regulator of the cell cycle progression (Malumbres, 2014). It was 

previously described that pan-CDKi (more specifically targeting CDK1, 2, 5 and 9) is 

more toxic in MYC driven triple negative breast cancer (Horiuchi et al., 2012). Further 

studies in breast cancer identified CDK1 as the mediator, within the cell cycle CDKs, 

to drive this synthetic lethality (Kang et al., 2014).  

Another approach aims at exploiting MYC induced replication stress and amplify it. 

CHK1 was identified in an RNAi screen, specifically targeting kinases, as a 

therapeutic target in neuroblastoma (Cole et al., 2011). Loss of ATR (upstream of 

CHK1) delayed disease progression in the Eμ-myc mouse model, and CHK1 

inhibition was shown to specifically kill a MYC driven pancreas mouse model, but not 

cause increased replication stress in a KRASG12V pancreas mouse model (Murga et 
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al., 2011). Supporting this hypothesis, murine lymphoma cells, driven by ectopic 

MYC expression, were responsive to CHK1 inhibition (Ferrao et al., 2012).  

In a synthetic lethality screen to identify genes that were lethal upon knockdown, 

comparing MYC normal and MYC overexpressing human mammary epithelial cells, 

BUD31, part of the core spliceosome, was identified. The dependency of MYC high 

cells on the spliceosome was confirmed with the RNAi of several core spliceosome 

proteins, such as SF3B1, U2AF1 and SNRPF (Hsu et al., 2015). Supporting the 

increased sensitivity of MYC high cells to disturbance of the splicing machinery, 

homozygous loss of Prmt5, also part of the spliceosome, in the background of the 

Eμ-myc model delayed lymphomagenesis. Additionally, PRMT5 KD was shown to 

reduce the proliferative capacity of human BL cell lines (Koh et al., 2015). These data 

are interesting in the light of a recently published, orally bioavailable, splicing 

modulator H3B-8800, initially developed against spliceosome mutant cancers (Seiler 

et al., 2018b).  

 

 
Figure 1-15: Targeting MYC 
Approaches to target MYC are based on three methods: firstly, targeting the levels, 
through either inhibiting the transcription via BRD4, CDK7 or CDK9 inhibition; reducing 
its protein levels through targeting translation via e.g. mTOR inhibition; or reducing its 
protein levels through manipulating its stability, with e.g. targeting specific 
deubiquitination enzymes, such as USP7 for MYCN. Secondly, directly targeting its 
activity, usually by blocking the protein-protein interaction with MAX, with e.g. Omomyc. 
The third approach is based on targeting increased dependencies due to high levels of 
MYC, such as targeting CDK1 for the cell cycle, CHK1 for increased replication stress, 
the splicing machinery, components of the unfolded protein response (UPR), or different 
proteins involved in the MYC rewired metabolism. 
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Targeting two out of the three arms of the unfolded protein response (UPR) (Hetz, 

2012) has recently been shown to be a potential viable strategy against MYC-driven 

cancers. Chemical and genetic inhibition of XBP1 in isogenic models with inducible 

MYC and MYCN and in BL cell lines showed a synthetic lethality (Xie et al., 2018). 

Targeting the same IRE⍺/XBP1 arm, showed increased dependence of the MYC-

driven breast cancer on the upstream RNAse IRE1 (Zhao et al., 2018). Additionally, 

targeting the PERK arm of the UPR through genetic ablation of ATF4 or small 

molecule inhibition of PERK delays tumour progression of MYC driven models 

(Tameire et al., 2019).  

It has been shown that MYC alters the metabolic program of the cells, so that they 

become glutamine-addicted. This led to the idea that one could potentially target this 

increased demand on glutamine (Wise et al., 2008). Additionally, MYC also regulates 

different essential amino acid transporter, and knockdown of two of them, SLC7A5 

and SLC43A1, reduces growth of MYC-driven models (Yue et al., 2017). This 

indicates that one could potentially exploit this rewired metabolism and target it (Wise 

and Thompson, 2010). A summary of the different approaches to target MYC is 

shown in Figure 1-15. 

 

1.5.4 Where do we stand in the clinic? 

The initial excitement of bromodomain inhibition was dampened after the results 

of the first clinical trials showing limited efficacy and high toxicity of different 

bromodomain inhibitors that reached the clinic. Current approaches are aiming at 

combination of the bromodomain inhibitors with other anti-cancer agents (Doroshow 

et al., 2017; Pervaiz et al., 2018). CDK7 inhibition is being evaluated against different 

transcriptionally addicted cancers, with a focus on solid tumours, with SY-1365 (Hu 

et al., 2019) and ICEC0942 (Patel et al., 2018b) being now tested in phase I clinical 

trials (SY-1365, ClinicalTrials.gov identifier: NCT03134638; ICEC0942, also known 

as CT7001, ClinicalTrials.gov identifier: NCT03363893). Various other CDK 

inhibitors reached the clinic, and two pan CDK inhibitors, Dinaciclib and AT7519, are 

currently being evaluated in clinical trials (Whittaker et al., 2017). Some AKT and 

mTOR inhibitors have been approved by the Food and Drug Administration (FDA) 

against haematological malignancies and renal carcinoma; however, not specifically 
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against MYC deregulated cancers (Song et al., 2019). Despite its attractiveness as 

a drug treat cancer (Sodir and Evan, 2011), there is not a single approved drug 

targeting specifically MYC deregulated cancers. There is a clear unmet clinical need 

to identify further and innovative strategies to target this protooncogene thought to 

be deregulated through different means in over 50% of all human cancers (Gabay et 

al., 2014). 
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Chapter 2. Pharmacogenomics screens identify 
haematological malignancies as highly responsive to 
NMT inhibition 

2.1 Introduction 

Traditionally, until the end of the 20th century cancer treatment was based on 

three pillars: cytotoxic chemotherapy, radiation therapy and surgical removal. Recent 

developments in drug discovery in oncology added two new pillars: targeted 

therapies, aiming at exploiting genetic vulnerabilities of cancer cells; and more 

recently, the use of the patients’ immune system, to fight the cancer, in form of e.g., 

checkpoint inhibition and genetically modified T cells (Marshall and Djamgoz, 2018; 

Oiseth and Aziz, 2017; Tang et al., 2018). The immuno-oncology landscape has 

rapidly expanded in recent years (Tang et al., 2018); nonetheless, targeted 

therapies, designed to exploit the genetic program of cancer cells to reduce harm to 

normal tissue, are still the standard-of-care for several cancer types in the clinic: with 

the early discoveries of the beneficial effects of Tamoxifen administration to estrogen 

receptor (ER) positive breast cancer patients (Clemons et al., 2002), depriving 

androgen receptor (AR) dependent prostate cancer from its crucial hormone (Taplin 

and Balk, 2004), targeting specifically the ‘Philadelphia’ chromosome in chronic 

myeloid leukaemia (CML) (An et al., 2010), to PARP inhibition against BRAC1/2-

deficient breast cancer (Fong et al., 2009), treating EGFR mutant non-small-cell lung 

cancer (NSCLC) with specifically designed drugs (Lee, 2017; Sridhar et al., 2003), 

BRAF inhibition in V600E mutant melanoma (Sosman et al., 2012), or recently 

approved CDK4/6 inhibitors in hormone receptor positive (RB wild type) breast 

cancer (Goel et al., 2018). Approaches to target the spliceosome in spliceosome-

mutant cancers, that is cancers with mutations in some spliceosome subunits, which 

have been shown to be highly responsive to splicing modulation, is another example 

that might reach soon clinical trials (Seiler et al., 2018b), and many more drugs are 

currently in different stages of the drug discovery pipeline (Patterson et al., 2016). 

However, for approved and new experimental drugs genetic markers which allow for 

more personalised treatments are often not known. As an example, PARP inhibitors 

were initially developed to sensitise cancer cells to typical DNA damaging therapy, 
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and it was only later appreciated that they can work as single-agents in BRCA-

deficient breast and ovarian cancers (Drew, 2015). One approach to identify genetic 

markers or transcriptional profiles correlating with outcome is pharmacogenomics 

screening in immortalised cancer cell lines: dozen to hundreds of different (anti-

cancer) drugs are screened against large numbers of immortalised cancer cell lines, 

from e.g. the Catalogue of Somatic Mutations in Cancer (COSMIC) project. The 

results are linked back to sequencing data from those cancer cell lines, to test if 

certain mutations, chromosomal rearrangements, epigenetics, copy number (CN) 

gains or losses in a given gene render a cancer cell line more sensitive (or resistant) 

against the respective drug. Research teams from the Broad Institute within the 

Cancer Cell Line Encyclopaedia (CCLE) project (Barretina et al., 2012) and the 

Sanger Institute within the Genomics of Drug Sensitivity in Cancer (GDSC) project 

(Garnett et al., 2012; Yang et al., 2013) applied this approach to a large number of 

commonly used immortalised cancer cell lines with different (anti-cancer) drugs. 

Those large screening efforts identified known genomic markers for certain drugs 

(e.g. TP53 WT vs mutant for MDM2 inhibitors such as Nutlin-3a) validating the 

approach.  

 

 
Figure 2-1: Principle of the pharmacogenomic screening of drugs. 
The >1000 cancer cell lines, encompassing the COSMIC project, were subjected to 
sequencing to call mutations, CN gains/losses and DNA methylation. These data were 
correlated with the sequencing data from patients, to identify overlaps between the 
patients and cancer cell lines. Additionally, gene expression profiling was conducted on 
all of the cell lines. >250 different chemical compounds were screened against the 
cancer cell lines (median screened cell lines: 878; range: 366 to 935) and ANOVA tests 
were used to identify if any CFEs correlate with sensitivity or resistance. See (Iorio et al., 
2016) 
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Novel correlations were also identified, such as that plasma cell-related tumours are 

more responsive to IGF1 receptor inhibitors; or that EWS-FLI1 rearrangement 

sensitises cells to PARP inhibitors (Barretina et al., 2012; Garnett et al., 2012). More 

recently, the Sanger Institute combined this approach with patient sequencing data, 

such as from The Cancer Genome Atlas (TCGA) (Lawrence et al., 2013; Zack et al., 

2013) to obtain more clinically relevant information about which ‘cancer functional 

events’ (CFEs) observed actually in patients, correlated with resistance/sensitivity to 

a given drug (see Figure 2-1). The research team also analysed to what extent the 

repertoire of commonly used cancer cell lines represents the clinical reality in terms 

of the landscape of CFEs. In addition, they assessed in this study the predictive 

ability of gene expression, tissue origin, methylation on CpG islands, recurrently 

abnormal copy number segments (RACS) and mutations to determine the sensitivity 

to a given cancer drug, with gene expression and tissue origin being the most 

predictive ones (Iorio et al., 2016). While pharmacogenomics screens, in 

immortalised cancer cell lines, are a powerful tool, there have been controversies 

about reproducibility between screens conducted at different institutes (Cancer Cell 

Line Encyclopedia and Genomics of Drug Sensitivity in Cancer, 2015; Haibe-Kains 

et al., 2013; Haverty et al., 2016). This could be potentially due to genetic and 

transcriptional discrepancies between the supposedly same cancer cell lines, used 

in different institutes and research centres (Ben-David et al., 2018; Liu et al., 2019). 

Nevertheless, such screening remains an initially very powerful tool to identify 

genetic markers for drug sensitivity and resistance, especially for drugs for which 

little is known about their underlying mode of action or which did not reach yet clinical 

trials, hence lack patient data. Thus, the Tate laboratory collaborated with the Sanger 

Institute to screen three different NMT inhibitors, from two structurally different series: 

two are based on the aminomethylindazole scaffold and one is based on the pyrazole 

sulphonamide (see section 1.2.2). The results of these screens are presented in this 

chapter, as well as the implication for NMT inhibition as a novel target in cancer. 
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2.2 Results  

2.2.1 Comparison of the previously reported data and the newly published 
data for IMP366  

Initially, the Tate laboratory collaborated with the Sanger Institute to screen 

IMP366, also known as DDD85646 (Frearson et al., 2010) or in the GDSC data as 

ICL1100013 (Iorio et al., 2016) (see Figure 1-10 for the structure), in >900 cancer 

cell lines and this initial (unpublished) data set was analysed by a former PhD 

student, Siak Gee Lim (Lim, 2016). The potency values were generated using a 

Bayesian sigmoid model (Garnett et al., 2012). However, the Sanger Institute 

changed their methodology of modelling the EC50s of a given drug since the initial 

publication in 2012 (Garnett et al., 2012), utilising now a multilevel fixed effects model 

(Vis et al., 2016), and published the new values on their portal: 

www.cancerrxgene.org (Yang et al., 2013).  

 
Figure 2-2: Differences between the two models used by the Sanger for IMP366. 
[A] Range of the EC50s of the previously analysed, unpublished ‘Lim, 2016’ data set and 
the now published ‘Iorio, 2016’ data set, within the screened concentrations. 
[B] Correlation between ‘Lim, 2016’ data set and the ‘Iorio, 2016’ data set. [C] Table with 
the reported median, maximum, minimal and range of the EC50s.  

Figure 1-2

Lim, 2016 Iorio, 2016

Median 9.30 μM 6.73 μM

Max 3834 μM 1570 μM

Minimum 3 pM 19.3 nM

Range 1.16∙107 8.13∙104

A

C

B
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The initially reported and unpublished (referred to as ‘Lim, 2016’ based on the 

Bayesian sigmoid model) and now officially published EC50s on the GDSC portal 

(referred to as ‘Iorio, 2016’, based on the multilevel fixed effects model) differ in 

dynamic range (see Figure 2-2 A), however they correlate with high statistical 

significance (see Figure 2-2 B).  

 
Figure 2-3: Cancer cell lines of the tissue subgroup Blood, in particular Burkitt’s 
lymphoma, are enriched for the most responsive cell lines to IMP366. 
[A] Distribution of the reported EC50s across the different tissue groups. [B] Median 
EC50s of the different tissue subgroups. The blue coloured groups are the three most 
sensitive. [C] Cancer cell lines, within the tissue group Blood, are more responsive to 
IMP366 compared to the other cancers (p-value determined with the Mann-Whitney 
test). [D] Distribution of the EC50s of the different haematological malignancies, 
comprising in the tissue group Blood. 
 

Figure 1-3

A B

C D

Tissue Median EC50 [μM]

Aero Dig Tract 3.39

Blood 3.37

Bone 5.48

Breast 14.60

Digestive System 8.97

Kidney 4.52

Lung 12.85

Nervous System 8.57

Pancreas 4.25

Skin 5.34

Soft Tissue 1.67

Thyroid 3.32

Urogenital System 4.50
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As expected from the multilevel fixed effects model, the difference between maximal 

and minimum reported EC50s was strongly reduced (see Figure 2-2 C). The previous 

analysis was conducted with the EC50s values (based on the Bayesian sigmoid 

model), thus, the new data set was reanalysed and compared to the previous data 

set. The initial trends, derived from the ‘Lim, 2016’ data set still hold true (Lim, 2016): 

the median EC50s from cancer cell lines within the tissue classes Soft Tissue and 

Thyroid are the lowest (1.67 μM and 3.32 μM respectively) (see Figure 2-3 A and B). 

However, the most sensitive cancer cell lines overall reside within the Blood tissue 

class, comprising lymphoma, leukaemia and multiple myeloma cancer cell lines (see 

Figure 2-3 C). Within these haematological malignancies, BL cell lines are 

particularly responsive (see Figure 2-3 D), confirming the initial results (Lim, 2016). 

Interestingly, the Sanger Institute could not find any CFEs correlating with sensitivity 

to IMP366 (the ANOVA results for all three inhibitors are in section 2.2.2). 

 

2.2.2 Haematological malignancies are highly responsive to the NMT 
inhibitors IMP1031 and 1036 

The Tate laboratory developed, through fragment derivation, a new ultra-

potent class of NMT inhibitors, based on the aminomethylindazole scaffold (Bell et 

al., 2017; Mousnier et al., 2018). Two examples of this series of inhibitors were 

screened, in collaboration with the Sanger Institute, in 708 cancer cell lines in a 

second screen batch, that is at a different point of time, compared to the screen of 

IMP366. The structures and enzymatic potencies of IMP1031 and IMP1036 are 

shown in Figure 2-4 A (Bell et al., 2017). 96% of the cancer cell lines screened with 

these two inhibitors are shared with the screen of IMP366 (see Figure 2-4 B) and the 

overall representation of tissue classes is very similar between the two screen 

batches (see Figure 2-4 C). Some of the EC50s, provided by the Sanger Institute, are 

outside of the actual experimental screening range (see Figure 2-4 D) and have been 

extrapolated, based on their methodology. Nevertheless, the reported EC50s follow 

the trend of enzymatic potency, with IMP1031 being more potent. Additionally, there 

is an excellent correlation between the reported values between the two inhibitors 

(see Figure 2-4 E), with a slight shift in the Spearman coefficient towards IMP1031, 
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representing its increased cellular potency. The correlations between IMP1031/1036 

and the previously screened IMP366 are less strong (see Figure 8-1).  

 
Figure 2-4: Structure of IMP1031 and 1036, tested cell lines, and correlation 
between the potencies. 
[A] Structure of IMP1031 and IMP1036 and their respective potency against 
recombinant NMT1 (rNMT1). [B] Overlap and differences of the screened cell lines 
between the three screens. [C] Distribution of the cell lines, according to tissue subtype, 
between the screens (left: IMP366, right: IMP1031/1036). [D] Range of the EC50s of 
IMP1031 and IMP1036 within the screened concentrations. [E] Correlation between the 
reported EC50s of IMP1031 and IMP1036. 
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This is likely due to batch effects, more precisely the different years and conditions 

in which the compounds have been screened. Additionally, the reported maximum 

EC50 for IMP366 is 1570 μM, compared to slightly over 30 μM for the two other 

inhibitors (See Table 2-1).  

 
Table 2-1: Median, maximum and minimum EC50s of all the NMTi screened. 

Compound Median EC50 Maximum EC50 Minimum EC50 Dynamic Range 

IMP1031 638 nM 32 μM 3 nM 1.0 x104 

IMP1036 1.16 μM 31 μM 17 nM 1.8 x 103 

IMP366 6.73 μM 1570 μM 19 nM 8.1 x 104 

 

Potentially, this due to the different concentration ranges used in the screens 

(500 nM to 500 pM for IMP1031 and 1036, and 20 μM to 78 nM for IMP366), 

combined with the methodology to extrapolate potency, utilising the values of all 

other tested drugs. The extrapolated EC50s should therefore not necessarily be 

interpreted as absolute values, but indicate trends in cancer cell line sensitivity to a 

given inhibitor. 

Similar to IMP366 the tissue group Blood was enriched with the most sensitive cell 

lines (compared to IMP366 also by median EC50) for IMP1031 (see Figure 2-5 A & B) 

and IMP1036 (see Figure 8-2). These haematological malignancies were 

significantly more sensitive, compared to all the others (see Figure 2-5 C), and in line 

with the data from IMP366, BL cancer cell lines were particularly responsive to 

IMP1031 (see Figure 2-5 D) and IMP1036 (see Figure 8-2). While haematological 

malignancies consist of some of the most sensitive cancer cells, several other tissue 

groups, such as the Bone, Soft Tissue, Nervous System, and Aero Digestive Tract 

tissue groups also contain cancer cells with high responsiveness to NMT inhibition. 

This demonstrates that sensitivity to NMT inhibition is not solely driven by cancer cell 

line origin from the haemopoietic system. 
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Figure 2-5 Cancer cell lines of the tissue subgroup Blood, in particular Burkitt’s 
lymphoma, are enriched in the most responsive cell lines to IMP1031. 
[A] Distribution of the reported EC50s across the different tissue subgroups. [B] Median 
EC50s of the different tissue subgroups. The blue coloured groups are the three most 
sensitive for the respective NMT inhibitor. [C] Cancer cell lines, within the tissue group 
Blood, are more responsive to IMP1031 compared to the other cancers. [D] Distribution 
of the EC50s of the different haematological malignancies, comprising the tissue group 
Blood. 
 
The Sanger Institute reported different CFEs correlating with sensitivity and 

resistance for IMP1031 and IMP1036 (and none for IMP366). However, after 

correcting for multiple hypothesis testing, none of those correlated significantly (FDR 

< 0.05) with sensitivity or resistance (see Table 2-2).  

 

Figure 1-5

A B

DC

Tissue
Median EC50 [μM]

IMP1031 IMP1036

Aero Dig Tract 0.48 1.15

Blood 0.22 0.56

Bone 0.40 1.13

Breast 1.22 1.70

Digestive System 0.81 1.86

Kidney 0.36 0.87

Lung 1.05 1.40

Nervous System 0.65 1.06

Pancreas 1.04 1.81

Skin 1.11 1.68

Soft Tissue 0.64 1.24

Thyroid 0.91 2.02

Urogenital System 0.77 1.14
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Table 2-2: Reported CFEs for the different NMTi:   

Compound Feature ∆Mean EC50 
ANOVA p-

value 

FDR [%] 

IMP1031 
Loss.cnaPANCAN381..ARFGAP3 0.8 1.44e-04 11.22 

MAP3K1_mut -1.49 1.70e-04 12.17 

IMP1036 BBRM1_mut -0.58 6.93e-04 23.2 

IMP366 NA NA NA NA 

Red indicates resistance correlating with this feature. Green indicates sensitivity 
correlating with this feature. This data was provided by the Sanger institute. 
 

It has been proposed in different patents that NMT2 deficient cancers are particularly 

responsive to NMT1/2 inhibitors (Berthiaume and Beauchamp, 2017; Berthiaume et 

al., 2014); however, neither NMT1 nor NMT2 mRNA expression correlated with 

sensitivity to IMP1031 (see Figure 2-6 A & B). The same is observed for IMP1036 

and IMP366 (see Figure 8-3). Indeed, haematological malignancies have lower 

NMT2 expression and similar NMT1 expression, compared to other cancer cell lines 

(see Figure 2-6 C), but the lack of correlation of sensitivity to IMP1031 and NMT2 

mRNA expression across different cancer cell lines indicates that NMT2 deficiency 

is not a predictor for responsiveness to NMT inhibition. Another potential parameter, 

which could affect the efficacy of a given drug is doubling time. These were obtained 

from the CCLE (Barretina et al., 2012), and indeed correlate with sensitivity to 

IMP1031. Importantly, not all cancer cell lines have their doubling times determined 

in the CCLE, so only a subset of the cancer cell lines could be used in this analysis: 

249 out of 708 cancer cell lines (35%) for IMP1031/1036 and 318 out of 914 (35%) 

for IMP366. This also had an impact on the tissue distribution, compared to the 

original screens, potentially introducing sampling errors (see Figure 8-4 A). 

Additionally, there might be variation in culturing methods between the two institutes, 

hence, there might be additional variation in the reported doubling times of a given 

cancer cell line. 



Chapter 2 Pharmacogenomics screens identify haematological malignancies as 

highly responsive to NMT inhibition. 

 

67 

 

 
Figure 2-6: Sensitivity towards IMP1031 does not correlate with NMT1/2 
expression, but correlates with doubling time. 
[A] Correlation between sensitivity to IMP1031 and NMT1 expression in all cancer cell 
lines. [B] Correlation between sensitivity to IMP1031 and NMT2 expression in all cancer 
cell lines. [C] Cancer cell lines from the Blood tissue subgroup have similar NMT1 
expression and lower NMT2 expression, compared to the other cancer cell lines (error 
bars: interquartile range; p-value obtained with Mann-Whitney test). [D] Correlation 
between sensitivity to IMP1031 and doubling time of the cell lines (249 out of 708 cancer 
cell lines had a corresponding doubling time). Red dotes comprise cancer cell lines of 
the tissue subgroup ‘Blood’. 
 
While a correlation between doubling time and sensitivity to IMP1031 is observed, 

this does not suffice to explain the increased sensitivity of haematological 

malignancies (which have a correlation of Spearman r = 0.3889; p-value = 0.0213, 

thus, very comparable to the overall trends). The median doubling time is only 

marginally lower (66 h), compared to other cancer cell lines (69 h), while a strong 

difference in median EC50 (3-fold) is observed between the cancer cells from the 

Blood group, compared to all others (see Figure 2-6 D). Similar to IMP1031, also for 

IMP366 and IMP1036 there is a correlation between doubling time and sensitivity; 
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however, again doubling time does not seem to account for the strongly increased 

sensitivity of the Blood tissue group for IMP1036 and IMP366 (see Figure 8-4 B & 

C).  

As there have been controversies around the reproducibility of pharmacogenomic 

screens (Haibe-Kains et al., 2013), a dozen cancer cell lines  were tested in-house 

with the CellTiter Blue assay (see CellTiter Blue assay) with IMP1031 and IMP1036 

to assess reproducibility of the reported data. Haematological malignancies were 

emphasised in these experiments. 

 

 
Figure 2-7: Good reproducibility in overall trends for the reported AUC; less so for 
the EC50s. 
[A] Correlation between all the EC50s, provided by the Sanger institute, and all the EC50s, 
assessed in-house with the CellTiter Blue assay. [B] Correlation between all the AUCs, 
provided by the Sanger institute, and all the AUCs, assessed in-house with the CellTiter 
Blue assay.  
 

In the case of the EC50s, there is a trend for correlation for IMP1036 (which does not 

reach significance), and no correlation for IMP1031. Only if both inhibitors are 

combined there is a significant correlation between the results of the screen and the 

in-house screening with the CellTiter Blue assay (see Figure 2-7 A). To note is that 

the Sanger reported EC50s for both inhibitors of >1 μM, which were not reproduced 

by the in-house CellTiter Blue assay results. On the other hand, the area-under-curve 

(AUC) correlated better between the reported values by the Sanger Institute and the 

in-house results, that is with higher Spearman correlation coefficients and higher 

statistical significance (see Figure 2-7 B). These results likely stem from the 
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differential assessment of potency: whereas the Sanger Institute uses an algorithm 

to assess simultaneously the potency of 100 of compounds across 100s of cancer 

cell lines and infer some of the potencies, based on observations with other inhibitors 

(Vis et al., 2016), the in-house results were calculated individually fitted to a 

sigmoidal function (see Figure 8-5). A similar trend is observed for IMP366 and 

IMP1088: the EC50 range does not change much between the different cancer cell 

lines; however, the more resistant cell lines still show residual metabolic activity 

(shown in section 2.2.4). Overall, this indicates that the EC50s reported by the Sanger 

Institute are likely a mixed read-out between EC50 and residual metabolic activity, 

compared to the CellTiter Blue assay-based assessment of potency. 

To conclude, there is a clear trend across the three different NMT inhibitors, 

screened in two different batches in terms of years, for haematological malignancies 

to be the most responsive cancer types. Nevertheless, also cancer cell lines with 

different tissue origin also showed responsiveness to NMT inhibition, indicating that 

tissue origin per se does not suffice to explain this sensitivity. The proposed concept, 

within the patent sphere, of NMT2-deficiency rendering cells more susceptible to 

NMT inhibition was not confirmed for any of the three inhibitors; nor does NMT1 

expression influence the potency of the three inhibitors. Variation in doubling times 

in the cancer cell lines does not satisfactorily explain the differential responsiveness 

to NMT inhibition between the Blood tissue group, compared to the others. Nor did 

any of CFEs, tested for by the Sanger Institute, correlate significantly with sensitivity 

or resistance. To conclude, likely a feature highly prevalent in the haematological 

malignancies exists (which is also present in some other cancer cell lines originating 

from different tissues) that confers these cancer cell lines with a strong susceptibility 

to NMT inhibition.  

 

2.2.3 Mutations or expression of NMT substrates as markers for sensitivity or 
resistance 

The effects of NMT inhibition are driven by modulation of the NMT substrates, 

through potential gain-of-function (GOF) or loss-of-function (LOF), hence one could 

argue that mutations and/or expression patterns of the NMT substrates might be 

responsible for differential effects of an NMT inhibitor across cancers. To address 
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this question, whole genome expression data in form of micro-array data and pre-

processed sequencing data with called mutations across all the genes were obtained 

from the Sanger Institute (Iorio et al., 2016). These data were combined with CoTMyr 

NMT substrates identified in humans, for which strong proteomics or other 

biochemical validation was available (Broncel et al., 2015; Kallemeijn et al., 2019; 

Mousnier et al., 2018; Thinon et al., 2014; Utsumi et al., 2018).  

 
Figure 2-8: (Rare) Mutations in some NMT substrates correlate weakly with 
sensitivity or resistance. 
[A] Summary graph of all the Spearman coefficients for the correlation between 
mutations in a given NMT substrate and sensitivity to IMP1031. [B] Left: CYB5R3 
mutations are significantly correlated with increased sensitivity; right: SLC25A4 
mutations are significantly correlated with increased resistance. [C] Left: Cells with 
ANKIB1 mutations have a trend of increased sensitivity; right: Cells with MTHFD1L 
mutations have a trend of increased resistance. (p-values determined with the Mann-
Whitney test, error bars = interquartile range) [D] Table of the top5 NMT substrates with 
the biggest prevalence of mutations and the corresponding Spearman coefficients. 
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CoTMyr substrates were emphasised, as post-translational myristoylation usually 

occurs only after activation of caspases, e.g. in the case of apoptosis (Martin et al., 

2011). While it might be possible, that PTMyr could play a role in the apoptotic 

cascades, it does not seem to occur in non-dying cells (see section 5.2.1 for more 

details). The vast majority of called mutations in the NMT substrates were missense 

mutations (86.0%); 4.5% were nonsense mutations, which should cause complete 

loss of the NMT substrate in the respective cancer cell line. The remaining mutations 

were frame-shifts (6.3%) and exonic splicing silencer mutations (3.2%). To identify if 

mutations in a given NMT substrate correlate with sensitivity or resistance, a list of 

Spearman correlations was generated, correlating on the one hand, the potency 

IMP1031; on the other hand, a binary list that consisted of all the cancer cell lines 

that do, or do not have a mutation (that is missense, frameshift and exonic splicing 

silencer mutations) in a respective NMT substrate. This approach is similar to the 

approach used by the Broad Cancer Dependency Map (Tsherniak et al., 2017). The 

resulting Spearman coefficients are summarised in Figure 2-8 A. Overall, only very 

weak to no correlations (0.1 > r > -0.1) were observed (and after multiple hypothesis 

testing correction with Benjamini-Hochberg FDR none of the q-values were below 

0.05), already indicating that mutations in NMT substrates do not predict for 

sensitivity to NMT inhibition. While the presence of mutations in NMT substrates such 

as CYB5R3 or SLC25A4 correlates with increased or decreased potency of IMP1031 

(see Figure 2-8 B), these mutations are only present in 1.1% and 0.7% of the cancer 

cell lines. NMT substrates such as ANKIB1 or MTHFD1L, for which more than 20 

(that is ~3%) of the tested cancer cell lines present mutations, trends can be 

observed; however, these did not reach significance (see Figure 2-8 C). In the case 

of NMT substrates, for which larger number of cancer cell lines present mutations in 

the respective gene, there is no correlation with potency of IMP1031 (see Figure 

2-8 D).  

Similar trends to IMP1031 are observed partially for IMP1036, but e.g. ANKIB1 

mutations do not even show the trend of increased sensitivity to IMP1036 (see Figure 

8-6 A). Within the top 10 NMT substrate, for which mutations correlate with sensitivity 

to IMP1031, only CYB5R3, GORASP1 and MARCKSL1 are overrepresented in the 

Blood group (see Table 8-1). Thus, occurrence of mutations in NMT substrates is, in 

general, a poor predictor for responsiveness across larger numbers of cancer cell 
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lines; and, additionally, cannot serve as a potential explanation for the increased 

responsiveness of haematological malignancies as one would expect potentially 

overrepresentation of defining mutations in this tissue group. Moreover, the called 

mutations in NMT substrates might just accumulate over time due to impaired DNA 

damage repair in the cancer cell lines, thus be just passenger mutations. In line with 

this argument, none of the NMT substrates have been identified as cancer driver 

genes in the TCGA (Bailey et al., 2018). This does not exclude the possibility that a 

mutation might predict sensitivity in a small subset of cancer cells (as shown before), 

but it does not suffice to explain broader trends.  

 
Figure 2-9: Expression pattern of NMT substrates correlates with sensitivity. 
[A] Correlation between sensitivity to IMP1031 and expression of NMT substrates. 
Substrates in red are considered common essential genes (essential in >75% of the 
tested cell lines); substrates in orange are considered essential in at least 25% of the 
cancer cell lines. The top 5 NMT substrates with either positive or negative Spearman 
coefficients are shown. Dotted lines indicate spearman coefficients of 0.1 to -0.1 (N = 
89). [B] NMT substrates correlating with increased responsiveness for IMP1031 were 
summarised in a gene set, and GSEA was utilised to test if expression of those NMT 
substrates correlates with lower EC50s for IMP1031 (top) and IMP1036 (bottom) 
 
The expression pattern of NMT substrates, on the other hand, correlates more clearly 

with the efficacy of the NMT inhibitors across different cancer cell lines. This is in line 

with the observations made by the Sanger Institute that tissue origin and gene 

expression are the best predictors of responsiveness to a given drug (Iorio et al., 

2016) (as mentioned in subchapter 2.1). The correlation (calculated again as 

Spearman coefficients) of expression for a given NMT substrate and potency of 

IMP1031 is shown in Figure 2-9 A. NMT substrates for which >75% of the cell lines 
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depend on for optimal proliferation were considered as common essential in the 

CRISPR data from the Broad Institute (Meyers et al., 2017). Within this group, only 

ARF4 expression correlates with increased resistance (r > 0.1), potentially indicating 

that more resistant cells have high levels of ARF4 mRNA, which should correlate 

with protein levels, which take potentially longer to be degraded. This hypothesis 

assumes of course good correlation between mRNA level and protein level which 

might not be the case for all protein-coding genes (Schwanhausser et al., 2011). 

There is however the possibility of the confounding effect that the expression pattern 

of NMT substrates in the more sensitive cancer cell lines has no functional 

consequence, but only relates to tissue origin of the cell lines. The five NMT 

substrates, whose mRNA levels correlate with resistance, are expressed at low 

levels in cancer cell lines of the Blood tissue subgroup, which represent most of the 

sensitive cancer cell lines. The same observation applies vice versa for the five NMT 

substrates, whose mRNA levels correlate with sensitivity (see Figure 8-6 B). It is 

possible to show that NMT substrates that correlate with efficacy in IMP1031 are also 

enriched in the cell lines with high responsiveness to IMP1036 (see Figure 2-9 B) 

and IMP366 (see Figure 8-6 C). To conduct this analysis, the substrates with 

negative Spearman correlations were summarised in a new gene set (named ‘NMT 

substrates correlating with sensitivity to IMP1031’). Gene Set Enrichment Analysis 

(GSEA) was used to compare the quartile of the most sensitive cell lines versus the 

quartile of the most resistant cancer cell lines for each inhibitor (Subramanian et al., 

2005). It is possible to observe that mRNA expression of this subset of NMT 

substrates is higher in the sensitive cell lines. However, it is difficult to distinguish 

correlation and causality here, and experiments to potentially follow up such an angle 

are non-trivial. An analysis aiming to understand what distinguishes sensitive and 

resistant cancer cell lines on the level of biological functions is conducted in Chapter 

4.2.1 and will be discussed there. Overall, the data presented indicate that identifying 

what drives the sensitivity to NMT inhibition of haematological malignancies might 

provide a good starting point to understand the differential effect of NMT inhibitors in 

cancer. This approach might subsequently provide insides for potential genetic 

markers that are valid across different cancer types. 
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2.2.4 Burkitt’s lymphoma and DLBCL cell lines are being arrested in G2/M and 
start to die after 24 hours of NMT inhibition 

As haematological malignancies, particularly Burkitt’s lymphoma, are highly 

susceptible to NMT inhibition, two benchmark NMT inhibitors (IMP366 and IMP1088) 

(Frearson et al., 2010; Kallemeijn et al., 2019; Mousnier et al., 2018) were used 

against a panel of different B cell lymphomas, with emphasis on BL and DLBCL cell 

lines, originating from the GC reaction (Basso and Dalla-Favera, 2015) (see Figure 

2-10 A). The structure and enzymatic data for IMP1088 are shown in Figure 1-10 

(the corresponding growth-inhibition curves are shown for IMP1088 in Figure 8-7 and 

for IMP366 in Figure 8-8). The different lymphomas were further subdivided by 

sporadic (sBL) vs. endemic (eBL) in the case of Burkitt’s lymphoma (Schmitz et al., 

2014) and ABC (activated B cell like) vs. GCB (Germinal centre B cell like) for DLBCL 

(Alizadeh et al., 2000). 

 
Figure 2-10: IMP1088 and IMP366 kill effectively a panel of B cell lymphomas. 
Heatmap showing the effect on the metabolic activity, measured with CellTiter Blue, of 
the two NMT inhibitor IMP1088 and IMP366 against a panel of Burkitt’s lymphoma and 
DLBCL cell lines. 
 
For most of the tested cell lines a similar trend was observed, especially taking the 

differential in-cell potency between the two NMT inhibitors into account (Kallemeijn 

et al., 2019). One exception was the Farage cell line, that was resistant to IMP366; 

Figure 1-8
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however, as this cell line was responding to IMP1088 and IMP1031/1036 (see Figure 

8-5), it could be that this was a unique phenomenon with the IMP366–potentially a 

particular ATP-binding cassette (ABC) transporter, CYP protein or permeability issue 

in context of this cell line.  

The observation from the pharmacogenomic screens with NMT inhibitors that BL 

cancer cell lines are more responsive than DLBCL cell lines are reproduced in these 

data. There might be a trend that sBL cancer cell lines are more responsive than the 

eBL ones. This could potentially be explained by different mutational landscape 

between the two subtypes, with endemic eBL having fewer and different driver 

mutations (Grande et al., 2019; Love et al., 2012; Schmitz et al., 2012); but the 

numbers of tested cell lines are not sufficient to make a definitive statement. There 

is no clear observable difference between ABC DLBCL vs. GCB DLBCL.  

One can assume that protein turnover of NMT substrates is critical for any cell toxicity 

an NMT inhibitor might exhibit, the time frame in which NMT inhibitors affect broad 

cellular function (such as cell cycle, apoptosis and number of viable cells) was 

identified via flow cytometry, using the highly sensitive sBL cell line BL41, as a first 

starting point. The experimental design is shown in Figure 2-11 A. Within these 

phenotypical markers, no change was observed within 6 hours of NMT inhibition. 

However, at 24 hours of NMT inhibition a slight increase in G2/M phase could be 

observed (see Figure 2-11 B), and a similar slight increase of apoptotic cells (see 

Figure 2-11 C).  
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Figure 2-11: Experimental design and example fluorescence-activated cell sorting 
(FACS) plots to determine the temporal effects of IMP1088 on BL41. 
[A] Experimental design to assess the temporal effects of IMP1088 on BL41. Cells are 
plated and left overnight to recover. IMP1088 (1 μM, 100 nM, 10 nM) or DMSO is added. 
Two hours prior to fixation, EdU is pulsed in the cells to monitor DNA synthesis. 
Subsequent use of different flow cytometry stainings allows to follow cell cycle, apoptosis 
induction and cell viability across conditions and time points (6, 24, 30 and 48 hours). 
[B] Representative flow cytometry analysis of the cell cycle; black DMSO at 24 hours; 
red 100 nM of IMP1088 at 24 hours. [C] Representative flow cytometry analysis of 
caspase3 activation; grey: DMSO at 24 hours; red: 100 nM of IMP1088 at 24 hours. 
[D] Representative flow cytometry analysis of the cell cycle; black DMSO at 48 hours; 
red 100 nM of IMP1088 at 48 hours. [E] Representative flow cytometry analysis of 
caspase3 activation; grey: DMSO at 48 hours; red: 100 nM of IMP1088 at 48 hours. 
 

This effect strongly increases over the next 24 hours (see Figure 2-11 D and E) with 

quantifications shown in Figure 2-12 A to D, indicating a collapse of cellular viability 

and ongoing programmed cell death via caspase 3 activation in BL41 from 24 hours 

onwards. 

Figure 1-9

A

Cells plated Time

24h 48h 72h

NMTi added Fresh media ± NMTi

6h of NMTi 24h of NMTi 30h of NMTi 48h of NMTi

• Apoptosis (Caspase3 activation)
• Cell cycle (EdU + DAPI)
• Cell numbers of viable cells (Zombie NIR)

Conditions:
1. DMSO
2. 10 nM IMP1088
3. 100 nM IMP1088
4. 1 μM IMP1088

N
N

N

F
O

N
N

F

B

D

S 
45.4%

G1/0 
42.0%

G2/M 
12.6%

G1/0 
38.8%

G2/M 
14.7%

S 
46.3%

Apoptotic 
4.91% (DMSO)
13.5% (NMTi)

S 
29.4%

G1/0 
55.9%

G2/M 
14.4%

G1/0 
66.1%

G2/M 
29.6%

S 
4.1%

Apoptotic 
13.0% (DMSO)
71.0% (NMTi)

C

E

DMSO - 24h 100 nM IMP1088 - 24h

DMSO - 48h 100 nM IMP1088 - 48h 48h

24h



Chapter 2 Pharmacogenomics screens identify haematological malignancies as 

highly responsive to NMT inhibition. 

 

77 

 

 
Figure 2-12: NMT inhibition, with IMP1088, causes G2/M accumulation and 
induction of apoptosis in the sBL cell line BL41 after 24 hours. 
[A] Quantification of the viable (Zombie NIR negative) cells. [B] Quantification of the 
relative number of proliferating cells (EdU+). [C] Quantification of the induction of 
apoptosis (caspase3+). [D] Quantification of the cell cycle distribution at 24 hours and 48 
hours. (For all graphs N = 2, error bars = SEM) 
 
These results indicate that at around 24 hours a ‘tipping point’ is reached. Within this 

time frame either a certain amount of crucial for the cell viability myristoylated 

substrates have been degraded; and/or, a certain amount of non-myristoylated, 

therefore potentially toxic substrates (as described for SRC and LYN, see (Honda et 

al., 2016)), have been synthesised affecting larger proportions of the cells and killing 

those. The induction of apoptosis is independent of G1 or G2/M arrest in BL41 (see 

Figure 8-9). IMP366 acted similarly in BL41, taking the reduced cellular potency into 

account (see Figure 8-10), confirming a conserved effect across structurally different 

NMT inhibitors.  
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Figure 2-13: NMT inhibition causes specifically G2 arrest in BL41. 
[A] Representative flow cytometry analysis of BL41, treated with DMSO for 48 hours, to 
distinguish G2 vs. M phase (left), utilising p-H3S10 as a marker for mitotic cells (right). 
[B] Representative flow cytometry analysis of BL41, treated with 1 μM IMP1088 for 48 
hours, to distinguish G2 vs. M phase (left), utilising p-H3S10 as a marker for mitotic cells 
(right). [C] Quantification of the G2/M distribution at 48 hours with different 
concentrations of IMP1088 (N = 2, error bars = SEM). 
 

To investigate the nature of the G2/M accumulation, phosphorylation of S10 of 

histone 3 (p-H3S10), a critical marker for entry into mitosis (Crosio et al., 2002), was 

utilised to distinguish G2 and M phase. In control conditions, within the cells that are 

in the G2/M phase, ~20% entered mitosis (see Figure 2-12 A). This population 

completely disappeared (in the relatively larger G2/M population) upon treatment 

with IMP1088 (see Figure 2-12 B), in a dose dependent manner (see Figure 2-12 C). 

These results show that entry into mitosis does not occur upon NMT inhibition. 

Interestingly, it was previously observed that cancer cell lines (cervical cancer, breast 

cancer and lung cancer) are arrested in G1/0 phase (Thinon et al., 2016). However, 

in the fluorescence-activated cell sorting (FACS) analysis in this publication, sub-G0 

cells were not excluded, which could influence the relative quantifications for each 

cell cycle phase.  

The accumulation in G2 and activation of apoptosis was also observed in the eBL 

cell line Raji (see Figure 8-11 A to D), with the already observed trend that Raji is 
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more resistant (see Figure 2-10). Utilising the same approach to distinguish G2 and 

M phase, Raji cells did not enter mitosis (see Figure 8-11 E), indicating a conserved 

effect of NMT inhibition across the BL cancer cell lines.  

To ensure that the specific time frame until toxicity of NMT inhibition is apparent was 

not unique to Burkitt’s lymphoma cell lines, additionally two ABC DLBCL cancer cell 

lines, U2932 and Riva, were tested with slight modifications to the experimental set-

up. As DLBCL cell lines were overall less sensitive to IMP1088 and IMP366, the 

duration of the experiment was increased from 48 hours to 72 hours of NMT inhibition 

(see Figure 2-14 A). Interestingly, already at 24 hours of inhibition, DNA synthesis 

was already reduced in the Riva cancer cell line, whereas cell numbers and fraction 

of cells with caspase 3 activation was unaffected (see Figure 2-14 B to D). Similar to 

the two BL cancer cell lines, Riva accumulated in G2/M after 24 hours of NMT 

inhibition (see Figure 2-14 E). The same results were obtained for other cancer cell 

line U2932 (see Figure 8-12). Overall, across the two tested BL and the two DLBCL 

cancer cell lines, NMT inhibition did not affect cell cycle, cell numbers, or induction 

of apoptosis within the first 6 hours; however, by 24 hours the cells reach a ‘tipping 

point’, with subsequent cell cycle arrest and loss of viability. Dr. Monica Faronato, a 

postdoctoral fellow in the Tate laboratory, showed a similar effect for different 

adherent cancer cell lines comprising of breast, cervical and pancreatic cancer cell 

lines (data not shown). 



Chapter 2 Pharmacogenomics screens identify haematological malignancies as 

highly responsive to NMT inhibition. 

 

80 

 

 
Figure 2-14: IMP1088 causes G2/M accumulation and apoptosis induction in the 
ABC DLBCL cell line Riva. 
[A] Quantification of the viable (Zombie NIR-) cells. [B] Quantification of the relative 
number of proliferating cells (EdU+). [C] Quantification of the induction of apoptosis 
(caspase3+). [D] Quantification of the cell cycle distribution at 24 hours and 48 hours. 
(For all graphs N = 2, error bars = SEM) 
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2.3 Conclusions 

In this chapter, pharmacogenomics screens, using three different NMT 

inhibitors, IMP366, IMP1031 and IMP1036, were analysed. Across the three 

screens, haematological malignancies (cells from the tissue subgroup Blood in the 

GDSC nomenclature) and particularly BL cancer cell lines were highly responsive to 

NMT inhibition. While doubling time of the cancer cell lines correlated with 

responsiveness, it failed to explain the increased responsiveness of haematological 

malignancies. There was no correlation observed between NMT1 (or NMT2) 

expression and the potency of the different NMT inhibitors. The presence of 

mutations in CoTMyr NMT substrates did not have a predictive value either, with the 

additional caveat that mutations in NMT substrates have so far not been identified 

as driver mutations, thus, could be only passenger mutations in a majority of the 

cancer cell lines (Bailey et al., 2018). Expression levels of a subset of NMT 

substrates correlate with sensitivity. However, to distinguish if this correlation is an 

actual functional causality or an artefact, dependent on expression from the 

originating tissue, is however not possible at this point. Overall, these data indicate 

that a different approach is needed to understand the differential effect of NMT 

inhibition on cancer cell lines to develop a genetic hypothesis.  

The increased responsiveness of haematological malignancies was confirmed, using 

the inhibitors from the screens themselves, and additionally IMP1088, a picomolar 

potent inhibitor of NMT, which was recently reported (Mousnier et al., 2018). It 

became apparent from testing four different cell lines (BL41, Raji, U2932 and Riva) 

that NMT inhibition did not affect proliferation or apoptosis within the first 24 hours. 

In Riva however, a slight reduction of DNA synthesis was already observed after 24 

hours of NMT inhibition, but no induction of apoptosis. This was followed by cell cycle 

arrest in G2 and G1/0 and breakdown of cell viability (evident in the induction of 

apoptosis and loss of cell numbers/viability). At this point, a two-fold strategy was 

applied to identify a potential molecular marker or phenotype for increased 

sensitivity/resistance towards an NMT inhibitor: 

1. Identify mechanistically what is occurring on the level of the 

phosphoproteome and transcriptome within the first 24 hours in a BL cancer 

cell line upon NMT inhibition. It was assumed that the subsequent pathway 
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enrichment analysis might increase mechanistical understanding of what 

occurs upon NMT inhibition, which could yield in a genetic hypothesis (see 

Chapter 3).  

2. Utilise the pharmacogenomics screen data and identify which pathways (e.g., 

increased/decreased cell cycle, translation, mitochondria, metabolic 

signatures, etc.) are enriched in the sensitive cell lines versus the resistant 

cell lines. Subsequently, extract key genes of those pathways, driving the 

sensitivity or resistance, and identify which transcription factors and/or 

oncogenic pathways are upstream. The identified upstream factors can then 

be validated further (see Chapter 4). 
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Chapter 3. Multi-omics study shows that NMT 
inhibition disrupts correct RNA processing in the 
Burkitt’s lymphoma cell line BL41 

3.1 Introduction 

Previous studies into the mode of action of NMT inhibition utilised global 

proteomics to measure changes on the whole proteome level (Lim, 2016; Thinon et 

al., 2016) to infer from subsequent GO enrichment analysis biological pathways 

affected by NMT inhibition. However, significant changes in the global proteome 

were only observed at 2 or 3 days after NMT inhibition; within the first 24 hours no 

significant changes were observed (Thinon et al., 2014). To note is that those 

experiments are only able to measure a certain proportion of the proteome, e.g., in 

the case of (Thinon et al., 2014), 1069 proteins out of ca. 20,000 protein coding 

genes (Willyard, 2018). Therefore, changes on the global proteome might occur, but 

may have been missed due to the technicalities of mass spectrometry.  

As presented and discussed in the previous chapter, the first 24 hours seem to be 

crucial for the effect of NMT inhibition across several cancer cell lines, as 

subsequently cells arrest and die, with varying kinetics of cell death. Dissecting which 

biological pathways and functions are affected within this time frame should help to 

further understand the mode of action of NMT inhibition. This approach might 

subsequently guide biomarker identification. Utilising gene expression changes after 

genetic or chemical perturbation is already widely used to characterise mode of 

actions of the respective chemical or genetic perturbation. This resulted in the 

generation of thousands of gene sets, summarised in the Molecular Signature Data 

Base (MSigDB), which can be used for GSEA. (Liberzon et al., 2015). Additionally, 

connectivity between different perturbations can be assessed, with e.g. the 

Connectivity Map by the Broad Institute (Lamb et al., 2006; Subramanian et al., 

2017). This has been recently expanded also to changes on the chromatin and with 

phosphoproteomics (Litichevskiy et al., 2018). Other examples in the literature 

utilised RNAseq or phosphoproteomics to understand the mode of action of diverse 

inhibitors and differential effects of drugs (Ben-David et al., 2018; Manier et al., 2017; 

Pan et al., 2009; Wacker et al., 2012). The sBL cell line BL41 was chosen as an 
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example of a highly responsive cell line to NMT inhibition. mRNAseq and 

phosphoproteomics experiments (see subchapters 7.5 and 7.6 in the material and 

methods for details) were conducted. For both experiments 6 hours, 18 hours and 

24 hours of NMT inhibition with 100 nM IMP1088 were compared to a matching 

control (0.004% DMSO, corresponding to the DMSO concentration in the treated 

samples) (see Figure 3-1).  

 
Figure 3-1: Effect of NMTi over time and design of the multi-omics study. 
As shown in the previous chapter, haematological malignancies consistently do not show 
any (strong) phenotypical effects (that is reduction of proliferation or induction of cell 
death) within the first 24 hours of inhibition. After reaching a ‘tipping point’ they start to 
arrest in G2 and undergo programmed cell death. This indicates that the time window of 
the first 24 hours must be crucial–a time window in which the LOF and/or the GOF of 
NMT substrates slowly reaches a critical point at 24 hours. Hence, phosphoproteomics 
and mRNAseq experiments were conducted at 6, 18 and 24 hours comparing matched 
controls with samples treated with 100 nM IMP1088 to understand the impact of NMT 
inhibition on the transcriptome and signalling networks respectively in this critical 24 
hours.  
 

The timepoints of 18 and 24 hours were chosen due to their proximity to the ‘tipping 

point’. It was assumed that breakdown of viability (e.g., through activation of 

executioner caspases, such as caspase 3 (Parrish et al., 2013)) in larger proportions 

of the cells would confound pathway analysis at later time points, due to activation 

of various cell death programs that are just secondary effects and not specific to NMT 

inhibition. The 6-hour timepoint served as an example to understand more immediate 

effects of NMT inhibition on the cell. To note is that across the cell lines tested in the 

previous chapter no difference in programmed cell death or proliferative capacity was 

observed within 6 hours of NMT inhibition. The controls were grown in parallel to 
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avoid confounding effects of comparing cells in a given point with growth. The results 

of those different omics data set will be subsequently presented and discussed. 

3.2 Results 

3.2.1 Phosphoproteomics reveals phosphorylation changes on proteins 
involved in splicing and RNA processing 

The workflow for the phosphoproteomics experiment is shown in Figure 3-2. 

The enrichment workflow was done by Andrew Jones, senior research scientist of 

the Proteomics STP in the Francis Crick Institute. The prepared cell lysates, 

according to the experimental set-up shown in Figure 3-1, were reduced and 

alkylated, labelled with TMT for subsequent quantification and phospho-peptides 

were enriched on TiO2 beads, for subsequent MS/MS analysis. The subsequent 

bioinformatics analysis was done with the MaxQuant and Perseus software package 

(Cox and Mann, 2008; Tyanova et al., 2016). 

 

 
Figure 3-2: Experimental workflow of the phosphoproteomics experiment. 
Cells were treated with 100 nM IMP1088 or a respective concentration of DMSO for 6, 
18 or 24 hours respectively and then lysed. Lysates were reduced, alkylated and 
digested with trypsin. The samples were isobarically labelled with TMT, mixed and a TiO2 
based metal oxide enrichment was utilised to enrich for phosphorylated peptides. The 
samples were then run on mass spectrometer and analysed with the MaxQuant/Perseus 
software package with added Phospho-Site Plus annotations. 
 
7098 phosphorylation sites were identified, 5864 with high fidelity (>75%) of correct 

localisation of the phospho-site on the given peptide. In some cases, several 
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potential phosphorylation sites exist on the peptide, and the Andromeda Search 

Engine of MaxQuant cannot assess which one is phosphorylated (Cox and Mann, 

2008). For each biological condition the median TMT reporter intensity was 

subtracted from all corrected TMT reporter intensities to normalise the data (see 

subchapter 7.5 in the material and methods for details); for each time point the control 

sample was subtracted from the treated sample. Thus, positive log2 fold-change 

values indicate increased phosphorylation upon NMT inhibition with IMP1088, 

whereas negative log2 fold-changes indicate decreased phosphorylation. A cut-off 

of at least a 2-fold change was considered in a first instance to assess the number 

of changing phospho peptides (See Table 3-1). There is a strong trend for increased 

phosphorylation over decreased phosphorylation for all measured time points, which 

increasing numbers towards the ‘tipping point’. 

 
Table 3-1: Phosphorylation changes on peptides of at least twofold in BL41, 
treated with 100 nM IMP1088. 

Time point Increased phosphorylation Decreased phosphorylation 

6 hours 35 8 

18 hours 112 20 

24 hours 170 7 

  

BCLAF1 was a prominent protein, showing increased phosphorylation on multiple 

sites across all three time points. BCLAF1 is involved in the control of apoptosis upon 

DNA damage (Lee et al., 2012). Another example with strongly increased 

phosphorylation at 6 hours of NMT inhibition was TRA2A, part of the pre-mRNA 

splicing machinery (Tacke et al., 1998) (see Figure 3-3 A). To understand more 

globally, the function of the proteins that undergo changes in phosphorylation, a 1D-

enrichment was applied to the data (Cox and Mann, 2012); an approach used in 

previous phosphoproteomics studies, in this case investigating cell cycle (Sharma et 

al., 2014). To note is that the directionality (the score of the enrichment) only 

indicates increased (> 0) or decreased phosphorylation (< 0) in a given biological 

pathway. This does not necessarily correlate with activation or inhibition of the 

pathway. 
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Figure 3-3: Phosphorylation changes at 6 hours with IMP1088 show increased 
phosphorylation on proteins involved in chromosome organisation.  
[A] Scatter plan showing intensity of a given phospho-peptide the phosphorylation 
change compared to control. Red and blue lines (and dots) indicate changes of at least 
2-fold. [B] 1D enrichment plot showing GOBP and GOMF enrichment of the 
phosphorylation changes. 
 
Proteins involved in three biological functions, DNA topological changes, chromatin 

organisation and ATPase activity, based on GOBP and GOMF terms, showed 

increased phosphorylation at 6 hours of inhibition with IMP1088 (see Figure 3-3 B). 

DNA topological changes and chromatin organisation are quite closely related, likely 

due to overlapping roles of proteins involved in both. Interestingly, only the 

phosphorylation changes on proteins, involved in chromatin organisation, persist at 

the later time points (see results of the later time points). Concerning the third 

biological function, ATPase are usually thought to be involved ion transport across 

membranes (Kaplan, 2002); however, the phosphorylation changes on ATPases are 

not observed at later time points. Overall, with exception of TRA2A and BCLAF1, 

with the phosphorylation changes at 6 hours of NMT inhibition were not large in either 

number or amplitude, compared to the data of the later time points.  
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Figure 3-4: Phosphorylation changes at 24 hours with IMP1088 show increased 
phosphorylation on proteins involved in RNA processing and splicing. 
[A] Scatter plan showing intensity of a given phospho-peptide the phosphorylation 
change compared to control. Red and blue lines (and dots) indicate changes of at least 
2-fold. [B] 1D enrichment plot showing GOBP and GOMF enrichment of the 
phosphorylation changes. 
 
Conversely to the 6-hour timepoint, in the two timepoints closer to the ‘tipping point’ 

an overall increase of phosphorylation is observed. SR-proteins, particularly 

SRRM1/2, show strong increased of phosphorylation on different serine sites. 

SRRM1/2 are involved in the pre-mRNA splicing machinery (Blencowe et al., 2000) 

and studies investigating DNA damage response (Bennetzen et al., 2010), HIV 

infection (Wojcechowskyj et al., 2013) or liver cancer (Zhu et al., 2017) show that 

phosphorylation changes affect splicing (see Figure 3-4 A for 24 hours and Figure 

8-13 A for 18 hours). It seems that phosphorylation disproportionally increases on 

proteins involved in RNA processing. Indeed, the 1D enrichments for both 24 hours 

(see Figure 3-4 B) and 18 hours of NMT inhibition (see Figure 8-13 B) show highly 

significant enrichment for the GOBP and GOMF terms which relate to RNA 

processing, splicing and RNA export. Additionally, proteins involved Pol II termination 

show also increased phosphorylation across both time points. The differences 

between 18 and 24 hours of NMT inhibition lies within the pathways, for which 

proteins show decreased phosphorylation. For 18 hours, phosphorylation on proteins 

involved in the ER stress/UPR, chromatin organisation (e.g. HDAC regulation) and 

also immune signalling pathways is reduced (see Figure 8-13 B). At 24 hours, 

phosphorylation was decreased on proteins involved in cell death and p53-mediated 
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apoptosis. As shown in sections 2.2.4, at 24 hours, the proportion of BL41 that had 

activated caspase 3 started to increase (see Figure 2-12 C for IMP1088 and Figure 

8-10 C for IMP366). Thus, maybe the phosphorylation changes related to apoptosis 

are driven by the start of programmed cell death in a subset of cells.  

To confirm the increased phosphorylation on proteins involved in RNA processing 

and splicing upon NMT inhibition, a second biological replicate was prepared. In the 

second biological replicate, 4526 phospho-sites were identified with high confidence 

in localisation of the phosphorylated amino acid. 3628 phosphorylation sites were 

identified across both experiments (See Figure 8-14 A). At 24 hours of NMT inhibition 

an increase of phosphorylation on proteins, such SRRM1/2 or HNRNPH1, involved 

in RNA processing and splicing was observed also in the second biological replicate 

(see Figure 8-14 B). To assess reproducibility between the different biological 

replicates and conditions a hierarchical one-minus Pearson correlation was applied 

(see Figure 8-14 C). The two 24-hour timepoints cluster well together; however, the 

two 18-hour and 6-hour timepoints did not cluster together. This could be due to 

biological variability or due to a variety of factors, such as overall biological noise, 

sampling errors in the selection of peptides for subsequent MS2 runs in the mass 

spectrometer, or differences in enrichment, that can influence reproducibility in 

phosphoproteomics (Riley and Coon, 2016). Nevertheless, a 2D-enrichment in the 

overlapping phospho-sites between the two biological replicates at 24 hours, 

indicates phosphorylation changes on very similar pathways, namely related to 

(m)RNA processing and transcription (see Figure 8-14 D). As shown in the next 

subchapter, mRNA processing is indeed affected on a transcript level. 

 

3.2.2 mRNAseq in BL41 reveals a global RNA processing defect upon NMT 
inhibition 

The phosphoproteomics strongly implied the involvement of RNA processing 

and splicing; thus, mRNAseq (polyA enriched RNAseq) was conducted (Kukurba and 

Montgomery, 2015) in the same experimental conditions (that is time points and 

concentration of inhibitor) as the phosphoproteomics (see Figure 3-1 and see 

subchapter 7.6 in the material and methods for details). The principal informatician 

Probir Chakravarty, from the Bioinformatics and Biostatistics team in the Crick, 
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applied DESeq2 to the aligned sequencing reads, to identify significantly differentially 

expressed genes and generate ranked lists for GSEA (Love et al., 2014; 

Subramanian et al., 2005). These lists were analysed and interpreted by the author 

of this thesis.  

A first observation was the reduction in the numbers of significantly differentially 

expressed genes over time. At 6 hours 6704 genes are differentially expressed, 17 

of them more than 2-fold (see Figure 8-15 A). This number is reduced to 4953 (30 

genes with differential gene expression of more than 2-fold) at 18 hours (see Figure 

8-15 B), and to 2436 (28 genes with more than 2-fold change in expression) for 24 

hours (see Figure 8-15 C). At 6 hours, there is a proportion of significantly 

differentially expressed genes, which are not significantly differentially expressed at 

later time points; however, there is an overlap in the genes affected over time of NMT 

inhibition (see Figure 8-15 D).  

To understand which biological pathways within the cell were affected by the 

differential gene expression, GSEA was performed on the ranked lists (Subramanian 

et al., 2005). The analysis was run utilising the curated gene sets (without the 

chemical and genetic perturbations), including canonical pathways, KEGG, 

REACTOME and Biocarta from the MSigDB (Liberzon et al., 2015; Liberzon et al., 

2011). GSEA crucially depends on the biological accuracy and interpretability of the 

input gene sets, thus, this study emphasised gene sets which are curated by various 

consortia, such as KEGG (Kanehisa et al., 2016), REACTOME (Fabregat et al., 

2017) and Biocarta (Nishimura, 2001). Alternatively, one could use gene sets based 

on transcription factor and miRNA targets, such as motif and ChIPSeq-derived gene 

sets (Liberzon et al., 2011); however, a disadvantage here might be high context 

dependence of transcription factor binding and the multitude of biological functions 

a single transcription factor can be involved in, see the example of NF-κB which is 

involved in inflammation, immune responses cell growth, and cell survival in a 

context-dependent manner (Park and Hong, 2016). Thus, curated biological 

pathways were emphasised in the different GSEA analysis across this thesis.  

The resulting GSEA results were summarised and visualised in networks with 

CytoScape (Shannon et al., 2003) and the EnrichmentMap (Merico et al., 2010) plug-

in, following the recently published work-flow (Reimand et al., 2019). The resulting 

network for 6 hours of NMT inhibition is shown in Figure 3-5 A. On the one hand, 
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gene sets related to translation and the ribosome were upregulated (see Figure 3-5 

B) and so are gene sets related to mitochondrial respiration, amino acid transport 

and glucose metabolism.  

 
Figure 3-5: GSEA and subsequent EnrichmentMap analysis indicates 
downregulation of genes involved in mRNA processing and cell cycle progression 
with 6 hours of NMTi. 
[A] Network, created with the EnrichmentMap plug-in into CytoScape summarising the 
GSEA (FDR < 0.01, Jaccard Overlap combined = 0.375, k constant = 0.5). [B] Example 
GSEA plots, consisting of genes that are upregulated, here shown KEGG_Ribosome 
and Reactome_Metabolism_of_Proteins. [C] Example GSEA plots, consisting of genes 
that are downregulated, here shown KEGG_Spliceosome and Reactome_Cell_Cycle. 
 

Additionally, the same trends apply for gene sets related to the extra-cellular matrix 

(ECM) and gene sets related to the immune system and the B cell receptor signalling. 

On the other hand, already at 6 hours the downregulation of several gene sets related 

to mRNA processing, such as KEGG Spliceosome, was observed. Another major 

biological function affected are gene sets related to cell cycle (see Figure 3-5 B). 

Overall, this shows that already within 6 hours of NMT inhibition there is an impact 

on the expression of a large number of genes, implicated in a plethora of biological 

pathways, with cell cycle and mRNA processing related gene sets being 

downregulated. This is interesting in light of the cell cycle arrest observed after 24 
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hours of NMT inhibition, and the increased phosphorylation on proteins involved in 

mRNA processing and splicing before the cells reach the ‘tipping point’. An 

interpretation of those results could be that the lack of transcribed cell cycle related 

proteins results subsequently in failure to engage correctly with cell cycling, and that 

the reduction of proteins involved in the RNA processing machinery causes 

subsequent increased phosphorylation due to either compensation or simply failure 

of the RNA processing machinery.  

 
Figure 3-6: GSEA and subsequent EnrichmentMap analysis indicates 
downregulation of genes involved in every major biological pathway, but 
translation, with 24 hours of NMTi. 
[A] Network, created with the EnrichmentMap plug-in into CytoScape, summarising the 
GSEA (FDR < 0.01, Jaccard Overlap combined = 0.375, k constant = 0.5). [B] Example 
GSEA plots, consisting of genes that are upregulated, here shown KEGG_Ribosome 
and Reactome_NMD_Enhanced_by_Exon_Junction_Complex. [C] Example GSEA 
plots, consisting of genes that are downregulated, here shown KEGG_Spliceosome and 
Reactome_mRNA_processing. 
 

At 24 hours (see Figure 3-6 A) and already at 18 hours (see Figure 8-16 A) of NMT 

inhibition, every major biological pathway is being downregulated, with the exception 

of genes involved in translation and protein synthesis (e.g., ribosomal proteins and 
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translation initiators, see Figure 3-6 B and Figure 8-16 B). There are still some cell 

cycle related genes upregulated at 18 hours (see Figure 8-16 B), potentially a 

compensatory mechanism. Protein metabolism and tricarboxylic acid (TCA) cycle-

related related gene sets, that were upregulated at 6 hours, are downregulated at 18 

hours (see Figure 8-16 C). An increase of genes involved in the nonsense-mediated 

decay (NMD) is observed at 24 hours (see Figure 3-6 B), with decrease of genes 

involved in mRNA processing and splicing, similar to the previous time points (see 

Figure 3-6 C). 

While the effect of NMT inhibitors is rather pleiotropic on the cells, there is a 

consistency across both the mRNAseq and phosphoproteomics data sets for the 

involvement (and potential failure) of the RNA splicing and processing machinery. 

There is strong increase of phosphorylation on several proteins, involved in the 

splicing and RNA processing machinery, towards the ‘tipping point’; on the other 

hand, the mRNA expression of genes, involved in this machinery, is consistently 

downregulated from 6 hours of NMT inhibition onwards. This prompted the question 

if canonical splicing is affected in BL41 upon NMT inhibition.  

Miriam Llorian Sopena, bioinformatics officer from the Bioinformatics and 

Biostatistics team in the Francis Crick Institute, used rMATS (Shen et al., 2014) to 

detect alternative canonical splicing (see subchapter 7.7 in the material and methods 

for detail). 

The initial, filtered outputs indicated effects on canonical splicing driven by NMT 

inhibition. Particularly a large group of genes seemed to be affected by mutually 

exclusive exon changes (MXE), with 637 events identified at 6 hours of NMT 

inhibition, 87 events at 18 hours, further diminished to 22 events at 24 hours of NMT 

inhibition. (See Figure 3-7 A). Focussing on the largest group of events, MXE, it 

became apparent that those were wrongly annotated as classical MXE.  
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Figure 3-7: Initial analysis indicated alternative splicing events in the MXE class 
upon NMT inhibition; however, it is actually a shift in coverage towards the 5’. 
[A] rMATs output for the different time points. (MXE: mutually exclusive exon; SE: 
skipped exon; RI: retained intron; A3SS: alternative 3’ splice site) [B] Sashimi plot of 
RPS12 at 6 hours of NMT inhibition. Violet: samples treated with 100 nM IMP1088; red: 
samples treated with DMSO. [C] Sashimi plot of FABP5 at 6 hours of NMT inhibition. 
Violet: samples treated with 100 nM IMP1088; red: samples treated with DMSO. 
 

As shown for the examples of RPS12 (see Figure 3-7 B) and for FABP5 (see Figure 

3-7 C), two example genes with the lowest FDRs (determined by rMATs), the as 

MXE defined event is actually a shift of coverage towards the 5’-end. In both cases 

there is an increase of sequence coverage towards the 5’-end, away from the 3’-end. 

This is obvious in the change of ratio of junction reads: the ratio is increased if one 

divides the junction reads towards the 5’-end by the junction reads for the 3’-end, for 

the NMT inhibitor treated samples; for RPS12: DMSO = 0.2; NMTi = 0.48; for FABP5: 

DMSO = 0.73; NMTi = 0.99. In both cases the ratio increases, indicating more 

sequence coverage towards the 5’-end. To understand in greater detail the nature of 

those ‘non-canonical’ MXE events, DEXSeq was used to assess differential exon 
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expression (Anders et al., 2012). rMATs specifically looks for alternative splicing 

(such as such as skipped exons, alternative 5’ splice site, alternative 3’ splice site, 

mutually exclusive exons and retained introns), taking exon spanning and junction 

reads into account, whereas DEXSeq just identifies differentially expressed exons 

(Anders et al., 2012; Shen et al., 2014).  

Over 45,000 exons were differentially expressed at 6 hours of NMT inhibition (see 

Figure 8-17 A). The number of differentially expressed exons is reduced over time 

with NMT inhibition to ~18,000 at 18 hours (see Figure 8-17 B), to over 7000 at 24 

hours (see Figure 8-17 C). A similar subset of genes was affected by the differential 

exon expression, with ~7,500 genes affected by differential exon expression at 6 

hours, reduced over time to ~2,700 affected genes at 24 hours (see Figure 8-17 D). 

These numbers indicate that the initial analysis of rMATs greatly underestimated the 

extent of the RNA processing phenotype in the transcriptome, likely due its algorithm 

looking for specifically for alternative splicing (Shen et al., 2014). To understand the 

effect of the differential exon expression in a given gene on the differential expression 

of the whole gene, the two lists were combined. This showed that at least for 6 hours 

and 24 hours of NMT inhibition, genes, affected by differential exon expression, are 

overall more downregulated then upregulated. At 18 hours a more even distribution 

is observed, in the sense that the genes affected by differential exon coverage are 

equally up and down regulated. Additionally, it is overall higher expressed genes 

(with higher baseMean) that are affected by differential exon expression (see Figure 

8-18). DEXSeq2 shows for the genes RPS12 (see Figure 3-8 A) and FABP5 (see 

Figure 3-8 B) that exons towards the 5’-end of the gene are higher expressed upon 

NMT inhibition, and then expressed at lower levels towards the 3’-end. Following the 

trend for a reduction in the number of significantly differentially expressed exons (and 

reduction in the number of identified MXE events in rMATS), the effect was reduced 

at 24 hours of NMT inhibition (see Figure 8-19).  
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Figure 3-8: NMTi causes differential exon expression, with increased exon 
expression towards the 5’-end and loss towards the polyA tail. 
[A] Differential exon expression shown for RPS12 at 6 hours (violet marks significantly 
differentially expressed exons). [B] Differential exon expression shown for FABP5 at 6 
hours (violet marks significantly differentially expressed exons). [C] Gene coverage for 
all genes (left) and protein-coding genes (right) for 6 hours of NMT inhibition. 
 

This was however not limited to those two genes. The 7500 genes, independently if 

protein-coding or not, were affected by increased coverage towards the 5’-end with 

diminishing coverage towards the 3’-end (see Figure 3-8 C). This bias in coverage 

towards the 5’-end of the genes was unexpected, particularly in a polyA enriched 

RNAseq data set. One would expect a 3’-bias, towards the 3’-UTR where 

polyadenylation typically occurs (Elkon et al., 2013). Interestingly the number of bins 

with positive coverage is reduced with increasing length of the transcript, indicating 

that all genes are affected after a certain number of transcribed base-pairs. The 

effect becomes less pronounced over time, towards the ‘tipping point’ (in line with 

the reduction of the supposed MXE events in rMATs): one could argue potentially 

that the system achieves compensation; however, the apparent recovery could just 

be an artefact of a loss of cell viability.  
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Overall, the differential coverage, with increased exon expression at the 5’-end, and 

loss towards the 3’-end, of the genes potentially indicates a change in mRNA length, 

possibly due to premature termination. Transcription and RNA processing (that is 

capping, splicing, and cleavage, followed by polyadenylation) occurs in a co-

transcriptional fashion with a multitude of proteins and snRNAs involved in the 

process (Bentley, 2014). mRNA length can e.g. be controlled by the expression 

levels of the small nuclear RNA (snRNA) U1 (Berg et al., 2012; Kaida et al., 2010); 

DNA damage can impact U1 levels, thus mRNA length (Devany et al., 2016); 

additionally, elongation rates (influenced by e.g., DNA damage from UV irradiation) 

can impact the length of transcripts (Williamson et al., 2017); moreover, proteins, 

such as SCAF4 and SCAF8, have ‘anti termination’ properties and protect from 

premature termination and polyadenylation (Gregersen et al., 2019). Additionally, 

through 3’-end sequencing it was shown that particularly circulating immune cells 

utilise intronic polyadenylation (IpA) to diversify their transcriptomes (Singh et al., 

2018). This has also consequences for malignancies derived from immune cells; in 

the case of CLL, the usage of differential IpAs, compared to healthy tissue, is a 

mechanism to inactivate tumour suppressors by truncating the proteins (Lee et al., 

2018). Interestingly, it was observed that genes in circulating immune cells that are 

affected by IpA usage, have a modest downregulation of full-length mRNA transcripts, 

similar to what is observed in BL41 at 6 hours and 24 hours of NMT inhibition. As the 

observation of an apparent change in mRNA length was observed in a polyA 

enriched RNAseq data set, one could assume that BL41 suffers from premature 

termination and polyadenylation upon NMT inhibition.  

To validate this, total RNAseq at 6 hours and 24 hours was conducted. If mRNA 

length is also affected here (measured as in Figure 3-8 through differential coverage 

upon NMT inhibition) this would indicate premature termination, that is followed in 

some cases by polyadenylation in others not. If, however this is not observed in a 

total RNAseq data (which comprises of a much larger amount of pre-mRNA than 

processed mRNA), this would indeed indicate the usage of (potentially intronic) 

polyadenylation sites (PAS) towards the 5’-end of the genes, resulting in shorter 

mRNAs.  
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3.2.3 NMT inhibition causes reduced U1 levels, subsequently induce 
shortening of mRNA length in BL41, and renders this cell line 
susceptible to transient NMT inhibition 

Analog to the mRNAseq data set, Miriam Llorian Sopena, used DESeq2 (Love 

et al., 2014) to create lists of differentially expressed genes and DEXSeq (Anders et 

al., 2012) to create lists of differentially expressed exons (see subchapter 7.7 in the 

material and methods). These lists were subsequently analysed and interpreted by 

the author of this thesis. In comparison with the mRNAseq the number of significantly 

differentially expressed genes was reduced in the total RNAseq from 6704 to 1309 

for 6 hours (see Figure 8-21 A) and from 2436 to 1893 at 24 hours (see Figure 8-21 

B). Those differences could be due to sampling bias, in the case of mRNAseq 

towards polyadenylated RNA, whereas total RNAseq also takes all the pre-mRNA 

and all types of ncRNA into account (Kukurba and Montgomery, 2015). More 

importantly there were–especially compared to the ~45,000 differentially expressed 

exons in the mRNAseq at 6 hours–basically no differentially expressed exons in the 

total RNAseq for neither 6 hours of NMT inhibition (67 differentially expressed exons) 

or 24 hours (20 differentially expressed exons) (see Figure 8-21 C and D). Due to 

the lack of differentially expressed exons, it is clear that the differential coverage of 

the genes is only observed for polyadenylated RNA, indicating that what is observed 

in the mRNAseq data set is indeed a change in mRNA length upon NMT inhibition, 

due to differential PAS usage, towards the 5’-end of a given gene. As the differential 

exon expression is not observed on the total RNA level, this could potentially also 

impact the differences in numbers of significantly differentially expressed genes.  

There was a high correlation between the overlapping significantly differentially 

expressed genes at 24 hours for the mRNAseq and total RNAseq (see Figure 

8-22 A) and the STAT values for all genes (Figure 8-22 B). Unsurprisingly, the 

correlation between GOBP, GOMF, and GOCC terms, using a 2D enrichment (Cox 

and Mann, 2012) between the mRNAseq and total RNAseq is high, with most terms 

being on a straight line. An upregulation of gene sets related to the immune response, 

and downregulation of genes involved in the cell cycle, translation, and RNA 

processing is observed in both sequencing data sets. The results of the 2D 

enrichment interestingly differed to some extent from the network analysis, based on 
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GSEA, shown in Figure 3-6. Whereas e.g., immune system related gene sets are 

downregulated in the GSEA, they are positively enriched in the 2D enrichment. This 

is not due to the use of GO terms in the case of the 2D enrichment, and the use of 

the annotated gene sets in the case of the GSEA, as using the C5 gene sets (all GO 

terms) (Liberzon et al., 2015) yields in a similar network for the GSEA (data not 

shown). The discrepancy between the two enrichment methods relates likely in the 

different statistical tests and assumptions used in the respective methods. 1D 

enrichments are based on Wilcoxon-Mann-Whitney (and non-parametric MANOVA 

for 2D), testing if the numerical values of a given annotation (in this case e.g. a GOBP 

term) have a preference that is larger or smaller than the overall distribution of all 

numerical values in the given omics data set; multiple hypothesis testing is corrected 

by Benjamini-Hochberg FDR procedure (Cox and Mann, 2012). GSEA, on the other 

hand, utilises ranked lists (either generated a priori or through inputting the 

normalised whole genome expression data into the software), and calculates its 

enrichment scores based on Kolmogorov-Smirnov statistics, testing if the genes of a 

given gene set are enriched on either end of the ranked list (with FDR to control for 

multiple hypothesis testing). Independently of the divergence between GSEA and 2D 

enrichment for the mRNAseq at 24 hours, it is clear that a very high correlation is 

present between the pathways affected by expression changes between the 

mRNAseq data set and total RNAseq data set.  

Conversely, this was not the case at 6 hours of NMT inhibition. The correlation 

between the overlapping, differentially expressed genes at 6 hours was worse than 

for 24 hours (see Figure 3-9 A). The lack of correlation was even stronger for the 

STAT values between the mRNAseq and total RNAseq data sets at 6 hours (see 

Figure 3-9 B). Furthermore, also within the 2D enrichment at 6 hours, there were 

clear differences between GO terms enriched in the mRNAseq versus GO terms 

enriched in the RNAseq (see Figure 3-9 C). GO terms, related to the immune system 

were strongly upregulated in the mRNAseq; however, most of them have scores 

around zero, indicating no change, for the total RNAseq, with some actually being 

downregulated. GO terms, related to RNA processing and translation were stronger 

affected in the total RNAseq than in the mRNAseq.  
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Figure 3-9: Total RNAseq and mRNAseq do not correlate at early time points of 
NMTi. 
[A] Correlation between overlapping, differential expressed genes, comparing the FCs 
mRNAseq and total RNAseq. [B] Correlation between the STAT values of the two 
RNAseq data sets. [C] 2D-enrichment analysis comparing the two RNAseq data sets. 
 
Interestingly, this disconnect between total RNAseq and mRNAseq occurs within the 

timeframe in which mRNA length is impacted the most with a bias towards shorter 

transcripts. Potentially, the shortening of mRNAs, caused by NMT inhibition, creates 

a situation in which pre-mRNA and mRNA do not correlate anymore, causing 

downstream loss of cell viability, once the proteome starts to be affected by this. It 

has been shown that incorrect mRNA length control can be lethal to cells (Gregersen 

et al., 2019), and it is easily imaginable that broad (uncontrolled) shortening of 

mRNAs across basically all biological functions will elicit downstream cytotoxity. 
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Figure 3-10: U1 expression is downregulated at early time points upon NMTi, 
resulting in a potential model for the observation on the transcriptome level. 
[A] U1 expression is downregulated at 6 hours of NMT inhibition. [B] Comparison of the 
frequency of polyadenylation site frequency for the genes affected by alternative exon 
expression (AEE) and those that are not. [C] Comparison of the frequency of U1 binding 
motifs for the genes affected by alternative exon expression (AEE) and those that are 
not. [D] NMT inhibition causes (through an unknown mechanism) within the first 6 hours 
a downregulation of U1, that impacts the length of the mRNAs. It cannot be excluded 
that the mRNA length is also impacted by other means. This causes subsequent failure 
of the transcriptional machinery, with downregulation of genes involved in it and 
increased of phosphorylation. Additionally, NMD related genes are upregulated. This 
broadly impacts all types of essential cellular functions (cell cycle, metabolism, 
mitochondria) and the cells subsequently arrest and die.  
 
As total RNAseq allows for the possibility to quantify also ncRNAs, it was observed 

that amongst those ncRNAs the snRNA U1 is downregulated at 6 hours of NMT 
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inhibition with IMP1088 (see Figure 3-10 A). Based on previous work, showing that 

U1 protects from premature termination and polyadenylation (Kaida et al., 2010) and 

is directly involved in the control of mRNA length in activated immune cells and 

neurons (Berg et al., 2012), it would be a possible explanation for the effect on mRNA 

length upon NMT inhibition (raising the question how NMT inhibition would cause a 

downregulation of U1). As recent research has shown that also other factors can 

impact mRNA length (such as DNA damage through U1 downregulation (Devany et 

al., 2016) and mRNA anti-terminator proteins (Gregersen et al., 2019)), it cannot be 

excluded that there are other driving mechanisms for the premature termination and 

polyadenylation, upon NMT inhibition in BL41. The frequency of polyadenylation 

sites was higher in the genes that were affected by differential exon expression (p < 

0.0001, Mann-Whitney test), thus the putative shortening of the mRNA (see Figure 

3-10 B). Additionally, the frequency of U1 motifs was decreased in this subset of 

genes (p < 0.0001, Mann-Whitney test) (see Figure 3-10 C), in line with a potential 

involvement of U1 protecting from premature termination and polyadenylation. It was 

shown that under normal circumstances, circulating immune cells that express genes 

with intronic polyadenylation sites have usually an increased frequency of 

polyadenylation sites and a decreased frequency of U1 binding motifs (Singh et al., 

2018). Hence, the reduction of U1 levels could indeed cause disproportionally 

premature termination and polyadenylation in this subset of genes. An attempt to 

discover the potential PAS within the intronic regions was hampered by low numbers 

of reads across intronic regions in the mRNAseq experiment (5-10% across all 

genes). Increased sequencing depth to capture more intronic gene regions, or ideally 

3’-end sequencing to uncover the actual PAS could definitely prove the usage of 

intronic PAS (Hoque et al., 2013), as observed for immune cells (Lee et al., 2018; 

Singh et al., 2018).  

The combination of these observations gives a potential model (see Figure 3-10 D): 

NMT inhibition causes shortening of mRNAs in a subset of genes, which have 

intrinsically a higher frequency of polyadenylation sites and lower number of U1 

binding sites, through reduction of U1 levels. This might be less a direct effect on the 

U1 snRNA itself but could be rather linked to early phosphorylation changes on the 

spliceosome upon NMT inhibition, that subsequently impact U1 levels. These early 

phosphorylation changes will be presented in Chapter 5. Nonetheless, this causes a 
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failure of correct mRNA length in a subset of genes, potentially increased NMD (from 

literature it is not clear if premature termination and polyadenylation would 

necessarily trigger NMD, see (Berg et al., 2012; Gregersen et al., 2019; Kaida et al., 

2010; Lee et al., 2018; Singh et al., 2018)), and impacts subsequently major essential 

biological functions, resulting in cell death. The delay between the impact on mRNA 

length and cell death is likely due to protein turnover: once the synthesis of correct 

new proteins fails due to the lack of the correctly transcribed mRNAs (in the sense 

of length) and enough of the ‘correct’ proteome has been degraded, the cellular 

viability collapses. However, this is currently speculation and needs to be confirmed 

through analysing nascent protein synthesis upon NMT inhibition and additional 3’-

end sequencing to identify the putative newly used polyadenylation sites (Hoque et 

al., 2013) (see Chapter 6 for an outlook and potential future experiments).  

In collaboration with Dr. Monica Faronato, we conducted mRNAseq at 24 hours of 

NMT inhibition with 100 nM IMP1088 in the cancer cell line HeLa, as previously most 

of the data have been generated in this cancer cell line (Mousnier et al., 2018; Thinon 

et al., 2016; Thinon et al., 2014). The cells were plated, treated and lysed by Dr 

Faronato; the author of this thesis did the subsequent RNA extraction; the RNA was 

sequenced within the Advanced Sequencing Facilities at the Crick; Miriam Llorian 

Sopena did the alignment of the mRNAseq data, and used DESeq2 (Love et al., 

2014) and DEXSeq (Anders et al., 2012) to generate the lists; those were 

subsequently analysed and interpreted by the author of this thesis. Compared to 

BL41 at 24 hours, there was a trend towards upregulation of genes in HeLa, with 

overall stronger fold changes (see Figure 8-23 A). However, there were no 

differentially expressed exons (36 in total, see Figure 8-23 B), indicating that the 

mRNA length phenotype occurred uniquely in BL41 upon NMT inhibition. This is 

interesting in the context of immune cells showing a larger proportion of intronic 

polyadenylation events compared to other tissues (Singh et al., 2018). Analog to 

BL41, GSEA was run on the ranked lists (Subramanian et al., 2005), utilising the 

curated gene sets (minus chemical and genetic perturbations) (Liberzon et al., 2015) 

and visualised/summarised with CytoScape and EnrichmentMap (Merico et al., 

2010; Reimand et al., 2019; Shannon et al., 2003) (see Figure 8-23 C). Interestingly, 

gene sets related to mRNA processing were also overall downregulated in HeLa 

upon NMT inhibition, but the mRNA length shortening did not occur in HeLa. 
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Additionally, similar to BL41 most major biological functions (cell cycle, mitochondria, 

metabolism related gene sets) were downregulated. Contrary to BL41, gene sets 

involved in translation, were also downregulated in HeLa. Uniquely in HeLa, genes 

related to the UPR are upregulated, in alignment with previous observations on the 

global proteome level (Thinon et al., 2016). One cannot exclude that differences arise 

from different origin of tissue; however, it is clear that the strong mRNA processing 

phenotype seems to occur uniquely in BL41 compared to HeLa. While NMT inhibition 

did not cause alternative splicing per se, reports have shown that mutations of 

splicing components (which are particularly prevalent especially in leukaemia cell 

lines) render cells very sensitive to interference with the splicing machinery (Obeng 

et al., 2016; Seiler et al., 2018b; Zhou et al., 2015). The possibility was considered 

that this transcriptional defect by NMT inhibition could harm preferably cells with 

mutations in the splicing machinery. To test this hypothesis, the cells of the 

pharmacogenomics screens of IMP1031 and IMP1036 were divided in cells that 

have either hotspot mutations or LOF mutations on components of the splicing 

machinery according to the recent publication looking at mutations on splicing 

components and alternative splicing in the TCGA data set (Seiler et al., 2018a). 

Neither the presence of hotspot mutations nor LOF mutations correlated with 

increased sensitivity to IMP1031 or IMP1036 (see Figure 8-24). This shows that 

there must be another factor, likely related to RNA processing, that drives sensitivity 

of NMT inhibitors. 

The observation that within 6 hours RNA processing was severely affected in BL41, 

raised the question if shorter pulses of NMT inhibition suffice to negatively affect the 

cells, even if the NMT inhibitor is washed out. It was observed that in HeLa 24 hours 

of inhibition with IMP1088, followed by stringent wash-outs did not affect cell viability 

afterwards (Mousnier et al., 2018). The experimental design, based on the results in 

(Mousnier et al., 2018), for the experiment in BL41 is shown in Figure 3-11 A: cells 

were incubated for 6, 24 or 48 hours with different concentrations of IMP1088 

(ranging from 1 μM to 1 nM). For the 6 hours and 24 hours incubation, the cells were 

washed multiple times with PBS and then left to recover until the experimental 

endpoint of 48 hours. For 6 hours, incubation with 1 μM of IMP1088 caused an 

impact on total cell numbers, proliferative capacity (and cell cycle arrest) and slight 

induction of apoptosis (see Figure 3-11 B to E).  
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Figure 3-11: Short pulses of NMT inhibition suffice to negatively affect BL41. 
[A] Experimental scheme, showing the three conditions. Cells were incubated for 6 
hours, 24 hours or 48 hours with varying concentrations of IMP1088 (1 nM to 1 μM). In 
the case of the 6-hour incubation and 24-hours incubation, cells were washed multiple 
times, and left to recover in normal media for 42 and 24 hours respectively. At the 
endpoint of the experiment cell numbers, apoptosis induction and cell cycle profile were 
assessed via FACS. [B] Heatmap showing the effect on cell numbers. [C] Heatmap 
showing the effect on DNA synthesis. [D] Heatmap showing the effect caspase 3 
activation. [E] Quantification of the cell cycle distribution at the end point, comparing the 
highest concentration for all experimental set ups.  
(For all graphs N = 2, error bars = SEM) 
 
1 μM IMP1088 is the equivalent of 30 times the EC50 (EC50 of IMP1088 in BL41 = 28 

± 11 nM), indicating that it is necessary to rapidly and strongly engage the target 
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completely to observe the subsequent loss in cell numbers with such a short transient 

inhibition of NMT. On the other hand, 100 nM of IMP1088 for 24 hours sufficed to 

negatively affect BL41 after further 24 hours of recovery, indicating a certain 

irreversibility of the damage done in the first 24 hours. Cell numbers were reduced 

(see Figure 3-11 B) and the proliferative capacity was impaired (see Figure 3-11 C). 

100 nM did not suffice to still cause increased apoptosis (see Figure 3-11 D), but cell 

cycle effects with increased G2/M accumulation are observed (see Figure 3-11 E). 

This is in stark contrast to the HeLa cell line, which recovered after being treated for 

24 hours with IMP1088 and was left to recover for 24 hours. (Mousnier et al., 2018) 

As the mRNA length phenotype was only observed in the case of BL41, but not in 

HeLa, one can argue that this might explain the potential difference in ability to 

recover from transient NMT inhibition.  
 

3.3 Conclusions 

In this chapter the effect of NMT inhibition on BL41 was characterised via a 

combination of phosphoproteomics, mRNAseq and total RNAseq at different 

timepoints of NMT inhibition with IMP1088, based on the observation that the cell 

viability collapses after 24 hours. The phosphoproteomics, particularly at the later 

time points, showed strong increased phosphorylation on proteins involved in RNA 

processing and splicing across two biological replicates. RNA processing and 

splicing is also implicated in the downstream pathway enrichment analysis of the 

mRNAseq: expression of genes involved in this RNA processing, splicing and 

transport were downregulated already within 6 hours of NMT inhibition. This 

prompted the question if NMT inhibition causes alternative splicing. An initial analysis 

was conducted, using the R program rMATs (Shen et al., 2014), to assess this 

question. rMATs identified a large number of MXE events upon NMT inhibition, 

especially after 6 hours of NMT inhibition. However, it became apparent that rMATs 

wrongly annotated a coverage shift towards the 5’-end as MXE. To understand the 

extent of this phenomenon, DEXSeq (Anders et al., 2012) was used to identify 

differential exon expression, independent of canonical splicing. This revealed a large 

number of differential expressed exons, confirming the shift of coverage towards the 

5’-end of the genes, across a large number (>7500) genes. This shift in coverage 
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towards the 5’-end in a polyA enriched RNAseq data set indicates changes in mRNA 

length through premature termination and polyadenylation at PAS shortly after the 

first exons of a given gene.  

To confirm that this mRNA shortening was only occurring within the polyadenylated 

RNA species, and not a result of massive premature termination, total RNAseq was 

conducted. The lack of differential exon coverage in the total RNAseq shows that the 

shortening of the mRNAs, is indeed likely due to usage of PAS early after the first 

exons and not just general premature termination. Additionally, there was a lack of 

correlation between differentially expressed genes and pathways between the 

mRNA and pre-mRNA at 6 hours of NMT inhibition, within the timeframe in which the 

mRNA length is impacted the starkest. U1 and its variants have been implicated in 

the control of mRNA length (Berg et al., 2012; Devany et al., 2016; Kaida et al., 2010; 

O'Reilly et al., 2013), thus, its observed downregulation at 6 hours of NMT inhibition 

is likely causing the changes in mRNA length. Curiously, this occurs within 6 hours 

of NMT inhibition, a time frame that fits the GOF (or change of function) of an NMT 

substrate, rather than LOF through degradation of the pre-existing pool of 

myristoylated substrates. Additionally, this mRNA length phenotype does not occur 

in the HeLa cell line, and indeed BL41 does not recover from transient NMT inhibition, 

whereas HeLa does (Mousnier et al., 2018). Literature shows that immune cells 

(normal and malignant) are using heavily IpA to diversify their transcriptome or shut 

down tumour suppressors (Lee et al., 2018; Singh et al., 2018), so it is possible that 

the mRNA shortening, observed in BL41, might be driven by differential tissue origin.  

As the whole genome transcriptomics and phosphoproteomics data sets heavily 

implied the spliceosome, the question arose if hotspot mutations or LOF mutations 

described for the splicing machinery (Seiler et al., 2018a) render cells more 

susceptible to NMT inhibition. This was not the case, indicating that a different factor, 

likely involved in transcription and RNA processing, might be driving the strong 

sensitivity of a subset of cancer cell lines, particularly the haematological 

malignancies. Other reports have described a particular strong dependence of MYC 

driven cancers on the splicing machinery (Hsu et al., 2015; Koh et al., 2015), and 

BL41 of course, due to its MYC translocation (Schmitz et al., 2014), would likely 

suffer more from interference in correct mRNA length transcription than other cell 

lines. As a first hint towards a potential implication of MYC, the tissue subgroup 
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‘Blood’ within the pharmacogenomics screens has significantly higher expression of 

MYC, compared to all the other tissues (Median robust multiarray average (RMA) 

(Blood) = 11.67; Median RMA (all others): 10.86; p < 0.0001 by Mann-Whitney). As 

shown in the next chapter, dividing the cells in a tissue and cancer-type agnostic 

way, just by sensitivity to a given NMT inhibitor and identify biological functions 

enriched in the sensitive cell lines, it became clear that transcription and RNA 

processing (and other biological functions) were strongly enriched in the sensitive 

cell lines. A key upstream transcription factor upstream of those functions is indeed 

MYC and led to the concept that MYC deregulation is synthetically lethal with NMT 

inhibition. In Chapter 5 the attempt to identify potential NMT substrates, driving the 

U1 downregulation, is shown and discussed. 
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Chapter 4. NMT inhibitors are synthetically lethal in 
cancer cell lines with high levels of MYC and/or 
structural alterations of MYC and MYCN 

4.1 Introduction 

In the previous chapter, the response of the BL cell line BL41 to NMT inhibition 

was measured via whole genome transcription changes and phosphoproteomics to 

elicit which biological pathways are disturbed by NMT inhibition. These timepoints 

were within the time frame before the cells arrest in cell cycle and undergo apoptosis. 

Phosphorylation on proteins involved in RNA processing and splicing was 

consistently increased towards the ‘tipping point’; additionally, the mRNAseq 

revealed a putative defect in control of mRNA length upon NMT inhibition. This RNA 

processing phenotype was not observed in a different cancer cell line HeLa. There 

is evidence in the literature that cells, driven by MYC, have an increased demand on 

the spliceosome (Hsu et al., 2015; Koh et al., 2015). While NMT inhibition did not 

cause alternative splicing per se in BL41, but a shortening of mRNA length across a 

large number of genes, it was hypothesised that the MYC translocation in BL41 is 

the reason this cell line was so particularly responsive to NMT inhibition compared 

to other cell lines. A combinational effect of altered/deregulated RNA processing in 

a MYC high/deregulated background, making cancer cell lines with higher MYC 

levels more susceptible to NMT inhibition. This would also fit the observation that the 

Blood tissue group, comprising of all the haematological malignancies, has overall a 

higher median expression of MYC compared to all other cancers of the other tissue 

subgroups. Additionally, MYC translocations or ectopic expression is found very 

often in these haematological malignancies (Delgado and Leon, 2010). 

In this chapter, an unbiased approach comparing sensitive and resistant cancer cell 

lines to the three different NMT inhibitors, IMP366, IMP1031 and IM1036, via GSEA 

was conducted (Subramanian et al., 2005). This analysis revealed that sensitive cell 

lines have high expression of genes involved in transcription, RNA processing, 

translation and nuclear transport. The key upstream transcription factor upstream of 

those genes was revealed to be indeed MYC.  
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4.2 Results 

4.2.1 Sensitive cell lines to NMT inhibition are enriched in genes related to 
transcription, RNA processing & splicing, translation and nuclear 
transport 

As shown in subchapter 2.2.2 and 2.2.3 none of the CFEs the Sanger Institute 

tested for, NMT1/2 expression, or mutations in NMT substrates correlated with 

sensitivity or resistance in the pharmacogenomics screens. An RNA processing 

defect, through shortening of the mRNAs, seems to be responsible for the high 

responsiveness of at least the Burkitt’s lymphoma cell line BL41. As discussed in 

subchapter 3.2.3, known hotspot or LOF mutations in proteins involved in splicing 

(Seiler et al., 2018a) do not predict sensitivity in the pharmacogenomics data. While 

it is possible to show that the expression of a subset of NMT substrates correlates 

with sensitivity, it is unclear if this is just an artefact of differential expression across 

the tissues which are more sensitive (particularly the Blood Tissue group), or actual 

functional consequence of the substrate themselves. Thus, a tissue and cancer type-

agnostic approach was applied, aiming to understand what differs on a biological 

level between the sensitive against the resistant cancer cell lines (that is e.g. 

increased cell cycle, AKT signalling, or translation). A similar approach has been 

used by the Broad Institute. They showed that differential drug responses in their 

MCF7 cell line strains is due to different expression patterns, resulting in activation 

and inhibition of various biological pathways. As an example, MCF7 strains highly 

enriched in cell cycle signatures were more sensitive to cell cycle inhibitors (Ben-

David et al., 2018).  

To apply a similar approach to the pharmacogenomics screens with the three 

different NMT inhibitors, IMP366, IMP1031 and IMP1036, the overlapping cell lines 

(677 cancer cell lines, see Figure 2-4 B) between the three screens were divided–by 

quartiles–in the most sensitive and resistant cell lines. The data of the most potent 

inhibitor used in the screens, IMP1031, was used to conduct the initial analysis (see 

Figure 4-1 A). The quartile of the most sensitive cell lines had a median EC50 of 

115 nM; the most resistant ones had a median EC50 of 3.5 μM, a 30-fold difference 

between the two groups, indicating a strong differential response to NMT inhibition.  
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Figure 4-1: Cell lines with high expression of genes involved in RNA processing, 
ribosomal proteins, Pol II and III transcription are more sensitive to NMT inhibition. 
[A] (1) Within the pharmacogenomics screen of IMP1031 the cell lines were divided by 
quartiles in the most resistant and most sensitive cell lines. (2) These were matched to 
the publicly available whole genome expression data from the COSMIC data base (Iorio 
et al., 2016). (3) GSEA was used to identify biological pathways enriched in the 
sensitive/resistant cell lines (Subramanian et al., 2005). (4) A leading-edge analysis was 
conducted on the Top10 gene sets to identify the leading-edge genes which were 
subsequently summarised into a new gene set ‘Sensitive to NMTi’. (5) These 137 genes, 
summarised in the ‘Sensitive to NMTi’ gene set were put into the MSigDB to identify top 
upstream (oncogenic) pathways and transcription factors (Liberzon et al., 2015). 
[B] GSEA plots of the five strongest enriched gene sets in the sensitive cell lines by NES. 
[C] Network, created with the EnrichmentMap plug-in into CytoScape, showing gene 
sets enriched in the sensitive (to IMP1031) cancer cell lines (FDR < 0.1, Jaccard Overlap 
combined = 0.375, k constant = 0.5). 
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The cancer cell lines were matched to the publicly available expression data (Iorio et 

al., 2016). Similar to the analysis conducted in the Chapter 3, GSEA was run 

(Subramanian et al., 2005), comparing the sensitive and resistant cancer cell lines, 

using the annotated gene sets without the chemical and genetic perturbation 

(Liberzon et al., 2015). This yielded in the identification of several gene sets that are 

enriched in the sensitive cancer cell lines (see Figure 4-1 B). The viral gene sets are 

enriched for proteins involved in transcription, translation (initiation) and nuclear 

export and import, as different viruses usually hijack the cellular machinery for their 

own reproduction (Liberzon et al., 2015). In line with these results, gene sets related 

to mRNA metabolism and translation are also enriched within the sensitive cancer 

cell lines. As shown in Figure 4-1 C, taking all significantly enriched gene sets into 

account (with an FDR < 0.1), it is apparent that sensitive cell lines have high 

expression of genes involved in Pol II and Pol III transcription, RNA processing & 

splicing, translation and nuclear transport. Additionally, gene sets related to DNA 

damage, the immune system (this is likely due to the enrichment of haematological 

malignancies within the sensitive cancer cell lines) and olfactory signalling are 

enriched in the sensitive cancer cell lines. Interestingly, there were no gene sets 

significantly correlating with resistance (that is being downregulated in the sensitive 

cancer cell lines). This indicates that the upregulation of a given biological function 

does not confer resistance, but being in a state of high transcription and translation 

renders a given cell more susceptible to NMT inhibition. Gene sets related to cell 

cycle were not significantly enriched (data not shown), implying that cycling per se 

does not explain increased sensitivity. This would confirm the observation that 

haematological malignancies, which are much more susceptible to NMT inhibition, 

have comparable doubling times to the other more resistant cancer cell lines (see 

section 2.2.2).  

As a large number of genes are part of the gene sets that correlate with sensitivity, 

the 10 most enriched gene sets by normalised enrichment score (NES) were used 

for subsequent leading-edge analysis (see Table 8-2). The aim of this analysis was 

to identify a subset of driver genes that could be used for validation with the two other 

NMT inhibitors, IMP1036 and IMP366, to test its predictive power. This subset of 

genes could then also be used to subsequently identify potential upstream 

(oncogenic) pathways and transcription factors. In doing so, 137 leading edge or 
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driver genes were identified from the 10 gene sets. These 137 genes were 

summarised in a new gene set or signature ‘Sensitive to NMTi’. As expected, this 

new gene set is strongly enriched in the sensitive cell lines, treated with IMP1031. 

More importantly however, the ‘Sensitive to NMTi’ gene set is also strongly enriched 

in the sensitive cancer cell lines (compared to the resistant) for the NMT inhibitors 

IMP1036 and IMP366 (see Figure 4-2 A), serving as a first validation of the 

importance of those genes and the predictive capability for NMT inhibition.  

To further validate the ‘Sensitive to NMTi’ gene set, the CRISPR gene essentiality 

data of the Broad Cancer Dependency Map (DepMap) was utilised (Meyers et al., 

2017; Tsherniak et al., 2017). Firstly, to have a different method of interfering with 

myristoylation (genetic knockout of NMT1 vs. NMT inhibition); secondly, to use a 

different whole genome expression data set, generated in cancer cell lines, cultured 

in a different institute (Barretina et al., 2012). This was deemed important in light of 

potential genetic drift in the cell lines, yielding in different transcriptional program of 

the supposedly same cancer cell line (Ben-David et al., 2018; Liu et al., 2019). The 

cancer cell lines, screened by the Broad institute, were divided by their gene effect 

score for NMT1, as this is the essential paralog (see section 1.2.3), in the quartile of 

the cells that are the most dependent on NMT1 (which have the lowest gene effect 

scores) and cancer cell lines that are less dependent on NMT1 (which have the 

highest gene effect scores). The CCLE RNAseq data (Cancer Cell Line Encyclopedia 

and Genomics of Drug Sensitivity in Cancer, 2015) was matched to the respective 

cancer cell lines, and GSEA was applied (Subramanian et al., 2005) with the 

‘Sensitive to NMTi’ gene set. The ‘Sensitive to NMTi’ gene set was enriched in the 

cells, more dependent on NMT1. This indicates that cells that have high expression 

of these subset of genes are more dependent on myristoylation, independent of the 

type of interference used. 
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Figure 4-2: ‘Sensitive to NMTi’ gene set enriched in for all three NMT inhibitors in 
the sensitive cell lines and in the Broad institute DepMap in cells more dependent 
on NMT1. 
[A] GSEA plots for IMP1031, IMP1036 and IMP366 showing that the ‘Sensitive to NMTi’ 
gene set is significantly enriched in all three cases in the sensitive cell lines. [B] (1) Cell 
lines from the Broad DepMap project were divided by quartiles into the cells less 
dependent on NMT1 (higher gene effect scores) and very dependent on NMT1 (lower 
effect scores). (2) Those cell lines were matched to the RNAseq data, publicly available 
in the CCLE by the Broad institute. (3) The ‘Sensitive to NMTi’ gene set is enriched in 
cell lines that are more dependent on NMT1. 
 

To elucidate which oncogenic pathways or transcription factors are upstream of the 

‘Sensitive to NMTi’ signature, the genes were used as an input into the MSigDB, 

assessing enrichment in the Hallmark gene sets as a starting point (Liberzon et al., 

2015). The results are shown in Table 4-1. Of particular interest was the top hit, being 

the Hallmarks MYC targets V1. This was particularly interesting in light of the 

observations in the previous chapter that a MYC deregulated lymphoma cell line 

showed an RNA processing defect upon NMT inhibition, and the frequent observed 

deregulation of MYC in all types of haematological malignancies, ranging from BL 
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with its MYC translocations, DLBCL, multiple myeloma to leukaemia (Delgado and 

Leon, 2010). Across these malignancies, MYC is usually associated with worse 

patient outcomes (Schick et al., 2017). 

 
Table 4-1: The 5 strongest enriched Hallmark gene sets, using the ‘Sensitive to 
NMTi’ signature. 

Gene Set Name Genes in overlap FDR q-value 
Hallmark MYC targets V1 15 2.72e-15 

Hallmark DNA Repair 13 2.65e-14 

Hallmark Unfolded Protein Response 10 3.17e-11 

Hallmark E2F targets 11 3.33e-10 

Hallmark Allograft Rejection 10 5.52e-9 

 

However, the implications of a synthetic lethality between high levels of MYC and 

NMT inhibition would go beyond haematological malignancies, due to MYCs crucial 

role in tumour initiation, and more important in tumour maintenance, across a large 

number of different malignancies across different tissues (Dang, 2012; Gabay et al., 

2014). Additionally, it would explain why several other cancer cell lines of different 

tissue origin are responsive to NMT inhibition (see sections 2.2.1 and 2.2.2). 

 

4.2.2 MYC expression and/or structural alterations of MYC/MYCN correlate 
with increased sensitivity to NMT inhibition or increased dependence 
on NMT1 

As shown in the previous section, the observation that MYC was the most 

significantly enriched upstream node of the ‘Sensitive to NMTi’ signature, raised the 

question whether MYC expression on its own was able to distinguish sensitive and 

resistant cell lines within the pharmacogenomics screens. To test for this hypothesis, 

the cancer cell lines were divided by quartile into two groups by their MYC mRNA 

expression, obtained from the published whole genome expression data (Iorio et al., 

2016). And indeed, MYC expression on its own was able to distinguish significantly 

sensitivity towards the NMT inhibitors IMP1031 (see Figure 4-3 A), IMP1036 (see 

Figure 4-3 B) and IMP366 (see Figure 8-25 A).  
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Figure 4-3: Cell lines with high MYC expression or alterations in the MYC/MYCN 
genomic loci are more responsive to the NMT inhibitors IMP1031 and IMP1036. 
[A] Comparison of the EC50s for IMP1031 of the quartiles with highest and lowest 
expression of MYC. (both groups: 177 cell lines) [B] Comparison of the EC50s for 
IMP1036 of the quartiles with highest and lowest expression of MYC. [C] Comparison of 
the EC50s for IMP1031 of cells with and without mutations and/or RACS and/or CN gains 
of >8 in the genomic loci of MYC/MYCN. (with: 124 cell lines; without: 552 cell lines) 
[D] Comparison of the EC50s for IMP1036 of cells with and without mutations and/or 
RACS and/or CN gains of >8 in the genomic loci of MYC/MYCN.  
(For all graphs: p-values determined with the Mann-Whitney test) 
 
Mutations, CN gains and RACSs are reported by the Sanger in their pre-processed 

omics data sets (Iorio et al., 2016), and the presence of those in MYC or MYCN loci 

increases their respective mRNA expression (see Figure 8-26 A). Additionally, the 

presence of those structural alterations correlates with increased activation of 

different MYC hallmark gene sets (see Figure 8-26 B) (Liberzon et al., 2015), thus, 

A B

C D
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their predictive capacity for responsiveness to NMT inhibition was investigated. The 

pharmacogenomics screen data sets were divided by cancer cell lines with 

alterations (that is CN gains of >8 and/or presence of mutations and/or presence of 

RACSs for MYC and/or MYCN) and without. For IMP1031 and IM1036 (see Figure 

4-3 C and D respectively) cancer cell lines that have these alterations in the genetic 

loci are significantly more sensitive to NMT inhibition than the ones without. While a 

clear trend is observed for IMP366, it did not reach significance (p-value = 0.107) 

(see Figure 8-26 B). To understand in greater detail the effect of the individual type 

of structural alteration, the analysis was conducted in cancer cell lines with or without 

CN gains, mutations or RACSs respectively (See Figure 8-27 A).  

The strongest effect was observed for mutations for both IMP1031 and IMP1036, 

with the biggest differences in median EC50s. The presence of RACS had no 

significant effect on the median EC50s between the two groups. As shown in Figure 

8-27 B different cell lines are affected by the respective structural alteration, with 

cancer cell lines of the Blood tissue particularly strong enriched in the group with 

mutations, likely driving the strong effect seen there (see Figure 8-27 C). The 

enrichment of the Blood tissue group within the group of cancer cells with mutations 

in MYC/MYCN is likely due the fact that e.g. Burkitt’s lymphoma is known to have 

large proportion of mutations on MYC (>70% present mutations) (Love et al., 2012; 

Schmitz et al., 2012). Overall, the presence of structural alterations was less 

predictive than MYC mRNA expression on its own. This is likely due to the fact that 

MYC expression can be upregulated through other means, such as deregulated Wnt 

signalling through loss of APC (Dang, 2012). The inclusion of these cancer cell lines 

in the group without alterations might explain the weaker predictive capacity of the 

presence of structural alteration on MYC/MYCN. Nonetheless, the ‘Sensitive to 

NMTi’ signature is enriched in the cancer cell lines with structural alterations (see 

Figure 4-4 A). 

Additionally, several negative regulators of the MYC oncogenic program have been 

shown to be subject to shallow deletions in the TCGA data, potentially increasing the 

complexity even further (Schaub et al., 2018). To test for the possibility that 

heterozygous loss of a single copy of negative regulators (that is MGA, MNT, MXD4, 

MXD3 and MXI1 (Schaub et al., 2018)) has an impact on the efficacy of NMT 

inhibition, cell lines with such a shallow loss were compared to the remaining cell 
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lines (11% of these cell lines had MYC amplifications). No consistent trend of 

increased sensitivity or resistance was observed for IMP1031 and IMP1036–in case 

of the former, the cancer cell lines with shallow loss of a member of the MDX family 

were more resistant to IMP1031 (see Figure 8-28 A and B).  

 
Figure 4-4: The ‘Sensitive to NMTi’ gene set is in cells with high MYC or MYCN 
expression or structural alterations, and MYC expression in the tissues predicts 
sensitivity. 
[A] GSEA plot showing that cells with structural alterations in MYC/MYCN are enriched 
in the ‘Sensitive to NMTi’ gene set. [B] GSEA plots showing that MYC (left) and MYCN 
(right) expression correlates positively with the ‘Sensitive to NMTi’ gene set. 
[C] Sensitivity to IMP1031 (EC50s were used as measure) and median expression of 
MYC of each tissue subtype were plotted. The size of the circle indicates number of cell 
lines in each tissue subclass. The dotted lines are the 90% CI of the linear regression 
function plotted. [D] Correlation for the activation of the MYC hallmarks V1 gene set and 
the Sensitive to NMTi gene set. The red dots are cells from the tissue subgroup ‘Blood’. 
 

To understand the link between MYC (or MYCN) upregulation and the ‘Sensitive to 
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large list of Spearman coefficients. This list of coefficients was used as a ranked list 

for GSEA as a surrogate of gene activation by MYC or MYCN respectively 

(Subramanian et al., 2005). This approach is similar to the analysis of other research 

groups that assessed downstream activation of biological functions of MYC and 

MYCN (Schaub et al., 2018; Subramanian et al., 2005). Both MYC and MYCN 

expression (see Figure 4-4 B) correlate with activation of the ‘Sensitive to NMTi’ gene 

set. Ranking the different tissues of the pharmacogenomic screen of IMP1031 by 

median MYC expression and median EC50 shows a relationship between the two. 

Cancer cell lines from tissues with higher median MYC expression have a lower 

median EC50 for IMP1031, the most potent inhibitor used in the pharmacogenomic 

screens (see Figure 4-4 C). However, the tissue groups Nervous System, Soft Tissue 

and Digestive System did not follow this trend. The tissue group Nervous System 

contains several NB cancer cell lines with the highest MYCN expression overall (data 

not shown). The sensitivity for this group might not be driven by MYC, but by MYCN. 

For the two other tissue groups it remains unknown why they are more sensitive or 

resistant, than anticipated by their respective MYC expression. As shown in Figure 

4-4 D the activation of the MYC hallmarks V1 gene set, strongly correlates with the 

activation of the ‘Sensitive to NMTi’ signature. For this analysis, the geometric mean 

of all the RMA values, from the Sanger microarray data (Iorio et al., 2016), of the 

respective gene set was calculated for each cancer cell line and correlated. The 

cancer cell lines from the tissue group Blood have a higher activation of the ‘Sensitive 

to NMTi’ gene set. This is due to the presence of certain immune system related 

genes, such as CD247, CXCR4, CD28, in the ‘Sensitive to NMTi’ signature as it was 

derived from an unbiased approach, without further filtering by biological functionality 

or similar and the strong enrichment of haematological malignancies in the sensitive 

cancer cell lines.  

To test the validity of the NMT-MYC relationship in an additional different context, 

the data from the recent CRISPR gene essentiality screen by the Sanger Institute 

was analysed (Behan et al., 2019). After combining the CRISPR data with the 

COSMIC expression data (Iorio et al., 2016) 87 cell lines (27%) were identified as 

dependent on NMT1 (see Figure 4-5 A). To note is that the relative number of cell 

lines, dependent on NMT1, differ quite drastically from the CRISPR gene essentiality 

data from the Broad Institute (Meyers et al., 2017), in which >75% of the cell lines 
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were classified as dependent on NMT1. The Broad Institute utilises a set of core-

essential as benchmark for their gene effect score (Hart et al., 2014; Meyers et al., 

2017), whereas the Sanger institute uses their ‘adaptive daisy model’ to distinguish 

core-fitness and context-specific genes (Behan et al., 2019). The differences are still 

striking, despite different methodology, and not limited to NMT1. Also, the methionine 

aminopeptidases MetAP1 and MetAP2, both defined as common essential in the 

Broad DepMap (with 69% and 88% of the cell lines being dependent), are only 

considered as essential for cell fitness in 46% and 30% respectively in the data from 

the Sanger DepMap (Behan et al., 2019; Meyers et al., 2017). The different 

assessment of gene essentiality could be in the end a question of cut-off, as the 

Sanger institute aimed to discover the smallest subset of core-essential genes. 

 
Figure 4-5: Cells dependent on NMT1 are overrepresented in the MYC high cells 
and/or cells with alterations in the MYC/MYCN loci in the Sanger DepMap. 
[A] The 87 cell lines, dependent on NMT1, are enriched in the ‘Sensitive to NMTi’ gene 
set, compared to the cells that are not dependent (see GSEA plot). [B] Cells that are 
dependent on NMT1 are overrepresented in the cells with highest MYC mRNA 
expression, compared to cells with lowest MYC mRNA expression. [C] Cells that are 
dependent on NMT1 are overrepresented in cell lines with alterations (that is mutations 
and/or CN gains and/or RACS in the MYC/MYCN loci).  
(For all graphs: p-values determined with the Fisher’s exact test) 
 

Nonetheless, the cells dependent on NMT1 within the Sanger DepMap were 

enriched for the ‘Sensitive to NMTi’ gene set (see Figure 4-5 A). This again validates 

that high expression of these genes correlates with increased dependence on 

myristoylation. The cells were divided by quartiles into the cancer cell lines with the 

highest expression and the lowest expression of MYC, similar to the previous 
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approaches. The quartile with the cells with the highest expression of MYC is 

overrepresented in cells dependent on NMT1, compared to the quartile with the 

lowest expression (NMT1 dependent cancer cell lines in the MYC high quartile: 30 – 

38.5%; NMT1 dependent cancer cell lines in the MYC low quartile: 13 – 16.7%) (see 

Figure 4-5 B). The effect of the presence of structural alterations (that is: CN gains 

of >8 and/or mutations present and/or RACS) in the MYC/MYCN loci on the 

dependence on NMT1 was also analysed in this data set. Similar to the results 

obtained from the pharmacogenomics screens, cancer cell lines that presented 

structural alterations in the MYC/MYCN loci present are overrepresented with cell 

lines that are dependent on NMT1 (NMT1 dependent cancer cell lines with 

alterations: 31 out of 69 (45%); NMT1 dependent cancer cell lines without alterations: 

58 out of 250 (23%)) (see Figure 4-5 C) The observation that MYC high cells were 

more dependent on NMT1 in CRISPR gene essentiality screens was also made 

within the data from the Broad Institute dependency map (see Figure 4-5 A and B) 

(Meyers et al., 2017; Tsherniak et al., 2017). Cancer cell lines with high MYC mRNA 

expression, compared to the ones with low MYC mRNA expression, had significantly 

lower median gene scores for NMT1, indicating increased dependence (see Figure 

8-29 A). Dividing the cancer cell lines, screened by the Broad institute, by cells that 

have 4 copies of MYC (log2 ploidy > 1) and/or mutations in MYC, and those without, 

yields in a similar trend, however, it did not reach significance with a p-value of 0.06 

(see Figure 8-29 B). Overall, these data demonstrate that cells with high levels of 

MYC mRNA (or structural alterations in MYC and in parts MYCN) correlate with 

increased dependency on myristoylation compared to other cells, independently if 

myristoylation is blocked by a dual NMT1/2 inhibitor as used in the 

pharmacogenomics screens, or by genetic knockout of the essential paralog NMT1.  

 

4.2.3 Enforced expression of MYC or MYCN in isogenic models increases 
lethality of NMT inhibition; and PDX with MYC translocation are highly 
responsive to NMTi in vitro 

To test the observations from the previous subchapter that MYC mRNA 

expression increases the responsiveness to NMT inhibition, the P-493-6 cell line was 

used: an immortalised B cell line that allows for the control of MYC levels depending 
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on culture conditions (Pajic et al., 2000). Upon treatment with doxycycline a ‘MYC 

low’ state is induced; upon combined treatment of doxycycline and β-estradiol the 

‘MYC medium’ state is induced; the ‘MYC high’ state is the default under normal cell 

culture conditions.  

 

 
Figure 4-6: Validation of the P-493-6 cell line and the effect of MYC expression on 
cell size, DNA synthesis and cell numbers. 
[A] Top: Representative flow cytometry analysis of the MYC protein levels upon no 
treatment (dark blue; MYC high), adding 100 ng/mL doxycycline and 1 μM β-estradiol for 
48 hours (blue; MYC medium), and 100 ng/mL doxycycline for 48 hours (light blue; MYC 
low). Middle: Representative flow cytometry analysis of the cell size by forward scatter 
upon induction of the different MYC states. Bottom: Representative flow cytometry 
analysis of the EdU incorporation upon induction of the different MYC states. [B] 
Quantification of the MYC MFI. [C] Quantification of the FSC MFI. [D] Quantification of 
the EdU incorporation. [E] Quantification of the cell numbers after 48 hours of induction 
of the different MYC states. 
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To validate that the different culture conditions were indeed causing different MYC 

states, flow cytometry was employed. The cells were left for 48 hours in the 

respective condition and were subsequently analysed. The different conditions 

caused different protein levels of MYC, with profound effects on cell size and DNA 

synthesis, as shown by the FACS analysis with representative examples shown in 

Figure 4-6 A. MYC levels were strongly increased in the MYC high condition with 

higher median fluorescence intensities (MFI) (see Figure 4-6 B), impacting cell size, 

measured by forward scatter (see Figure 4-6 C). The relative number of cells 

engaging in DNA synthesis (measured as EdU incorporation) was similar between 

MYC medium and high (see Figure 4-6 D); however, the cell numbers were higher 

in the MYC high condition, indicating potentially faster cycling (see Figure 4-6 E). 

 
Figure 4-7: IMP1088 preferentially reduces viability in MYC high cells. 
[A] Metabolic viability, assessed by CellTiter Blue, of the different MYC states after 48 
hours of treatment with IMP1088. [B] Metabolic viability, assessed by CellTiter Blue,  of 
the different MYC states after 72 hours of treatment with IMP1088.  
(For all graphs: N = 4, error bars = SEM, ANOVA) 
 
As the genetic system of the P-493-6 induced different MYC levels, the effect of 

IMP1088 for 48 hours and 72 hours of inhibition was tested dependent on these 

levels. The cells were cultured for 24 hours in the respective media conditions to 

induce the different expression levels of MYC. Additional media and compound was 

added after this initial incubation period, and the experiment was ended after two 

days or three days of NMT inhibition. After two days of inhibition, the MYC high and 

medium cells were less metabolically active, indicating increased cell death, than the 

MYC low cells (see Figure 4-7 A). 

Figure 4-2

A B
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At 72 hours the MYC high cells were showing a stronger decline in metabolic viability 

than the two other MYC conditions, clearly showing increased toxicity of NMT 

inhibitors upon higher levels of MYC expression, confirming the trends observed in 

the previous subchapter (see Figure 4-7 B). The same results were obtained with 

IMP366 considering the overall reduced cellular potency of this compound, 

compared to IMP1088 (Kallemeijn et al., 2019) (see Figure 8-30).  

To orthogonally validate the synthetic lethality, the effect of IMP1088 over time on 

several parameters with different MYC levels was measured via flow cytometry. The 

cells were preincubated for 24 hours in the respective media condition to induce the 

different MYC levels. After this incubation period, the NMT inhibitor (concentrations 

ranging from 1 μM to 10 nM) in fresh media was added, and the cells were harvested 

(with prior EdU pulse) and fixed for subsequent analysis via flow cytometry (see 

Figure 4-8 A). In line with the results obtained with the CellTiter Blue assay, 100 nM 

of IMP1088 had a small to no effect on the cell numbers of MYC low. However, it 

caused a reduction of viable cells in the MYC medium cells, and a large reduction of 

viable cells in the MYC high cells at the later time points (see Figure 4-8 B). Notably, 

the MYC low cells were actually completely unaffected in terms of cell numbers, but 

still showed decreased metabolic activity, implying that NMT inhibition does not affect 

cell viability per se, but might cause reduced mitochondrial activity if MYC levels are 

low. The reduction in cell numbers was driven by increased cell death, as evident in 

the relative drop of cells with intact membranes (measured by incorporation of 

Zombie NIR), compared to the control (see Figure 4-8 C). Cell cycle analysis 

revealed that at 72 hours of NMT inhibition the few remaining cells in the MYC high 

state still engage in DNA synthesis upon NMT inhibition, whereas the MYC medium 

cells arrest completely in G1/0. On the other hand, the MYC high cells show an 

increase in G2/M upon NMT inhibition, likely due to their continued engagement of 

cycling, in accordance with the role of MYC in G1 to S transition (Santoni-Rugiu et 

al., 2000) and DNA replication (Dominguez-Sola et al., 2007). 
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Figure 4-8: NMT inhibition kills rapidly MYC high cells and causes G2/M 
accumulation. 
[A] Experimental design to assess the temporal effects of IMP1088 on the P-493-6 cell 
line with induction of the different MYC states. Cells were plated in the different 
conditions to induce MYC, and left for 24 hours. IMP1088 (1 μM, 100 nM, 10 nM) or 
DMSO was added. (Legend continued on the next page)  
Two hours prior to fixation, EdU was pulsed to assess DNA synthesis. Subsequent use 
of different FACS stainings allows to follow cell cycle, apoptosis induction and cell 
viability across conditions and time points (6, 24, 48 and 72 hours). [B] FC in cell 
depletion compared to the DMSO for all the MYC states, showing the effect of 100 nM 
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IMP1088, compared to control for each time point. [C] Change in viability (as measured 
by Zombie NIR negative) showing the effect of 100 nM IMP1088, compared to DMSO 
for each time point. [D] Quantification of the cell cycle distribution at 72 hours. [E] 
Quantification of the relative numbers of viable, apoptotic cells (with intact membranes 
and activated caspase 3), and dead cells (w/o intact membranes) after 72 hours of NMT 
inhibition.  
(For all graphs N = 2, error bars = SEM) 
 

Additionally, the MYC high cells also suffered from more cell death and apoptosis, 

compared to the MYC medium cells (see Figure 4-8 E). The data showed that cells 

with MYC levels below the threshold necessarily to engage actively in cycling are 

barely affected by NMT inhibition, whereas cells with strongly enforced levels of MYC 

are rendered highly susceptible to NMT inhibition to a point where even lower 

concentration of 10 nM IMP1088 affect cells negatively (see Figure 8-31 and Figure 

8-32). The effects on DNA synthesis across all the time points and concentrations 

are shown in Figure 8-33.  

As synthetic lethality was observed with MYC, the question arose if this synthetic 

lethality would also work in a different cellular context (suspension versus adherent) 

and with MYCN (N-Myc). Thus, the Shep-ER-MYCN cell was obtained from 

collaborators, an NB cancer cell line that upon treatment with tamoxifen expresses 

high levels of MYCN to mimic the highly aggressive MYCN amplified form of NB 

(Rickman et al., 2018; Valentjin et al., 2005). As shown in Figure 4-9 A, treatment 

with 100 nM of Tamoxifen for 24 hours caused increased MYCN protein levels. The 

increased MYCN levels affected global protein synthesis (see Figure 4-9 B), 

measured by O-propargyl-puromycin incorporation (OPP) (Liu et al., 2012); 

additionally, there was increased DNA synthesis and cell cycling upon induction of 

MYCN (see Figure 4-9 C), in line with known biology of MYCN (Bell et al., 2007).  
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Figure 4-9: Validation of the MYCN-ER-Shep cell line and the effect of MYCN 
amplification on protein synthesis and cell cycle.  
[A] Left: Representative flow cytometry analysis of the MYCN induction upon treatment 
with 100 ng/mL Tamoxifen for 24 hours. Right: Quantification of the MYCN MFI. [B] Left: 
Representative flow cytometry analysis of the OPP incorporation upon treatment with 
100 ng/mL Tamoxifen for 24 hours. Right: Quantification of the OPP MFI. [C] Left: 
Representative flow cytometry analysis of the cell cycle distribution. (Black: Control; Red: 
with tamoxifen). Right: quantification of the cell cycle analysis.  
(For all graphs N = 3, error bars = SEM) 
 

Similar to enforced MYC expression, enforced MYCN expression also increased the 

toxicity of the two NMT inhibitors IMP1088 (see Figure 4-10 A) and IMP366 (see 

Figure 4-10 B) at 72 hours of incubation. These results show that the synthetic 

lethality is independent of tissue context, and applies to at least two of the paralogs 

of the MYC family.  
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Figure 4-10: Induction of MYCN increases toxicity of NMT inhibition. 
[A] Metabolic viability, measured with CellTiter blue, ± induction of MYCN after 72 hours 
of treatment with IMP1088. [B] Metabolic viability, measured with CellTiter blue, ± 
induction of MYCN after 72 hours of treatment with IMP366.  
(For all graphs: N = 4, error bars = SEM, Student t-test) 
 

To orthogonally confirm the synthetic lethality with enforced MYCN expression and 

to assess differences in cell death kinetics, flow cytometry was applied, similar to the 

previously tested P-493-6 cell line. The cells were plated and left overnight to allow 

for attachment. Tamoxifen (100 nM) was given for 24 hours to induce MYCN, or 

EtOH in control conditions. The media was removed and fresh media with(out) 

IMP1088 (in various concentrations) or Tamoxifen was added. For the later time 

points (48 hours and 72 hours) fresh media was added to the cells with respective 

concentrations of Tamoxifen and IMP1088 (see Figure 4-11 A). Prior to fixing the 

cells were pulsed with EdU. Very comparable to the P-493-6 cell line, the induction 

of MYCN caused a rapid loss of viable cells (see Figure 4-11 B), in parallel with a 

stark loss of membrane integrity indicating increased cell death (Figure 4-11 C).  

Figure 4-5
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Figure 4-11: NMT inhibition kills rapidly cells upon MYCN induction and causes 
G2/M accumulation. 
[A] Experimental design to assess the temporal effects of IMP1088 on the MYCN-ER-
Shep cell line with induction of MYCN. Cells were plated and left overnight to recover. 
After 24 hours Tamoxifen or EtOH was added to induce MYCN. After 24 hours of 
induction of MYCN, IMP1088 (1 μM, 100 nM, 10 nM) or DMSO was added. (Legend 
continued on the next page) 
Two hours prior fixing, EdU is pulsed in the cells to monitor DNA synthesis. Subsequent 
use of different flow cytometry stainings allows to follow cell cycle, apoptosis induction 
and cell viability/numbers across conditions and time points (6, 24, 48 and 72 hours). 
[B] FC in cell depletion compared to the control for all the MYC states, showing the effect 
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of 100 nM IMP1088, compared to control for each time point. [C] Change in viability (as 
measured by Zombie NIR+) showing the effect of 100 nM IMP1088, compared to control 
for each time point. [D] Activation of caspase 3 showing the effect of 100 nM IMP1088, 
over the control for each time point. [E] Quantification of the cell cycle distribution at 48 
hours.  
(For all graphs N = 2, error bars = SEM) 
 
Increased activation upon treatment with 100 nM IMP1088 of caspase 3 (over the 

control) was observed from 24 hours onward in the MYCN induced condition, but not 

in the control condition. Similar to the observations in the P-493-6 cell line, enforced 

MYCN expression caused increased G2/M accumulation in the Shep-ER-MYCN cell 

line (see Figure 4-11 E). Dr. Faronato obtained similar results in the CellTiter Blue 

assay and FACS experiment in a different model of MYCN amplification, the SKNAS-

ER-MYCN cell line (Ushmorov et al., 2008) (data not shown). In conclusion, several 

isogenic systems with inducible MYC or MYCN show that the toxicity of NMT 

inhibition increases with increasing levels of MYC or respectively MYCN, causing 

rapid loss of viability and cell numbers. 

Additionally, we kindly obtained from Martin Janz, a collaborator, several patient 

derived xenografts (PDX) lymphoma cell lines, all with MYC translocations. These 

could be grown in vitro and in vivo, and the effect of NMT inhibitors on those cell lines 

was assessed. Details about the type of lymphoma, markers, and translocation are 

shown in Table 4-2 and were provided (unpublished data).  

 
Table 4-2: Tested lymphoma PDX and details. 

Cell line Diagnosis Nanostring FISH 

LY11212 DLBCL GCB BCL2 break, BCL6 break, 

MYC break, 8;14 fusion 

positive 

LY12318 DLBCL ABC MYC break, BCL2 break, 

8;14 fusion positive 

LY12657 Plasmablastic 

lymphoma 

N/A MYC break, 8;14 fusion 

positive 

 

To note are the BCL2 and MYC translocations for the two DLBCL cell lines, LY11212 

and LY12318. defining so called ‘double hit DLBCL’. These ‘double hit’ DLBCL are 

associated with worse clinical outcome in the clinic (Riedell and Smith, 2018). 
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Plasmablastic lymphoma is also prone to relapse and acquire resistance to 

chemotherapy, thus also has poor clinical outcomes (Castillo et al., 2015).  

 
Figure 4-12: Lymphoma PDX (DLBCL and plasmablastic lymphoma), with MYC 
translocation, are highly responsive to NMT inhibition. 
[A] Induction of caspase3 at 24 hours of NMT inhibition. [B] FC in cell numbers for 
LY11212, normalised to the control for all the time points, showing the effect of 100 and 
10 nM IMP1088. [C] FC in cell numbers for LY12318, normalised to the control for all 
the time points, showing the effect of 100 and 10 nM IMP1088. [D] FC in cell numbers 
for LY12657, normalised to the control for all the time points, showing the effect of 100 
and 10 nM IMP1088. [D] Quantification of the cell cycle distribution at 48 hours. 
(For all graphs N = 2, error bars = SEM) 
 
The same experimental setup as shown in Figure 2-14 was applied to measure the 
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apoptosis was already observed within 24 hours of NMT inhibition (see Figure 4-12 

A). This was followed by a rapid reduction in cell numbers, across the three PDX 

(see Figure 4-12 B to D). Particularly in LY11212 and LY12657 <5% viable cells were 

detected at 48 hours of treatment with NMT inhibition. Additionally, 10 nM of 

IMP1088 sufficed to negatively affect LY11212 and LY12318, with some delay in 

effect (towards 72 hours, instead of 48 hours for 100 nM). G2/M accumulation was 

observed for LY11212 and LY12318; interestingly, LY12657 was arrested in G1/0 

(see Figure 4-12 E). The detailed cell number, proliferation and apoptosis data for 

the all the concentrations and time points of LY11212 are shown in Figure 8-35; the 

data for LY12318 are shown in Figure 8-36; and the data for LY12657 are shown in 

Figure 8-37. While no PDX, without a MYC translocation was tested, the lymphoma 

PDXs with MYC translocations are exceptionally susceptible to NMTi. Notably, the 

kinetics in induction of cell death are faster compared to the tested immortalised 

cancer cell lines. Already at 24 hours of inhibition with IMP1088 at least a 2-fold 

increase of caspase 3 activation, compared to control, was observed for each of the 

PDX.  

These data, and the data obtained in two isogenic models with inducible MYC or 

MYCN levels, demonstrate synthetic lethality between NMT inhibition and levels of 

either MYC paralog, confirming the trends observed in the pharmacogenomics and 

CRISPR gene essentiality screens, shown in section 4.2.2. 

 

4.2.4 High levels of MYC accelerate the breakdown of most biological 
functions and the MYC program itself upon NMTi 

To elucidate the differential toxicity of NMT inhibition, dependent on the MYC 

level, total RNAseq was conducted to compare the effect of NMT inhibition, 

dependent on MYC levels. The P-493-6 cell line was cultured for 24 hours in the 

respective media condition to induce medium MYC levels or high MYC levels, and 

100 nM IMP1088 were added for 24 hours (or a respective control). The aim of this 

experiment was to primarily identify differential behaviour upon NMT inhibition, 

dependent on the different MYC levels. As anticipated under control conditions, the 

MYC high cells expressed many more RNA copies of MYC than the MYC medium 

cells (see Figure 4-13 A). Thus, also as expected, the MYC high, in control 
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conditions, have higher activation of the MYC transcriptional program–the Hallmark 

MYC V1 gene set served as a surrogate for this transcriptional program (Liberzon et 

al., 2015). Additionally, the gene set ‘Sensitive to NMTi’ was also enriched in the 

MYC high cells (see Figure 4-13 B). 

 

 
Figure 4-13: High levels of MYC, combined with NMT inhibition, cause a rapid 
breakdown of the MYC transcriptional program. 
[A] MYC expression levels after 48 hours, comparing MYC high and MYC medium under 
control conditions are shown. [B] Effect of higher MYC expression on the activation of 
the Hallmark MYC V1 and the Sensitive to NMTi gene set. [C] Scatter plot showing the 
log2FC and baseMean of all significantly changing genes upon, comparing MYC high 
and MYC medium (both treated for 24 h with 100 nM IMP1088). [D] Network, created 
with the EnrichmentMap plug-in into CytoScape, summarising the GSEA, comparing 
MYC high (treated) and MYC medium (treated). (FDR < 0.01, Jaccard Overlap combined 
= 0.375, k constant = 0.5) [E] Effect of 100 nM IMP1088 after 24 hours on the MYC 
hallmark V1 gene set, comparing MYC high and MYC medium. 
 

A B

Sensitive to NMTi

MYC hallmark V1

NES = 9.24
FDR < 0.001

NES = 5.64
FDR < 0.001

C

High 
MYC

Medium
MYC

Signature set
Pathway

# genes in pathway
5200

Sh
ap

e
Si

ze

enrichment score
Phenotype A Phenotype B

Node

Edge

Signature set
Gene overlap

0 4-4

Si
ze  overlap size

Options

Co
lo

r
Co

lo
r

q-value
1 0

default generic 1 dataset
Co

lo
r

default gsea n datasets

Co
lo

r

Dataset 1Dataset 2

default generic n datasets

Co
lo

r

Dataset 1Dataset 2

Signature set
Pathway

# genes in pathway
5200

Sh
ap

e
Si

ze

enrichment score
Phenotype A Phenotype B

Node

Edge

Signature set
Gene overlap

0 4-4

Si
ze  overlap size

Options
Co

lo
r

Co
lo

r

q-value
1 0

default generic 1 dataset

Co
lo

r

default gsea n datasets

Co
lo

r

Dataset 1Dataset 2

default generic n datasets
Co

lo
r

Dataset 1Dataset 2

Sh
ap

e
Si

ze
N

ES

High_vs_medium_t
reated.

GseaPreranked

03.91

-6 .850

Node Shape

Node Charts: NES Columns

Node Chart Colors
Positive 

 
Negative 

 
Edge Stroke Color

Gene Set

  High_vs_medium_treated.GseaPreranked
  signature

High_vs_medium_t
reated.

GseaPreranked

03.91

-6 .850

Node Shape

Node Charts: NES Columns

Node Chart Colors
Positive 

 
Negative 

 
Edge Stroke Color

Gene Set

  High_vs_medium_treated.GseaPreranked
  signature

D
MYC hallmark V1

NES = -2.08
FDR = 0.002

MYC high
(Treated)

MYC medium
(treated)

E

100 101 102 103 104 105 106
-30

-25
-5

0

5

10

Base mean
lo

g2
 F

C

MYC high vs medium
upon 24 h of NMTi

41
491

42
825

RNVU1-7



Chapter 4 NMT inhibitors are synthetically lethal in cancer cell lines with high levels 

of MYC and/or structural alterations of MYC and MYCN. 

 

134 

 

This further confirms the correlation between MYC activation and the ‘Sensitive to 

NMTi’ gene set observed across the COSMIC cancer cell lines, discussed in section 

4.2.2.  

To assess the differential effect of NMT inhibition, dependent on MYC levels, the 

MYC high were compared to the MYC medium cells (the comparison was done on 

‘treated over control’ MYC high vs. ‘treated over control’ MYC medium). A first 

observation was that one of the strongest significantly, differentially expressed genes 

was RNVU1-7, a U1 variant. This snRNA was strongly induced in the treated MYC 

medium cells, upon treatment with NMT inhibitor, but not in the MYC high cells, 

resulting in a massive log2FC difference between the two conditions. Few 

publications are available about variants of U1 and their function. One of the 

publications implied that subsets of U1 variants are expressed in HeLa and human 

ESCs, and similar to the parental U1 can cause shortening of mRNA in a subset of 

genes and are involved in gene expression control (O'Reilly et al., 2013). To note is 

that the snRNA U1 and its variants have very high sequence similarity, in times only 

a single base-pair is different. The initial work describing the role of the snRNA U1 in 

protecting from premature termination and polyadenylation, would target all U1 

variants with its antisense morpholino oligonucleotide (Kaida et al., 2010). 

Nonetheless, the downregulation of RNVU1-7 is interesting, particularly in light of the 

mRNA shortening phenotype in BL41 (see Chapter 3). To fully understand the effect 

of NMT inhibition on mRNA length control, potentially dependent on MYC levels, 3’-

end sequencing, comparing all the different conditions, would be needed (Hoque et 

al., 2013) (see Chapter 6).  

To identify which pathways were differentially affected by the NMT inhibition in the 

different MYC states, GSEA was performed on data set, shown in Figure 4-13 C 

(Subramanian et al., 2005). The analysis was run utilising the curated gene sets as 

in previous analysis across this thesis (Liberzon et al., 2015). The resulting GSEA 

results were also summarised and visualised in networks with CytoScape and the 

EnrichmentMap plug-in, following the recently published work-flow, as in the previous 

analysis in the sections 3.2.2, 3.2.3 and 4.2.1 (Merico et al., 2010; Reimand et al., 

2019; Shannon et al., 2003). As shown in Figure 4-13 D upon NMT inhibition, several 

key biological function, ranging from cell cycle, translation, Pol I transcription and 

telomere maintenance were down regulated in the MYC high condition compared to 
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the MYC medium condition. This could indicate a collapse of all of these functions. 

Compared to BL41, Pol II RNA processing and splicing was not among the major 

pathways, differentially affected by NMT inhibition in the two MYC levels. MYC 

mRNA levels themselves were not significantly differentially affected by the NMT 

inhibition between MYC high and MYC medium, that is no downregulation was 

observed in either case (data not shown); however, it seems that the MYC driven 

transcriptional program is disproportionally more negatively affected in the MYC high 

cells, treated with NMTi (see Figure 4-13 E).  

While a mechanistical reason for this synthetic lethality remains unknown to date 

(see section 6.1.4 for a possible mechanism), it is clear that such a lethal synergy 

could have wide clinical implications. Firstly, two ‘double-hit’ DLBCL PDX, LY11212 

and LY12318, usually associated with worse clinical outcome (Riedell and Smith, 

2018), were shown in vitro to be highly susceptible to NMT inhibition. Also, a 

plasmablastic lymphoma, LY12657, again a disease known for its poor patient 

outcome, was shown to be quickly decimated by NMT inhibition (Castillo et al., 2015).  

 
Figure 4-14: CN gains in MYC correlate with worse clinical outcome in the TCGA 
BRCA cohort and increased activation of the MYC signatures and the ‘NMTi 
sensitivity’ signature.  
[A] Kaplan-Meyer plot showing that patients in the TCGA BRCA cohort with MYC CN 
gains (CN > 2) have a worse clinical outcome. [B] Those patients are enriched for the 
MYC Hallmark V1 gene set and the ‘Sensitive to NMTi’ gene set. 
 
Another example would be breast cancer, the most common cancer in the USA (30% 

for females, and 15% of all new cancer cases independent of sex). It is responsible 

for 14.6% of all cancer related deaths in women (Siegel et al., 2019). MYC 
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amplifications are common in the basal type breast cancer which is usually more 

aggressive, hence, associated with worse prognosis (Xu et al., 2010). Indeed, within 

the TCGA BRCA (Breast invasive carcinoma), CN gains in MYC (Schaub et al., 

2018) correlate with worse clinical outcome (see Figure 4-14 A), and increased 

activation of the MYC hallmark V1 genes. Importantly, the patients that have CN 

gains present in their cancers, are also enriched in the ‘Sensitive to NMTi’ signature 

(see Figure 4-14 B). This could indicate that the patients that would do worse in a 

clinical setting might benefit the most from NMT inhibition. Unpublished data from 

the laboratory showed higher sensitivity of the triple negative breast cancer (TNBC) 

cell line MDA-MD-231, compared to ER positive cell lines, such as MCF7 and T47D 

(data not shown).  
 

4.3 Conclusions 

In this chapter an unbiased, tissue and cancer agnostic approach, comparing 

sensitive and resistant cancer cell lines to IMP1031 using GSEA was applied. This 

analysis revealed that sensitive cancer cell lines have higher expression of genes 

involved in transcription, RNA processing and splicing, nuclear transport, translation 

and DNA damage, compared to the resistant ones. Leading-edge analysis on this 

initial GSEA results yielded in a ‘Sensitive to NMTi’ gene set, which was 

subsequently validated by testing it with the data sets of IMP1036 and IMP366 (Iorio 

et al., 2016) and two different CRISPR gene essentiality screens, conducted by the 

Broad and the Sanger Institute (Behan et al., 2019; Meyers et al., 2017). A key 

upstream node of this ‘Sensitive to NMTi’ signature is MYC and there is an excellent 

correlation between the activation of the ‘MYC hallmarks V1’ gene set and the 

‘Sensitive to NMTi’ signature across all the cancer cell lines in the COSMIC data 

base (Iorio et al., 2016). In addition, it was shown that cancer cell lines with high 

levels of MYC mRNA or structural alterations in the MYC gene (or MYCN for the 

pharmacogenomics screens) are more dependent on myristoylation. This outcome 

is independent of myristoylation being blocked by dual NMT1/2 inhibitors or by 

knockout of the essential paralog NMT1.  

To validate if there is indeed a synthetic lethality between (enforced) MYC expression 

and NMT inhibition, several isogenic cellular models were obtained, which allow for 
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inducible levels of MYC or MYCN. The P-493-6 cell line, a B-cell line (Pajic et al., 

2000), shows a clear trend of increased toxicity with the two benchmark NMT 

inhibitors IMP1088 and IMP366 with increased expression of MYC (Kallemeijn et al., 

2019). Cell numbers are depleted to a much larger extent in the MYC high conditions 

and a rapid breakdown of cellular viability is observed. Furthermore, the same results 

were obtained with the Shep-ER-MYCN cell line (Valentjin et al., 2005). Enforced 

expression of MYCN combined with inhibition of NMT with IMP1088 or IMP366 

causes a rapid loss of cellular viability, compared to the condition without ectopic 

expression of MYCN. While not shown in this thesis, the same results were obtained 

from a colleague in the laboratory with a third isogenic cell line, that also has an 

inducible MYCN expression system (Ushmorov et al., 2008). A Collaborator provided 

three lymphoma PDXs that can be passaged in vivo and in vitro. All of these PDXs 

carry a MYC translocation and they were all highly susceptible to NMT inhibition, with 

an even more rapid onset of programmed cell death than observed in the other 

immortalised cell line models. Importantly and potentially clinically relevant, two of 

these PDX were ‘double hit’ DLBCL and one plasmablastic lymphoma–both of these 

diseases are associated with poor patient outcome (Castillo et al., 2015; Riedell and 

Smith, 2018). 

Total RNAseq on the P-493-6 cell line in the MYC high and medium conditions, 

treated with IMP1088, reveals a stronger breakdown (measured as downregulation 

of genes) of several key biological functions (ranging from cell cycle, translation to 

Pol I transcription) in the MYC high context compared to MYC medium. Despite 

showing a strong increase of the MYC transcriptional program (the ‘Hallmark MYC 

V1’ gene set is used as a surrogate (Liberzon et al., 2015)) in untreated conditions, 

this program is affected to a much larger extent in the MYC high cells, treated with 

NMT inhibitor, compared to MYC medium cells, treated with NMTi.  

The synthetic lethality between NMT inhibition and high levels or rather enforced 

expression of MYC has strong clinical implications, ranging from MYCN amplified 

neuroblastoma (Rickman et al., 2018), to double hit lymphoma (Riedell and Smith, 

2018), to lymphoblastic lymphoma (Castillo et al., 2015), and to potentially some 

cancers affecting very large proportion of the population, as MYC amplifications are 

amongst the most observed across several different cancer types (Ciriello et al., 

2013; Kalkat et al., 2017; Schaub et al., 2018). As an example, in the TCGA BRCA 
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(breast invasive carcinoma) cohort amplifications of MYC are associated with worse 

clinical outcome, as expected from other studies (Schaub et al., 2018; Xu et al., 

2010). Importantly, patients suffering from MYC amplified breast cancer show higher 

expression of genes that mark cancer cell lines as more sensitive to NMT inhibition. 

This could indicate that across several cancer types, patients that usually would have 

a worse clinical outcome because of MYC deregulation, might benefit the most from 

NMT inhibition, with major translational implications based on these findings.  
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Chapter 5. Signalling is affected within minutes to 
hours of NMT inhibition in BL41, indicating a potential 
GOF 

5.1 Introduction 

Due to the applied dual strategy, described in Chapter 3 and Chapter 4, a 

synthetic lethality between deregulated MYC expression and NMT inhibition was 

identified. Genetic or chemical interference is disproportionally more toxic to cancer 

cell lines with ectopic MYC or MYCN expression, validated in two isogenic cell line 

systems and confirmed in five large-scale cancer cell line screens, using chemical 

and genetic perturbation of myristoylation. However, an unanswered question is 

which NMT substrate(s) are driving this increased sensitivity of MYC high cells. The 

Tate laboratory developed a plethora of chemical biology tools to identify NMT 

substrates through the combination of metabolic tagging (through an alkyne 

analogue of myristic acid) in mammalian cells with either NMT inhibition (Thinon et 

al., 2014), or with specifically designed capture reagents to identify modified peptides 

(Broncel et al., 2015). Recently, members of the group additionally developed an 

approach which does not need any metabolic labelling, and utilises SrtA mediated 

tagging to identify myristoylated proteins, or rather show inhibition of myristoylation 

on those (Goya Grocin et al., 2019). The approach of combining metabolic tagging 

through a myristate analogue with NMT inhibition was applied in this study to identify 

NMT substrates that show a strong response within the first six hours of NMT 

inhibition in BL41. The aim was to identify NMT substrate candidate(s) that might 

drive the mRNA shortening phenotype, described in Chapter 3.  

 

5.2 Results 

5.2.1 Identification of NMT substrates affected within six hours of NMT 
inhibition in BL41 

To identify a subset of NMT substrates that could be involved in the initial U1 

downregulation (see section 3.2.3), or in general for the premature termination and 
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polyadenylation, the time for the pulse of YnMyr was reduced from a typical overnight 

pulse with(out) NMT inhibitor for mammalian cells (Broncel et al., 2015; Kallemeijn 

et al., 2019; Thinon et al., 2014) to 6 hours. The experimental set up is shown in 

Figure 5-1 (for more details please see section 1.1.3).  

 
Figure 5-1: Chemical proteomics workflow for the identification of NMT substrates. 
Cells were preincubated with a concentration gradient of IMP1088 (ranging from 1 μM 
to 12 nM) for 30 minutes, then 30 μM of YnMyr (an alkyne version of myristic acid) was 
added for 6 hours. The cells were lysed, and then clicked to AzBiotin for subsequent 
Neutravidin enrichment. The next steps included reduction and alkylation, tryptic digest, 
isobaric labelling with a TMT 6-plex, mixing of the samples, and a 6x fractionation. Lastly, 
the samples were run on a mass spectrometer and analysed with bioinformatics tools. 
 

The cells were treated with a gradient of IMP1088, ranging from 1 μM to 12 nM (one 

in three dilution), in biological triplicate; the cells were preincubated for 30 minutes 

with either the NMT inhibitor or DMSO control, and subsequently pulsed for 6 hours 

with 30 μM YnMyr, a concentration based on previous work (Lim, 2016; Thinon et al., 

2014). The cells were lysed, “clicked” to a biotin handle with an azide, enriched on 

Neutravidin beads, reduced, alkylated, and digested. The following part of the 

workflow was done by Aaron Borg, former senior research scientist of the Proteomics 

STP in the Francis Crick Institute. The peptides were labelled with a TMT 6-plex, 

mixed, fractionated and then run on a Fusion Lumos mass spectrometer. 

Subsequent analysis was conducted with the software package MaxQuant and 

Perseus by the author of this thesis (Cox and Mann, 2008; Tyanova et al., 2016). In 

a summarised MaxQuant search, pooling all biological triplicates together, 948 

protein groups were identified in total: 193 of those protein groups had an N-terminal 
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glycine–the prerequisite for myristoylation, and 45 of these 193 were identified as 

known CoTMyr NMT substrates (Broncel et al., 2015; Kallemeijn et al., 2019; 

Mousnier et al., 2018; Thinon et al., 2014; Utsumi et al., 2018).  

 

 
Figure 5-2: Co-translationally myristoylated proteins are affected by NMT 
inhibition, whereas post-translational myristoylated substrates are not. 
[A] Top: 2D plot, comparing DMSO vs. the samples treated with 1 μM of IMP1088. 
Bottom: 2D plot, comparing DMSO vs. the samples treated with 111 nM of IMP1088. 
[B] Left: Comparison of the effect of 1 μM IMP1088 on all previously identified CoTMyr 
substrates (N = 45) and proteins that have an N-terminal glycine. Right: Comparison of 
the effect of 111 nM IMP1088 on all previously identified CoTMyr substrates (N = 45) 
and proteins that have an N-terminal glycine. [C] Left: Comparison of the effect of 1 μM 
IMP1088 on all previously identified PTMyr substrates against all other identified 
proteins. Right: Comparison of the effect of 111 nM IMP1088 on all previously identified 
PTMyr substrates against all other identified proteins.  
(P-values were determined with Mann-Whitney test, error bars = minimum to maximum 
values). 
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An additional 18 PTMyr substrates were identified in the overall search (Martin et al., 

2011; Thinon et al., 2014). As shown in Figure 5-2 A, the known CoTMyr substrates 

were strongly enriched in the control samples, compared to either the samples 

treated with 1 μM of IMP1088 or the ones treated with 111 nM of IMP1088. On the 

other hand, the PTMyr substrates were not enriched, indicating that these were not 

actually myristoylated, but just enriched on the beads via protein-protein interactions 

or unspecific binding. Indeed, while the log2 reporter intensities of the CoTMyr NMT 

substrates are significantly lower compared to the proteins with N-terminal glycine 

(see Figure 5-2 B), the PTMyr substrates have a similar median log2 reporter 

intensities, compared to the identified protein groups (excluding the known CoTMyr 

substrates; see Figure 5-2 C). The enrichment of CoTMyr substrates in the control 

occurs, as expected, in a concentration dependent manner and with 12 nM of 

IMP1088 no enrichment in the control is observed anymore (see Figure 8-38). Taken 

together, this indicates that PTMyr NMT substrates are unlikely to be involved in the 

initial effects of NMT inhibition, as post-translational myristoylation needs activation 

of peptidases to expose internal glycines, such as in the case of apoptosis induced 

cleavage after caspases are activated (Martin et al., 2011; Thinon et al., 2014). One 

can however not exclude that PTMyr might impact the kinetics of cell death, and 

might play a major role in protecting certain proteins from degradation after initial 

caspase cleavage (Timms et al., 2019). 

Interestingly, utilising multiple hypothesis testing corrected t-tests, to compare 

DMSO against the treated samples within the proteins that have an N-terminal 

glycine, two new protein groups (GCSAM and CDCA3) were enriched across nearly 

all samples, that is concentrations tested (see Figure 5-3 A and B and Figure 8-39 A 

to C). GCSAM (also known as HGAL) is described as a GC specific gene for which 

high expression correlates with better survival in DLBCL patients (Lossos et al., 

2003), through potentially reduced motility, hence dissemination, of the lymphoma 

cells (Jiang et al., 2010). The human GCSAM was overexpressed in the HSC 

compartment of the mice, causing lymphoid hyperplasia and amyloidosis via 

increased BCR activation (Romero-Camarero et al., 2013).  

CDCA3, part of the SCF ubiquitin ligase, is involved in mitotic entry (Uchida et al., 

2012), and its overexpression has been implicated in various cancers (Adams et al., 

2017; Zhang et al., 2018). A number of cancer cell lines (31%) is dependent on 
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CDCA3 in CRISPR essentiality screens (Meyers et al., 2017), and the interference 

with myristoylation on it, could potentially be responsible for the observed G2 arrest 

the tested cancer cell lines in this thesis.  

 
Figure 5-3: GCSAM and CDCA3 were identified as novel NMT substrates. 
[A] Volcano plot showing the enrichment of known NMT substrates in the DMSO control 
vs 1 μM IMP1088. Two novel NMT substrates (GCSAM and CDCA3; blue) were also 
enriched in the DMSO treated sample. [B] Volcano plot showing the enrichment of 
known NMT substrates in the DMSO control vs 111 nM IMP1088. Two novel NMT 
substrates (GCSAM and CDCA3; blue) were also enriched in the DMSO treated sample 
(FDR<0.02, s0-value = 0.5). 
 
The identification rate of CoTMyr substrates was slightly lower (<50 CoTMyr) than in 

previous studies that usually identified 50+ CoTMyr substrates through combining 

metabolic labelling with either NMT inhibitors or capture reagents to identify modified 

peptides (Broncel et al., 2015; Kallemeijn et al., 2019; Thinon et al., 2014). This is 

likely due to the shorter pulse of YnMyr.  

To define a subset of substrates that could be responsible for the downregulation of 

U1, or in general for the premature termination and polyadenylation, the substrates 

with a strong response within 6 hours of NMT inhibition were emphasised. It was 

assumed that the substrates that have strong reduction of reporter intensity, 

compared to control conditions, are the ones with sufficiently high protein turnover, 

to explain the effects within 6 hours of NMT inhibition. The strongest effect observed 

was on BLK, a kinase belonging to the SFK family (Drebin et al., 1995), with a loss 

of intensity compared to control of over 50% at the highest concentration of NMT 
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inhibitor. A problem of the TMT-based quantification, compared to e.g. the previously 

used SILAC (Thinon et al., 2014), is that one cannot asses complete inhibition of 

myristoylation on a given NMT substrate–there will always be a value of TMT reporter 

intensity given, and if it corresponds to partial inhibition or complete inhibition is not 

clear. Other NMT substrates, such as BSN, PRMT1, or DDX46 had nearly no change 

in reporter intensity, compared to control (see Figure 5-4 A). This is not due to 

potential ratio compression, observed for TMT labelling for which only MS2 is used, 

as the experiment was run using MS3, eliminating ratio compression (Ting et al., 

2011). Thus, the most likely reason is a combination of low protein turnover for those 

substrates, combined with potentially incomplete inhibition, allowing for some 

incorporation of YnMyr that does not differ much between control and the samples 

treated with NMT inhibition. A cut-off of at least a 20% reduction in reporter intensity 

(N = 28 out of 47), compared to control was chosen to assess which substrates have 

a sufficiently fast turnover within 6 hours to cause the very early effects in BL41. The 

lowest of those reporter intensities within this subset of NMT substrate was assumed 

to represent maximum inhibition at that time point, hence equalled to 0%, and 

sigmoidal curves were generated to assess the TC50s for each individual substrate 

(see Figure 5-4 B). The median TC50 was 69 nM, with a range from 36 to 275 nM. 

These numbers are very much in range of the observed EC50 in BL41, which is 28 ± 

11 nM.  

More interestingly, after conducting gene ontology enrichment with g:Profiler 

(Reimand et al., 2007), it is apparent that those 28 CoTMyr substrates where 

disproportionally enriched for proteins that are involved in signalling, including BCR 

signalling (Rickert, 2013), likely due to the presence of several SFK members. The 

28 CoTMyr substrates were mostly considered membrane bound, GTP binding, and 

they are involved in signalling through phosphatase activity and tyrosine kinase 

activity (see Figure 5-4 C). This led to the hypothesis that aberrant signalling, upon 

NMT inhibition, is the most likely cause for the mRNA shortening phenotype, 

observed in BL41. The observation that proteins disproportionally involved in 

signalling are affected by high protein turnover, thus also of the myristate, fits the 

general observation that signalling proteins are generally unstable (Schwanhausser 

et al., 2011).  
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Figure 5-4: NMT substrates that were affected strongest by NMT inhibition within 
6 hours are enriched for proteins involved in GTP binding and signalling. 
[A] Concentration dependent effect on the reporter intensities, normalised to DMSO, for 
the previously 45 identified CoTMyr NMT substrates, plus GCSAM and CDCA3. [B] TC50 
curves, for the CoTMyr NMT substrates that had at least a 20% reduction of reporter 
intensity, compared to DMSO treated cells (N = 28). [C] Gene ontology enrichment 
analysis of the substrates that had at least a 20% reduction of reporter intensity, 
compared to DMSO treated cells. 
 

5.2.2 Deregulated signalling upon NMT inhibition within minutes to hours of 
NMT inhibition affects proteins involved in RNA processing 

To test the hypothesis whether signalling is affected by NMT inhibition within 

minutes to hours of NMT inhibition, phosphoproteomics at five time points (5, 10, 15, 

30 and 90 minutes) with 100 nM of IMP1088 was conducted in BL41. As the time 

points are very close to each other, matching DMSO controls were not prepared in 

this case, and only a control of BL41, treated for 90 minutes with equally matching 
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0.004% of DMSO was used to normalise the phosphorylation changes upon NMT 

inhibition. The workflow for the experiment was equivalent to what is described in 

Chapter 3.2.1, with the same division in labour. For each time point the control 

sample was subtracted, so that negative fold changes indicate loss of 

phosphorylation on a given peptide, whereas positive fold changes indicate increase 

of phosphorylation on a given peptide. 5478 phospho-sites were identified with a 

localisation score of >0.75.  

A pronounced “spike” of differential phosphorylation was observed at 10 minutes with 

a trend towards loss-of-phosphorylation (see Figure 5-5 A), that stabilises at 15 

minutes again. Additionally, the 10-minute time point had the poorest overall 

correlation, compared to all other time points (see Figure 5-5 B). Moreover, the 

phospho-peptides affected the strongest at 10 minutes, normalised again at 15 

minutes; however, towards 90 minutes of NMT inhibition they follow the observed 

trend of the 10-minute time point, indicating that a long-term compensation is not 

achieved (see Figure 5-5 C). An interpretation of this could be that one or several 

NMT substrates involved in signalling are being synthesised at the ribosome, and 

due to the lack of the myristate do not recognise properly their substrates anymore 

and (de)phosphorylate substrates that should not be (de)phosphorylated. This initial 

‘spike’ in aberrant signalling is followed by a recovery within the cell signalling by 

feedback mechanisms in the given signal pathway; however, over time, due to 

continued synthesis of the non-myristoylated substrates, the directional effect is 

visible at the later time points, even after the apparent recovery at 15 minutes of NMT 

inhibition. There is indeed evidence in the literature that myristoylation is necessary 

for kinase activity of SRC (Patwardhan and Resh, 2010), and that overexpression of 

a G2A mutant of SRC or LYN causes aberrant signalling leading to chromosome 

missegregation (Honda et al., 2016). Additionally, the myristate is necessary for 

correct substrate recognition in the case of the phosphatases PPM1A and PPM1B 

(Chida et al., 2013). Moreover, the myristoylated phosphatase PPM1G is implicated 

in RNA processing and splicing (Allemand et al., 2007; Petri et al., 2007); however, 

nothing is known about the importance or role of myristoylation on PPM1G. 

Alternatively, the ‘spike’ at 10 minutes is due to a technical artefact (however, this is 

unlikely as all samples were processed at the same time in the same manner), or an 

effect of e.g. media exchange. This would be expected rather at 5 minutes, not at 10 



Chapter 5. Signalling is affected within minutes to hours of NMT inhibition in BL41, 

indicating a potential GOF. 

 

147 

 

minutes, thus, indicating that this ‘spike’ is a real biological signal, caused by NMT 

inhibition. 

 
Figure 5-5: Phosphoproteomics at early time points reveals a potential “spike” in 
signalling upon 10 minutes of NMT inhibition. 
[A] Scatter plot showing the phosphorylation changes, normalised against the control, 
over the course of NMT inhibition. [B] Correlation matrix between the different time points 
with Spearman correlation. [C] Scatter plot showing the trends of the strongest 
phosphorylation changes at 10 minutes of NMT inhibition. [D] 1D enrichment plot 
showing GOBP and GOMF enrichment of the phosphorylation changes at 10 minutes of 
NMT inhibition.  
 
To define the biological pathways that are particularly affected by the 

phosphorylation changes, a 1D enrichment (Cox and Mann, 2012) for each of the 

early timepoints was conducted, similar to previous analysis in section 3.2.1. This 

analysis reveals that phosphorylation changes occur particularly on proteins involved 

in RNA processing and splicing (for 10 minutes, see Figure 5-5 D; for 5 and 15 

minutes, see Figure 8-40 A and B). Other pathways, such as DNA double strand 
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break processing at 10 minutes, or ion transport at 15 minutes are found to be 

affected, but are not consistent across the different time points, which are only 

separated by minutes, and have overall larger FDRs, indicating less significant 

enrichment. 

At the later time points (30 and 90 minutes) the involvement of RNA processing and 

splicing persists (see Figure 5-6 A and B), with addition of phosphorylation changes 

on other parts of the transcriptional machinery, particularly related to RNA pol II 

termination.  

 
Figure 5-6: Phosphorylation is persistently reduced on proteins involved in RNA 
processing upon NMT inhibition. 
[A] 1D enrichment plot showing GOBP and GOMF enrichment of the phosphorylation 
changes at 30 minutes of NMT inhibition. [B] 1D enrichment plot showing GOBP and 
GOMF enrichment of the phosphorylation changes at 90 minutes of NMT inhibition.  
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While further validation is needed, a hypothesis could be that in the moment that the 

NMT inhibitors block myristoylation, non-myristoylated substrates are being 

synthesised, which are disproportionally involved in signalling. These non-

myristoylated kinases (e.g. SFK members) or phosphatases (e.g., PPM1A, PPM1B, 

PPM1G and the myristoylated calcineurin subunits PPP3R1 and PPP3R2) then 

cause aberrant (de)phosphorylation. These phosphorylation changes seem to 

particularly affect (and importantly persistently) proteins involved in RNA processing 

and splicing, and might be the primary cause of the premature termination and 

polyadenylation in a subset of genes, through consequential U1 downregulation, as 

described in Chapter 3. The challenge will remain to identify the potential kinases 

and phosphatases that are involved in this process, and to clearly define their 

substrate scope and what in each individual case happens, if the myristate is lacking 

on the N-terminus. Another observation from this early time points 

phosphoproteomics was that phosphorylation particularly on CDK motifs (particularly 

CDK1 and 2) was disturbed by NMT inhibition at those early time points (see Figure 

8-40 C). This raised the question if NMT inhibition, particularly at early time points, 

could potentiate the effects of (clinical) CDK inhibitors, through what could be a 

change of function on several myristoylated proteins involved in signalling.  

 

5.2.3 Pan CDK inhibition synergises with NMT inhibition 

CDKs are key kinases and regulators of cell cycle and transcription 

(Malumbres, 2014), and additionally involved in many more biological functions such 

as WNT signalling, DNA damage and epigenetic regulation (Lim and Kaldis, 2013). 

Due to their role in cell cycle and transcription, they are considered an interesting 

target in cancer. Inhibitors have been developed to target several CDKs at once 

(pan-CDK inhibitors), specific CDK7 or 9 inhibitors disrupting transcription, or 

CDK4/6 inhibitors in RB wildtype cancers to cause G1 arrest and senescence 

(Asghar et al., 2015; Whittaker et al., 2017). In the case of the latter, three drugs 

(Palbociclib, Ribociclib and Abemaciclib) have been approved in hormone receptor 

positive breast cancer (Choo and Lee, 2018). As changes of phosphorylation on CDK 

motifs, particularly CDK1 and 2, were observed at 90 minutes of NMT inhibition (see 

previous section 5.2.2), the idea arose that NMT inhibitors could maybe potentiate 
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the effect of CDK inhibitors. An initial experiment was conducted with the chemical 

probe ‘CDK1/2 inhibitor III’ (see Figure 5-7 A), which was initially reported as highly 

specific for CDK 1 and 2 (Lin et al., 2005). However, subsequent research revealed 

that CDK1/2 inhibitor III acts as a pan-CDK inhibitor (Jorda et al., 2018). 

Nevertheless, BL41 were treated in varying concentrations of CDK1/2 inhibitor III 

with(out) 50 nM of IMP1088 for 24 hours. As IMP1088 is not yet very toxic in the cells 

in this time frame, it is easier to assess potential synergies. The concentration of 

50 nM was chosen due to its proximity to the EC50 of IMP1088 in BL41 (28 ± 11 nM). 

The concentrations for the CDK1/2 inhibitor III were chosen, based on its assessed 

potency in BL41 (treated for 72 hours with the inhibitor, see Figure 8-41).  

 

 
Figure 5-7: Synergy of pan-CDK inhibition, through CDK1/2 inhibitor III, and NMT 
inhibition. 
[A] Structure of CDK1/2 inhibitor III with the initially reported enzymatic potencies (Lin et 
al., 2005), and the recently published enzymatic potencies across several CDKs (Jorda 
et al., 2018). [B] Effect of adding 50 nM of IMP1088 for 24 hours to CDK1/2 inhibitor III 
on DNA synthesis, measured by EdU incorporation. [C] Effect of adding 50 nM of 
IMP1088 for 24 hours to CDK1/2 inhibitor III on apoptosis, measured by caspase 3 
induction. 
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unaffected by the addition of IMP1088 within 24 hours of combined treatment (see 

Figure 8-42) but an effect on the proliferative capacity was observed, that is DNA 

synthesis (see Figure 5-7 B). While IMP1088 on its own had a very small effect on 

the proliferative capacity within 24 hours, in line with previous results shown in 

section 2.2.4, it amplified strongly the effects of the CDK1/2 inhibitor III. To quantify 

the synergistic effect a combination index (CI) was calculated for each combination 

of concentrations, using the Response Additivity approach (Slinker, 1998), see 

Equation 1 (1). A different calculation method for the CI is the Bliss Independence 

(Bliss, 1939), see Equation 1 (2), which assumes differential non-overlapping mode 

of action in the respective drugs (Foucquier and Guedj, 2015). This might not befit 

the situation of CDK inhibition combined with NMT inhibition, as the latter seems to 

disturb phosphorylation on CDK motifs.  

 

(1)	𝐶𝐼 = 	 *+,*-
*+-

  								(2)	𝐶𝐼 = 	 *+,*-/*+×*-
*+-

 

 
Equation 1: Formulas to calculate the combination index with Response 
additivity (1) or Bliss Independence (2). 
CI = combination index, EA = Effect of drug A, EB = Effect of Drug B, EAB = Effect of 
combination 
 

The more conservative assessment would be the assessment of synergy by the CIs, 

calculated with the Response additivity assumption. However, the actual difference 

in calculated CIs is only marginal. Independently of the used calculation method, 

synergy (that is CI < 1) in reduction of proliferation is observed for each concentration 

of CDK1/2 inhibitor III tested (see Table 5-1).  

 
Table 5-1: Combination indices for the effects on apoptosis and proliferation with 
CDK1/2 inhibitor III.  

Concentration of 
CDK1/2 inhibitor 
III 

Apoptosis Proliferation 
Response 
Additivity 

Bliss 
Independence 

Response 
Additivity 

Bliss 
Independence 

50 nM + 
IMP1088 

0.76 0.74 0.94 0.92 

25 nM + 
IMP1088 

0.39 0.38 0.29 0.28 

12.5 nM + 
IMP1088 

0.38 0.38 0.42 0.42 
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The same synergistic effects were observed for the induction of apoptosis (see 

Figure 5-7 C and Table 5-1 for the combination indices). To conclude NMT inhibition, 

in a time frame, where it does not yet exhibit toxicity on its own, amplifies the toxicity 

of CDK1/2 inhibitor III. The cell numbers were not yet affected by this, but a stronger 

collapse of overall cell viability is apparent. This is the first evidence that NMT 

inhibition, through potential deregulated signalling can cause unexpected synergistic 

effects. 

This observation raised the question if the same would be observed with clinically 

relevant pan-CDK inhibitors. Three different clinical inhibitors, targeting several 

CDKs at once, were chosen to test this. Firstly, AT7519 (see Figure 5-8 A), a pan-

CDK inhibitor developed by Astex and initially designed against MM (Santo et al., 

2010). It was tested in a Phase I trial against Non-Hodgkin’s lymphoma 

(ClinicalTrials.gov Identifier: NCT00390117), and has proceeded in three Phase II 

trials against various haematological malignancies, such as CCL (ClinicalTrials.gov 

Identifier: NCT01627054), mantle cell lymphoma (ClinicalTrials.gov Identifier: 

NCT01652144) and MM (ClinicalTrials.gov Identifier: NCT01183949). Currently, a 

Phase II trial is recruiting patients to test AT7519 to treat solid tumours 

(ClinicalTrials.gov Identifier: NCT02503709). AT7519 was also shown to be 

synthetically lethal with MYCN overexpression (Dolman et al., 2015). In a more 

general sense, CDK1 interference has been described as synthetically lethal with 

MYC overexpression (Kang et al., 2014), and CDK9 inhibition was described to 

interfere disproportionally with the expression of MYC through disrupting super 

enhancer elements (Chapuy et al., 2013; Garcia-Cuellar et al., 2014; Loven et al., 

2013). Thus, the expectation would be that MYC-deregulated cancers, or in general 

cancers with high levels of MYC would be more susceptible to pan-CDK inhibition, 

at least driven by to CDK1 and CDK9 inhibition. This was indeed already described 

for triple negative breast cancer and pan-CDK inhibition, with Dinaciclib (Horiuchi et 

al., 2012) (see sections 1.5.2 and 1.5.3 in the introduction for more details and 

context about current drug discovery approaches to target MYC). The second 

inhibitor tested is Dinaciclib, a highly potent CDK1/2/5/9 inhibitor with broad anti-

tumour activity, initially developed by Merck (see Figure 5-8 B) (Parry et al., 2010). 

Currently, there are three Phase I clinical trials ongoing (ClinicalTrials.gov Identifiers: 

NCT01434316, NCT02684617, NCT0384520) against solid tumours and 
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haematological malignancies. 15 other clinical studies have been already conducted, 

amongst them one Phase III trial in patients with refractory CLL which was terminated 

early, but not attributed to safety. In this study, Dinaciclib showed potential as an 

anti-tumour drug (Ghia et al., 2015). 

 
Figure 5-8: Structures of the three clinical CDK inhibitors AT7519, Dinaciclib and 
AZD5438.  
[A] Structure and enzymatic potencies of AT7519. [B] Structure and enzymatic 
potencies of Dinaciclib. [C] Structure and enzymatic potencies of AZD5438.  
 

Lastly, AZD5438 was tested, a CDK inhibitor developed by Astra Zeneca (Byth et al., 

2009) (see Figure 5-8 C). The development of AZD5438 was stopped after 

disappointing Phase I clinical data (ClinicalTrials.gov Identifier: NCT00088790), as it 

was not tolerated in continuous dosing schedules. To note is that it was dosed four 

times a day with 40 mg in the trial arm with the highest dosage regime, causing a 

large number of adverse effects (Boss et al., 2010). Thus, this inhibitor was included, 

to test if addition of IMP1088, or any NMT inhibitor for that matter, could potentially 

improve the profile and allow less frequent dosage regimes for AZD5438. The same 

experimental set-up as for CDK1/2 inhibitor III was used to assess synergy. The 

concentrations range for the CDK inhibitors were chosen due to preliminary 

experiments testing them in BL41 for 72 hours (see Figure 8-41).  

In the case of AT7519 and Dinaciclib, synergistic effects were observed in the 

induction of apoptosis, when combined with 50 nM of IMP1088 (see Figure 5-9 A 

and B). Dinaciclib was exceptionally potent, and at 2 nM and 1 nM it killed most of 

the cells on its own. 
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AT7519
IC50 (CDK1/B) = 210 nM
IC50 (CDK2/A) = 47 nM
IC50 (CDK4/D1) = 100 nM
IC50 (CDK5/p35) = 13 nM
IC50 (CDK6/D3) = 170 nM
IC50 (CDK9/T) < 10 nM
IC50 (GSK-3β) = 89 nM

Dinaciclib
IC50 (CDK1) = 3 nM
IC50 (CDK2) = 2 nM
IC50 (CDK5) = 1 nM
IC50 (CDK9) = 4 nM

AZD5438
IC50 (CDK1/B) = 16 nM
IC50 (CDK2/A) = 45 nM
IC50 (CDK2/E) = 6 nM
IC50 (CDK5/p25) = 14 nM
IC50 (CDK6/D3) = 21 nM
IC50 (CDK9/T) = 20 nM
IC50 (GSK-3β) = 17 nM

B C
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Figure 5-9: NMT inhibition synergises with clinical pan-CDK inhibitors. 
[A] Effect of adding 50 nM of IMP1088 for 24 hours to AT7519 on DNA synthesis, 
measured by EdU incorporation. [B] Effect of adding 50 nM of IMP1088 for 24 hours to 
Dinaciclib on DNA synthesis, measured by EdU incorporation. [C] Effect of adding 50 nM 
of IMP1088 for 24 hours to AT7519 on apoptosis, measured by caspase 3 induction. 
[D] Effect of adding 50 nM of IMP1088 for 24 hours to Dinaciclib on apoptosis, measured 
by caspase 3 induction. 
 
For both inhibitors, the synergistic effects are observed particularly at concentrations 

were the toxicity of the pan-CDK inhibitor does not dominate. This is also evident in 

the CIs for both inhibitors (see Table 5-2 for AT7519 and Table 5-3 for Dinaciclib). 

Similar to the increases in apoptosis, the cells also synergistically lost their 

proliferative capacity when treated in combination (see Figure 5-9 C and D). Similar 

to the apoptosis induction, this effect was particularly evident in the concentrations 

in which the respective CDK inhibitor did not dominate with its toxicity. 
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Table 5-2: Combination indices for the effects on apoptosis and proliferation with 
AT7519. 

Concentration of 
AT7519 

Apoptosis Proliferation 
Response 
Additivity 

Bliss 
Independence 

Response 
Additivity 

Bliss 
Independence 

500 nM + 
IMP1088 

0.95 0.92 1.06 1.02 

250 nM + 
IMP1088 

0.48 0.47 0.55 0.53 

125 nM + 
IMP1088 

0.84 0.83 0.88 0.86 

62.5 nM + 
IMP1088 

1.48 1.48 1.00 0.99 

 
Table 5-3: Combination indices for the effects on apoptosis and proliferation with 
Dinaciclib. 

Concentration of 
Dinaciclib 

Apoptosis Proliferation 
Response 
Additivity 

Bliss 
Independence 

Response 
Additivity 

Bliss 
Independence 

2 nM + IMP1088 1.04 1.02 1.04 1.02 
1 nM + IMP1088 1.04 1.02 1.04 1.02 
500 pM + 
IMP1088 

0.57 0.56 0.74 0.72 

250 pM + 
IMP1088 

0.39 0.37 0.77 0.75 

 

The effect of adding IMP1088 to AZD5438 was quite remarkable. On its own 

AZD5438 had a limited effect in BL41 on apoptosis and reduction of proliferation, 

especially compared to Dinaciclib and AT7519, and maybe expected from its growth 

inhibition curve. Those minor effects were however strongly amplified by IMP1088, 

across all concentrations tested, with strong synergy observed, as judged by the CIs 

(see Figure 8-43 and Table 8-3). E.g., apoptosis induction rose from in average 4% 

over control with 500 nM AZD5438 on its own, to 27% over control in combination 

with IMP1088 (IMP1088 on its own at 24 hours caused an increase of only 3.5% in 

the apoptotic cells). For none of the inhibitors a reduction of cell numbers was 

observed at this point of the combination treatment (see Figure 8-44). However, as 

proliferative capacity and overall viability of the remaining cells were starkly reduced, 

the overall cell viability should collapse faster if treatment is done longer. To conclude, 

IMP1088 showed synergistic effects with three clinical pan-CDK inhibitors, of which 

two are still being evaluated in clinical trials. Very interestingly, this occurred within 

a time frame, in which IMP1088 on its own does not yet show much toxicity. The 
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synergistic effects were particularly evident at concentrations at which the respective 

CDK inhibitor on its own did not dominate the cell toxicity. 

 

5.3 Conclusion 

In this chapter, a chemical proteomics workflow was used to identify potential 

candidates within the CoTMyr NMT substrates that could drive the premature 

termination and polyadenylation observed in BL41 within hours of NMT inhibition 

(see Chapter 3). To that aim, the pulse time of the myristic acid analogue was 

reduced compared to previous studies (Broncel et al., 2015; Kallemeijn et al., 2019; 

Mousnier et al., 2018; Thinon et al., 2014). Through this approach, it became evident 

that post-translational myristoylation is unlikely to be involved in the toxicity of NMT 

inhibition and two new (previously not annotated) NMT substrates were identified: 

CDCA3, involved in cell cycle (Adams et al., 2017; Uchida et al., 2012; Zhang et al., 

2018); and GCSAM, a GC reaction specific gene (Jiang et al., 2010; Lossos et al., 

2003; Romero-Camarero et al., 2013). Furthermore, the subset of NMT substrates 

that was strongly affected within those 6 hours was particularly enriched for proteins 

involved in signalling, in line with previous observations that those proteins tend to 

have low protein stability (Schwanhausser et al., 2011).  

Based on these data, it was assumed that deregulated signalling upon NMT inhibition 

might be the initial trigger for the subsequent mRNA processing phenotype. 

Phosphoproteomics within minutes to hours shows indeed very early on changes in 

signalling, with pronounced ‘spike’ of phosphorylation changes at 10 minutes of NMT 

inhibition. Across all the tested time points, phosphorylation on proteins involved in 

RNA processing and later at 30 and 90 minutes also on proteins involved 

transcriptional termination was affected by NMT inhibition. While this needs further 

mechanistical validation, it could give a first explanation what is occurring in the cells 

within the first minutes/hours of NMT inhibition: the synthesis of NMT substrates 

continues, despite the lack of the myristate. This causes NMT substrates, involved 

in signalling such as kinases and phosphatases, to (de)phosphorylate proteins that 

usually would not be (de)phosphorylated, due to the lack of the myristate. To note is 

that at least some NMT substrates can indeed evade the N-terminal glycine degron 

pathway, upon NMT inhibition making a GOF situation indeed a possibility (Timms 
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et al., 2019). However, no systematic study into the degradation of all NMT 

substrates upon NMT inhibition has been conducted so far.  

Moreover, phosphorylation on CDK motifs, particularly CDK1/2, was affected by 

NMT inhibition, leading to the idea that NMT inhibition might amplify the toxicity of 

CDK inhibitors within a time frame in which the NMT inhibitor on its own is not yet 

toxic. Indeed, one chemical probe, initially thought to be a CDK1/2 specific inhibitor 

(Jorda et al., 2018; Lin et al., 2005), but shown to be a pan-CDK inhibitor, and three 

clinical pan-CDK inhibitors, Dinaciclib (Parry et al., 2010), AT7519 (Santo et al., 

2010) and AZD5438 (Byth et al., 2009), show strong synergistic effects when 

combined with an NMT inhibitor. This is particularly interesting in light of the common 

practice to use several agents in combination in cancer (Humphrey et al., 2011). On 

the other hand, synergistic drug combination, at least in the case of cancer, might 

play less of a role for the beneficial effects of combination therapy. The key benefit 

is to overcome patient and cancer heterogeneity through using drugs with different 

mode of action (Palmer and Sorger, 2017).  

In this work, pan-CDK inhibitors have been tested, however the synergies observed 

with these inhibitors raise the question if similar synergies would be observed with 

e.g. the clinically approved CDK4/6 inhibitors (Choo and Lee, 2018), or with the 

recent wave of published and described CDK7 and CDK9 inhibitors and degraders 

(Kwiatkowski et al., 2014; Olson et al., 2018; Patel et al., 2018a). It also raises the 

question if synergy would be observed potentially with other kinase inhibitors. The 

focus in this thesis came from the initial observation of CDK1/2 motif phosphorylation 

disturbance; however, it is likely that non-myristoylated kinases and phosphatases 

might disturb many more signalling pathways.  
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Chapter 6. Discussion and outlook 

The research presented in this thesis illustrates the potential applications of NMT 

inhibitors in cancer, and gives a potential inside in combination therapies that one 

could use in a clinical setting, as monotherapies are rarely used for cancer treatment 

(Humphrey et al., 2011). The surprising finding that MYC deregulation renders cells 

more susceptible to NMT inhibition explains the initial observations that particularly 

BL (Iorio et al., 2016; Lim, 2016), a malignancy defined by MYC translocation (Dalla-

Favera et al., 1982; Schmitz et al., 2014), is amongst the most responsive cancer 

types. This last chapter will summarise and discuss the presented data, speculate 

on implications and give an outlook for NMT inhibition as a cancer treatment. 

 

6.1.1 Haematological malignancies are particularly responsive to NMT 
inhibitors 

The first part of this work analysed the data of three different 

pharmacogenomics screens, utilising three different NMT inhibitors, IMP366, 

IMP1031 and IMP1036 from two distinct chemical series. Across all the screens it 

was apparent that haematological malignancies, in particular the GC-derived B cell 

malignancy BL (Schmitz et al., 2014), were amongst the most responsive cancer 

subtypes. However, none of the CFEs (Iorio et al., 2016) the Sanger tested for 

correlated with increased sensitivity (or resistance). The claimed concept that NMT2 

deficiency renders cells more susceptible to NMT inhibition (Berthiaume and 

Beauchamp, 2017; Berthiaume et al., 2014) could not be confirmed for any of the 

three NMT inhibitors; nor did NMT1 expression have an impact on responsiveness. 

The presence of mutations in CoTMyr NMT substrates did not have an alter the 

responsiveness of the cancer cells to NMT inhibition either; however, the expression 

of certain NMT substrates was enriched in the more sensitive cancer cell lines. If this 

is a real biological consequence or just an artefact of cell-of-origin remains unknown. 

Faster doubling time correlated with increased effect of the NMT inhibitor; however, 

this trend itself did not suffice to explain the increased sensitivity of the 

haematological malignancies. Additionally, this case might be observed for most anti-

cancer drugs in general. 
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The observation that haematological malignancies, particularly BL cell lines, were 

highly susceptible to NMT inhibition could be confirmed through several validation 

experiments. To investigate the temporal dynamics of NMT inhibition, flow cytometry 

at different points of NMT inhibition was applied to define an ‘NMT inhibition time 

line’, taking several parameters into account, such as proliferation, apoptosis, cell 

numbers and cell cycle arrest. Across four different tested cell lines, two BL (BL41, 

Raji) and two DLBCL cell lines (Riva and U2931), NMT inhibition took about 24 hours 

to negatively affect the viability of the cells. From this point onward, a loss of 

proliferative capacity, cell cycle arrest and induction of programmed cell death is 

observed, with varying kinetics. It is apparent that events, more precisely the 

degradation of the pool of myristoylated substrates and/or the synthesis of non-

myristoylated, toxic GOF NMT substrates, in these first 24 hours lay the foundation 

of the subsequent breakdown of cellular viability. Hence, phosphoproteomics, 

mRNAseq and in the end also total RNAseq were conducted within those 24 hours 

in a representative cell line BL41 of the very sensitive Burkitt’s lymphoma. 

 

6.1.2 NMT inhibition causes mRNA shortening in an unexpected short time 
frame and synergises with CDK inhibition 

The results and analyses of the phosphoproteomics strongly implied RNA 

processing and splicing, as one of the major pathways affected in the first 24 hours 

of NMT inhibition in BL41. Increased phosphorylation was observed across several 

members, known to be involved in the spliceosome, such as SRRM1/2 (Blencowe et 

al., 2000), TRA2A/B (Tacke et al., 1998) or U2SURP (Will et al., 2002a). Thus, 

mRNAseq was conducted to, firstly, to identify via GSEA which biological functions 

were affected by differential gene expression (Subramanian et al., 2005); secondly, 

to identify potential alternative splicing upon NMT inhibition. The GSEA showed early 

downregulation in expression of spliceosome components, which was consistent 

over the three tested timepoints. This result implied again RNA processing and 

splicing as a major pathway affected by NMT inhibition. Hence, the mRNAseq data 

sets were used to assess alternative splicing upon NMT inhibition. The initial results 

from rMATs (Shen et al., 2014) indicated indeed alternative splicing, particularly MXE 

events affecting hundreds of genes within six hours of NMT inhibition. However, after 
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further analysis using the program DEXSeq to search for differential exon expression 

(Anders et al., 2012), these MXE events were revealed to be a sequence coverage 

shift towards the 5’-end of the gene. This sequence coverage shift affected 7500 out 

of 18000 expressed genes, and it was a surprising finding in a polyA enriched 

RNAseq data set. The shortening of mRNA length fits a phenotype of premature 

termination and polyadenylation, to be the cause of an increased sequence 

coverage. 3’-end sequencing (Hoque et al., 2013) would be needed to confirm the 

usage of PAS after the first exons. However, the combination of observed U1 

downregulation and what is known about the effects thereof (Berg et al., 2012; Kaida 

et al., 2010), and the fact that the genes affected by putative mRNA shortening have 

an increased frequency of PAS signals and decreased frequency of U1 binding sites 

(Singh et al., 2018) makes it very plausible that NMT inhibition disrupts correct mRNA 

length processing through U1 downregulation. This U1 downregulation is likely a 

consequence of early phosphorylation changes on the spliceosome, as discussed in 

Chapter 5. 

There are several things to note at this point: firstly, this occurred at a surprisingly 

short time frame of NMT inhibition (within 6 hours), implicating a gain or change-of-

function of an NMT substrate rather than a LOF of an NMT substrates via 

degradation. Secondly, IpA has been particularly observed in immune cells and 

malignancies of these cells (Lee et al., 2018; Singh et al., 2018), raising the question 

if this mRNA shortening is due to the tissue origin of BL41 and how NMT inhibition 

would impact this. Myristoylation has previously been implicated in T cell proliferation 

and differentiation (Rampoldi et al., 2015) and in T cell mediated auto-immunity (Wen 

et al., 2019), even if the later has some issues in the quantification of actual 

myristoylation (see section 1.1.4 for more details). Some of the observed effects 

might be due to similar mechanisms. While DNA damage (Devany et al., 2016; 

Williamson et al., 2017), ‘anti terminator’ proteins (Gregersen et al., 2019) and U1 

downregulation (Berg et al., 2012; Kaida et al., 2010) in general have been implicated 

in the expression of shorter mRNAs, regulatory mechanism are not known to date. 

DNA damage as a cause for the mRNA shortening in BL41 seems unlikely, as the 

G2 arrest is observed at much later time points, long after the mRNA shortening 

occurs.  

The time frame of 6 hours would indicate that NMT substrates involved in signalling 

are likely driving this phenotype, as these tend to have shorter half-lives 
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(Schwanhausser et al., 2011). This potential involvement of NMT substrates that are 

directly involved in signalling, such as kinases and phosphatases, was confirmed via 

chemical proteomics with a short pulse of 6 hours of YnMyr. Subsequently, 

phosphoproteomics at early time points of NMT inhibition was conducted to test if 

there is an early effect on signalling in the cells upon NMT inhibition. Changes on 

proteins involved in RNA processing and Pol II termination were found. More work 

will be needed to identify the NMT substrates responsible for those phosphorylation 

changes. Two other interesting observations were made: firstly, BL41 do not recover 

from transient NMT inhibition, whereas HeLa do (Mousnier et al., 2018), perhaps due 

to this mRNA shortening in BL41 early on after NMT inhibition; secondly, the 

deregulation of signalling within minutes to hours of NMT inhibition has a surprisingly 

strong synergistic effect with pan-CDK inhibitors, such as the chemical probe 

CDK1/2 III (Lin et al., 2005) and clinical pan-CDK inhibitors, such as Dinaciclib (Parry 

et al., 2010), AT7519 (Santo et al., 2010) and AZD5438 (Byth et al., 2009). If the 

synergy is only due to the initially observed signalling deregulation on CDK motifs, 

or a combinational effect with the mRNA shortening is difficult to distinguish at this 

point. However, it raises the question, whether synergies would be also observed 

with the clinically approved CDK4/6 inhibitors (Choo and Lee, 2018) or CDK7 

inhibitors currently being evaluated in the clinic (Hu et al., 2019; Patel et al., 2018b). 

The observations that transcription was affected in the context of a MYC-deregulated 

cancer, and that these cancers have increased demand in correct RNA processing 

and splicing (Hsu et al., 2015; Koh et al., 2015) was a first hint towards MYC as a 

potential genetic marker correlating with sensitivity to NMT inhibition.  

 

6.1.3 NMT inhibition against MYC deregulated cancers? 

Through a tissue and cancer subtype-agnostic bioinformatics approach, 

utilising published whole genome transcription data (Iorio et al., 2016) and GSEA 

(Liberzon et al., 2015; Subramanian et al., 2005), biological functions, enriched in 

the sensitive cell lines compared to the resistant cell lines, were identified. Genes 

involved in RNA splicing (e.g., HNRNPD, SNRPD1, U2AF1), transcription (e.g., 

CDK9, POLR2A, POLR2D), ribosomal proteins and translation initiators (e.g., EIF3E, 

EIF4E, RPL15, RPS16), proteasome subunits (PSMA8, PSMB8, PSMB9), and 
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various nuclear pore related genes (NUP107, NUP153, NUP210) were enriched in 

the sensitive cell lines, compared to the resistant cell lines. The here mentioned 

genes and others, identified by leading-edge analysis, were summarised in a new 

gene set ‘Sensitive to NMTi’. This gene set was validated in the pharmacogenomics 

data of the NMT inhibitor IMP366 (Frearson et al., 2010), and the NMT inhibitors 

IMP1031 and IMP1036 (Bell et al., 2017; Mousnier et al., 2018). Furthermore, the 

same gene set was enriched in cancer cell lines with higher dependence on NMT1, 

assessed by CRISPR-based gene essentiality knockout, for both the Broad Institute 

(Cancer Cell Line Encyclopedia and Genomics of Drug Sensitivity in Cancer, 2015; 

Meyers et al., 2017) and the Sanger Institute (Behan et al., 2019). In conclusion, this 

gene set is highly validated across different data sets of different institutes, using 

different means to interfere with myristoylation.  

The key upstream node of the ‘Sensitive to NMTi’ gene set was indeed MYC, maybe 

unsurprising due to its known role in transcription (Sabo et al., 2014; Walz et al., 

2014) and ribosomal biogenesis (Cole and Cowling, 2008; Dai and Lu, 2008). 

Expression levels of MYC mRNA on their own were able to distinguish in the three 

pharmacogenomics screens (Iorio et al., 2016) and the two CRISPR gene 

essentiality screens (Behan et al., 2019; Meyers et al., 2017) sensitive or NMT1-

dependent cell lines from resistant or less dependent cell lines. Sensitivity is defined 

as responsiveness to a given NMT inhibition and dependence is defined as sgRNA 

depletion of NMT1, assessed by the respective methodology of the Institute. 

Structural alterations in the genomic loci, such as mutations, CN gains and RACSs 

in MYC (and/or MYCN) also served as predictive markers of sensitive/dependent 

cancer cell lines; however, to a lesser extent than mRNA expression on its own. This 

could be due to confounding inclusion of cell lines that e.g. present RAS mutations 

or loss of APC both known to increase MYC levels (Dang, 2012), in the group without 

the structural alterations. There was an excellent correlation between the activation 

of the MYC Hallmark signature from the MSigDB (Liberzon et al., 2015) and the 

newly defined ‘Sensitive to NMTi’ gene set. In conclusion, these data clearly 

indicated that cells with high MYC expression would show increased responsiveness 

to NMT inhibition.  

However, the ‘Sensitive to NMTi’ signature and the analysis in this thesis does not 

answer the question if some cancer cell lines might suffer from a lineage-dependent 

effects of MYC expression, beyond the ‘canonical’ MYC program (i.e., chromatin 
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remodelling, transcription, translation, and proliferation) (Schaub et al., 2018). Also, 

potential combinational effects on the response to NMT inhibition dependent on 

lineage, presence of mutations and CN alterations, and transcriptional programs in 

combination are not determined. Such an analysis, incorporating the simultaneous 

assessment of several omic-modalities (e.g., expression data, mutations/CN 

alterations in oncogenes/tumour suppressors, DNA methylation patterns, lineage, 

and of course the sensitivity to various NMT inhibitors and gene effect scores to 

NMT1) could be potentially achieved with recently published algorithms, such as 

multi-omics factor analysis (MOFA) (Argelaguet et al., 2018) or the updated version 

MOFA+ (Argelaguet et al., 2019). 

Nonetheless, the hypothesis that increased MYC (or MYCN) expression increases 

the sensitivity to NMT inhibition was confirmed in two isogenic cell lines: one, derived 

from immortalised B cells, with inducible MYC (Pajic et al., 2000); the other, derived 

from NB, with inducible MYCN (Valentjin et al., 2005). In both cases, enforced 

expression of the respective paralog greatly increased the toxicity of the tested NMT 

inhibitors, accelerating the depletion of the cells and causing a more rapid onset of 

programmed cell death. These results served as the validation of the synthetic 

lethality between NMT inhibition with enforced expression of MYC and MYCN. In 

addition, three different PDXs of haematological malignancies, all with MYC 

translocations, were highly sensitive to NMT inhibition in vitro. The induction of 

apoptosis was already observed within 24 hours, compared to immortalised cell 

lines. Two of those were so-called ‘double hit’ DLBCL with additional BCL2 

translocation, usually associated with worse clinical outcome (Riedell and Smith, 

2018), and the other was a plasmablastic lymphoma, also with poor clinical prognosis 

(Castillo et al., 2015).  

Total RNAseq, using one of the isogenic cell lines with inducible MYC, comparing 

the MYC high state, treated with NMT inhibitor, vs. the MYC medium state, treated 

with NMT inhibitor, revealed what seems to be a collapse of most major biological 

functions. Additionally, the MYC driven transcriptional program was strongly affected 

in the MYC high cells, compared to the MYC medium cells. Interestingly, one variant 

of U1, RNVU1-7, was upregulated in the MYC medium treated case, whereas it was 

not induced at all in the case of the MYC high cells, treated with NMT inhibitor. Not 

much is known about the U1 variants and their regulation (O'Reilly et al., 2013), and 

the initial publications identifying U1’s role in protecting from premature termination 
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and polyadenylation knocked down all of the U1 variants (Berg et al., 2012; Kaida et 

al., 2010). It remains to be determined if different MYC levels, combined with NMT 

inhibition, have a differential effect and potential mRNA shortening, or not. 3’-end 

sequencing could be used to elucidate in greater detail the effects of NMT inhibition, 

potentially dependent on MYC levels, on mRNA length through potentially premature 

termination and polyadenylation (Hoque et al., 2013).  

Independently of these results, the described synthetic lethality between MYC 

deregulation and synthetic lethality with NMT inhibition has strong implications in the 

TCGA data set, thus for potential patients. The breast cancer (BRCA) cohort was 

used as an example, with breast cancer being responsible of 15% of all new cancer 

cases and 7% of all cancer related deaths in the US, independent of sex (Siegel et 

al., 2019). Within the BRCA cohort, patients with MYC CN gains (Schaub et al., 

2018), are doing worse and are at the same time enriched for the ‘Sensitive to NMTi’ 

gene set. This could potentially indicate that NMT inhibitors might work particularly 

well in the patient with the more aggressive subtypes of breast cancer (Xu et al., 

2010).  

 

6.1.4 Why is there an increased demand for myristoylation in MYC 
deregulated cancers?  

The synthetic lethality between disrupting myristoylation and enforced MYC 

expression has been validated; however, the question why increased MYC 

expression correlated with an increased need for myristoylation remains 

unanswered. This subchapter will propose a mechanistical reason for this, present 

some preliminary data on this mechanism, and discuss potential implications for 

other drugs and differentiation in cells.  

The toxic effects of an NMT inhibitor will be likely crucially dependent on the protein 

turnover of the substrates, independently if the cell viability collapses through 

degradation of the myristoylated pool of substrates, or through toxic GOF of non-

myristoylated substrates that are still being synthesised. MYC is known to bind Pol I 

(Grandori et al., 2005) and Pol III (Gomez-Roman et al., 2003) and increase 

translation in a general sense through increased ribosomal biogenesis (Cole and 

Cowling, 2008; Dai and Lu, 2008). Additionally, it is known that, at least 
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pathologically, increased MYC levels cause increased PERK activation and 

autophagy (Hart et al., 2012) and targeting the PERK/ATF4 pathway (Tameire et al., 

2019) or IRE1/XBP1 pathway (Xie et al., 2018; Zhao et al., 2018) can be a potential 

mean to target MYC deregulated cancers. The implication of this combined effect on 

the two sides of the proteome, synthesis and degradation, might indicate a role for 

MYC in global acceleration of the protein turnover, a type of ‘proteome remodeller’ 

(see Figure 6-1 A).  

 
Figure 6-1: MYC, as a ‘proteome remodeller’?  
[A] The effects of MYC expression in the increase transcription of rRNA and ribosomal 
mRNA are already appreciated and well-known (Cole and Cowling, 2008; Dai and Lu, 
2008; Gomez-Roman et al., 2003; Grandori et al., 2005). Recent research has shown 
that MYC also critically activates the UPR, namely the PERK/ATF4 (Tameire et al., 2019) 
arm and the IRE1/XBP1 arm (Xie et al., 2018; Zhao et al., 2018), and causes induction 
of autophagy (Hart et al., 2012). [B] A preliminary experiment using the P-493-6 cell line 
shows strong differences in protein turnover within the identified protein groups, 
measured as incorporation of heavy lysine or arginine, correlating with MYC levels. 
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In a preliminary experiment, Dr. Monica Faronato pulsed the P-493-6 cell line (Pajic 

et al., 2000) for 24 hours (after 24 hours of induction of the respective MYC level, 

see Material and Methods for the P-493-6 cell line) with heavy SILAC to observe 

global changes in the protein turnover (Mathieson et al., 2018). The data were jointly 

analysed, and within this single experiment to test the system, it became clear that 

MYC levels greatly increase the incorporation of heavy lysine and arginine in the 

proteome (see Figure 6-1 B). The observed average half-lives (assuming zero order 

kinetics for the turnover) of the proteins decrease with increased MYC levels.  

This has a strong implication for the irreversible co-translational lipidation 

myristoylation. If on the one hand, protein synthesis is increased, the likelihood of 

synthesising toxic GOF substrates without the myristate is increased, which was 

already described for SRC and LYN (Honda et al., 2016); on the other hand, if protein 

degradation through e.g. MYC induced autophagy (Hart et al., 2012) is also 

increased, then the pool of myristoylated NMT substrates is depleted in a quicker 

manner, increasing also the toxicity on this side of the balance.  

This has two potential implications for MYC biology: 

Firstly, the role of MYC in controlling e.g. the differentiation process of haemopoietic 

stem cells (HSCs) is already known. MYC levels have to rise to cause the initial 

differentiation, followed by the expansion of the progenitor cells, and subsequent 

MYC downregulation once a mature state is reached (Wilson et al., 2004). This initial 

burst of MYC will cause various changes in transcription across the progenitors, and 

indeed these changes can be identified via single-cell RNAseq (scRNAseq) (Paul et 

al., 2015). However, the functional consequences for a cell do not occur on the 

transcriptional level, but largely on the proteome level; thus, there is a need to not 

only remodel the transcriptome, but also the proteome, which is indeed observed in 

the differentiation process (Cabezas-Wallscheid et al., 2014). Potentially, the 

capacity of MYC to drive translation on the one hand, and on the other to potentially 

induce autophagy (Hart et al., 2012) (or increased protein degradation?) is needed 

for this proteome remodelling.  

Another example of differentiation with a need of MYC expression is the transition 

from GC B cells into plasma cells during the GC reaction. MYC is crucial for initiation 

and maintenance of the GC reaction, and MYC expression defines the positively 

selected GC B cells (Calado et al., 2012; Dominguez-Sola et al., 2012). Those 

positively selected cells within the GC reaction contain the precursors of the plasma 
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cells (Ise et al., 2018), thus, maybe also here MYC is needed to act as a ‘gas pedal’ 

in the differentiation process to a plasma cell, once the fate decision is taken through 

e.g., upregulation of BLIMP1, the master transcription factor of plasma cells (De Silva 

and Klein, 2015; Victora and Nussenzweig, 2012). It will firstly change the 

transcriptional program of the cells (Shi et al., 2015), and then be involved in 

remodelling the proteome throughout this differentiation process. 

 
Figure 6-2: A link between MYC expression and FTase inhibition sensitivity? 
[A] Structure and enzymatic potency of Tipifarnib (End et al., 2001). [B] Correlation of 
potency of Tipifarnib with the three NMT inhibitors IMP366, IMP1031, IMP1036. (N = 620 
cancer cell lines) [C] Comparison of the EC50s for Tipifarnib of the quartiles with highest 
and lowest expression of MYC, agnostic to RAS mutational status (both groups: 217 
cancer cell lines). [D] Comparison of the EC50s for Tipifarnib of the quartiles with highest 
and lowest expression of MYC, excluding cancer cell lines with mutated KRAS, HRAS 
or NRAS (both groups: 170 cancer cell lines). (For all graphs: p-values determined with 
the Mann-Whitney test) 
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prenylation would be yet another example lipidation that is irreversible, similar to 

myristoylation. It is involved in diverse biological functions, but, contrary to 

myristoylation occurring post-translationally (Palsuledesai and Distefano, 2015; 

Wang and Casey, 2016). As mentioned in subchapter 1.1.1, initial drug programs 

against farnesylation (one form of prenylation), were aiming at targeting RAS-

dependent cancers, which little clinical success, and if, often independent of RAS 

mutational status (Berndt et al., 2011; Tsimberidou et al., 2010).  

If MYC acts as a ‘proteome remodeller’, one could also expect increased toxicity for 

FTase inhibitors, such as Tipifarnib, dependent on MYC levels (End et al., 2001) 

(chemical structure shown in Figure 6-2 A). Tipifarnib has been tested by the Sanger 

Institute as part of the GDSC project (Iorio et al., 2016; Yang et al., 2013), so the 

trends in potency were compared to the those of the three NMT inhibitors. Overall 

low correlation was observed between the different NMT inhibitors and Tipifarnib, 

indicating that different cancer cell lines are sensitive to the respective inhibitors (see 

Figure 6-2 B). A second FTase inhibitor, FTI-277 (Lerner et al., 1995), was also 

tested, but basically all reported EC50 values were outside the screening range, thus, 

this inhibitor was excluded from further analysis. Combination of the Tipifarnib data 

with whole genome expression data revealed that cells with the highest MYC 

expression were doing worse than the cells with the lowest MYC expression (by 

quartiles) (see Figure 6-2 C). However, the group with the highest MYC expression 

were overrepresented with cell lines that have mutations in KRAS, HRAS or NRAS 

(28.31% in the MYC high group vs. 14.22% in the MYC low group; p-value = 0.0004 

by Fisher’s exact test). In order to avoid confounding results, all the cell lines with 

mutations in either of the RAS paralogs were excluded, interestingly yielding again 

in the result that the MYC high cancer cells are doing worse than the MYC low cancer 

cells (see Figure 6-2 D).  

Currently, work in the laboratory is aiming at establishing through the application of 

triplex SILAC the proteome dynamics in the P-493-6 cell line upon induction of 

different levels of MYC, looking at protein synthesis, protein degradation and protein 

turnover (Boisvert et al., 2012). These data set will be used to look at the dynamics 

of NMT substrates. The dynamics in the turnover of NMT substrates might also hint 

at which substrates might be key drivers of the toxicity. This approach could be 

expanded to substrate of FTase. Additionally, such an endeavour could be 



Chapter 6. Discussion 

 

169 

 

conducted in an MYCN system, such as the Shep-ER-MYCN cell line (Valentjin et 

al., 2005) or SKNAS-ER-MYCN cell lines (Ushmorov et al., 2008). 

 

6.1.5 Outlook 

Drug discovery suffers from an exceptionally high attrition in the clinical stage, 

with a more or less constant probability of a given drug to succeed, going from phase 

I trials to launch, of 7% in the last decade (9% for drugs in the area of oncology) 

(Dowden and Munro, 2019). At this stage, it is impossible to predict the probability of 

NMT inhibition to succeed as a drug against MYC-deregulated cancer; however, the 

in vitro data, presented in this thesis, is very promising. Moreover, a recent 

investigation in the protein turnover in primary cells showed that most NMT 

substrates identified in the study have a median half-life of three days, indicating a 

potentially good therapeutic window (Mathieson et al., 2018). This is also observable 

in the near absence of toxic effects on the MYC low condition in the P-493-6 cell line, 

with a median turnover of 77 hours over the whole proteome however. A key question 

for success will likely be the side effects of NMT inhibition on cells that dependent on 

MYC, such as the germinal centre reaction (Calado et al., 2012; Dominguez-Sola et 

al., 2012). Maybe the side effects are comparable to what is observed with Omomyc 

induction in the body (Soucek et al., 2008). Further investigation using mice and 

other appropriate in vivo systems will be needed. Key questions will be to understand 

more the dynamics in which NMT inhibition seems to be disproportionally toxic to 

MYC high cells: is it just a general acceleration of protein turnover, thus all NMT 

substrates? Do oncogenic MYC levels potentially drive only increased turnover on a 

subset of NMT substrates (or in general proteins)? Is it just a question of increased 

protein turnover, and if, why are genes related to transcription and nuclear export 

enriched in the sensitive cancer cell lines? Nonetheless this work might add a new 

concept of targeting MYC in oncology, next to the previous reported ones (Chen et 

al., 2018):  

 

MYC high cells are highly dependent on myristoylation and thus NMT inhibition is 

synthetically lethal with MYC deregulation.  
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However, NMT inhibition as a concept to target cancer will only have its baptism by 

fire, once it reaches the clinical evaluation. A spin-out company, Myricx, has been 

formed based on different chemical inhibitor series for NMT, a decade worth of 

research on NMT by a great number of scientists, and also in parts on this work: the 

identified synthetic lethality between MYC deregulation and NMT inhibition has been 

patented in a ‘new use’ patent, filed on the 19th of December 2018, GB P029833. 

Myricx aims to test NMT inhibitors in the clinic as an antiviral, based on previous 

findings (Mousnier et al., 2018), and as an anticancer drug, based on the findings, 

presented in this thesis. 
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Chapter 7. Material and methods 

7.1 Key resources 

Key resources used in this work are summarised in  
Table 7-1. Tissue culture specific reagents and the cell lines are summarised 

in the next section. 
 
Table 7-1: Key Resources. 

Inhibitors, reagents and chemicals 
Name Source Identifier/Catalogue number 
IMP366 (Frearson et al., 2010; Thinon 

et al., 2014) 

NA 

IMP1031 (Bell et al., 2017; Mousnier et 

al., 2018) 

NA 

IMP1036 (Bell et al., 2017; Mousnier et 

al., 2018) 

NA 

IMP1088 (Bell et al., 2017; Mousnier et 

al., 2018) 

NA 

CDK1/2 III Merck 217714 

AT7519 Selleck Chemicals S1524 

AZD5438 Selleck Chemicals S2621 

Dinaciclib Selleck Chemicals S2768 

YnMyr (Heal et al., 2011) NA 

AzRB (Broncel et al., 2015) NA 

Puromycin Merck P7255 

Staurosporine Merck S4400 

Doxycycline Merck D9891 

β-Estradiol  Merck E8775 

Tamoxifen Merck H7904 

Cytofix/Cytoperm Buffer  BD Bioscience  554714 

Perm/Wash Buffer BD Bioscience  554723 

Perm Buffer III 

(PhosFlow) 

BD Bioscience 558050 

Protease inhibitor cocktail Roche 11873480001 

TCEP Sigma-Aldrich C4706 

TBTA Sigma-Aldrich C678937 
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NeutrAvidin agarose 

beads 

Pierce 29201 

Sequencing-grade 

modified trypsin 

Promega  V5111 

Phosphatase inhibitor 

cocktail 

Merck 4906845001 

CellTiter Blue Assay Promega G8081 

FxCycle Violet ThermoFisher Scientific F10347 

Zombie NIR Biolegend 423105 

Antibodies 
α-Active Caspase3 (C92-

605, PE) 

BD Biosciences 550821 

c-Myc (Y69, AF647)  Abcam ab190560 

N-Myc   Abcam ab16898 

p-Histone 3 (Ser10) 

(D2C9, AF647) 

Cell Signalling #3458 

Kits 
Click-iT EdU Alexa Fluor 

488 Flow Cytometry 

ThermoFisher Scientific C10420 

DC protein assay kit Bio-rad  5000111 

TMT 6-plex kit ThermoFisher Scientific 90061 

High pH reversed-phase 

peptide fractionation kit 

ThermoFisher Scientific 84868 

Sep Pak C18 Plus Light 

Cartridge 

Waters WAT200685 

High-Select TiO2 
Phosphopeptide 

Enrichment Kit 

ThermoFisher Scientific A32993 

High-Select Fe-NTA 

Phosphopeptide 

Enrichment Kit 

ThermoFisher Scientific A32992 

miRNAeasy kit Qiagen 217004 

KAPA mRNA HyperPrep 

Kit 

Roche 08098123702 

KAPA RNA HyperPrep Kit Roche 08098107702 
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7.2 Cell culture 

Cells were either grown in DMEM high glucose with 10% FBS, with added non-

essential amino acids (NEAA, 1 : 100), sodium pyruvate (NaPyr, 1 : 100), HEPES 

(1 : 000), penicillin/streptomycin (Pen/Strep, 1 : 100) and 2 μL β-mercaptoethanol 

per 500 mL of media; or in RPMI 1640 with 10% FBS added, and additional NaPyr 

(1 : 100), HEPES (1 : 100), Pen/Strep (1 : 100) and 2 μL β-mercaptoethanol per 500 

mL of media.  

All cell lines were grown at 5% CO2 and 37ºC. Table 7-2 lists the tissue culture 

specific reagents, and the cell lines, their growth type and the source. Every cell line 

with known short-tandem repeat (STR) profile were validated by the Crick Cell 

Service facility. The cells were passaged every two to three days, and cells used in 

experiments were passaged for at least five times after thawing to guarantee proper 

recovery. Cell culture plastics were provided by the internal Crick Stores and Lab 

Logistics teams and were usually bought from Corning or ThermoFisher Scientific.  

 
Table 7-2: Tissue culture specific reagents and cell lines.  

Tissue culture specific reagents. 
Name Source Identifier/Catalogue 

number 
DMEM high glucose ThermoFisher Scientific  61965059 

RPMI 1640 ThermoFisher Scientific 61870044 

NEAA ThermoFisher Scientific  11140035 

NaPyr ThermoFisher Scientific  11360039 

HEPES ThermoFisher Scientific  15630056 

Pen/Strep ThermoFisher Scientific  15140122 

β-mercaptoethanol Merck M3149-25mL 

Trypsin ThermoFisher Scientific 25200056 

Cell lines 
Name Obtained from Growth media Growth type 

BL41 Crick Cell Services RPMI 1640 Suspension 
BL70 Crick Cell Services DMEM Suspension 

Ramos Crick Cell Services RPMI 1640 Suspension 

CA46 Crick Cell Services RPMI 1640 Suspension 

Raji Crick Cell Services RPMI 1640 Suspension 
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Daudi Crick Cell Services RPMI 1640 Suspension 

Namalwa Crick Cell Services DMEM Suspension 

Rael Georg Klein DMEM Suspension 

WSU-NHL Crick Cell Services DMEM Suspension 

SU-DHL 8 Crick Cell Services RPMI 1640 Suspension 

Karpas 422 Crick Cell Services DMEM Suspension 

Farage Crick Cell Services DMEM Suspension 

U2932 Crick Cell Services DMEM Suspension 

Riva Crick Cell Services RPMI 1640 Suspension 

Jurkat Crick Cell Services RPMI 1640 Suspension 

HeLa Crick Cell Services DMEM Adherent 

MDA-MB-231 Crick Cell Services DMEM Adherent 

P-493-6 Chi Van Dang  DMEM Suspension 

Shep-ER-MYCN Linda Valentjin DMEM Adherent 

LY11212 Martin Janz DMEM Suspension 

LY12318 Martin Janz DMEM Suspension 

LY12657 Martin Janz DMEM Suspension 

 

7.3 CellTiter Blue assay 

General procedure: 

 

At the respective endpoints of the experiments (usually 48 or 72 hours of incubation 

with a given inhibitor) 20 μL/well (for a 96-well plate) of the CellTiter Blue Assay were 

added. The cells were left to incubate at 37 ºC for another two to four hours with the 

CellTiter Blue reagent, depending on the cell line and its metabolic activity. As an 

example, MDA-MB-231 needed four hours of incubation for a good signal-to-noise 

ratio; Raji only needed two hours of incubation to achieve this ratio. Subsequently, 

the fluorescence was measured at 570 nM using an EnVision plate reader.  

As a negative control for cell death, the highest DMSO concentration was added to 

the cells (usually 0.4% DMSO); as a positive control for cell death, the cells were 

treated with 10 μg/mL Puromycin and 1 μM Staurosporine. The data was then 

normalised, using the software Prism 8 for macOS, GraphPad Software, La Jolla 

California USA, www.graphpad.com. To generate the growth inhibition curves, the 
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‘log(inhibitor) vs. response – Variable slope (four parameters)’ function of Prism 8 

was used. 

 

Suspension cell lines (except P-493-6): 

 

Experiments for the suspension cell lines were performed in 96-well flat bottom 

plates and in technical quadruplicate. 50 μL/well of media with twice the respective 

drug concentration or positive/negative control for cell death (see general 

procedures) were prepared and warmed up to 37ºC in the incubator. 50 μL/well of a 

cell suspension in fresh media at a concentration of 1,000,000 cells/mL were added 

to the wells. This resulted in 100 μL of cell suspension in the desired condition at an 

initial density of 500,000 cells/mL at the beginning of the experiment (50,000 cells 

per well). Once the endpoint of the experiment was reached, the steps described in 

the general procedure section were applied. 

 

P-493-6 cell line: 

 

The experiment was performed in a 96-well flat bottom plate and in technical 

quadruplicate. On day zero, 50 μL/well of cell suspension at a concentration of 

500,000 cells/mL were seeded in the respective media to induce the respective MYC 

level. MYC high: DMEM; MYC medium: DMEM with 0.1 μg/mL of Doxycycline and 1 

μM of β-Estradiol; MYC low: DMEM with 0.1 μg/mL of Doxycycline. On day one, 

50 μL of media (with the respective addition of Doxycycline and β-Estradiol), with 

twice the concentration for the respective inhibitor/control condition, was added to 

the wells with the cells. Once the endpoint of the experiment was reached, the steps 

described in the general procedure section were applied. 

 

Adherent cell lines (except Shep-ER-MYCN): 

 

The experiment was performed in a 96-well flat bottom plate and in technical 

quadruplicate. On day zero, in the case of HeLa, 1,600 cells were plated in each well 

in 50 μL of media; in the case of MDA-MB-231, 3,000 cells were plated in each well 

in 50 μL of media. The plates were left overnight in the incubator and on the following 

day 50 μL of media per well with twice the concentration of the respective 
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inhibitor/control condition were added. Once the endpoint of the experiment was 

reached, the steps described in the general procedure section were applied. 

 

Shep-ER-MYCN: 

 

The experiment was performed in a 96-well flat bottom plate and in technical 

quadruplicate. On day zero, 1,000 cells/well were plated in 50 μL of media. The plate 

was left overnight in the incubator and on the following day 50 μL of media ± 200 nM 

of Tamoxifen or ethanol was added to induce MYCN. On day two, 100 μL of fresh 

media (± tamoxifen) per well with the twice the desired concentration for the 

respective inhibitor/control condition were added. Once the endpoint of the 

experiment was reached, the steps described in the general procedure section were 

applied. 

  

7.4 Flow cytometry 

General: 

 

Single-cell suspensions were stained with the following monoclonal antibody: α-

Active Caspase3 (PE, 1 : 5), c-Myc (AF647, 1 : 100), p-H3S10 (AF647, 1 : 100) and 

N-Myc (1 : 100). To analyse DNA content, the cells were stained with FxCycle Violet 

(0.5 μL per 200 μL of cell suspension). To assess DNA synthesis, the Click-iT EdU 

Alexa Fluor 488 Flow Cytometry Assay Kit was used according to manufacturer’s 

instructions (EdU final concentration used: 10 μM; incubation time: 2 h). Zombie NIR 

(0.5 μL per 100 μL of cell suspension) was used to exclude dead cells. The cells 

were fixed in a 4% solution of paraformaldehyde (PFA), 15 minutes at room 

temperature (RT), subsequently permeabilised with Cytofix/Cytoperm (20 minutes at 

RT) and Perm/Wash Buffer was used for the washes. Samples were acquired on a 

MACSQuant VYB (Miltenyi Biotec) and analysed using the FlowJo software (v10.4, 

Tree star).  
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Figure 7-1: Example standard gating strategy. 
Cells were selected, based on their size. Subsequently Zombie NIR positive cells and 
doublets were excluded. The here shown FACS plots were generated for the experiment 
in the PDX LY11212, shown in section 4.2.3. 
 
An example of the standard gating strategy is shown in Figure 7-1; for the 

assessment of cell cycle or apoptosis, please refer to the flow cytometry gating 

examples shown in Figure 2-12. To note is that the labelling of the EdU was the first 

staining conducted after permeabilization to avoid interference of the copper, used 

in the ‘Click chemistry’, with the PE-based fluorophores. 

An alternative protocol was applied for the staining of phosphorylated proteins, more 

specifically for the staining of phospho H3S10. The cells were fixed with ice-cold 

MeOH at -20ºC for 10 minutes. To permeabilise the cells the Perm Buffer III (BD 

Phosflow) was applied. The buffer was chilled to -20ºC before usage, and the cells 

were incubated for 20 minutes over ice with it.  

 

Suspension cell lines (except P-493-6): 

 

The experiments were conducted in 96-well U bottom plates and in technical 

duplicate or triplicate. On day zero, 50 μL of cell suspension (with a density of 

500,000 cells/mL) are plated and left overnight in the incubator at 37ºC. On day one, 

50 μL of media with twice the respective concentration of inhibitor or control were 

added. If the experiment was conducted for more than 48 hours of incubation, 

another 100 μL of fresh media with inhibitor or control were added on day two of the 

experiment. Two hours prior to fixation, EdU was pulsed according to the general 

methods.  

  

Cells
90.6%

Viable cells 
98.3%

Single cells
99.3%

LY11212 – 6 hours – DMSO
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P-493-6 cell line: 

 

The experiments were conducted in 96-well U bottom plates and in technical 

duplicate or triplicate. On day zero, 50 μL of cell suspension (with a density of 

500,000 cells/mL) were seeded in the wells in the media to induce the respective 

MYC level. were seeded in the media to induce the respective MYC level (see 

subchapter 7.3 for details). On day one, 50 μL of media (adjusted for the respective 

MYC condition) with twice the concentration of inhibitor or control were added. If the 

experiment was conducted for more than 48 hours of incubation, another 100 μL of 

fresh media (for the respective MYC condition) with inhibitor or control were added 

on day two of the experiment. Two hours prior to fixation, EdU was pulsed according 

to the general methods.  

 

Shep-ER-MYCN cell line:  

 

The experiments were conducted in a 24-well flat bottom well plate and in technical 

duplicate or triplicate. On day 0, 7,800 cells/well were plated in 500 μL of media. On 

day one 200 nM Tamoxifen or EtOH were added. On day two, the old media was 

carefully aspirated to not detach any cells, and 500 μL of media with the respective 

concentrations of inhibitor or controls were added. If the experiment was conducted 

for more than 48 hours of incubation, another 500 μL of fresh media with the 

respective concentration of inhibitor or control and MYCN condition were added on 

day three. Two hours prior to fixation, EdU was pulsed according to the general 

methods. To harvest the cells all the media was collected, to not loose floating 

apoptotic cells; trypsin was used to detach the remaining cells. The combined cells 

were spun down and then transferred to 96-well V bottom plates for subsequent 

fixation and staining.  

 

7.5 Proteomics 

7.5.1 Chemical proteomics 

For the chemical proteomics experiment, in section 5.2.1, the previously 

established experimental conditions for mammalian cell culture were utilised 
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(Broncel et al., 2015; Kallemeijn et al., 2019; Mousnier et al., 2018; Thinon et al., 

2014).  

The cells, BL41 namely, were plated in 100 mm tissue culture dishes, at a density of 

500,000 cells/mL in 6 mL of media, and left overnight in the incubator for recovery. 

The following morning, the cells were preincubated with varying concentrations 

(1 μM to 12 nM) of IMP1088 for 30 minutes. YnMyr at a final concentration of 30 μM 

was given for 6 hours. The cells were collected in falcon tubes, and washed twice 

with PBS, and subsequently lysed for 20 minutes in a PBS buffer containing 0.1% 

sodium dodecyl sulphate (SDS), 1% Triton X-100 and a protease inhibitor cocktail 

on ice. Insoluble material was removed via centrifugation.  

After protein concentrations were determined DC protein assay kit and adjusted, the 

lysates were subject to CuAAC ligation to the AzRB capture reagent with 1 mM of 

CuSO4, 1 mM of tris(2-carboxyethyl)phosphine (TCEP) and 100 μM of 

tris(benzyltriazolylmethyl)amine (TBTA) for 1 hour at RT under vortexing. The 

proteins were precipitated in MeOH : CHCl3 : H2O (4 : 1 : 2), and resuspended in 

PBS with 1% SDS. The enrichment of the AzRB labelled proteins was carried on 

NeutrAvidin Agarose beads. Three washes with PBS and 1% of SDS, followed by 

two washes with 4M urea and 50 mM ammonium bicarbonate (AMBIC), followed by 

another three washes with 50 mM AMBIC were applied to wash-out unspecific 

binding proteins and enrich for the AzRB labelled proteins. Dithiothreitol (DTT) and 

iodoacetamide (IAA) were used to reduce and alkylate cysteine-cysteine bonds; 

sequencing grade modified trypsin was used for the subsequent on-bead digest 

overnight at 37ºC. The supernatant was collected from the vials, and the remaining 

beads were washed with 70 μL of 50 mM tetraethylammonium bromide (TEAB) and 

with 70 μL 1.5% trifluoroacetic acid (TFA) in water. Both washing solutions were 

combined with the supernatant, containing the peptide mixture. The samples were 

stage tipped and dried over vacuum.  

 

The following steps were done by Aaron Borg, former senior research scientist in the 

Proteomics STP at the Crick:  

 

A TMT 6-plex kit was used according to manufacturer’s instructions, with the 

distribution of the samples in the different TMT channels shown in Table 7-3. After 

TMT labelling and mixing, the samples were additionally fractionated with a high pH 
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reversed-phase peptide fractionation kit and desalted using Sep Pak C18 Plus Light 

Cartridge, 130 mg bed volume. The samples were run on a one-hour gradient elution, 

DDA, with CID as activation selected, using the TMT MS3 SPS method. An Orbitrap 

Fusion Lumos Tribrid mass spectrometer was used for data acquisition. 

 
Table 7-3: TMT channels and the corresponding samples for the chemical 
proteomics experiment. 

TMT6-126 TMT6-127 TMT6-128 TMT6-129 TMT6-130 TMT6-131 
DMSO 1000 nM 

IMP1088 

333 nM 

IMP1088 

111 nM 

IMP1088 

37 nM 

IMP1088 

12 nM 

IMP1088 

 

7.5.2 Phosphoproteomics 

The cells, BL41, were plated in T25 tissue culture flasks, at a density of 

500,000 cells/mL in 15 mL of media, and left overnight for recovery in the incubator. 

The next day the cells were treated for the experiment in section 3.2.1 for 6, 18 and 

24 hours with 100 nM IMP1088 or a corresponding concentration of DMSO 

(0.004%); for the experiment in section 5.2.2 the cells were treated for 5, 10, 15, 30 

and 90 minutes with IMP1088. A control was prepared, which was treated for 90 

minutes with the respective DMSO concentration (0.004%). At the end of the 

respective incubation period, the cells were collected in falcon tubes, and washed 

twice with PBS and lysed in an 8 M urea solution (adjusted to pH 7.5), with a protease 

inhibitor and phosphatase inhibitor cocktail. To disrupt the cell membranes five 

cycles of freeze-thawing over dry ice were applied.  

 

The following steps were done by Andrew Jones, senior research scientist in the 

Proteomics STP at the Crick:  

 

DTT and IAA were used to reduce and alkylate cysteine-cysteine bonds. The solution 

was diluted with a 50 mM solution of TEAB, until the urea concentration was below 

2 M. The samples were digested using sequencing grade modified trypsin overnight 

at 37ºC. The peptides were subsequently desalted using a Sep Pak C18 Plus Light 

Cartridge, 130 mg bed volume, under vacuum. The samples were resuspended in 

50 mM HEPES, adjusted to a pH of 8.5 and 30% (v/v) acetonitrile at a concentration 



Chapter 7. Material and methods 

 

181 

 

of 1 mg/mL. A TMT 6-plex kit was used according to manufacturer’s instructions, with 

the distribution of the samples in the different TMT channels for the respective 

experiments shown in Table 7-4.  

The labelled samples were combined and desalted again with a Sep Pak C18 Plus 

Light Cartridge and dried over vacuum. The samples were resuspended for the 

subsequent phospho-peptide enrichment. In the case of the phosphoproteomics 

experiment in section 3.2.1 only a TiO2 enrichment was used; for the 

phosphoproteomics experiment in section 5.2.2 a TiO2 enrichment and an additional 

Fe-NTA enrichment were applied. 

 
Table 7-4: TMT channels and the corresponding samples for the 
phosphoproteomics experiment shown in sections 3.2.1 and 5.2.2.  

Phosphoproteomics experiment shown in section 3.2.1 
TMT6-126 TMT6-127 TMT6-128 TMT6-129 TMT6-130 TMT6-131 
DMSO 6h Treated 6h DMSO 18h Treated 18h DMSO 24h Treated 24h 

Phosphoproteomics experiment shown in section 5.2.2 
TMT6-126 TMT6-127 TMT6-128 TMT6-129 TMT6-130 TMT6-131 
Control 5 min of 

NMTi 
10 min of 

NMTi 
15 min of 

NMTi 
30 min of 

NMTi 
90 min of 

NMTi 

 

For the TiO2-based enrichment and the Fe-NTA kit the manufacturer’s instructions 

were followed. The Fe-NTA kit is applied on the flow-through that remained from the 

TiO2-enrichment. The resulting peptide mixture was desalted with a Sep Pak C18 

Plus Light Cartridge and dried over vacuum. The samples were run on a four-hour 

gradient elution, DDA, with CID as activation selected, using the TMT MS2 method. 

An Orbitrap Fusion Lumos Tribrid mass spectrometer was used for data acquisition. 

 

7.5.3 Bioinformatical analysis of the proteomics 

General: 

 

The data were processed using MaxQuant (version 1.5.6.5), using the inbuilt 

Andromeda search engine (Cox and Mann, 2008). The MS/MS spectra were 

matched against the human reference proteome with isoforms (UniProt, accessed 



Chapter 7. Material and methods 

 

182 

 

July 2016) (Consortium, 2019). For the chemical proteomics experiment cysteine 

carbamidomethylation was used as a fixed modification, and methionine oxidation 

and N-terminal acylation were set as variable modifications. For the 

phosphoproteomics cysteine carbamidomethylation was used as a fixed 

modification, and N-terminal acylation, phosphorylation and methionine oxidation 

were set as variable modifications. As digestion mode ‘Trypsin/P’ was chosen, and 

a maximum of two missed cleavages allowed. Both the options ‘match between runs’ 

and ‘unique and razor peptides’ for protein quantifications were selected. The 

processed data was then further analysed with Perseus (version 1.5.6.0) (Tyanova 

et al., 2016). For all experiments the protein groups that are only identified by one 

side, that are potential contaminants, or that matched to the reverse database were 

excluded from further analysis. The following sections describe how the respective 

data sets were analysed. 

 

Chemical proteomics: 

 

The reporter intensities of the respective TMT channels were log2-transformed, and 

any protein group without any TMT quantification was excluded from the further 

analysis. Information about previously identified CoTMyr and PTMyr NMT substrates 

and proteins with N-terminal glycines were obtained from previous publications and 

data bases, such as UniProt (Broncel et al., 2015; Consortium, 2019; Kallemeijn et 

al., 2019; Martin et al., 2011; Mousnier et al., 2018; Thinon et al., 2014; Utsumi et 

al., 2018) and input as annotations into Perseus. The 2D plots, showing the relative 

enrichment in control vs. a given treated sample, were generated using GraphPad 

Prism 8.0 for MacOS X. To identify new potential NMT substrates, the biological 

replicates were normalised for each protein group by the median overall log2 TMT 

reporter intensity (normalising against potential technical variability between MS 

runs), and the treated samples were compared to the control with a Student t-test, 

adjusted for multiple hypothesis testing, with an FDR cut-off of <0.02 and a s0-value 

of 0.5.  
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Phosphoproteomics: 

 

The reporter intensities of the respective TMT channels were log2-transformed, and 

any protein group without any TMT quantification was excluded. Phosphopeptides 

with a localisation score of <0.75 were excluded. Information about the different 

(known) phosphorylation sites were obtained from PhosphoSitePlus (Hornbeck et 

al., 2015). To assess differential phosphorylation, the conditions of interest were 

subtracted from each other (in this case, treated minus control) and the resulting 

log2-changes were normalised by subtracting the median of each column. The 1D 

annotation enrichments (or 2D annotation enrichments) (Cox and Mann, 2012) were 

done with Perseus. The results of the different analysis were visualised with 

GraphPad Prism 8.0 for MacOS X.  

 

7.6 Gene expression analysis 

7.6.1 Sample preparation 

BL41: 

 

The experiment was conducted in T25 tissue culture flasks, at a density of 

500,000 cells/mL in 10 mL of media, and left overnight for recovery in the incubator. 

The next morning 100 nM or a corresponding DMSO (0.004%) control was added to 

the wells. After 6 hours, 18 hours and 24 hours, the cells were collected in tubes, 

and after centrifugation the media was removed. The cells were lysed in QIAzol lysis 

reagent and stored at -80ºC until further processing. 

 

P-493-6: 

 

The P-493-6 were incubated, in biological quadruplicate, for 24 hours in the 

respective media conditions, to induce the respective levels of MYC (see subchapter 

7.3 for details), at a density of 500,000 cells/mL in T25 tissue culture flasks in 10 mL 

of media. After 24 hours of induction of the respective MYC levels, the cells were 

treated for 24 hours with IMP1088 or a corresponding DMSO control (0.004%). At 

the endpoint of the experiment, the cells were collected in tubes, and after 
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centrifugation the media was removed. The cells were lysed in QIAzol lysis reagent 

and stored at -80ºC until further processing. 

 

Purification of the RNA: 

 

The RNA was purified from the prepared cell lysates with the miRNAeasy kit 

according to manufacturer’s instructions. 

 

7.6.2 RNAseq 

Sequencing: 

 

The RNAseq was performed by the Advanced Sequencing Unit, The Francis Crick 

Institute. The sequencing was performed on an Illumina HighSeq system, the read 

length was paired-end 100 bp, and the sequencing depth was 25 to 30 million reads 

per sample. For the mRNAseq library preparation the KAPA mRNA HyperPrep Kit 

was used; for the total RNAseq library preparation the KAPA RNA HyperPrep Kit 

was used. 

 

Alignment and differential gene expression analysis: 

 

The gene expression raw data were analysed by Probir Chakravarty, principal 

informatician, and Miriam Llorian Sopena, bioinformatics officer, at the Bioinformatics 

and Biostatistics unit, The Francis Crick Institute. Quality control of the reads and 

read trimming was performed with Trimmomatic (version 0.36) (Bolger et al., 2014). 

Alignment of the reads was carried out with STAR (version 2.5.2a) against the human 

transcriptome Ensembl GRch38 (release 86) (Dobin et al., 2013); counts per gene 

and sample were obtained using RSEM (version 1.2.31) (Li and Dewey, 2011). Gene 

level differential expression analysis was done using the program DESeq2 (version 

1.18.1) (Love et al., 2014); genes with an adjusted p-value of <0.05 were considered 

statistically significant. 
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7.6.3 Gene set enrichment analysis 

Gene set enrichment analysis was performed using the GSEA software 

(version 3.0) (Subramanian et al., 2005). For the analysis of the pharmacogenomics 

screens and CRISPR essentiality screens the data were obtained from the 

respective portals (Behan et al., 2019; Iorio et al., 2016; Meyers et al., 2017) (for the 

Broad institute data: release 18Q4). The published whole genome expression data 

was obtained from either the Sanger Institute in form of pre-processed and 

normalised micro-array data (Iorio et al., 2016), or from the Broad Institute in form of 

pre-processed and normalised RNAseq data (release 18Q4) (Cancer Cell Line 

Encyclopedia and Genomics of Drug Sensitivity in Cancer, 2015). The pre-processed 

data with SNPs, RACSs and CN alterations were obtained from the Sanger institute 

(Iorio et al., 2016). The data of MYC expression and mutations were extracted from 

the Broad Institute DepMap project (Tsherniak et al., 2017). The clinical and whole 

genome expression data (data version 2016_01_28) from the TCGA BRCA cohort 

was obtained from the Firebrowse project, conducted by the Broad institute 

(http://firebrowse.org). The CN alterations in the TCGA BRCA cohort were obtained 

from the TCGA Pan-Cancer Atlas (Schaub et al., 2018).  

The whole genome expression data were matched to the respective patients or 

cancer cell lines of interest using R (version 3.5.1) (Team, 2014). The so-created 

data frames were subsequently used to generate the .gct files for subsequent GSEA 

with Microsoft Excel for Mac (version 16.16.10). The corresponding .cls files were 

also created with Microsoft Excel for Mac. Gene sets of interest were extracted from 

the MSigDB (Liberzon et al., 2015). The parameters in GSEA were kept as following: 

enrichment statistic: weighted; max size: 5000; min size: 5  

For the mRNAseq (section 3.2.2) or total RNAseq analysis (sections 3.2.3 and 4.2.4), 

ranked lists based on the STAT value from DESeq2 were generated (Love et al., 

2014). In this case pre-ranked GSEA was run with the same parameters as the 

GSEA, with one very important exception: enrichment statistic: classic.  

To generate a surrogate for the differential transcriptional activation of MYC or MYCN 

the Spearman correlations between MYC (or MYCN) and every other gene of the 

COSMIC microarray transcription data were calculated (Iorio et al., 2016), using R 

(Team, 2014), similar to an approach used by a research team behind the Pan-

Cancer Atlas (Schaub et al., 2018). One could combine the respective Spearman r 
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coefficients with the obtained p-value (or q-value after multiple hypothesis testing 

correction), in a formula such as shown in Equation 2; however, this had no impact 

on the subsequent GSEA, comparing the two created ranked lists (data not shown). 

 

𝑅𝑎𝑛𝑘 = 𝑆𝑝𝑒𝑎𝑟𝑚𝑎𝑛	𝑟	 × 	− log(𝑝 − 𝑣𝑎𝑙𝑢𝑒	𝑜𝑟	𝑞 − 𝑣𝑎𝑙𝑢𝑒) 

 
Equation 2: Generating rank-values in combining the Spearman r coefficient with 
the p- or q-value. 
 

The same GSEA settings were applied for the so generated ranked lists, as for the 

previously mentioned ranked lists based on STAT values from DESeq2 (Love et al., 

2014).  

7.6.4 CytoScape and EnrichmentMap 

To visualise the GSEA the recently published protocol was used (Reimand et 

al., 2019). CytoScape (V 3.7.1) (Shannon et al., 2003) and EnrichmentMap Pipeline 

Collection (V 1.0.0) (Merico et al., 2010) were used for this protocol. The FDR cut-

off for the GSEA was varied, depending on the data set. Preferably a cut-off of <0.01 

was chosen, but if only a few gene sets reached that threshold, a cut-off of <0.1 was 

chosen (see the figure legends for more information). The genes were filtered by 

expression, and the connectivity (edge cut-off based on Jaccard overlap combination 

index with a k constant of 0.5) was kept at 0.375 in the network. The annotation sets 

were created using the MCL Cluster algorithm, using the to ‘similarity_overlap’ option 

to create the clusters. Usually 4 words per label were allowed to define the clusters 

better. The resulting network was manually ordered so that gene sets that were 

downregulated were on one side and vice versa for the upregulated gene sets. 

 

7.7 Alternative splicing and exon expression analysis 

7.7.1 Differential splicing event analysis 

The analysis of differential splicing was carried out with rMATs (version 3.2.5). 

The results were filtered by removing events with samples with less than 10 counts 

per event and/or less than 10% coverage per event and per sample to remove events 
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with low prevalence. Only alternative splicing events with an FDR of <0.05 were 

considered significant. 

7.7.2 Differential exon expression analysis 

The bin and exon level counts were obtained with HTSeq (version 0.6.1p1) 

(Anders et al., 2015) and the differential exon expression analysis was carried out 

with DEXseq (version 1.22.0) (Anders et al., 2012). Significant events were 

considered to be those with a p-value of <0.05. The transcript coverage plots were 

obtained using the R package ‘bamsignals’ (version 1.4.3) (Mammana A, 2019). The 

longest transcript with good prediction confidence per gene was selected and then 

binned 100 times. The trimmed mean for each bin across the transcript was plotted. 

The approach was done for transcripts of different length and for the ‘protein coding 

genes’ or ‘all ensemble genes’.  

 

7.8 Statistical analysis 

GraphPad Prism 8.0 for MacOS X, R (v 3.5.1) (Team, 2014), and Perseus 

1.5.6.0 (Tyanova et al., 2016) were used for statistical analysis. Each figure legend 

contains information on the applied statistical tests for the presented data and 

numerical p-values are shown in the respective figures. Overall, to test for 

correlations between to variables, Spearman correlations were applied; to compare 

two groups unpaired Mann-Whitney tests were applied. Several of the data sets (e.g., 

the lists of EC50s, provided by the Sanger Institute, for the NMT inhibitors IMP366, 

IMP1031 and IMP1036, shown in section 2.2.1 and 2.2.2) were revealed to be not 

normally distributed, thus, nonparametric tests were applied across this work. To 

determine overrepresentation a Fisher’s exact test was applied. Where other 

statistical tests were applied this is clearly stated in the respective legend of the 

figure. 
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Chapter 8. Appendix 

8.1 Appendix Chapter 2: Pharmacogenomics screens identify 
haematological malignancies as highly responsive to NMT 
inhibition. 

 
 Figure 8-1: IMP366 correlates with IMP1031 and IMP1036 respectively. 
[A] Correlation between the reported EC50s of IMP366 and IMP1031. [B] Correlation 
between the reported EC50s of IMP366 and IMP1036. 
  

Figure S1-1

A B
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Figure 8-2: Cancer cell lines of the tissue subgroup Blood, in particular Burkitt’s 
lymphoma, are enriched for the most responsive cell lines to IMP1036. 
[A] Distribution of the reported EC50s across the different tissue subgroups. [B] Cancer 
cell lines, within the tissue group Blood, are more responsive to IMP1036 compared to 
the other cancers. [C] Distribution of the EC50s of the different haematological 
malignancies, comprising the tissue group Blood. 
  

Figure S1-2

A B

C
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Figure 8-3: For neither IMP1036 nor IMP366 NMT1 or NMT2 expression are a 
predictor of sensitivity.  
[A] Left: correlation between sensitivity to IMP1036 and NMT1 expression. Right: 
correlation between sensitivity to IMP1036 and NMT2 expression. [B] Left: correlation 
between sensitivity to IMP366 and NMT1 expression. Right: correlation between 
sensitivity to IMP366 and NMT2 expression.  
  

Figure S1-3

A

B
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Figure 8-4: Doubling time of the cancer cell lines correlates with responsiveness 
to IMP1036 and IMP366. 
[A] Distribution of the cell lines, according to tissue group for the cancer cell lines with 
doubling time. [B] Correlation between sensitivity to IMP1036 and doubling time of the 
cell lines. Red dotes comprise cells of the tissue subgroup ‘Blood’. (249 out of 708 cancer 
cell lines had a corresponding doubling time) [C] Correlation between sensitivity to 
IMP1036 and doubling time of the cell lines. Red dotes comprise cells of the tissue 
subgroup ‘Blood’. (318 out of 914 cancer cell lines had a corresponding doubling time). 
  

Figure S1-4
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Figure 8-5: Growth inhibition curves for IMP1031 and IMP1036. 
[A] Growth inhibition curves in cell lines, used in the cell line screen for IMP1031. 
[B] Growth inhibition curves in cell lines, used in the cell line screen for IMP1036.  
(For all graphs: N = 4, error bars = SEM) 
  

Figure S1-6
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Table 8-1: Occurrence of mutations in NMT substrates, correlating with increased 
responsiveness to IMP1031, in the Blood subgroup. 

A Fisher’s exact test was used to test for overrepresentation of mutations in the two 
groups 
  

 Blood Others  

NMT 

substrate 

Nº of cell 

lines 

Nº of cell 

lines 

Nº of cell 

lines 

Nº of cell 

lines 

Overrepresented? 

(p < 0.05) 

CYB5R3 4 (3.1%) 125 4 (0.7%) 574 Yes 

GORASP2 3 (2.3%) 126 9 (1.6%) 569 No 

LYPLA1 3 (2.3%) 126 4 (0.7%) 574 No 

EEPD1 4 (3.1%) 125 8 (1.4%) 570 No 

GORASP1 5 (3.9%) 124 6 (1.0%) 572 Yes 

ANKIB1 8 (6.2%) 121 26 (4.5%) 552 No 

CCNYL1 2 (1.6%) 127 3 (0.5%) 575 No 

ARL2 1 (0.8%) 128 3 (0.5%) 575 No 

FAM84B 2 (1.6%) 127 4 (0.7%) 574 No 

MARCKSL1 6 (4.6%) 123 5 (0.9%) 573 Yes 
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Figure 8-6: Mutations in NMT substrates as predictors of sensitivity for IMP1036, 
differential expression of NMT substrates in different cancer cell lines, and 
expression pattern as predictor for IMP366 potency. 
[A] Effect of the presence of mutations in the NMT substrates CYB5R3, SLC25A4, 
ANKIB1 and MTHFD1 on the sensitivity to the NMT inhibitor IMP1036. (Error bars: 
interquartile range; p-values determined with the Mann-Whitney test) [B] Expression of 
the NMT substrates strongly correlating with sensitivity to the NMT inhibitor IMP1031, 
comparing the Blood group against all others. For all substrates the difference between 
Blood against all other was statistically significant, that is p < 0.05, tested with Mann-
Whitney. [C] The gene set ‘NMT substrates correlating with sensitivity to IMP1031’ is 
enriched in the sensitive cancer cell lines to the NMT inhibitor IMP366. 
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Figure 8-7: Growth inhibition curves for IMP1088. 
[A] Growth inhibition curves in Burkitt’s cell lines. [B] Growth inhibition curves in DLBCL 
cell lines.  
(For all graphs: N = 4, error bars = SEM) 
 

  

Figure S1-7
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Figure 8-8: Growth inhibition curves for IMP366. 
[A] Growth inhibition curves in Burkitt’s cell lines. [B] Growth inhibition curves in DLBCL 
cell lines.  
(For all graphs: N = 4, error bars = SEM) 
 

  

Figure S1-8
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Figure 8-9: Apoptosis induction is independent of cell cycle arrest in BL41. 
Representative flow cytometry analysis of the cell cycle (100 nM of IMP1088 at 48 hours) 
and apoptosis induction in cells in G1/0 and G2/M. 
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Figure 8-10: NMT inhibition, with IMP366, causes G2/M accumulation and 
induction of apoptosis in the sBL cell line BL41 after 24 hours. 
[A] Quantification of the viable (Zombie NIR-) cells. [B] Quantification of the relative 
number of proliferating cells (EdU+). [C] Quantification of the induction of apoptosis 
(caspase3+). [D] Quantification of the cell cycle distribution at 24 hours and 48 hours. 
(For all graphs N = 2, error bars = SEM) 
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Figure 8-11: NMT inhibition, with IMP1088, causes G2/M accumulation and 
induction of apoptosis in the eBL cell line Raji after 24 hours. 
[A] Quantification of the viable (Zombie NIR-) cells. [B] Quantification of the relative 
number of proliferating cells (EdU+). [C] Quantification of the induction of apoptosis 
(caspase3+). [D] Quantification of the cell cycle distribution at 24 hours and 48 hours. [E] 
Quantification of the G2/M distribution at 48 hours with different concentrations of 
IMP1088.  
(For all graphs N = 2, error bars = SEM) 
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Figure 8-12: IMP1088 causes G2/M accumulation and apoptosis induction in the 
ABC DLBCL cell line U2932. 
[A] Quantification of the viable (Zombie NIR-) cells. [B] Quantification of the relative 
number of proliferating cells (EdU+). [C] Quantification of the induction of apoptosis 
(caspase3+). [D] Quantification of the cell cycle distribution at 24 hours and 48 hours. 
(For all graphs N = 2, error bars = SEM) 
  

Figure S1-12

A B

C D

DMSO
10

 nM

10
0 n

M
1 µ

M 

DMSO
10

 nM

10
0 n

M
1 µ

M 
0

20

40

60

80

100

[%
]

G1/0

S

G2/M

24h 48h



Appendix 

 

201 

 

8.2 Appendix Chapter 3: Multi-omics study shows that NMT 
inhibition disrupts correct RNA processing in the Burkitt’s 
lymphoma cell line BL41. 

 
Figure 8-13: Phosphorylation changes at 18 hours with IMP1088 show increased 
phosphorylation on proteins involved in RNA processing and splicing. 
[A] Scatter plan showing intensity of a given phospho-peptide the phosphorylation 
change compared to control. Red and blue lines (and dots) indicate changes of at least 
2-fold. [B] 1D enrichment plot showing GOBP and GOMF enrichment of the 
phosphorylation changes. 
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Figure 8-14: Reproducibility assessed in a second phosphoproteomics 
experiment. 
[A] Venn-diagram showing the phospho-peptides identified in both experiments and in 
each one uniquely. [B] Scatter plan showing intensity of a given phospho-peptide and 
the foldchange compared to control after 24 hours of NMT inhibition. Red and blue lines 
(and dots) indicate changes of at least 2-fold.  [C] Hierarchical one-minus Pearson 
correlation clustering across the experiments and different time points. [D] Table 
showing the results of a 2D enrichment, comparing the 24-hour time points between the 
two biological experiments within the overlapping phosphopeptides. 
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 Figure 8-15: Significantly differentially expressed genes in the mRNAseq across 
all time points upon NMT inhibition. 
[A] Scatter plot showing the log2FC and baseMean of all significantly changing genes 
upon 6 hours of treatment with IMP1088. Coloured dots indicate a FC of at least 2-fold 
(red: up; blue: down). [B] Scatter plot showing the log2FC and baseMean of all 
significantly changing genes upon 18 hours of treatment with IMP1088. [C] Scatter plot 
showing the log2FC and baseMean of all significantly changing genes upon 24 hours of 
treatment with IMP1088. [D] Venn-diagram showing the overlap of significantly 
differentially expressed genes across all time points. 
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Figure 8-16: GSEA and subsequent EnrichmentMap analysis indicates 
downregulation of genes involved in mRNA processing with 18 hours of NMTi. 
[A] Network, created with the EnrichmentMap plug-in into CytoScape, summarising the 
GSEA. (FDR < 0.01, Jaccard Overlap combined = 0.375, k constant = 0.5) [B] Example 
GSEA plots, consisting of genes that are upregulated, here shown KEGG_Ribosome 
and Reactome_Metabolism_of_Proteins. [C] Example GSEA plots, consisting of genes 
that are downregulated, here shown KEGG_Spliceosome and Reactome_Cell_Cycle. 
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Figure 8-17: Differentially expressed exons and affected genes. 
[A] Scatter plot showing the log2FC and exonBaseMean of all significantly changing 
exons upon 6 hours of treatment with IMP1088. Colour scheme indicates increased 
significance from red (lowest) to green (highest). [B] Scatter plot showing the log2FC 
and exonBaseMean of all significantly changing exons upon 18 hours of treatment with 
IMP1088. [C] Scatter plot showing the log2FC and exonBaseMean of all significantly 
changing exons upon 24 hours of treatment with IMP1088. [D] Venn-diagram showing 
the overlap of genes affected by differential exon expression. 
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Figure 8-18: Effect of differential exon expression on differential gene expression. 
[A] Scatter plot showing the log2FC and baseMean of all significantly changing genes 
upon 6 hours of treatment with IMP1088. Red dots are genes affected by differential 
exon expression. [B] Scatter plot showing the log2FC and baseMean of all significantly 
changing genes upon 18 hours of treatment with IMP1088. [C] Scatter plot showing the 
log2FC and baseMean of all significantly changing genes upon 24 hours of treatment 
with IMP1088. 
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Figure 8-19: DEXSeq plots for 24 hours of NMT inhibition. 
[A] Differential exon expression shown for RPS12 at 24 hours (violet marks significantly 
differentially expressed exons). [B] Differential exon expression shown for FABP5 at 24 
hours (violet marks significantly differentially expressed exons).  
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Figure 8-20: Gene coverage for 18 hours and 24 hours of NMT inhibition. 
[A] Gene coverage for all genes (left) and protein-coding genes (right) for 18 hours of 
NMT inhibition. [B] Gene coverage for all genes (left) and protein-coding genes (right) 
for 24 hours of NMT inhibition. 
  

Figure S2 - 7

A

B

0 50 100

80

100

120

140

160

Bin

C
ov

er
ag

e 
[%

]

18 hours NMTi - all genes

< 10k bp
10 - 25k bp
25 - 50k bp
50k - 100k bp
> 100k bp

5’ 3’

Average

0 50 100

80

100

120

140

160

Bin

C
ov

er
ag

e 
[%

]

18 hours NMTi - protein coding

< 10k bp
10 - 25k bp
25 - 50k bp
50k - 100k bp
> 100k bp

5’ 3’

Average

0 50 100

80

100

120

140

160

Bin

C
ov

er
ag

e 
[%

]

24 hours NMTi - all genes

< 10k bp
10 - 25k bp
25 - 50k bp
50k - 100k bp
> 100k bp

5’ 3’

Average

0 50 100

80

100

120

140

160

Bin

C
ov

er
ag

e 
[%

]

24 hours NMTi - protein coding

< 10k bp
10 - 25k bp
25 - 50k bp
50k - 100k bp
> 100k bp

5’ 3’

Average



Appendix 

 

209 

 

 
Figure 8-21: Differential gene and exon expression in the total RNAseq. 
[A] Scatter plot showing the log2FC and baseMean of all significantly changing genes 
upon 6 hours of treatment with IMP1088. Coloured dots indicate a FC of at least 2-fold 
(red: up; blue: down). [B] Scatter plot showing the log2FC and baseMean of all 
significantly changing genes upon 24 hours of treatment with IMP1088. [C] Scatter plot 
showing the log2FC and exonBaseMean of all significantly changing exons upon 6 hours 
of treatment with IMP1088. [D] Scatter plot showing the log2FC and exonBaseMean of 
all significantly changing exons upon 24 hours of treatment with IMP1088. 
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Figure 8-22: Total RNAseq and mRNAseq correlation for 24 hours of NMTi. 
[A] Correlation between overlapping, differential expressed genes, comparing 
mRNAseq and total RNAseq. [B] Correlation between the STAT values between 
mRNAseq and total RNAseq. [C] 2D-enrichment analysis comparing the two RNAseq 
data sets. 
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Figure 8-23: Differential gene and exon expression and pathway network in HeLa. 
[A] Scatter plot showing the log2FC and baseMean of all significantly changing genes 
upon 24 hours of treatment with IMP1088. Coloured dots indicate a FC of at least 2-fold 
(red: up; blue: down). [B] Scatter plot showing the log2FC and exonBaseMean of all 
significantly changing exons upon 24 hours of treatment with IMP1088. [C] Network, 
created with the EnrichmentMap plug-in into CytoScape, summarising the GSEA.  
(FDR < 0.01, Jaccard Overlap combined = 0.375, k constant = 0.5) 
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Figure 8-24: Effect of hotspot or LOF mutations on the sensitivity to the NMT 
inhibitors IMP1031 and IMP1036. 
[A] Hotspot mutations in splicing components are not correlated with increased 
sensitivity to IMP1031. [B] Hotspot mutations in splicing components are not correlated 
with increased sensitivity to IMP1036. [C] LOF mutations in splicing components are not 
correlated with increased sensitivity to IMP1031. [D] LOF mutations in splicing 
components are not correlated with increased sensitivity to IMP1036. 
(For all graphs: p-values determined with the Mann-Whitney test) 
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8.3 Appendix Chapter 4: NMT inhibitors are synthetically lethal 
in cancer cell lines with high levels of MYC and/or structural 
alterations of MYC and MYCN. 

Table 8-2: The 10 strongest enriched gene sets in the sensitive cancer cell lines to 
the inhibitor IMP1031. 

Gene set name NES FDR 
REACTOME_TRANSLATION 2.13 0.03 
REACTOME_HIV_LIFE_CYCLE 2.03 0.05 
REACTOME_LATE_PHASE_OF_HIV_LIFE_CYCLE 2.02 0.04 
REACTOME_INFLUENZA_LIFE_CYCLE 2.02 0.03 
REACTOME_METABOLISM_OF_RNA 2.01 0.03 
REACTOME_INFLUENZA_VIRAL_RNA_TRANSCRIPTION_AND_REPLICATION 1.99 0.03 
REACTOME_SRP_DEPENDENT_COTRANSLATIONAL_PROTEIN_TARGETING_TO_MEMBRANE 1.99 0.03 
REACTOME_RNA_POL_II_TRANSCRIPTION 1.97 0.03 
REACTOME_RNA_POL_II_PRE_TRANSCRIPTION_EVENTS 1.97 0.03 
REACTOME_HIV_INFECTION 1.95 0.03 
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Figure 8-25: Cell lines with high MYC expression or alterations in the MYC/MYCN 
genomic loci are more responsive to the NMT inhibitor IMP366. 
[A] Comparison of the EC50s for IMP366 of the quartiles with highest and lowest 
expression of MYC (both groups: 228 cell lines). [B] Comparison of the EC50s for IMP366 
of cells with and without mutations and/or RACS and/or CN gains of >8 in the genomic 
loci of MYC/MYCN (with: 124 cell lines; without: 552 cell lines).  
(For all graphs: p-values determined with the Mann-Whitney test) 
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Figure 8-26: Cell lines with structural alterations in the MYC/MYCN loci have 
increased MYC and MYCN expression respectively and increased activation of 
MYC gene sets. 
[A] Cells with structural alterations in the MYC locus (that is mutations and/or RACS 
and/or CN gains of >8 in the genomic loci of MYC) have higher MYC expression (With = 
99; without = 577). [B] Cells with structural alterations in the MYCN locus have higher 
MYCN expression (With = 29; without = 647). [C] Cells with structural alterations in either 
MYC and/or MYCN show enrichment for MYC activation gene sets.  
(For all graphs: p-values determined with the Mann-Whitney test) 
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Figure 8-27: Mutations in MYC/MYCN are the strongest driver for increased 
sensitivity. 
[A] Table showing for IMP1031 and IMP1036 the median EC50s and p-values (Mann-
Whitney) if the cells are divided by having CN gains (>8), having mutations or having 
RACS involving MYC/MYCN. [B] Venn-Diagram depicting the overlap of the cell lines in 
the table. [C] Distribution of the Blood tissue group within the different structural 
alterations. 
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Figure 8-28: Heterozygous loss of an E-Box transcription inhibitor does not 
predict sensitivity to NMT inhibition. 
[A] Comparison of the EC50s for IMP1031 of cancer cell lines with loss of an E-Box 
transcription inhibitor vs. the ones without. [B] Comparison of the EC50s for IMP1036 of 
cancer cell lines with loss of an E-Box transcription inhibitor vs. the ones without. (For 
both inhibitors: with loss = 111; without = 596.) 
(For all graphs: p-values determined with the Mann-Whitney test) 
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Figure 8-29: Cell lines with high MYC expression or CN gains of MYC are more 
dependent on NMT1. 
[A] Comparison of the Ceres scores for NMT1 of cell lines between the quartiles with 
highest and lowest expression of MYC. (both groups: 64 cell lines) [B] Comparison of 
the Ceres scores for NMT1 of cell lines with ploidy of MYC > 4 or a mutation in MYC 
(with) and the other cell lines (w/o) (With: 85 cell lines; Without: 472 cell lines).  
(For all graphs: p-values determined with the Mann-Whitney test; error bars = 
interquartile range)  
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Figure 8-30: IMP366 reduces metabolic viability in MYC high cells stronger than 
with the other MYC levels. 
[A] Metabolic viability of the different MYC states after 48 hours of treatment with 
IMP366. [B] Metabolic viability of the different MYC states after 72 hours of treatment 
with IMP366.  
(For all graphs: N = 4, error bars = SEM, ANOVA) 
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Figure 8-31: Cell numbers are strongly affected in MYC high and barely affected in 
MYC low. 
[A] Quantification of viable cell numbers for MYC high. [B] Quantification of viable cell 
numbers for MYC medium.  [C] Quantification of viable cells for MYC low.  
(For all graphs: N = 2, error bars = SEM) 
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Figure 8-32: Cell viability is strongly affected in MYC high and barely affected in 
MYC low. 
[A] Quantification of viability (Zombie NIR-) for MYC high. [B] Quantification of viability 
(Zombie NIR-) for MYC medium.   [C] Quantification of viability (Zombie NIR-) for MYC 
low.  
(For all graphs: N = 2, error bars = SEM) 
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Figure 8-33: MYC high cells still undergo DNA synthesis upon NMTi. 
[A] Quantification of DNA synthesis (EdU+) for MYC high. [B] Quantification of DNA 
synthesis (EdU+) for MYC medium.  [C] Quantification of DNA synthesis (EdU+) for MYC 
low.  
(For all graphs: N = 2, error bars = SEM) 
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Figure 8-34: Quantifications of the MYCN-ER-Shep NMTi time line experiment. 
[A] Quantification of viable cell numbers without MYCN induction. [B] Quantification of 
viable cell numbers with MYCN induction. [C] Quantification of DNA synthesis (EdU+) 
without MYCN induction. [D] Quantification of DNA synthesis with MYCN induction. [E] 
Quantification of caspase3 activation without MYCN induction. [F] Quantification of 
caspase3 activation with MYCN induction.  
(For all graphs: N = 2, error bars = SEM)   
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Figure 8-35: IMP1088 is highly lethal to the GCB DLBCL PDX LY11212, with c-Myc 
translocation. 
[A] Quantification of viable cell numbers for LY11212. [B] Quantification of DNA 
synthesis (EdU+) for LY11212. [C] Quantification of caspase3 activation for LY11212. 
(For all graphs: N = 2, error bars = SEM) 
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Figure 8-36: IMP1088 is highly lethal to the ABC DLBCL PDX LY12318, with c-Myc 
translocation. 
[A] Quantification of viable cell numbers for LY12318. [B] Quantification of DNA 
synthesis (EdU+) for LY12318. [C] Quantification of caspase3 activation for LY12318. 
(For all graphs: N = 2, error bars = SEM) 
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Figure 8-37: IMP1088 is highly lethal to the plasmablastic lymphoma PDX LY12657, 
with c-Myc translocation. 
[A] Quantification of viable cell numbers for LY12657. [B] Quantification of DNA 
synthesis (EdU+) for LY12657. [C] Quantification of caspase3 activation for LY12657. 
(For all graphs: N = 2, error bars = SEM)  
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8.4 Appendix Chapter 5: Cell signalling is affected within 
minutes to hours of NMT inhibition in BL41, indicating a 
potential GOF. 

 
Figure 8-38: Concentration dependent effect on CoTMyr NMT substrates. 
[A] 2D plot, comparing DMSO vs. the samples treated with 12 nM of IMP1088. [B] 2D 
plot, comparing DMSO vs. the samples treated with 37 nM of IMP1088. [C] 2D plot, 
comparing DMSO vs. the samples treated with 333 nM of IMP1088. [D] Left: Comparison 
of the effect of 12 nM IMP1088 on all previously identified CoTMyr substrates and 
proteins that have an N-terminal glycine. Right: Comparison of the effect of 12 nM 
IMP1088 on all previously identified PTMyr substrates against all other identified 
proteins.  
(P-values were determined with Mann-Whitney test, error bars = minimum to maximum 
values) 
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Figure 8-39: Enrichment of CoTMyr substrates across different conditions. 
[A] Volcano plot showing the enrichment of known NMT substrates in the DMSO control 
vs 333 nM IMP1088. Two novel NMT substrates (GCSAM and CDCA3; blue) were also 
enriched in the DMSO treated sample. [B] Volcano plot showing the enrichment of 
known NMT substrates in the DMSO control vs 37 nM IMP1088. Two novel NMT 
substrates (GCSAM and CDCA3; blue) were also enriched in the DMSO treated sample. 
[C] Volcano plot showing the enrichment of known NMT substrates in the DMSO control 
vs 12 nM IMP1088. Two novel NMT substrates (GCSAM and CDCA3; blue) were also 
enriched in the DMSO treated sample. [D] Venn-Diagram showing the identification of 
known NMT substrates across the biological triplicates. 
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Figure 8-40: Phosphorylation is persistently altered on proteins involved in RNA 
processing and (putative) substrates of CDKs are strongly affected. 
[A] 1D enrichment plot showing GOBP and GOMF enrichment of the phosphorylation 
changes at 5 minutes of NMT inhibition. [B] 1D enrichment plot showing GOBP and 
GOMF enrichment of the phosphorylation changes at 15 minutes of NMT inhibition. 
[C] 1D enrichment plot showing motif enrichment of the phosphorylation changes at 90 
minutes of NMT inhibition. 
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Figure 8-41: Growth inhibition curves of different pan CDK inhibitors in BL41. 
Growth inhibition curves for BL41, treated with different CDK inhibitors. (For all graphs: 
N = 4, error bars = SEM) 
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Figure 8-42: Cell numbers are unaffected by the addition of IMP1088 to CDK1/2 
inhibitor III. 
Quantification of viable cells ± 50 nM of IMP1088 (Error bars = SEM).  
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Figure 8-43: AZD5438 and IMP1088 synergise. 
[A] Effect of adding 50 nM of IMP1088 for 24 hours to AZD5438 on DNA synthesis, 
measured by EdU incorporation. [C] Effect of adding 50 nM of IMP1088 for 24 hours to 
AZD5438 on apoptosis, measured by caspase 3 induction. 
 
Table 8-3: Combination indices for the effects on apoptosis and proliferation with 
AZD5438. 

 Apoptosis Proliferation 
Concentration of 
AZD5438 

Response 
Additivity 

Bliss 
Independence 

Response 
Additivity 

Bliss 
Independence 

500 nM + 
IMP1088 

0.33 0.32 0.56 0.55 

250 nM + 
IMP1088 

0.35 0.35 0.68 0.66 

125 nM + 
IMP1088 

0.50 0.50 0.72 0.70 

62.5 nM + 
IMP1088 

0.63 0.62 0.92 0.90 
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Figure 8-44: Cell numbers per se are not reduced within 24 hours of combined 
NMT and pan-CDK inhibition. 
[A] Quantification of cell numbers of the combination study with AT7519. [B] 
Quantification of cell numbers of the combination study with Dinaciclib. [C] 
Quantifications of cell numbers of the combination study with AZD5438. 
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