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Glossary

AO atomic orbital.

DES deep eutectic solvent.

DFT density functional theory.

EXAFS extended X-ray absorption fine structure.
HF Hartree-Fock.

HMDES halometallate deep eutectic solvent.
HMIL halometallate ionic liquid.

HOMO highest occupied molecular orbital.
IL ionic liquid.

LETC ligand exchange thermochromism.
LMCT ligand to metal charge transfer.

MO molecular orbital.

TD-DFT time dependent density functional theory.
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Abstract

Tonic liquids and deep eutectic solvents have engendered wide and increasing research
interest in recent years due to their interesting and tunable physical, chemical and
solvation properties. The addition of metal halide salts to ionic liquids and deep eutectic
solvents results in HMILs (halometallate ionic liquids) and HMDESs (halometallate deep
eutectic solvents). A detailed understanding of these systems is vital to develop a
relationship between chemical structure and properties which would enhance the useful
application of HMILs and HMDESs.

In this work bismuth based HMILs and nickel based HMDESs were studied via
DFT calculations. The aims of studying both systems were: to understand the speciation
in solution, and the driving forces determining speciation; to analyse the intermolecular
interactions present; and to investigate the electronic structure of the systems.

In the bismuth HMIL system the anionic speciation was elucidated; C17, [BiCly] ",
[BiCl5]?, [BiCl7]~, [Bi2Clg]? ", and [BiyClg]®~ anions can be accessed by varying the
mole fraction of BiX3 added to the ionic liquid (X = Cl, Br, I). An associative halide
exchange mechanism was found, with a low barrier to reaction indicating that rapid
exchange of halide atoms is likely to occur in solution. Experimental valence band XPS
was reproduced, indicating that the theoretical method describes the electronic structure
of HMILs well.

In the nickel HMDES system speciation was found to be influenced by both
enthalpic and entropic factors. Highly charged complexes were enthalpically favoured
over neutral species due to stronger intermolecular interactions, including doubly ionic
hydrogen bonds. The previously reported thermochemical equilibrium between
octahedral (low temperature) and tetrahedral (high temperature) species was rationalised
via thermochemical analysis; the octahedral species is enthalpically favoured and the
tetrahedral species entropically favoured. As temperature is a factor in the entropic part

of Gibbs free energy the tetrahedral species becomes favoured at elevated temperatures.
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Chapter 1

Introduction

ILs (ionic liquids) and the related class of DESs (deep eutectic solvents) have been of
substantial and increasing interest to researchers over the past two decades, due to both
their useful and tunable properties, and the potential for greener alternatives to
conventional solvents. ! #

Metal halide salts may be added to both ILs and DESs, forming halometallate
solvents, usually containing metal halide anions, Fig. 1.1. Areas of application of

halometallate solvent systems include electrochemistry, catalysis, and

separation /extraction.®
lonic Liquid Deep Eutectic Solvent
3 3 OH OH
; i OH
SN | (\ i
1 : Nz CI
— _ 1 3 PARN
¢] | : / OH OH
| [ChiCI 2Eg
‘ choline chloride ethylene glycol
Y
[C4C4Im]CI ethaline

Halometallate lonic Liquid Halometallate Deep Eutectic Solvent

SN TN oH OH OH
_ ) 2 N
>|< / OH OH
Bi ? i .
X7 X | i cl 2
X : 3 |
1 1 Ni
¢/
| cl
[C4C;Im]CI-BICl, § ethaline-NiCl,

Figure 1.1: Representative IL (ionic liquid) and DES (deep eutectic solvent) systems. When metal halide salts
are dissolved the corresponding halometallate systems are generated: HMILs (halometallate ionic liquids), and
HMDESs (halometallate deep eutectic solvents).

21



The focus of this thesis is the computational investigation of a HMIL

(halometallate ionic liquid): [C4C;Im]X-BiX3 (X = Cl, Br, I), and a HMDES

(halometallate deep eutectic solvent): ethaline—NiCly, Fig. 1.1.

The remainder of this thesis is structured into 5 chapters. This introduction

begins by giving an overview of ionic liquids in general, then discussing halometallate

ionic liquids in particular. Deep eutectic solvents are then introduced. Metal-ligand

interactions for main group metals (especially bismuth) and d-block metals (especially

nickel) are then reviewed, with the d-block section including an overview of ligand

exchange thermochromism (LETC).

THESIS OUTLINE

= Define HMILs and HMDESs

= Will study BiX in HMILs, and
NiX in HMDESs

= Outline of thesis

ILs and HMILs

DESs and HMDESs

Main group halometallates
D-block metal complexes

1. INTRODUCTION - BACKGROUND

2. THEORY

DFT

TDDFT

SMD solvation model
AIM analysis
Thermochemistry

ORIGINAL
CONTRIBUTIONS

3. Bi HMIL

Anion structure
Anion-cation interactions
Speciation

Experimental UV-vis
TDDFT

4. Ni HMDES

Nickel vs other metals
Nickel coordination
Intermolcular interactions|
Effect of solvation
Electronic structure

? M

5. CONCLUSIONS

» P

Figure 1.2: Graphical outline of the structure of this thesis and the key points in each chapter.
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Chapter 2 provides the theoretical background for the computational methods
utilised in this research.

Chapter 3 presents the computational investigation into [C4C1Im]X-BiX3 (X =
Cl, Br, I). The key contributions made are: the prediction of anionic speciation at
various compositions; the analysis of anion and ion cluster structures; the analysis of
anion-cation interactions; the finding that the SMD solvation model accurately
reproduces the ionic liquid environment; the prediction of an associative mechanism of
halide exchange between anions; and the rationalisation of experimental UV-vis spectra
via TD-DFT.

Chapter 4 presents the computational investigation into ethaline—NiCly. The key
contributions are: the rationalisation of the different complexation reported for M = Ni
compared to other 3d metals; the prediction of the relative stability of a series of nickel
containing complexes; and the analysis of intermolecular interactions between nickel
complexes and other species in solution.

The findings are summarised in Chapter 5.

1.1 Ionmic liquids

ILs are substances made up entirely of anions and cations (Fig. 1.3) which melt at “low”
temperatures, where low is usually defined as <100°C. The ions in ILs are larger than

the ions in common, high melting salts, such as table salt (NaCl). Larger ions pack into

Cations
SNEEINTTNTN
R //N+\
[C4C4Im]* [Ng114]*
H A OH
wo~~ [
\__/ //N\
[C4HIm]* [Ch*
"""""""""""""""" Anions
. _
0 0
| \ /N(i//
/B\ /s N
F F/ F FsC \\O / CF,
[BF4] [TfNT
cl SCN~

Figure 1.3: Chemical structures and conventional names of some common IL cations and anions.
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space less efficiently than smaller ions, and have lower charge densities, causing weaker
intermolecular interactions and contributing to the lower melting points present in ILs.
Entropy also contributes to the low melting points of ILs; the large, flexible ions are
conformationally undiscerning, both as individual ions, and in relation to the other ions
in solution. The high degree of conformational flexibility leads to a large increase in

entropy in the liquid phase, decreasing the melting point of the IL.

Applications

Applications of ILs in academia and industry are numerous and varied, Table 1.1. The
popularity of ILs is partially due to a number of useful properties common to most ILs:
negligible vapour pressure, high thermal stability, catalytic activity, ionic conductivity,
low flammability, and strong solvation activity.® However the most interesting feature of
ILs is their tunability. If 1000 possible anions and cations exist (a broad array of ion
types are available, including different R groups and functional groups) then there are
108 potential simple ion combinations which could form ILs, and 10'? possible binary
mixtures of ILs. Understanding of the relationship between ion structure and emergent
properties is therefore key for the further development of IL applications. Predictive
models would open the door to “designer solvents” where a desired set of properties is

provided by a bespoke IL.

Classes of IL

ILs have been categorised into classes, based on a variety of features, in an ad hoc manner

as the field has evolved. For example, classifications of ILs based on melting point

temperature, ion type, and chemical features are all popular in the literature, Fig. 1.4.
The most common classes are based on melting point, these include ‘room

temperature ILs’ and ‘low temperature ILs’ which are ILs with melting points below 20

Area of application Specific example
Synthesis and catalysis?>° Biphasic acid scavenging (BASIL)
Electrochemical and energy”®  Electrolytes in supercapacitors

Analytical chemistry® Optical sensors

Medical and biological *° Drug delivery

Gas processing ' COy capture

Metal processing '? Nuclear fuel extraction from waste
Biomass processing '3 Dissolution of cellulose

Table 1.1: Areas where ILs are applied and associated examples of application. Relevant review articles are
cited for each area.
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Room

Aprotic ILs temperature ILs

O ILs <20°C
Zwlttel_'lomc <100°C
liquids
Low
Protic ILs temperature ILs
X X <-140°C
lon types Melting point
IL
classes
Functionalised ILs: Chemif:_al Bioionic liquids:
Cation/anion with added — | composition | pharmaceutically active
functional group anions/cations
HMILs: Polymeric ILs:
ILs and metal Cation or anion is a
halides polymer
................... A single IL
........... spans many
---- classes

- Functionalised :I: ,.m\q;
H Cu
n

~|

Figure 1.4: Mind map representing relationships between classes of ILs.

and -100°C respectively. In the latter category the IL [CoCiIm]|[EtOSO3] melts at -100°C
and has been proposed as the liquid medium for a lunar-based liquid mirror telescope. '?
As well as the ILs low melting point, its high viscosity and low vapour pressure also
make it a suitable candidate for a liquid mirror telescope in a vacuum environment.

Ton type in Fig. 1.4 refers to charge distribution in the IL. For example
zwitterionic liquids have positive and negative charges on the same molecule. Protic ILs
are formed from the reaction of a Brensted acid (proton donor) and a Brensted base
(proton acceptor) to form charged species: B +AH — HB™ + A .16 Protic ILs have
different charge distributions to aprotic ILs because incomplete proton transfer, or
aggregation of the species (instead of separation into clear anions and cations) is

commonplace.
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The chemical composition of the ions within the IL defines many classes.
Functionalised IL have functional groups incorporated within the ions.'” Polymeric ILs
have polymeric anions or cations.'® Bioionic liquids have pharmaceutically active anions
or cations.?

A single IL may fall into many classes; the IL [MATA][Culy] is an example of an
aprotic, polymeric, functionalised HMIL, Fig. 1.4. The cation [MATA]" is functionalised

with an amine group, and the halometallate anion is a polymeric chain of [Culy]™ units.

1.1.1 Structure and interactions

Understanding the interplay between molecular structure (atoms in ions and their
arrangement), local interactions (between one ion and its neighbours) and nanostructure
(the general organisation of ions at the nanoscale) is one of the primary aims of research
in the ILs field. This is a complex task, requiring detailed research on specific
interactions, as well as rigorous models of the underlying physical forces. Understanding
nanostructure in liquids as a whole has presented a greater challenge to researchers than
substances in the solid or gas phases. For this reason liquids have been called the
“Cinderella of modern physics”. In the following section ion-ion interactions are
introduced, then the nanostructural features commonly produced by these interactions

are summarised.

Ton-ion interactions

Specific types of ion-ion intermolecular interactions in ILs arise from more general
physical origins, Fig. 1.5. This section will outline the underlying physical forces, and
then discuss each type of specific intermolecular interaction relevant to ILs. Imidazolium
based ILs will be used to exemplify these concepts; see the lower left portion of Fig. 1.5
for the conventional atom numbering and directional schemes used when discussing
imidazolium cations.

Coulombic forces are the electrostatic attractive forces between positive and
negative charged species, and the electrostatic repulsive forces between positive and
positive or negative and negative charged species. Coulombic forces are strong (for
example ionic bonding in high melting salts such as NaCl) and have a distance
dependence of ~ %2

Covalent bonding is the attractive interaction arising from the sharing of electrons

between species; MOs (molecular orbitals) with contributions from both species are
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formed. Covalent bonding mostly occurs within molecules but can be a significant
component of intermolecular interactions such as H-bonding.

Van der Waals forces are those between molecular dipoles. There are two types of
molecular dipole. Permanent dipoles are found in polar molecules which have atoms of
differing electronegativity anisotropically located in the molecule. Induced dipoles occur
in polarisible non-polar molecules, when the electron cloud is shifted by a nearby charged
or polar species. Induced dipoles also arise in substances made up entirely of non-polar
neutral species when the random nature of electron distribution instantaneously forms a
dipole in one species, which may then induce dipoles in other species, creating a chain of
induced dipoles.

Van der Waals forces may be split into three types: permanent dipole -
permanent dipole (known as Keesom forces), permanent dipole - induced dipole (known
as Debye forces) and induced dipole - induced dipole (known as London forces). London
forces are also known as dispersion, and the term dispersion has often been used to
describe any dipole - dipole forces between molecules. The leading term of Van der
Waals forces has a distance dependence of ~ %6

From an understanding of the basic underpinning interactions; coulomb, covalent,

Physical origins Specific interactions
[cation][anion]
= Coulombic electrostatic attraction
charge-charge
0 Anion — 11
= Covalent )
electrons sharing MOs e Cation m— 11

© oouwiy ionic H-bond
= Van der Waals

permanent dipole — permanent dipole
permanent dipole — induced dipole ° Bifurcated doubly ionic H-bond
induced dipole — induced dipole

e Dispersion

[C,HIm]* directions and atom numbering [C,HIm]* intermolecular interaction sites

Front |T|
H A4 NN
side N ®\‘N3
Top \C5=C/4
Back

Figure 1.5: The physical origins of specific intermolecular interactions in ILs. The sites around a protic imida-
zolium cation [C4HIm]"™ where these interactions occur. The directions used to describe regions of imidazolium
cations are shown to the bottom left, with the conventional atom numbering.
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and dispersion, the different types of intermolecular interactions between ions in ILs can
now be discussed. The largest contributions to ion-ion forces come from the electrostatic
attraction between anions and cations, and electrostatic repulsion between like ions. For
simple ILs described by the formula [cation] " [anion] ™ there is a wide range of strength
and directionality of electrostatic interactions between different ILs. This is due to
variations in ion size and charge distribution across ions. These variations have a large
impact on the properties and structure of ILs.

Though Coulombic forces are the strongest effect by an order of magnitude, the
weaker forces are important to understand and can have large effects on the macroscopic
properties. An example of the effect of dispersion on physical properties is the melting
points of [C,,CiIm][anion] TLs. For n<5 increasing n disrupts the Coulombic matrix and
the melting point is decreased, however for n>5 increasing n results in stronger
dispersion interactions between alkyl chains and the melting point increases. A further
intricacy is that introducing a cis double bond in long alkyl chains disrupts the
dispersive forces and the melting point is again reduced.?"

Two [C2C1Im]Cl conformers (optimised at the BSLYP-GD3BJ/aug-cc-pVDZ
level, in the gas phase) demonstrate H-bonding and anion-7 interactions in ILs, Fig. 1.6.
The MOs of [CoCqIm]™ are shown in the centre of Fig. 1.6, split into blue o-type MOs
and pink 7-type MOs. The o-type MOs interact with Cl™ in the front conformer, and
the 7-type in the top conformer (conformer names refer to the position of the Cl~
anion). The front conformer is the lowest energy structure, and the top conformer has a
AG value of 45 kJ mol ™.

In the front conformer the C1™ anion sits in the plane of the ring, near to the C?
H atom, Fig. 1.6. The Cl 3p AO (atomic orbital) interacts with a low energy [CoCyIm]™
o MO, forming a bonding-antibonding pair of [CoC1Im]|Cl MOs. The MO picture
demonstrates the covalent (electron sharing) component of the H-bond, but the ionic
contribution is likely to be larger as the H-bond is a ‘doubly ionic’ H-bond.?! This type
of H-bond forms between a H-bond donor with a positive charge (here [CoC1Im]™) and a
H-bond acceptor with a negative charge (C1).

In the top conformer the Cl~ is out of the plane of the ring, above the C2-H bond,
Fig. 1.6. The C1 3p AO interacts with the [CoCiIm]* 7 type HOMO (highest occupied
molecular orbital) forming bonding and antibonding [C2C1Im]Cl1 MOs. The covalent
component of the anion-7 interaction arises from this MO interaction. Electrostatic

components are likely to contribute significantly.?? The C?~H moiety at the front of the
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Doubly ionic H-bond Anion-1r interaction
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Front conformer

Top conformer
Figure 1.6: Doubly ionic H-bonding is present in the front conformer of [C2C1Ilm]*t and anion-7 interaction in

the top conformer. The MOs of [C,CiIm]" are shown in the centre of the figure, split into blue o-type MOs
and pink m-type MOs. Structures optimised at the B3LYP-GD3BJ/aug-cc-pVDZ level.

ring is 61 due to the withdrawing effect of the two nitrogen atoms to either side.?3

Polarisation of the ring electron cloud may increase this effect leading to electrostatic

interaction between the C1~ ion and the imidazolium ring.??

Ion pairing

Cation-anion ion pairing has been a subject of much debate in the ILs field.?®
Ton-pairing is defined as a large proportion of ions being involved in persistent
intermolecular interactions with one particular ion of the opposite charge, and that these
interactions are stronger than those with the other surrounding species. Substantial ion
pairing in pure ILs is not borne out in the modern literature.?® However, when ILs are
dissolved in molecular solvents, persistent ion pairing may be observed.?” Although ion

pairs are not generally indicated, the ions in ILs do have preferred relative distances and

orientations between different species.
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Probability of CI- is = 150% of that in a random distribution

7N
R

o \

op Side

T
Figure 1.7: Spatial distribution function of CI~ around [C2CiIm]™ in a molecular dynamics simulation.?* At the

green isosurfaces the probability of finding Cl~ is 50% or more higher than the probability of finding a CI™ in a
randomly populated box of the same density. Adapted with permission from the PCCP Owner Societies.?®

For example, spatial distribution functions of the relative positions of C1~ around
each [CoCyIm]|Twere plotted from molecular dynamics simulations of [CoC1Im]Cl,

Fig. 1.7.2% H-bonding sites are disproportionally occupied by Cl~ ions.

Polar and non-polar domains

“The evidence that IL ions self-assemble into amphiphilic nanostructures is now
overwhelming.” 26 At larger length scales than from one molecule to another there is
persistent, directed structure in ILs: a split into polar and non-polar regions occurs.
In imidazolium ILs the polar regions contain the imidazolium rings and the
anions, and the non-polar regions contain the alkyl chains, Fig. 1.8.%° The relative

volumes of the polar and non-polar portions of the ions influence the nanostructure of

[C.C4Im][PF] [CoC4Im][PF] [C12C4Im][PFg]

[C4C4Im][PF] [CC4Im][PFg]
Globular Increas!ng alkyl chain length Blcontlmfous
Increasing non-polar volume Sponge-like

Figure 1.8: Polar (imidazolium rings and anions) regions (red) and non-polar (alkyl chains) regions (green)
in molecular dynamics simulated boxes of the IL [C,CiIm][PFs]. Adapted with permission, copyright 2019
American Chemical Society.*%°
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the IL. When the non-polar volume is relatively low non-polar domains form within the
continuous polar domain. The non-polar domains are globular and disconnected at low
non-polar volumes. As the non-polar volume increases the globules interconnect and a
bicontinuous, sponge-like structure develops. In fluorous ILs (ILs containing fluoridated
alkyl groups) a third domain forms; the fluorous domain.?® In ILs with alkyl chains and
fluoridated groups the three domains are tricontinuous.

Amphiphilic self-assembly is ubiquitous in bulk ILs as well as in solid IL crystals
and at interfaces.?% In contrast molecular solvents have a much more homogeneous
nano-structure; they generally contain only one component so separate domains are not
formed. Molecular solvents are thought of as having a single polarity, which dictates
which molecules may be dissolved according to the maxim: “like dissolves like”. ILs with
multiple domains dissolve a broader range of molecules; charged or polar solutes join the

polar regions, and non-polar solutes are absorbed into the non-polar zones. 26

1.1.2 Halometallate ionic liquids

HMILs are a key subcategory of ILs, defined by the presence of metal halide anions. The
unique chemistry of HMILs has led to the potential for diverse applications in
electrochemistry, biomass processing, catalysis, and gas storage.® HMILs are formed
from the reaction of an organic halide salt, for example [C4C1Im]Cl, with a metal halide,
such as AlCl3. The reactive dissolution of AlCl3 in equal parts [C4C1Im]|Cl forms the
HMIL [C4C;Im][AICl]. The HMIL system is [C4C1Im]Cl—AlICl3,° denoted as
[cation][anion/-metal halide to encompass liquids containing varying mole fractions of
metal halide, and varying anionic speciation.

The ability to vary the choice of metal, mole fraction, halide atom and cation is
indicative of a huge scope for tunability in HMIL systems. In 2014 a comprehensive
review found that 22 different metal centres had been incorporated into HMILs,® and
since then Bi(III) has been added to the group.®® From group 13: AI(III), Ga(III), and
In(III); from group 14: Sn(II), and Pb(II); from group 15: Bi(III); from the d-block:
Ti(IV), Zr(IV), H(IV), Nb(V), Mn(IT), Fe(IT), Fe(III), Co(II), Ni(IT), PA(IT), Pt(II),
Cu(I), Cu(II), Au(III), Zn(II), Cd(II), and Hg(II).

“Anionic speciation” refers to the set of anionic species present in a HMIL. The
anionic speciation of a HMIL is primarily determined by the mole fraction of metal
halide and the choice of metal.® For example if a 1:1 mixture of [C4C;Im]Cl and AlCl3 is

prepared, the mole fraction of AICl3 is xajc1; = 0.5. The anionic speciation in this HMIL
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is described by a point in the following equilibrium:

xaicl; = 0.5:
[C4C1Im]CL+ AICl; = [C4C,Im][AICL]

The position of this equilibrium is far to the right; there is negligible A1Cl3 or C1-

present. The only anionic species observed is [AlCly] %3

However, if a 2:1 mixture of
[C4C1Im]Cl and AlICl; is prepared the equilibrium is changed:

Xalcy; = 0.33 :

2[04011111}01 + AlCl3 = [C4Cllm]Cl + [C4C11m] [AICI4]

The anionic species now present are [AlCly]~ and C1~.%3! [AICI5]?" is conceivable but
does not form, probably due to the instability of the dianion [AICI5]?>". In this case there
is an excess of Cl™ anions. If an excess of AlCl3 is added to the IL the equilibrium is
changed again:

XAICl; = 0.67 :

[C4C1IH1]CI + 2A1CI15 = [0401111’1] [A]CL;] + AlICl3 = [C4Cllm} [A12017]

At this mole fraction of metal halide the anion observed is [AlyCly] .53 Replacing
AlI(III) with In(III) changes the positions of the equilibria: At xmc1, = 0.33 the anionic
species is [InCl5]* ", and at x1uc1, > 0.5 the only observed anion is [InCly] ", and a solid

precipitate of InCls is formed. 3233

Computational studies

Insight into the structure, bonding, and properties of ILs have been provided by
theoretical investigations.?® A wide variety of computational methods have been applied
to a similarly wide variety of ILs, including comparatively very few HMIL systems.
[BF4]™ is a common IL anion with 4 halide atoms attached to a central atom,
analogous to the [MX4]™ anions often present in HMILs. Anions with multiple 6~ atoms
may simultaneously engage in multiple H-bonding interactions with the imidazolium
ring, in contrast to the anion Cl~ which forms single H-bonds (although these may be
bifurcated), Fig. 1.6. [BF4]  has been studied in combination with [CoCyIm]™ at the
DFT (density functional theory) level (B3LYP/6-3114++G(d,p)).?” The lowest energy
[C2C1Im][BF4] conformer is shown in Fig. 1.9.a. The F atoms in [BF4] H-bond

preferentially to the C? H atom. The determined structures show a tendency for the
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a. [C,C4Im][BF,] b. [C4C4Im][AICI,]
Top-front position Top-front position

c. [C1C4Im],[CuCly] d. [C,C4Im][CuCly]
Top-front position Back position

Figure 1.9: Selected optimised structures of HMIL ion clusters. a. [C,Cilm][BF4], reproduced with per-
mission from Wiley.** b. [C4CiIm][AICl4], reproduced with permission, copyright 2019 American Chemical
Society.®® c. [C1C1Im]2[CuCls], reproduced with permission, copyright 2019 American Chemical Society.>®
d.[C2CiIm][CuCl3]™, reproduced with permission from Elsevier."

anion to orientate with multiple F atoms pointing towards the cation. Each F atom
H-bonds to two protons. The anion is positioned at the front of the cation to enable
multiple interactions with both the C? proton and the alkyl protons.3?

There have been several theoretical studies in the HMIL area. 12 out of 18 works
(of which the author is aware) include AI(III)Cl systems.313>40-49 Chlorides of the
following metals have also been investigated: Au(III),?° Fe(II),?! Fe(III),*®5!
Cu(II),3652 Cu(I),4952 Cr(I1),35 Cr(II1),*® Zn(II),46:4849 and Hg(I1).4® Halides other
than chloride have been included in three computational studies: Fe(IIT)Br;®3 [AICI3I]~
and [ZnCl3Br)?";46 and Cu(I)I.%* 8 works contain quantum chemical analysis (most via
DFT) of HMIL ion pairs. The following metal centres were included: AI(III),3%46-49
Fe(II1),*® Cu(I1),% Cu(I),374954 Cr(I1),36 Cr(I11),*® Zn(I1),46:4849 and Hg(IT).46
Figure 1.9 b-d. shows several example ion pair structures.

Pidko et al. studied Cr(IT) and Cu(II) systems including variously charged
monometallic and dimetallic anions (PBE0/6-31+G(d)).3¢ Each anion was coupled with
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the correct number of [C;C1Im]|™ cations to give a neutrally charged cluster. In every
case each cation favoured an orientation such that the anion was above/below the front
portion of the cation. One example is [C1C;Im][CuCly], shown in Fig. 1.9.c. This
front-top conformer was determined for almost every ion pair structure reported in the
literature.

Lu et al. investigated three Cu(I) ion pairs, [CoC1Im][CuCly], [CoCqIm][CuyCls]
and [CoC1Im][CuCls]™ via Hartree-Fock (HF/6-31+G(d,p)(C, N, Cl, H atoms)Hay-Wadt
ECPs(Cu atoms)).3" In the first two cases the anions were found to sit in the front-top
position, where H-bonds were possible to both the C? and the methyl protons. However
the [CuCl3)?>" anion was determined to lie in the plane of the ring with two Cl atoms
H-bonding with the C4 and Cs protons.®” The structure is shown in Fig. 1.9.d. This
example represents an interesting departure from the results for the other systems.

Wang et al. combined DFT with experimental work to study Cu(I) iodide HMILs
(wB97XD/def2-SVP with Stuttgart-Dresden relativistic ECPs on Cu and I atoms).%*
Crystallographic studies of [C2C1Im]4[Cuylg], [CoC1Im]g[Cugliy], and [CoCqIm]e[Cusly]
showed H-bonding between the halometallate anions and the imidazolium cations.
Cation stacking was also observed; in the solid state separate anion and cation channels
form. In [CoC1Im]3[Cusl7] the anionic species is polymeric in the solid phase. The
Cu(D)I ILs were investigated as promoters for green propulsion fuels used in combustion
engines. A theoretical mechanism was calculated for 2 HoOs +
[C2C1Im]o[Culs] — Og + Ho0 + [C2C1Im]o[Culs], representing the ignition reaction.
Throughout the mechanism the calculated structures have the Cu-containing species
sandwiched between the two cations, in a top position relative to both. Anion-m
interactions are indicated by this structure.

Li et al. examined the good performance of the [C4C1Im]Cl-AlCl3 system in
extractive desulfurisation via a detailed theoretical analysis (M06-2X/6-31++G(d,p)).3?
Energetic analysis of the anionic speciation reproduced the experimental findings that
[AICl4]™ is the main anion at xaic1; = 0.5, and that [AloCl7]” forms at higher mole
fractions. Using interaction energy and structural analysis the performance in extractive
desulfurisation was correlated to stronger IL - sulfur containing compound interactions.
The sulfur containing compound was found to interact with the HMIL anion via
hydrogen bonding, and the cation via 7 - 7 interactions. 3
Wang et al. investigated the effect of using different cations in aluminium

deposition from [cation][AlyCl7], in a combined experimental and theoretical approach
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(B3LYP/6-31++G(d,p)).*" Out of four cations the [C4C1Im]" species gave good quality
aluminium surfaces at the lowest temperature. This result was rationalised theoretically
by [C4C1Im]* having the lowest association energy with [AlyCl;], and the lowest
viscosity, due to the low association energy and the relatively small size of [C,C1Im]™.

Several authors have related quantum chemical parameters to experimentally
determined measures of acidity and basicity of HMILs. 464849 This process has allowed
deeper understanding of how chemical structure influences the chemical properties and
behaviours of ILs. Lewis acidity is the ability of a species to accept electrons, and Lewis
basicity the ability to donate electrons. HMILs have enhanced Lewis acidity compared to
other ILs, leading to better performance as Lewis acid catalysts.?®

Wu et al. utilised electrostatic potential surfaces to quantify and rationalise the
increase in Lewis acidity from [C4C1Im]Cl to [C4C1Im]Cl-AlICl3 to [C4CiIm]I-AlCl3,
Fig. 1.10.%6 The most-positive surface electrostatic potential, Vs magz, 1s used as a
quantum chemical measure of acidity; high values mean higher acidity. In [C4C1Im]C1
the C1™ ion is located at the front of the cation, forming H-bonds with the C?>" H and an
alkyl H atom. The imidazolium ring is polarised due the Cl™ ion pulling electron density
towards itself, at the front of the ring. The back of the ring is acidic with a positive
electrostatic potential surface. When AlCl3 is added and coordinates to Cl~ to form

[C,Coim]Cl [CC,Im]Cl - AIC] [C,C,Im]I - AlCl,

Cl Cl
o [

y’ Al—c / Al—c
cl -

| |
c? C2 c?
TENL 37 N N PN FOON
\N1 RN e%,\” ® Nﬁ;_\/\ e\_TN1 & ‘N3Te\/\
\ / \0520/4 \CSZC/4
—> VAl —> VAl

/ \
addition of AICI;
charge transfer to AICI; from CI- I-is more polarisible than ClI-
charge transfer to CI-from ring increased charge transfer
back of ring becomes more acidic leads to increased acidity

- The most-positive surface
electrostatic potential: * 50.40
Vs,max = 45.53 ’ 50.93

Figure 1.10: The addition of AICl3 to [C4Cilm]Cl increases acidity. Switching [C4Cilm]CI-AICI5 for
[C4Cilm]I=AICl5 further increases acidity due to enhanced charge transfer away from the imidazolium ring.
Adapted with permission from the PCCP Owner Societies.® Coloured surfaces show electrostatic potential at
the 0.001 a.u. contour of the electron density. Red arrows show the position of the most positive value Vi maq,
in kcal mol~!. The colour mapping is blue < -30 < green < -4 < yellow < 20 < red, in kcal mol™*.
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[AICl4]™ electron density is transferred away from the Cl atom, and in turn from the
ring, causing an increase in the electrostatic potential (and therefore acidity) at the back
of the ring. In [C4C;Im|I-AlCl3 the process of electron transfer is enhanced due to I™
being more polarisible than C1™.

From theoretical studies on HMILs in the current literature it is concluded that a
range of anion-cation interactions influence the structure, physical properties and
chemical behaviours of HMILs. Metal type, halide type, choice of cation, and mole
fraction of metal halide all contribute in a complex manner to produce the observed
behaviors. There is a lack of theoretical research into metals other than aluminium, and
also into how anionic speciation is influenced by molecular and electronic structure. For
HMILs understanding of these factors is important for electrochemical and catalytic

applications.

1.2 Deep eutectic solvents

Eutectic mixtures are mixtures of 2 (or more) components, whose melting point at any
composition is lowered compared to the expected melting point of an ideal mixture,

Fig. 1.11.a. The composition at which the lowest melting point is achieved is the eutectic
point. There are 4 phases of a simple binary eutectic mixture. At temperatures below
the eutectic point a solid mixture of both components exists. Above the eutectic point
the phase depends both on temperature and on the composition of the mixture; a liquid
mixture of both components, or a liquid mixture of both components plus solid
component A or component B will form, Fig. 1.11.a. Eutectic mixtures may have more

than one eutectic point; the binary Mg(NO3)s—H20 system has three eutectic points.>°

a. Phase diagram of a eutectic mixture b. Halide salt
K\OH
Melting N+ ¢l
point A lea - / ™~
~~~~~~~ Me_lting choline chloride
® point B [ChiCI
=]
©f,.
o | Liquid + c. Hydrogen bond donors
2| solid A solid B
e Eutectic o OH OH
point )k [
Solid \)\/
HoN NH, HO OH
A Mole fraction B OH
urea glycerol ethyleréz glycol

Figure 1.11: a. Sketch of the phase diagram for a binary eutectic mixture. b. The archetypal halide salt used
in DESs, choline chloride. c. Common DES hydrogen bond donors urea, glycerol, ethylene glycol.
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The comprehensive review by Smith et al. delineated DESs into four types,
depending on their constituent molecules, Table 1.2.°7 For the purposes of this thesis the
term DES will be used to refer only to type-IIT DESs; mixtures of salts consisting of
organic cations and halide anions, and neutral molecules acting as hydrogen bond
donors, Fig. 1.11.b,c. Type-I DESs are referred to in this work as HMILs. DESs (Smith
type-IIT) with metal halides added will be referred to as HMDESs.

DESs are eutectic mixtures of a salt and a hydrogen bond donor, with physical
properties which are often similar to ionic liquids - low vapour pressure, thermal stability
and high ionic conductivity. Chemical properties that differ from ILs lead to different
applications for DESs, compared to ILs. Over the past two decades research interest has
increased in this category with investigations into applications in metal processing,®”
organic reaction media and catalysts,?® nanomaterials,®® gas separation,? and various
types of extraction processing.%! In general DESs are simpler and cheaper to synthesise
than ILs (especially imidazolium varieties), less reactive with water, less toxic, and more
often biodegradable.5”

DESs may be tuned or functionalised in a similar manner to ILs, by selection of
different types of hydrogen bond donor or adding functional groups to the organic cation
- usually a quaternary ammonium moiety. Figure 1.11.a. is the phase diagram for a
binary eutectic mixture. The melting point expected for an ideally behaving mixture is
indicated by the dashed line. In eutectic mixtures the H-bonding between the salt and
the hydrogen bond donor results in a deviation from ideality - the melting point is much
lower than in an ideal mixture, and lower than for the pure constituents. The eutectic
point is at the composition with the lowest melting point - the eutectic composition. For
the common DESs with choline chloride as the salt and urea, ethylene glycol or glycerol
as the hydrogen bond donor the eutectic composition is 1 salt : 2 hydrogen bond donor.

DESs with choline chloride salt components are often termed “choline based

DESs.” Choline is produced on the megaton scale for animal feed and is therefore cheap

Smith et al. type Formula Composition Name in this work
I [cation]X + MX, [cation][MX,] HMIL
II [cation]X + MX, - zHO  [cation][MX,] 4+ zH20 n/a
111 [cation]X + R~Z [cation]X + R~Z DES
v R-Z+ MX, [MX,, - R-Z][MX,] n/a
n/a [cation]X + R-Z + MX, [cation][MX,] +R-Z HMDES

Table 1.2: The classes of DES as defined by Smith et al.” The formula column shows the compounds mixed
together and the composition column refers to the species formed in solution. M = metal, X = Cl,Br,|, R =
alkyl group, Z = hydrogen bond donor, e.g. —OH, —COOH, —CONH,.
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and readily available. Choline based DESs are the most widely studied DES systems by

a wide margin.

1.2.1 Structure and interactions

Several types of intermolecular interactions are present between the cationic, anionic,
and neutral species in a DES, as is the case in ILs, Section 1.1.1. In initial reports on
choline chloride DESs the hydrogen bond donor - chloride hydrogen bonding was
assumed to be the primary interaction present and to be responsible for the melting
point depression in these systems.%%63 The 1 salt : 2 hydrogen bond donor ratio at the
eutectic point could be naively interpreted to signify the complexation of Cl™ by exactly
2 hydrogen bond donor molecules. It had been posited that the negative charge would
then be delocalised across the complex formed, and the intermolecular forces between
complexes reduced, leading to the decreased melting point.%* This will be referred to as
“charge spreading”, Fig. 1.12. However several subsequent computational studies have
not supported this hypothesis. Deeper consideration of the other interactions and species
present gave rise to a broad agreement that DESs contain a cooperative H-bond
network, where competition between cation-anion, anion-HBD and cation-HBD disrupts
the long range order found in the individual components and results in “charge
separation” (Fig. 1.12) leading to the decrease in melting point.%5 7!

Garcia et al. used DFT (B3LYP/6-31+G(d,p)) to study clusters of 30 choline
based DESs.% Minimally sized clusters, consisting of the minimum number of molecules
required to represent the stoichiometry of the DES, were optimised. The AIM (atoms in
molecules) protocol was used to analyse the topology of the electron density
calculated. ™ In AIM theory several types of critical point exist: atomic critical points,
bond critical points (between two atoms), ring critical points (within a loop formed by
several bonds) and cage critical points (within a cage formed by several adjoining rings).
Each cluster was found to contain a network of hydrogen bonds between all the moieties
in the cluster. The cage critical point (or sum of cage critical points for clusters with
more than one) characterises the entire network. The authors cited the previous AIM
analysis of ring systems by Palusiak et al., who found that lower electron density at ring
critical points correlated with increased electronic delocalisation across the ring. ™ Lower
electron density at the cage critical point in the DES cluster was therefore interpreted as
an indication of a more delocalised H-bonding network.

The melting point of the DESs was positively correlated with the electron density
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Figure 1.12: Charge spreading from the anion to the HBD molecules via complexation of the anion (through
H-bonds) has been posited as a mechanism by which the melting point of the eutectic mixture is reduced.
Subsequently charge separation via formation of a H-bonding network between the cations, anions, and HBD
molecules which results in loss of long range order and reduction of the sum of anion-cation interactions has
been supported by theoretical investigations. 5%:0%68

at the cage critical point, with an R? value of 0.81. Garcfa et al. concluded that more
delocalised H-bonding networks would increase charge transfer between species and
therefore lower the melting point of the DES. This is the charge spreading model,
Fig. 1.12. However one could also conclude that a more delocalised H-bond network
means more disruption to the structure of the choline salt is present and therefore
melting points are lowered - the charge separation model.

Ashworth et al. also used DFT calculations (B3LYP-D2/6-311++G(d,p)) and
AIM analysis, to investigate the network of H-bonds in many small clusters (consisting
of: Ch-Cl, Cl-urea, Ch-urea, and urea-urea) relevant to the ChCl-urea DES.%® The
calculated association energy was highest for the Ch-Cl cluster. An “alphabet soup” of
different H bonding interactions, all moderate to weak in strength, was found:
OH---O=C, NH---O=C, OH---Cl, NH---Cl, OH---NH, CH---Cl, CH---O=C, NH---OH and
NH---NH. These H-bonds may be classified as neutral (between two neutral species),
singly ionic (between one neutral and one charged species) or doubly ionic (between a
cation and an anion).?! The study did not support the formation of [Cl(urea)s] , instead

finding competitive interactions between the urea molecules and the C1~ and Ch*
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species - both [Cl(urea)]” and [Ch(urea)]t were found to be energetically favoured. The
extent of charge delocalisation between molecules in these clusters was low. The authors
concluded that the melting point depression was better explained by the urea molecules
inducing charge separation, than by charge spreading into urea molecules. The strongest
H-bond located was between the O—H group on the choline cation and the =O on the
urea molecule.

The importance of the choline O—H to urea =O H-bond was echoed in the joint
theoretical and experimental study by Zhu et al. who also used DFT
(B3LYP-D3/6-3114++G(2d,p)) to calculate small clusters of DESs and carried out
experimental IR/Raman spectroscopy on the same systems.% The calculated vibrational
frequencies correlated well with the experimental values: the correlation coefficients were
over 0.999 in all cases. Significant redshifts arising from the choline-urea H-bond were
noted.

Wagle et al. studied three DESs : ethaline (2Eg : [Ch|Cl), reline (2 urea :
[Ch]Cl), maloline (malonic acid (HO2C—~CHy~CO2H) : [Ch|Cl) via DFT
(M06-2X /6-31++G(d,p)).™ Calculations on minimally sized clusters found a strong
correlation (R? = 0.9977) between the sum of the bond orders of the Ch™-Cl~
interactions and the melting point of the DESs. (The authors do not include a
description or reference for the method of calculation of bond orders.) Lower Ch™-Cl~
bond order gave lower melting points. The CHELPG charges in clusters of the pure
components were compared with the charges in the DES clusters and the smallest
amount of charge spreading was found in the choline chloride - urea DES, which has the
lowest melting point of the DESs studied. In fact the C1™ anion was more negatively
charged in the DES cluster than in neat choline chloride, indicating that charge
spreading from the anion to the HBD is not reducing the anion charge.

Molecular dynamics has also been utilised to investigate these systems. %6771 Sun
et al. investigated several systems from pure choline chloride to pure urea, including
mixtures of 25, 50, 67.5 and 70% urea. The lifetimes of H-bonds between choline and
chloride, urea and chloride and choline and urea were minimised at the eutectic
composition of 67.5% urea. The authors conclude that this is due to an optimal balance
between HBD-anion and anion-cation interactions at the 67.5% urea composition
maximising the long range disorder. In pure choline chloride there is long range order
with alternating anions and cations around a given central cation. When urea is added it

is accommodated in the coordination sphere around the cation, long range order and
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cation-anion interactions are therefore reduced, which may lead to the reduction in

melting point.

1.2.2 Halometallate deep eutectic solvents

The phrase HMDES (halometallate deep eutectic solvent) is used to indicate systems of
type-III DESs to which have been added metal halide salts. HMILs as described in
Section 1.1.2 have also been referred to in the literature as type-I DESs, Table 1.2.°7 The
salient difference between HMDESs and HMILs or type-I DESs is that HMDESs contain
neutral molecules (hydrogen bond donors) whereas HMILs contain only cations and
anions, Fig. 1.1. Compared to HMILs there are few reports of HMDESs systems. Several

75777 and reline.”® Only one study

authors investigated the addition of NiCls to ethaline,
included other transition metal halides.™ Of interest to these authors were the
electrodeposition and thermochromic properties of the Ni(IT) HMDES. No theoretical
investigations have been published. The literature on Ni(IT) and the other transition

metal HMDES systems will be reviewed in Section 1.4.9.

1.3 Main group metal halides

In order to investigate halometallate ionic liquids and deep eutectic solvents a good
understanding of the bonding within the metal complexes is required. This section
provides a general background of main group metal-halide interactions, with a focused
section on bismuth halide complexes.

All but one of the (stable) main group metals in groups 13 onwards have been
successfully incorporated into HMILs, however HMILs based on the group 1 and 2
metals have not been reported, Fig. 1.13.% Across the range of main group based HMILs
a wide variation in maximum soluble mole fraction of metal halide salt and in anionic
speciation is observed. It is unclear whether maximum soluble mole fraction is limited by
temperature (the melting point of the eutectic mixture increases above the temperature
used in the synthesis) or absolute solubility (no temperature exists where a single liquid
forms at high mole fractions). The limiting factor of solubility may also be
system-dependent. The metal chosen has a large impact on the properties of HMILs,
mediated via the metal-halide interaction. This section discusses the interactions
between main group metals and halides.

The electronegativity a metal impacts its interaction with halides; the less

electronegative a metal is the more ionic its interactions with halides are. For example
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Group 1 Group2 Group13 Group 14 Group 15

Electronegativity > 1.5 /. \
Period 2 Li Be
HMIL including metal reported
0.98 1.57
Period 3 Na Mg Al
0.93 1.31 1.61 .
Electronegativity
increases due to
. decreasing
Period 4 K Ca Ga shielding of
0.82 1.00 1.81 nucleus
Period5 | Rb Sr In Sn
0.82 0.95 1.78 1.96
Period 6 Cs Ba TI Pb Bi
0.79 0.89 1.62 1.87 2.02

| >

Electronegativity increases due to increasing protons in nucleus

Figure 1.13: Condensed periodic table, showing only the stable main group metals, and their Pauling elec-
tronegativity values. Metals which have been incorporated into a HMIL are underlined, and those which have
Pauling electronegativity values of > 1.5 are highlighted in grey.

Na and Bi interact differently with Cl. Bi has an electronegativity value significantly
closer to Cl (gap of 1.14) than Na does (gap of 2.23), Fig. 1.13. A simple computational
analysis of the diatomics M—Cl was completed, via DFT (B3LYP/LanL.2DZ, geometry
optimisation, frequency analysis, NPA analysis), Fig. 1.14. Natural population analysis
(NPA) yielded charge transfer values of 0.83 for Na—Cl and 0.46 for Bi—Cl. As expected
the NPA values show a strongly ionic interaction in Na—Cl, and a partially ionic,
partially covalent interaction in Bi—Cl. The difference in the interactions may also be
observed in the molecular orbitals (MOs) calculated for each diatomic, Fig. 1.14. In

Fig. 1.14 a. the Na 3s orbital is higher in energy than the Cl 3p AOs (due to the large
electronegativity difference). No interaction between the Na orbitals and the Cl 3s AO is
observed. The Cl 3p, (along bond) AO interacts weakly with the Na 3s orbital; the
occupied bonding MO is predominantly Cl 3p, based with a small amount of
polarisation towards the Na atom visible, whereas the unoccupied anti-bonding MO is
primarily Na 3s, with a small Cl contribution. It is clear from these MOs that the
valence electron from the Na atom becomes localised on the Cl atom when the diatomic
is formed - a strongly ionic interaction. In contrast in Fig. 1.14 b. the Bi 6s and 6p
orbitals are only slightly higher in energy than the Cl 3s and 3p AOs respectively. The

3s and 3p, orbitals form bonding interactions where there are strong contributions from
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both atoms to both bonding and anti-bonding MOs. Polarisation of electron density
towards the Cl atom is in evidence: bonding MOs have larger CI contributions and
anti-bonding MOs have larger Bi contributions. Overall the Bi—Cl interaction has a
much larger covalent component than Na—CL

The nature of metal halide salts MXn is related to the electronegativity of the
metal. The group 1 and 2 (low electronegativity) metal halide salts are high melting
crystals, with an ionic lattice structure. Molten group 1 and 2 halide salts are
conductive. These salts have low solubilities in ionic liquids, for example only 0.065
weight % of NaCl will dissolve in [C4C1Im]|Cl at 75°C.% The lack of solubility in ionic
liquids may be attributed to the strong, ionic, interactions between metal and halide,
which mean crystal formation is energetically favoured over dissolution.

The group 13 onwards metal halide salts more often have covalent molecular
structures, and tend to be non-conductive in molten form. All except T1 have been
added to ionic liquids to form HMILs, made up of organic cations and molecular metal
halide anions. High-melting compounds of molecular organic cations and metal halide

complexes are known. The metal halide anions may be molecular or polymeric. For

a. Na-Cl: more ionic b. Bi-Cl: more covalent

o. ’g Occupied MOs
“ localized on ClI .

MO density on
both atoms

,fE*+,tJ

Na— Na—Cl —Cl Bi— Bi—Cl —Cl

Figure 1.14: MO diagrams (not to scale) constructed for Na—Cl and Bi—Cl. MO visualisations are from DFT
calculations (B3LYP/LanL2DX).
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example the most common perovskites used in solar cells have the formula

[CH;3NH;][PbXs). 51

1.3.1 Bismuth(III) halide complexes

Recent interest in polyhalide bismuthates, both discrete and polymeric, has been
inspired by the useful physical properties of materials containing these complexes
including photochromism, thermochromism, semiconductivity, and luminescence. 52
Adonin et al. published a comprehensive review of polyhalide bismuthates in 2016, 82
and previously Fisher et al. reviewed group 5 complexes with halides in general.® This
section is a brief summary of the known structures of bismuth complexes with halides,

with selected additional details on other group 5 elements where relevant. For the this

section X refers to CI, Br, and I.

Mononuclear species

BiX3 is the neutral halide salt of bismuth. For all X the predominant bonding type has
been described as covalent, however there are significant differences between the
structures of BiCls, BiBrs and Bils. BiCls forms distinct trigonal pyramidal units, with 3
short bonds between Bi and Cl, and 5 longer Bi- Cl interactions.®® The bonding picture
can be described as covalent molecular units linked by intermolecular interactions. Bilg
is different - the Bi centres are octahedrally coordinated, and interact with 6 equidistant
I atoms, the bonding has been described as delocalised covalent. BiBrs has two forms,
one more similar to BiCls with distinct molecules and intermolecular interactions, and
one more similar to Bilz with all bond lengths equivalent. 83

[BiX,] ™ and [BiX5]?" are not reported in the literature, however analogous
complexes of other group 15 metals, [PCly]~ and [SbCl5]*~, are known.®3 [PCly]~ has a
sawhorse structure and [SbCls]> " is square pyramidal, consistent with VSEPR. (Valence
Shell Electron Repulsion) theory predictions. Both structures have vacancies in the
coordination shell of the central atom (sawhorse = trigonal bipyramidal with an
equatorial vacancy, square pyramidal = octahedral with a vacancy) which VSEPR theory
assigns to localised lone pairs in the vacant positions - often termed stereochemically

active lone pairs. Monomeric [BiXg]?~ is reported, with octahedral geometry. %3

44
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[BioXg]* [Bizlg]? crystal structure (Liu et al.)
b. Octahedral Bi

i. face-sharing ii. edge-sharing iii. vertex-sharing iv. polymeric vertex-sharing (zig-zag type)
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[(BiCls),J>™ crystal structure (Zhan et al.)

Figure 1.15: a. The structure of the binuclear polyhalide bismuthate [Bi>Xs]*~, and the crystal structure of
[Bizlg]*~ reproduced with permission from Elsevier.?* The Bi atom is coordinated by halides at square pyramidal
sites. b. Octahedrally coordinated structures. i. Face-sharing molecular [Bi»Xo]*~. ii. Edge-sharing molecular
[Bi2X10]4_. iii. Vertex-sharing molecular [Bi2X11]5_. iv. Vertex sharing polymeric [(BiCIn)]z”_ crystal structure,
reproduced with permission from Elsevier.®

Binuclear species:

[BixXg)? ™, [BiaXo]?~, [BiaXio*™ and [BiyXy1]®~ are all reported, structures are
edge-sharing square pyramidal, face-sharing octahedral, edge-sharing octahedral and
vertex-sharing octahedral respectively, Fig. 1.15.%2 Bond lengths increase with halide

size, and bridging bonds are longer than terminal bonds.

Polynuclear species

[BiX,|* (2 = 3z — y) are reported for 1 <z < 8. Those with a nuclearity higher than
two have similar motifs to the binuclear structures in Fig. 1.15; the Bi atoms are
octahedrally coordinated by halide atoms, and share either faces, edges or vertices (3, 2,

or 1 bridging halides) with adjacent octahedra.?

Polymeric species

Several types of [{BiyX,}»]™ polymeric structures made up of various repeating units
have been reported.®? The salient features are octahedral Bi coordination and
face/edge/vertex sharing of neighbouring octahedra, as noted in the polynuclear discrete
structures. All reported species are contained in crystalline salts, which are solid at room

temperature.
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1.3.2 Bismuth(IIT) halide complexes in ionic liquids

Cousens et al. synthesised a wide range of Bi(IIT) HMILs, applying variations in mole
fraction and in halide choice, including mixed halide systems, Fig. 1.16.3% The Bi(III)
HMILs are the densest ILs reported; [C;C4Im][BiBrsCl|[BiBrs]o.5 has a density of 2.65 g
cm 3. Density correlates with molecular weight of the incorporated halides. A mixed
species [C4C1Im]y[Tf,N][BiBrsCl] was also synthesised; the addition of [C4CqIm][Tf;N]
to [C4C1Im][BiBrsCl] reduced the viscosity of the liquid from 648 Pa s to 1.37 Pa s.
The identity of the anionic species in solution is unclear. Mass spectrometry was
applied, however a large portion of anions may break down into constituent parts en
route to the detector thus providing a misleading view of the speciation in the bulk
liquid.3%86 The liquids were also probed with X-ray Photoelectron Spectroscopy (XPS),
but this method is not able to distinguish between atoms in similar but not identical
environments. For example a Cl atom in [BiCly]~ would give the same signal as one in
[Bi2Cl7] . XPS is sensitive enough to distinguish free halide ions from ions within a
complex. Free halide ions were not observed for any of the mole fractions measured.
Antinomy, the metalloid element above Bismuth in the periodic table, has also

been incorporated into an IL.87 Combination of SbCl; with two equivalents of

Cation:

SN
\—/

[C4Cqlm]*

Anion:

[BilBr]- [BiBr,l,) [BiBr,CIIJ [BiBrCIJ [BiBr,Cl,J [BiCl,J

[Bil,CIT- [BiClyl] [BiBr.J 0.5[BiBr,CI [BiBrCla]
0.5[TE,NJ-

o} 0
N\S//
F / F
o d )X
F F F F

Figure 1.16: Cousens et al. synthesised bismuth(lll) halide HMILs via addition of various BiX3 to [C4CiIm]X.
The anions listed show the stoichiometry of the anionic species but are not necessarily the species present in
solution. One HMIL was mixed with [C; C4Im][Tf2N]. Adapted with permission from Cousens et al.*
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[C4C1Im]Cl produced an IL with a melting point of 76°. The Sb(IIT) based IL exhibited
photoluminescence, emitting yellow and white light with a quantum yield of 86%.
Crystallography of the solid IL at room temperature revealed discrete [SbClg,]Q’ anions.
H-bonding and anion-7 interactions between the anions and cations occur both within

and between layers producing a 3D supramolecular network.

1.4 d-block metal complexes

Chapter 4 concerns the complexation of the 3d metals Fe(II)-Zn(II) in a HMDES. This
section provides a background understanding of the currently accepted models used to
describe metal-ligand interactions in d-block complexes; how the electronic structure
interacts with the geometrical structure of complexes; and how electronic transitions
arise in these complexes. An overview of specific complexes relevant to the HMDES
system follows.

First the simple crystal field theory model will be introduced, and used to
rationalise Jahn-Teller effects and the existence of high-spin and low-spin complexes.
Then an MO theory approach will provide more detail on metal-ligand bonding and the
arising electronic structure of d-block complexes. Tanabe-Sugano diagrams and selection
rules used to understand UV-vis absorbance spectroscopy are then outlined. Lastly,
experimental and theoretical studies of complexes relevant to the HMDES system

ethaline—NiCly are summarised.

1.4.1 Crystal field theory

In crystal field theory the metal-ligand interactions are considered to be completely
electrostatic, with no covalent bonding present. The ligands are treated as negative point
charges whose presence creates an electric field which affects the energy of the metal
d-orbitals, depending on their relative geometry. On the extreme left of Figure 1.17 the
metal is in a vacuum environment and all the d AOs are degenerate. In a spherical
environment the d AOs remain degenerate but their energy is increased relative to the
vacuum environment, due to electrostatic repulsion between the negative field and the
electrons occupying the d orbitals. In an octahedral ligand environment the orbitals
which have density maxima directed towards the ligands are increased in energy (d,2,
dxz_yz) and the 3 AOs directed between the ligands (dyy, dy, dy,) are relatively reduced
in energy. The energy gap created between the two sets of orbitals is known as Ay, the

size of which is dictated by the position of the ligands on the spectrochemical series.
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Figure 1.17: Crystal field theory - splitting of d atomic orbitals in an octahedral ligand environment. On moving
from a vacuum to an octahedral ligand coordination the 2 d orbitals with maxima along the axis oriented towards
the ligands increase in energy. The 3 orbitals with nodes along the ligand axes and maxima between the ligands
also increase in energy, but to a lesser extent. The magnitude of this effect depends on the position of the
ligand in the spectrochemical series.

Strong field ligands result in large At and weak field ligands induce small A,y values.
The magnitude of At affects the order in which the d AOs are filled, Fig. 1.18.

This is because Ayt is of a comparable size to the energy cost of pairing electrons in an

orbital. To minimise the energy of a given electron configuration both electron pairing

and occupation of the higher e, AOs must be minimised. For d!'-d?® and d8-d'°

d d2 a4
eg - - -
t29 ‘1___ _1__1__ 41__1__1_
_____________ J
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- _ — 4
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Figure 1.18: Electronic configurations of the d atomic orbitals of an octahedrally coordinated metal. d*-d”
metals may form high or low spin complexes, depending on the relative magnitude of Ao and the electron
pairing energies.
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complexes this is simple as a single configuration minimises both electron pairing and e,
occupation. However for d* complexes either electron pairing (low spin, 2 unpaired) or
eg occupation (high spin, 4 unpaired) must occur. The relative size of these factors
determines which spin state arises. For complexes with strong field ligands and therefore
large Aot values electron pairing is energetically favoured over promotion of electrons to
the ey level, giving low spin complexes. For complexes with weak field ligands (small
Aqct) promotion to the e, level is preferred, and high spin complexes result.

The crystal field theory principles may also be applied to ligand coordinations
other than octahedral. The splitting energies for tetrahedral complexes are typically
smaller than A, as the ligands do not approach the d AOs as directly, Fig. 1.19. For
this reason there are very few known examples of low spin tetrahedral complexes - the
energy cost of pairing electrons is usually larger than the cost of occupying the higher
energy levels. The square planar splitting pattern is a result of the removal of the z-axis
ligands from an octahedral complex; the AOs with density along the z-axis are stabilised,
while the AOs directed along the x and y axes towards the remaining ligands are

destabilised, especially the dy2_,2 orbital.

1.4.2 Jahn-Teller distortion

The Jahn-Teller theorem states that any (non-linear) molecule with a spatially
degenerate electronic ground state will undergo a geometrical distortion, removing that
degeneracy, because the distortion lowers the overall energy of the species. The key
points of Jahn-Teller distortion in d-block complexes can be rationalised by application
of the simple crystal field theory already introduced.

In octahedral complexes elongation of the axial M—L bonds reduces the point

Tetrahedral Octahedral Square planar

d X2-y2

de deye ___.""“
S— ]

de dy dy
h d
d,2 dxz_yz',."', =
de dy dy d,2
T _de dy
d3-d® usually high d*-d” may be d® may be high
spin, could be low spin high or low spin or low spin

Figure 1.19: Crystal field theory predicted splitting patterns for octahedral, tetrahedral and square planar
complexes. Levels vary depending on exact interactions present, especially for square planar complexes.
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a. Orbital levels change as axial bonds elongate b. Uneven E, configurations c. Even E4 configurations are
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Figure 1.20: Jahn-Teller distortion in octahedral complexes. a. As the axial bonds elongate the relative energy
levels of the d orbitals change. b. If the Eg level is unevenly occupied then Jahn-Teller distortion is energetically
favoured. c. Complexes with an evenly occupied E; level are not stabilised by Jahn-Teller distortion.

group from Oy, to Dy, and splits the toy and eg energy levels, Fig. 1.20.a. To a first
approximation the splitting of the bottom tag level may be neglected, as it has been
experimentally determined that only the splitting of the top e, level has significant
effects. Distortion and splitting of the ey level is only favoured for electron configurations
with uneven occupation of the e, level, Fig. 1.20.b. For evenly occupied eg levels the
stabilisation of the d,2 orbital is outweighed by the destabilisation of the dy2_y2 orbital
and distortion does not lower the energy of the complex, Fig. 1.20.c. Returning to the
Jahn-Teller theorem, note that evenly occupied degenerate energy levels are not
degenerate states as there is only one energetically equivalent way to arrange the
clectrons; for (eg)? the only ground state configuration is (d,2)'(dy2_y2)*, this is not a
degenerate state. For (eg)3 however two possible electronic arrangements are possible
((dzz)Q(dxz_yz)l, (dzz)l(dx1_y2)2); this state is degenerate and undergoes Jahn-Teller
distortion.

The same principles may be applied to four coordinate complexes, which may be
tetrahedral, square planar, sawhorse or distortions of or between these shapes,
Fig. 1.21.a. Complexes with evenly filled to levels are not stabilised by Jahn-Teller
distortion, complexes with one d-orbital less occupied than the others in the to level are
stabilised by distortion towards a square planar structure, and complexes with one
d-orbital more occupied than the others in the to level are stabilised by distortion
towards a sawhorse structure, Fig. 1.21.b.

The crystal field theory model is a simplification and works best when applied to
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Figure 1.21: Jahn-Teller distortion in tetrahedral complexes. a. Crystal field theory derived energy levels for
sawhorse, tetrahedral and square planar complexes. Dashed lines are between matching d-orbitals. b. If the
to level is unevenly occupied then Jahn-Teller distortion is energetically favoured. The bottom 2 orbitals are
omitted as no change in their occupation is expected upon geometry distortion. Dashed lines indicate where
the electrons occupying the t level in tetrahedral complexes move to in sawhorse and square planar complexes.

homoleptic complexes with o-donor or m-acceptor type ligands. Systematic comparison
of the model’s predictions with crystal structures of such 4 coordinate complexes have
been carried out by Cirera et al., who found broad agreement between the two,
especially for simple homoleptic complexes with monodentate ligands.®%9 For example
the majority of Ni(IT) and Co(I) (both d®) complexes were found to be square planar for

low spin cases, and tetrahedral with distortion towards sawhorse in high spin cases.

1.4.3 MO theory

Looking at the molecular orbitals of idealised complexes reveals the specific interactions
between metals and ligands, giving a more detailed understanding of how the energy
levels from crystal field theory are modified by including orbital effects. An idealised
representation of the valence MO diagram of an octahedral 3d-block complex with 6
o-type ligands is shown in Fig. 1.22. The metal fragment orbitals on the left hand side
are the 3d (tog and eg), 4s (a1g) and 4p (t1,) AOs. The ligand fragment MOs are on the
right hand side (in grey) are shown as simple s-type AOs on each ligand interacting to
form aqg, t1u, and eg MOs. All the ligand MOs interact with metal AOs of the equivalent
symmetry to form bonding and antibonding pairs.

Assuming the ligands are more electronegative than the metal, the bonding MOs
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Figure 1.22: MO diagram for an octahedral 3d-block complex with 6 o-type ligands. Fragment MOs (grey)
from the metal and the ligands combine to generate the complex MOs (black). Electrons are not shown for

clarity; for 1 electron o-ligands the bottom 3 MO levels (aig, tiu, ) are filled by ligand electrons, and there
are a total of d" electrons in the tzz and eg* levels.

are close in energy to the ligand fragment MOs and are ligand-based. The relative
energies of the first 3 MOs are explained by the number of nodal points and planes
present in each MO. The lowest energy MO is the ag level, formed of metal 4s and
ligand fully bonding contributions, there are no nodes in the MO. t;, is the next MO,
with the metal 4p AOs, there is one node on each MO, at the metal. The e; MO has
contributions from the metal 3d MOs (d,2 and dy2_y2). Each MO has two nodal planes
through space. The next MO is the tog level, containing the metal 3d AOs dyy, dy,, and
dy, which do not have the correct symmetry to interact with any of the ligand fragment
MOs, and are therefore non-bonding. The next 3 MOs are the antibonding counterparts

to the first 3 bonding levels. They are closer in energy to the metal AOs than the ligand
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fragment orbitals and have large metal contributions. The ordering is the reverse of the
bonding MOs, with the lowest energy antibonding MO being the and eg level, followed
by the t1, MOs and then the a;g level.

The electrons are omitted for clarity in Fig. 1.23, but the 3 ligand-based bonding
MOs are fully occupied for 1-electron o ligands, and there are a total of d™ electrons in
the toy and e * levels, as predicted by crystal field theory. The MO diagram shows how
the ligands may affect the energy levels and Agct of a complex. If the ligand orbitals are
closer in energy to the metal AOs, or if they have more spatial overlap then the splitting
of the bonding and antibonding MOs is greater, increasing Ayc¢. This is an idealised
description; in real systems the MO energies and composition of AOs vary depending on
many factors.

When ligands also interact with metals through additional 7 interactions Aget is
also affected, Fig. 1.23. Ligand-metal 7 interactions occur through tg, ligand fragment

orbitals interacting with the tos 3d AOs (dyxy, dxs, and dy,), which are non-bonding in
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Figure 1.23: Simplified MO diagrams for octahedral complexes with both ¢ and 7 metal-ligand interactions.
Only the metal d-orbitals and the ligand orbitals which interact with the d-orbitals are included, and only the
ligand electrons are shown. In complexes with m-donor ligands (e.g. Cl7) A is reduced, and with 7-acceptor
ligands (e.g. CO) Ao is increased. Below both diagrams there are sketches of the tag and tog* MOs, each is
triply degenerate with one identical MO in each Cartesian plane.
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the pure o diagram. This interaction can decrease or increase Ay, depending on
whether the ligands are m-donors or m-acceptors respectively.

A typical m-donor ligand is Cl1™, which participates in both ¢ and 7 interactions
through its filled 3p AOs. An octahedral arrangement of 6 C1~ ions produces 18 ((6x3))
3p based fragment AOs, of which Fig. 1.23 only shows the tos and the eg levels which
interact with the metal d AOs of the same symmetry. Cl™ is termed a 7-donor as the tog
fragment orbital is occupied and lower in energy than the metal AOs. The tog
interaction results in the non-bonding MO from the o only complex splitting into a fully
occupied, ligand-based bonding MO and a higher energy metal-based antibonding MO
(t2g™) occupied by metal electrons depending on d”. Effectively this results in an
increase in the tog level (compared to the o only complex), giving a reduced Aggs.

A typical m-acceptor ligand is CO, which participates in 7 interactions via vacant,
high lying, to, fragment orbitals, composed of 7* antibonding MOs from each ligand.
Similarly to the m-donor case the metal to; AOs are split into two levels - bonding and
antibonding. However due to the higher lying m-acceptor ligand orbitals the antibonding
tog™ level is shifted to above the ey level, increasing Agei. These MO diagrams rationalise
the relative positions of CI~ and CO ligands in the spectrochemical series - Cl~ is a weak
field ligand resulting in smaller A, values and CO is a strong field ligand resulting in
larger Ayt values.

In four coordinate complexes m-donor ligands favour tetrahedral structures over
square planar, due to increased ligand-ligand repulsion, caused by through space overlap
of formally occupied pAOs. Tetrahedral conformations allow larger ligand-ligand
distances for a given ligand-metal bond distance. The ligand orbitals also overlap less in
tetrahedral conformations as in square planar conformation each ligand has two
antibonding interactions with co-planar neighboring ligands, but in tetrahedral
complexes each ligand is only co-planar with one other ligand.®?

Cirera et al. identified that for homoleptic d3-d” tetrahedral d-block complexes
three factors determine whether a high or low spin state is preferred.®’ High spin states
are preferred for metals in an oxidation state of +3 or lower, metals in period 3, and
complexes with m-donor ligands. The authors conducted a comprehensive survey of the
crystallographic literature and found that when two or three of the determining factors
apply to a complex it is high spin. If one or zero applied the complex was low spin.

Cirera et al. invoked MO theory to explain why m-donor ligands increase the

propensity of tetrahedral complexes to be high spin. On moving from a complex with
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Figure 1.24: The contraction in the e; to t> energy gap when m-donor ligands are introduced is due to more
additional antibonding interactions in the ez than the t; level. This contraction increases the propensity of
m-donor tetrahedral complexes to be high-spin. The MOs sketched here represent the interactions in calculated
(B3LYP/TZV) TiCls MOs presented by Cirera et al.®

o-donor ligands only to a complex including w-donor ligands the e,z level is more
destabilised than the to level by the 7 interactions, reducing the energy gap between the
levels, Fig. 1.24. The e level is non-bonding in o-donor complexes but has 4 antibonding
interactions in w-donor complexes, whereas the to level only has an additional 2

antibonding 7 interactions.

1.4.4 UV-vis spectroscopy

UV-Vis spectra of both systems studied in this work (bismuth halide based HMILs and
nickel chloride based HMDESs), have been reported. Insight into the electronic
properties of the metal containing species is provided.

The bands in UV-vis absorption spectroscopy arise from light photons of a
specific energy promoting a chemical species from one electronic state to another, via
interaction with the molecular dipole moment, . The absorbance (A) of a band is the
logarithm of the ratio of the intensity of the incident light (Iy) to the intensity of the
transmitted light (I), Section 1.4.4.

I
logyg 70 =A=¢lc (1.1)

Absorbance is proportional to the path length through the sample (1 /em) and
concentration of the sample (¢ /M). & (/M~tem™!) is the molar absorptivity coefficient.
In UV-vis spectroscopy of d-block metal complexes the value of € is substantially

determined by whether the transition concerned is ”allowed” or ”forbidden” under
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several selection rules, Table 1.3. This section will first summarise the use of the term
symbol formalism to describe the electronic states of d-block metal complexes, and then
describe the selection rules governing the transitions between such states observed via
spectroscopy.

The state of a single electron is defined by its quantum numbers. The state of an
atom is defined by analogous quantum numbers, which depend upon the state of the
electrons occupying any unfilled sub-shells, Table 1.4. Electrons in inner, filled,
sub-shells do not contribute to the state of the atom as they cancel out each other’s
momenta and spin. Equivalent quantum numbers for molecules also exist, but the
UV-vis spectra of d-block complexes is typically discussed in terms of an atom in a
ligand field, using the atomic quantum numbers.

For an atom of a given electronic configuration there are many ways electrons may
be arranged. Each arrangement is called a microstate. The number of microstates is Dy

(total degeneracy) and (considering only unfilled sub-shells) may be calculated as follows:

NI

D= —
ETONLING!

where N! is the number of spin-orbitals in the unfilled sub-shell (twice the number of
atomic orbitals), N, is the number of electrons occupying the unfilled sub-shell, and Np,
is the number of holes in the unfilled sub-shell. N, + N, = N.

Microstates of the same orbital and spin angular momenta are grouped into
terms, Fig. 1.25.a. shows this for a free d? ion, following the Russell-Saunders scheme of
sequential coupling, with the first coupling engendering the largest split in energy and
the last the smallest. Beginning with 2 non-interacting electrons, all configurations will
have the same energy. Then s-s coupling is considered and the states are split into two
groups; the lower energy triplet group has spins aligned and the higher energy singlet
group has spins opposed. [-l coupling splits each group into terms; the lowest energy

term has the highest L = > m;. Higher L corresponds to less repulsion between

Transition type Laporte allowed? Parity allowed Spin allowed €
d-d (Op,) X X X 0.1
d-d (Ty) X n/a X 1
d-d (Op) X X v 10
d-d (Ty) X n/a v 100

Charge transfer v v v 1000+

-1

Table 1.3: Types of transition in UV-vis absorbance spectra and corresponding rough £ /M~'cm™" values.
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1 e~ quantum number Range Atomic quantum number Range for 2e™ system

Principal, n 1 to o0
(energy level)

Orbital angular momentum, ! n to 0 Total orbital angular momentum, L (I3 4+ l2) to (i1 + l2)

(orbital type) (I > 12)
Magnetic, my; [ to =1  Total magnetic, M, (I1 +12) to (=1 — l2)
(sub-orbital)
Spin magnetic, mg %, —% Total spin magnetic, M 1,0,—-1
(spin direction)
Inherent spin, s % Total inherent spin, S 1,0
(spin magnitude)
Multiplicity, M 25 +1
Total angular momenta, J (L+S5)to (L—25)

Table 1.4: Single electron quantum numbers and the corresponding atomic quantum numbers.

electrons as they occupy sub-orbitals with less overlap. L values take the same

representative letters as I; L =01is S, L = 1 is P, etc. The final splitting is within terms
and due to spin-orbital coupling; L and S may combine in different ways and each has a
distinct energy. This splitting is small for 3d metals and will be neglected subsequently.

Term symbols (Fig. 1.25.b.) are made up of the corresponding letter for L, with
M as a superscript on the left hand side. J may be specified as a subscript on the right
hand side of L. The degeneracy of a term is the product of the multiplicity (spin
degeneracy, 25 4 1) and the orbital degeneracy (2L + 1). The sum of the degeneracy of
the terms is equal to D.

When an octahedral ligand field is applied to a free-ion the terms are split into
ligand field states, Fig. 1.26. In stronger octahedral fields the energies of the e, and to,
levels are split further apart, and the ligand field states converge into groups
corresponding to electron configuration between the two levels. For a d? ion the lowest
energy ligand field states are those with the configuration (tg,)%. States with the
configuration (ta,)!(e,)! are intermediate in energy and (e,)? states are high in energy.
Figure 1.26 is qualitative visualisation of ligand field splitting of terms. Tanabe-Sugano
diagrams show quantitatively the change in relative energy between terms, from a free

ion to a strong ligand field.
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a. Energy splitting of d2 effect of which sub-orbital is occupied b. Term symbols
by each electron considered - e-e-

repulsion increases energy L (maximum orbital
L . . i angular momentum)
spins interact - aligned is
low energy, opposing is 15 T
high energy P 3
l M (multiplicity) — F2
non-interacting .
singlet
electrons i o
l J (total angular momentum)
@ L (orbital angular momentum) and S

(spin angular momentum) combine in
— several ways to make J (total angular

o triplet
np_e momentum) - lower J reduces energy
3F,
o,
s-s coupling I-I coupling L-S coupling

Figure 1.25: a. The splitting of a d? configuration into terms. L-S coupling is only shown for the *F term. b.
Term symbol components.

Free-ion Octahedral ligand Electronic
terms field states configuration
T "A1g
1
P (e
g

(t29)1(eg)1
g
“\\ e
AN g
N tog)?
\\ 1T29 ( 2g)
< ‘\\‘3T1g

Figure 1.26: The splitting of d? free ion terms in an octahedral ligand field.

1.4.5 Selection rules

Assigning term symbols to atomic states in a ligand field allows the use of symmetry to
determine whether transitions are allowed under several selection rules. For a

symmetry-allowed transition:

/\Ifi,u\Ilde 40

o8



where ¥; is the initial wavefunction (before the electronic transition), Wy is the
final wavefunction (after the transition), p is the vector quantity dipole moment, and dr
indicates integration over all variables in the wavefunction.

For [ W,u¥ rdr to be non-zero its symmetry must span the totally symmetric
representation. If any component of the binary product of the symmetries of ¥; and W
matches the symmetry of any component of p then the totally symmetric representation
will be produced and the transition is allowed. The spin, Laporte, and parity selection
rules all arise because they are necessary conditions for non-zero [ W;uW¥ pdr.

The spin selection rule states that for a spin-allowed transition there is no change

in overall spin, ie:

AS =0

The parity selection rule states that an allowed transition must have a change in
parity. v —— u and ¢ —— g transitions are parity-forbidden. The parity selection
rule only applies to molecules with a centre of inversion; octahedral complexes are
subject to the parity rule but tetrahedral complexes are not.

The Laporte selection rule states that a change in orbital angular momentum is

required for a Laporte-allowed transition:

Al+1

Relaxation due to coupling

The Laporte selection rule forbids all d-d transitions in d-block complexes. The parity
rule also forbids d-d transitions in octahedral complexes (but not tetrahedral complexes).
However forbidden d-d transitions are observed experimentally, due to relaxation of the
selection rules via coupling effects which make [ ;W ¢dr non-zero although the formal
selection rules are broken.

Transitions which are spin-forbidden are observed due to spin-orbit coupling;
these bands are weak, especially for 3d-complexes (4 and 5d complexes exhibit larger
spin-orbit coupling effects). € is small for spin-forbidden transitions, Table 1.3.

Transitions which are forbidden are observed due to vibronic coupling, coupling of
the vibrational states of the complex with the electronic states. ¥ may be written as
(P.)(¥,), where U, is the vibrational component of the wavefunction. As the ground

vibrational state always has the fully symmetric representation the symmetry of
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(We)ip(Ve) r (V) s must span the fully symmetric representation for a transition to be
vibronically allowed.

In tetrahedral complexes the lack of inversion centre means that the to d-orbitals
have the same symmetry as the p-orbitals and can interact. The Laporte rule is thereby
relaxed as transitions are no longer pure d —— d transitions. Laporte-forbidden
transitions have a larger € in tetrahedral complexes than in octahedral complexes,
Table 1.3.

Charge transfer transitions where the electronic occupation moves from ligand to
metal or vice versa do not contravene either the parity or Laporte selection rules and

thus have larger € values than any d —— d transitions, Table 1.3.

1.4.6 Ligand exchange thermochromism

Linert et al. define chromotropism as the “reversible variation of colour under differing
physical or chemical conditions such as temperature, pressure, light and solvent.” 91
Thermochromism is a subset of chromotropism where the colour change is induced by a
change in temperature.

There are several known mechanisms by which thermochromism may occur. For
example VO has a solid-solid phase change at 68 °C, below the transition the material
transmits IR light, which is reflected above the transition temperature.®? Some iron(II)
complexes (often called spin-crossover complexes) undergo changes in spin state through
thermally induced electron promotion, causing colour changes.

LETC (ligand exchange thermochromism) is the changing of colour on heating
due to the identity of the ligands in a d-block metal complex changing. As discussed in
section Section 1.4.3 the structures and energy levels of the valence MOs - and therefore
the magnitude of Ayt - in a d-block metal complex are strongly influenced by the type
of ligand involved. Ligand exchange then is expected to cause a change in colour. At a
low temperature these systems contain the metal complex with ligand A, in a solution
which contains ligand B. As the temperature increases ligand A and ligand B are
exchanged, such that ligand A is in the solvent part of the solution and ligand B in the
metal complex.

The simplest example of such a system contains the following equilibrium: (M =
Ni(IT), Co(II))

[M(H20)6)*" +4Cl" == [MCly)* + 6H20 (1.2)

The mechanism of the ligand exchange, and the identity of the intermediate complexes
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which must form is not addressed in the literature. The left hand side, octahedral
complex, predominates at lower temperatures, and the right hand side, tetrahedral
complex, is increasingly formed as temperature increases. % For M = Co(II) the
solution is pink at low temperatures (20 °C) and blue at high temperatures (50 °C) and
for M = Ni(II) the solution is yellow-green at low temperatures (20 °C) and blue at high
temperatures (50 °C).

1.4.7 Nickel(II) complexes

This section will take a more specific view of the complexes of nickel (and other related
3d metals) with Cl and 1,2-ethanediol (Eg) ligands, the complexes involved in the nickel
HMDES system that will be investigated in chapter 3.

Electron configurations and spin states

Ni(IT) has a 3d orbital occupation of d®. In Ni(II) complexes either 0 or 2 electron are
unpaired, giving spin values of 0 or 1, and corresponding multiplicities of 1 and 3. The
spin state for a given complex is determined by the complex geometry and the identity of
the complexing ligands. In some cases the energy difference between the two spin states
is particularly marginal, and crystal structures containing both high and low spin metal

centres in the same unit cell have been characterised.®®

1,2-ethanediol containing complexes

Antti et al. investigated a series of d-block metal complexes with Eg ligands, with both
[SO4]?" and Cl™ anions, via X-ray diffraction studies.”® % Across the series Eg

coordinates in a bidentate fashion though the O atoms. The hydrogen atoms bound to

[M(Eg);]1SO, [M,Cl,(Eg),ICl,
_ - os _ H/,CI-._____I? o
1
H\C/C\/ H )J‘EJ H.H_CH ';'C\H,H T,
WO OHR T TR on moT BT
HO,, | wO—c— G HO, | (Cly, | WOH N/
y M A
7 N i
| o lerle e
C_/ y— . Gy .
H™ \(|:'\H H Wy H E\Cl/-l HC') g H J‘JJ‘“
H B .H
L i L ~gr J
M = Co, Ni, Zn M = Co, Ni

Figure 1.27: The structures of [M(Eg)3][HSO4] and [M2Cl>(Eg)4]Cl> as determined via X-ray diffraction studies
by Antti et al.%%
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the Eg O atoms form H-bonding interactions between the cationic metal complexes and
the anions ([SHO4]™ or C17), see Fig. 1.27.

When the anion is [SO4]?~ the homoleptic, single metal centre complex
[M(Eg)3]*" (M = Co, Ni, Zn) is formed, Fig. 1.27. The metals are octahedrally
coordinated with some distortion present. M = Zn is more symmetric with less
distortion, as may be expected due to its "more symmetric” electronic structure with full
d orbital occupancy.

Gruden-Pavlovic et al. used multideterminental DFT to perform a detailed
investigation on the Jahn-Teller distortions present in the analogous complex
[Cu(Eg)s]*".%? The authors concluded that the larger Jahn-Teller relaxation energies
calculated for [M(Eg)3]*" than for [M(en)s3]?" (en = 1,2-ethanediamine) were due to the
synergy of intramolecular H-bonding and Jahn-Teller distortions which favour the
H-bonding. It is unclear what the effect of H-bonding to external molecules such as
[HSO4]™ may be on the intramolecular H-bonds and the extent of Jahn-Teller distortions.

The CI™ anion results in a markedly different complex structure with two metal
centres and 2 bridging Cl atoms, [MyCly(Eg)4]?T (M = Co, Ni), Fig. 1.27. Small

distortions to the octahedral centres are again noted.

1.4.8 Nickel(II) complexes in ionic liquids

Nickel containing ionic liquids were first achieved by adding NiCls to a chloroaluminate
ionic liquid system: AlCl3-1-butlypyridinium chloride. % More recent studies have added
NiCl; to a similar AlCl3-[CoC;Im]|Cl system.lm’102 The nickel coordination in the
AlCl3-[C2C1Im]Cl system was detected via EXAFS, and found to be dependent upon the

aluminium and chloride species present.

Xaici; = 0.33, “basic” 2[CyC1Im]|Cl + AlCl3 — [C2C;Im]Cl + [C2C;Im][AIC]]
When NiCl, is added EXAFS shows that the nickel atom is surrounded by a
single shell of 4 chlorine atoms:
2Cl™ + NiCly — [NiCly]*~

The dianion is anticipated to associate with 2 [CoC;Im]™ cations.

Xaicl; = 0.54, “pneutral” [CQCllm]CH— AlCl; — [Cgcllm} [A]CLJ
When NiCl, is added a single EXAFS peak reveals that nickel atom is surrounded
by a single shell of 6 chlorine atoms:

8[AICL] + NiCly, — [NiClg]*™ + 4 [AL,Cl;]
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Figure 1.28: a. The coordination of Ni in acidic solutions as proposed in initial EXAFS studies by Dent et al.*®

b. Coordination of Ni by a first shell of 6 Cl atoms and a second shell of 8 Al atoms, as detected via EXAFS
in later studies. %1% The formal equation of this coordination is [NiCIeAIg]2°+. c. 20+ is a large charge and
it is likely additional coordination of Cl atoms occurs. For example [NiClg - 8 AICI3]*~ may be produced by the
interaction of 4 [AlCl7]™ anions with NiCl,. In this scheme one Cl atom from each [Al>Cl;]” (coloured red)
becomes coordinated to the Ni(ll) centre. Each Al atom remains singly bonded to 3 Cl atoms, and interacts
weakly with 3 Cls coordinated to the Ni atom.

[NiC16]47 is a highly charged anion and compounds including it are not reported
in the wider crystallographic literature. It may be that a proportion of the Cl atoms are
shared with another species in solution, reducing the effective charge of the nickel based
anion. The reported EXAFS data are not sufficient to distinguish between Cl atoms in

chemically different environments and discern the exact speciation of the solution.

Xxaicl; = 0.6, “acidic” [C2C;Im|Cl+ 2 AlCl3 — [C2C;Im][AlxCly]

3 studies on the addition of NiCly to AlCl3-[CoC1Im]Cl with xajc1; = 0.6 have
been published, all utilising EXAFS to determine the coordination of the nickel atoms.
The earliest study by Dent et al.'%° proposed that the nickel atoms in solution have a
first coordination shell of 6 Cl atoms, followed by 3 Al atoms. They propose that the
species formed is [Ni(AlCly)s]™, Fig. 1.28.a. One may write an equation for the
formation of this species as follows:

2[AlLCl7]™ + NiCly — [Ni(AlCly)s] ™ + [AICL] ™

Two later authors found different results, with 8 Al atoms in the second
coordination layer around the NiClg core, Fig. 1.28 b.19%:102 The extremely large positive

charge on a [NiClgAlg]*** ion seems to indicate further coordination of the 8 Al atoms
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by Cl is likely. A conceivable equation for the formation of such a species is:

4[A15Cl7] 4 NiCly — [NiClg - 8 AICI3)*~

Each Al atom would be in a octahedral-like environment with 3 strongly
coordinated terminal Cl atoms, and 3 weaker interactions with 3 Cls complexed to the
nickel centre, Fig. 1.28.c.

The conflicting results between studies may be due to experimental or analytical
error in the earlier study; later authors have not had access to the raw data or analysis
in order to verify the methods used. It is also possible that the difference in
concentration of NiCly between the studies (0.05M in Dent et al. and 0.03M in O’Grady

and Roeper et al.) had an effect on the speciation present.
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Figure 1.29: a. Atom numbering in [C2C1Im]+. b. H-bonding rings formed in [Co2CiIm]2[NiCls]. ¢ and
d. H-bonding motifs around the two anion types in crystalline [C2C1Im]2[NiCls]. Figures b-d are schematic
interpretations of crystal structures presented by Hitchcock et al.'® In b-d charges are omitted for clarity.
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EXAFS was also applied to determine that when NiCly is added to [CoCIm]Cl
alone the anion species formed is [NiCly]?~. 194105 [C,CIm]5[NiCly] and
[C4C1Im]3[NiCly] are solid at room temperature, and have therefore been studied via
X-ray crystallography. 104106

Hitchcock et al. characterised the structure of [CoCiIm]3[MCly], M = Co and Ni,
Fig. 1.29. H-bonding between the Cl atoms and the H2, H* and H® is shown to direct
the crystal structures which are almost identical with respect to changing the metal
centre between Ni and Co. The dianion [MCly]?>" is tetrahedral and exists in two types.
In the first type each Cl in [MCl4]?" is H-bonded to two [CoCyIm]* cations via the H,
and H® hydrogen atoms (Fig. 1.29 d.) forming three dimensional H-bonding rings
(Fig. 1.29 b.). The second type of [MCly]>~ anion is H-bonded to one [CoC1Im] " cation
per Cl atom, at the H? hydrogen, Fig. 1.29 c.

Zhong et al. studied [C4C;Im]o[MCly] for M including Cu, Ni, Mn, Fe, Co, and
Zn.1%6 Similar crystal structures were elucidated for each M, with all anions in the
tetrahedral conformation. H-bonding networks are present with every CI involved in at
least one H-bond with H2, H*, H? or one of the H atoms bonded to the first carbon of
the butyl chain. The hydrogen atoms on the methyl group were not involved in forming
H-bonds. The crystal structures are similar across all M, with the butyl chain having the
same conformation for all M except Ni. Two types of cation-cation interaction are
present: C—H-7 (imidazolium ring), and 7 stacking interactions.

Meredith et al. were able to synthesise room temperature ionic liquids with
relatively low viscosities by combining [C,,C1Im|Cl (n = 5, 7, 8 and a mixture of n = 4
and 6) with NiCly.!%7 The authors hypothesised that [C,,C1Im]2[NiCly] was formed in
solution for all n, however later studies found evidence via EXAFS experiments that the
nickel containing species in n=6 and n=8 compositions is [NiClz] .7%108 A reason
suggested for the change in apparent anion from [NiCly]?>" in [CoC;Im]Cl to [NiCl3] ™ in
[C6C1Im]Cl and [CgC1Im]Cl is that the longer alkyl chains better stabilise a lower
charged species. Similar behaviour was observed when copper systems rather than nickel
were examined. ™

Room temperature ionic liquids exhibiting thermochromic behaviour were
synthesised and incorporated into plastic films by Wei et al..0%110 [C,C;Im]2[NiCly] was
dissolved into [C,,OHCiIm][anion], where n = 2 or 3, and anion = [BF4] ", [PFg] ", and
[OCly] ™. All the ionic liquids displayed thermochromic behaviour, due to an equilibrium

between green octahedral nickel complexes involving the counter cations [C,, OHC;Im]*
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and blue tetrahedral [NiCly)?~, Fig. 1.30

Mixed chloride and -OH ligand complexes were also observed in ionic liquids by
Hartley et al. via EXAFS.™ When NiCly - 6 H,O was added to [C¢C1Im]Cl an EXAFS
peak indicating three chlorine atoms was reported, and the authors concluded that the
nickel containing species was [NiCls] . When extra water (5% w/w) was added two
EXAFS peaks corresponding to three Cl atoms and 3 O atoms were generated,
indicating formation of [NiCl3(H20)3] ™. This finding shows the delicate balance between
forming chloride only complexes, and complexes including -OH ligands in nickel ionic
liquid systems. Mild changes in conditions lead to quite different complexes forming; this

aspect of nickel - ionic liquid systems allows thermochromism to occur.

1.4.9 Nickel(II) complexes in deep eutectic solvents

Hartley et al. studied the speciation of MCly (M = Co, Cu, Fe, Mn, Pd, Pt, Sn, Zn and

Ni) dissolved in deep eutectic solvent systems formed of a 1:2 ratio of choline chloride

a. ||= - E o
\N'/é‘\N/Hn\OH ,E'rTw‘,E >B‘“E >C|£8
— n=2or3 F F o
[PFel [BF,I [CIO
Cations Anions

[NiCl,(cation),J?**(anion),

or == INCI,J>
[NiCl,(cation),J>
X+y=6

Figure 1.30: Summary of thermochromic equilibria of nickel(ll) complexes in functionalised ionic liquids as
reported by Wei et al.’%% a. Structures of the cations and anions included in the ionic liquids. b. Equation
of the equilibria between species in solution. c. Sketch of UV-vis absorption spectra peaks arising from nickel
complexes in tetrahedral and octahedral co-ordinations.
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and 1,2-ethanediol (Eg) - a solution known as ethaline.”™ All M except nickel formed
[MCl]?" - speciation confirmed via EXAFS. Nickel formed cationic [Ni(Eg)s]*", with
each 1,2-ethanediol co-ordinating in a bidentate fashion. When 1,2-ethanediol was
replaced with 1,2-propanediol (1,2-pg) the same modality was observed; [Ni(1,2-pg)s]**
formed. 1,3-propanediol does not have the correct bite angle to from a chelated complex,
but the nickel containing species in a 1,3-propanediol system was similar to that
observed in the other diols - an octahedral, 2+ complex is formed, with 6 oxygen atoms
co-ordinating to the nickel center. The 1,3-propanediol is likely to coordinate in a
monodentate manner; a second peak in the EXAFS spectrum was not sharp enough to
resolve the exact complex geometry, and more conformational disorder is expected
around the nickel centre than in the systems with bidentate ligands. All three solutions
are thermochromic; green/yellow at room temperature becoming blue as the
temperature is increased - indicating that [NiCly]?>~ may be forming in solution.

Nickel halide speciation in ethaline has been of interest to several other authors:
Abbott et al. investigated improvements in nickel electrodeposition from the ethaline
system vs. a standard method using an aqueous solution (Watts bath).
Electrodeposition from the ethaline system was strongly affected by temperature, with
an 80°C procedure obtaining a much flatter, shinier surface than the same procedure at
25°C. UV-vis spectra at temperatures from 25°to 80°C give further insight into the
equilibrium between octahedral and tetrahedral complexation. "

Protsenko et al. investigated the physical properties of the same system including
the effect of changing water concentration. Added water reduced viscosity and increased
conductivity. “® Kityk et al. discussed further the electrochemical and physical properties
of the nickel chloride - ethaline system, in particular the impact of changing nickel(IT)
concentration and temperature.”’

Overall the research into the ethaline-NiCly system has focused on physical and
electrochemical properties. The underlying chemical speciation, reactions, and
intermolecular interactions have only been investigated by one study, and theoretical

methods have not been applied. ™
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Chapter 2

Theoretical background

This chapter provides the theoretical background to DFT, the method used for the
theoretical work presented in this thesis. The chapter follows the standard textbook
approach to the topic, beginning with the Hamiltonian energy operator, then considering

many electron wavefunctions before discussing the rigourous foundation of DFT.!

2.1 The Hamiltonian operator

Schrodinger’s equation shows how the Hamiltonian operator, H, acts on the

wavefunction, ¥, to give the system energy as an eigenvalue, E.

HVU = EV (2.1)

The Hamiltonian for a molecule in a simple situation (no external electric or

magnetic fields, no relativistic effects) is a sum of the following components:

kinetic energy of electrons

kinetic energy of nuclei

potential energy of electron-nuclei attraction
potential energy of electon-electon repulsion

potential energy of nuclei-nuclei repulsion.

The functional form of this sum is:
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2 2 o
W%ﬁ%+%+%?

1, 7: indices which run over electrons
k,l: indices which run over nuclei
me: mass of an electron

my: mass of nucleus k

e: charge of an electron

Z: atomic number

rqp: distance from a to b

The potential energy terms are the same as in classical mechanics, but the kinetic

energy terms are the kinetic energy operator 7"

P

T:
2m

(2.3)

¥ is a function of 3N coordinates, where N is the number of particles.

2.1.1 Calculating E

Equation (2.1) has many acceptable eigenfunctions ¥ for a given molecule, each with a
different eigenvalue, E. Therefore a set of ¥; with associated F; exists. For ease of
manipulation we will assume that these ¥; are orthonormal. For a one-particle system

with a 3-coordinate W:

///\I/i‘lljdxdydz:&j (2.4)

d;j: Kronecker delta function, 1 for ¢ = j (normal), 0 for ¢ # j (orthogonal)

Replacing the multiple integrals for a single integral over 3N dimensional volume:

/\I/l'\I’de: (51‘]‘ (2.5)

Take Eq. (2.1) for ¥;, multiply by ¥;, and integrate both sides:

/\I/jH\I!idf’: E/\I/j\IfidF (2.6)

Combining with Eq. (2.5) we have:
/\I/J-H\I/Z-df: Es;; (2.7)
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Given a suitable wavefunction Eq. (2.7) allows calculation of the energy be solving

the integral on the RHS since when i=j we have:
/\I/iH\I/idf’: LE; (2.8)

2.1.2 Variational principle

So far we have no way of obtaining the set of (complete, orthonormal) ¥,;. However,
assume we can pick a function ¢ which is an appropriate function on which to operate H.

Since our set of W¥; is complete ¢ must be a linear combination of ¥;, with coefficients ¢;:

d) = ZCZ\I/Z (2.9)

The normality of ¢ constrains ¢;:
/d)QdF: 1= /Zci\pizcj\pjd??
i J
1= ZCiC]‘ / \I/i\I’de
ij

1= Z Cicjéij

]
1=) ¢ (2.10)
Applying H to both sides of Eq. (2.9) we have:

Ho=HY ¥, (2.11)

By squaring both sides and integrating:

/ dHbdF = / O aU)HY  cjby)dif

i j
/ GHAF =) cic / U, HU ;dF
ij

/d)Hd)d??: Z CiCjEj(Sij

ij

T



[otpar =3 2E (2.12)

The energy of a system with the generic wavefunction ¢ is determined by ¢; and
their associated E;. The values of ¢; and E; are still unknown, however the set of E; has

a lowest value which we call Ey. From Eq. (2.10) we have:

Eo/q;?df': Eo Y e (2.13)

Subtracting from both sides of Eq. (2.12):
/d)Hd)de o / Gb’di =Y B —Eoy )y ¢}

/chd)dF— Eq / $*di' =Y ¢} (E; — Ey) (2.14)

1

Since each ¢? and (E; — Ep) must be > 0 the RHS must also be > 0, giving:
/d)Hd)de Eo/dJQdFZ 0

Hdr
J }b&gf > Ey (2.15)

Now since [ GHdrF is the E of ¢, and [ $2diis 1 (due to normalisation) we

have:

E > E, (2.16)

This is the variational principle. It means that we can judge the quality of any
generated ground state wavefunction by the associated energy value - the lower the
energy, the more accurate the wavefunction. This is a powerful principle: It allows us to
construct wavefunctions in any manner we find appropriate, and it means calculus may

be used to minimise the energy of a wavefunction.

2.1.3 The clamped nuclei and Born-Oppenheimer approximations

The molecular Hamiltonian for a many-particle system (Eq. (2.2)) is mathematically
complex, including pairwise repulsive and attractive terms. This means that each

particle’s movements are ”correlated” with all the others. The complexity may be
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reduced substantially without significant loss of accuracy by considering a system with
nuclei at fixed positions. This clamped nuclei approximation is justified by the relative
masses of nuclei and electrons - electrons are orders of magnitude lighter than nuclei,
and therefore move much faster. From the point of view of an electron the position of a
nucleus is almost constant. The Schrédinger equation for a molecule with fixed nuclei

(the ”electronic Schrodinger equation”) may be expressed as follows:

(He + VN)Ver(Gi : qi) = Ea Ve (G : di) (2.17)

He=-3", 2’21 V2o, e:ZZ: + D i % The purely electronic Hamiltonian,
H,, is composed of the kinetic energy of the electrons and the potential energies of the
electron-nuclear attraction and the electron-electron repulsion

Vn: nuclear-nuclear potential energy (constant)

¢;: electronic coordinates

gr: nuclear coordinates

(¢ : gi;): a function of the electronic coordinates, which depend parametrically on

the nuclear coordinates

E.;: electronic energy

Correlation in the nuclear-electronic potential energy term in the molecular
Hamiltonian (Eq. (2.2)) is eliminated and nuclear-nuclear potential energy becomes a
constant calculated for a given geometry. Wavefunctions are invariant for constants in
the Hamiltonian so in practice Eq. (2.17) is solved without Vi, providing the pure
electronic energy F,, to which Vi is added to give E.;.

The Born-Oppenheimer approximation is the supposition that the molecular
wavefunction ¥ may be expressed as a product of the electronic wavefunction ¥.; and

the nuclear wavefunction W p:

U (G, di) ~ Yealdi : gi)YN(G) (2.18)

From now on the clamped nuclei and Born-Oppenheimer approximations will be

applied and ¥ shall be used to mean ¥.;, and H and E to mean H, = H. + Vi and E,;.
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2.2 Construction of trial wavefunctions

Although we have neglected electron-nuclear correlation in the construction of the
electronic Schrodinger equation, electron-electron correlation is still present. Initially a
single electron system is considered, avoiding electron-electron correlation. From
Eq. (2.17) the electronic wavefunction is only dependent on the fixed coordinates of the
nucleus and the coordinates of the single electron. From now on all wavefunctions
referred to are electronic wavefunctions. We will denote the many-electron wavefunction
simply as ¥, and the single-electron wavefunction as 1.

We will call the eigenfunctions of the electronic Schrédinger equation MOs
(molecular orbitals). The energy of an electron in an MO is the pure electronic energy

eigenvalue. Experimentally this corresponds to ionisation energy.

2.2.1 LCAO basis set approach

We may construct wavefunctions in any fashion - and compare them via their energy
eigenvalues. So how to form the wavefunctions? A common mathematical approach to
represent an arbitrary function is via a combination of convenient functions - a basis set.
The electronic Schrédinger equation is exactly soluble for a system of 1 nucleus
and 1 electron, yielding the hydrogenic AOs as eigenfunctions. These AOs (or
approximations thereof) are used as basis sets for constructing wavefunctions for systems
with more than 1 electron. The basis set is combined to build a guess wavefunction, ¢,

as follows:

N
é=>_ aip; (2.19)
i=1

As N in Eq. (2.19) is increased the basis set initially gets closer to spanning the
full space - however increasing N too much leads to linear dependency, decreasing the
quality of the description.

Combining Eq. (2.19) and Eq. (2.15) gives an expression for F in terms of the

basis functions and their coefficients:

SO aipi) H(Y ajp;)di
S aii) (X ajp;)di

E:
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Z aiaj f (piHcpde
1]

L= -
> aia; [ pip;dr
ij

> aia;Hij
ij

E=2———
Z aiajSij
]

(2.20)

H;; = [ piHp;dr is the resonance integral
Sij = [ wiHp;dr is the overlap integral

Physically the overlap integral S;; is the extent of phase matched spatial overlap
between basis functions ¢; and ¢;. Note that basis functions are not orthonormal to one
another. The resonance integral H;; is less intuitive, though it tends to increase with .S;;.
Hj; is the ionisation potential of a single electron occupying basis function ;. Both H;;
and S;; are called matrix elements.

From the variational principal, to get closer to the true wavefunction we must
minimise the energy of our guess wavefunction. Now that we have selected our basis set
F is a function of the basis function coefficients, a;. When the energy is minimised we

have:

— =0 Vk (2.21)
Vk means for all k

Partially differentiating Eq. (2.20) for each of the N variables ay gives N
equations which must be satisfied simultaneously in order that Eq. (2.21) holds and E is

minimised:

ai(Hki — ESki) =0 Vk (2.22)
=1

A set of N equations with N unknowns is soluble if and only if the determinant

formed from coefficients (Hy; — Sk;) equals 0:

Hyy —ESy1  Hig—ESi2 -+ Hiy—ESN
Hoyy — ES>1 Hog— ESy» -+ Hayy — ESon

=0 (2.23)
Hyy — ESnv1 Hy2 — ESn2 -+ Hynnv — ESyn
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Equation (2.23) is the secular equation. There are N roots F; which satisfy the
secular equation. Each value of I; corresponds to a different MO. Each E; gives a
different set of the coefficients a;, termed a;;. a;; are found by solving Eq. (2.22). For

each E; the wavefunction for its MO is ¢; and is defined by:

N
¢j = Z aijgoi (2.24)
=1

For a one electron system the lowest energy MO defines the ground state.

The summarised process to find the optimal one electron wavefunction is:
1. Select a set of N basis functions.
2. Determine H;; and S;; for all NV values of ¢ and j.
3. Calculate the N roots E; of the secular equation.

4. For each root solve Eq. (2.22) to find the coefficient a;; for that MO

MOs found via this process are orthogonal.

2.3 Many electron wavefunctions

2.3.1 Hartree-product wavefunctions

When one electron is considered the only terms in the Hamiltonian are the one electron
kinetic energy term and the one electron nuclear attraction potential energy term. With

only these terms present H is separable:

N
H=> h (2.25)
i=1
N is the total number of electrons
h; is the one electron Hamiltonian
In AU we express h; as:
1 " Z
hi=—-v2-Y 2k (2.26)
2 i Tik

m is the total number of nuclei

FEigenfunctions of h; must satisfy the corresponding one electron Schrodinger

equation:
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hivi = eii (2.:27)

H is separable so we may construct its many electron wavefunctions out of

products of one electron wavefunctions:

Upp = 1yoths.. N (2.28)

The wavefunction Vg p thus formed is called the Hartree-product wavefunction.
It can be shown that the energy eigenvalue of Wy p is the sum of the one electron

energies, &;. Starting with combining the Schrodinger equation and Eq. (2.28):

EVyp=HVyp = H1yoths ... N (2.29)
From Eq. (2.25):
N
EVyp = Z hip1atps .. by (2.30)
=1

Expanding the sum:

EVyup = (h1)vs ... 0N + r(hob2)s .. N + -+ 192 .. (AnYN) (2.31)

Using the one electron Schrodinger equation (Eq. (2.27)):
E¥yp = (e1¢)d2.. . ON +1(eatho)¥s. . N + -+ P1¢a. .. (en¥n)

N
EVyp = Z&wl?ﬁz YN
i=1
N
EVyp = (Z ei)¥rp

i=1

E=) ¢ (2.32)
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2.3.2 The Hartree Hamiltonian

The Hamiltonian defined by the sum of one electron Hamiltonians does not include
electron - electron repulsive potential energy. Calculating electron - electron repulsion is
complex due to its dependence on many simultaneous pairwise interactions.

We take the approach of using ¥y p to compute energies from the full
Hamiltonian, finding MOs ; which minimise (Vg p|H|¥gp) (where H is the true
Hamiltonian). Via variational calculus (not included here) it can be shown that each
such v; (which multiply to give the ¥y p which minimises (Vg p|H|¥gp)) is an

eigenfunction of its corresponding h;, expressed as:

m
hi= V- f—: + Z/de (2.33)
k=1 j#k

We will refer to this Hamiltonian as the "many electron Hamiltonian”, however it
is not the true Hamiltonian H. The many electron Hamiltonian (Eq. (2.33)) differs from
the one electron Hamiltonian (Eq. (2.26)) by the addition of the electron electron
repulsive term. This repulsive potential energy term is expressed analogously to the
nuclear electron attractive term, except that the nuclei are treated as point charges and
the electrons as spread out charge density, which is therefore integrated over all space.

To calculate our one electron wavefunctions 1; from the many electron
Hamiltonian we need to calculate the electron electron repulsion, which depends on our

wavefunctions. This recursive dependence is solved using the SCF (self-consistent field)

iterative method proposed by Hartree:

[Guess Vi HConstruct hi j—
|
[Gives new 1; HSolve hith; = ey }

When a set of ; is sufficiently (by some arbitrary criteria) close to the previous
set, of 1; we take the final set as the converged SCF orbitals.

From Eq. (2.32) the sum of h; gives a separable Hamiltonian H for which U is
an eigenvalue. In this "non-interacting” Hamiltonian each electron sees a constant
potential (derived in an average sense from the electron density) but is not interacting in
an instantaneous pairwise manner.

The non-interacting Hamiltonian double-counts electron interactions: h; and h;
both include the full repulsive potential energy of the ij electron pair. To correct this

double-counting we compute F = (Vyp|H|Vp) as:
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B=Y 53 [ [lispanas (234)

i#]
I | [0i|?v;2dridr; is the Coulomb integral .J;;

Now we have a Hartree-product wavefunction. How do we go about filling the

MOs generated with electrons?

2.3.3 Electron spin and antisymmetry

When Einstein’s theory of relativity is included in quantum mechanics the result is
relativistic quantum mechanics. When applied to electrons the concept of spin and the
Pauli exclusion principle (no two electrons may have the same set of quantum numbers)
are generated.

FElectrons have spin quantum numbers, eigenvalues of the electron spin function
which is an eigenfunction of the spin operator S,. The two eigenvalues are Sza%h and
S.0B %h, where a and S denote the orthonormal spin eigenfunctions.

We might guess that a ground state Hartree-product wavefunction for a molecule

with two electrons of spin « could be written as:

3Wpp = v (Da(1)Yy(2)a(2) (2.35)

30 p denotes the Hartree-product wavefunction for a triplet electronic state
where triplet denotes the multiplicity, equal to 25 + 1, where S = total spin.

e and 1y, are different (both electrons have the same spin number so they cannot
have all other quantum numbers the same). ¥, and v are orthonormal.

It turns out that although this formulation satisfies the Pauli exclusion principle
it violates a further result of relativistic quantum field theory. Electronic wavefunctions
must change sign when the coordinates of two electrons are switched. This makes the
wavefunction antisymmetric.

We can express the Pauli principle for N electrons as follows:

85



= =Ulgi(1), s @@ G (G)s - g (N, ] (2.36)

P;; is the interchange operator

7 includes both the Cartesian coordinates and the spin function
We can alter 3 p such that it satisfies Eq. (2.36):

x
V2

The SD subscript stands for Slater determinant

SWgp =

[Ya(D)a(1)¥n(2)(2) — Ya(2)(2)¢p(1)a(1)] (2.37)

Integrating [*Wgp|? over all space, and using the orthonormality of the MOs and

spin functions to simplify (w is a spin integration variable):

/ 3 gp | 2dri dud dr3 dus
= 5L W Pla(P i) Pla()Paridsidrida,
=2 [ GuUD)lal0) P22 o) Pdridsi drids
+ [ 1@ Pla) iV Plan) Pdridsidridas)

:%[1—0“]:1 (2.38)

From Eq. (2.38) we see that the % in Eq. (2.37) normalises [3Wgp|2.

2.3.4 Slater determinants

We can express our new wavefunction *Wgp as a matrix determinant:

1 (Ya(D)e(l)  ¥p(1)e(1)

Wgp = —

(2.39)
V2 14,(2)a(2) dp(2)a(2)

It is a general property of matrix determinants that when a pair of rows or

columns are switched the sign of the determinant changes. When the permutation
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operator (which switches two sets of electron coordinates) is applied the effect is to

switch two rows in the Slater Determinant. To generalise:

xi(1)  xo(1) - xnl
Vsp \/]ﬁ x1(2)  x2(2) - xn2 (2.40)
X1(N) x2(N) -+ xwN
In compacted form, with implicit ﬁ prefactor:
Usp = [x1X2X3 - - - XN) (2.41)

If an orbital is doubly occupied by electrons 1 and 2 then their spin orbitals
and Y only differ in the spin eigenfunction. In this case y1x2 is denoted as 1)?, where

the 2 denotes double occupation. Wgp could then be expressed:

Usp = [¥ixs... xn) (2.42)

In Slater determinants the indistinguishability of electrons is maintained (unlike
in Hartree-product wavefunctions). Every electron appears in every spin-orbital at some
point.

Quantum mechanical exchange is also manifest in Slater determinants. To
evaluate the energy of the interelectronic repulsion for 3Wgp as expressed in Eq. (2.37)

we must evaluate the following integral:
3 L3 P
/ \I/SDf \IJSDdrldwldrgdwz]
712
1 2 2 1 2 2000 12
= 5[ WO a(DP - in(2)Pla(@)Pdridd driday

—2/wa(l)wb(l)|Oé(1)|2iwb(2)¢a(2)|Oé(2)|2dﬁdu71dr§du72
T12

+ / () P10(2) 2[4y (1) Pla(1) 2 i 3 i)
T12
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2 / Pa(1)n (1)t (20 (2)drii
12
+ / |wa(2>|%|wb<1>|2dﬁdra
1 1
= 5 U =2 [ Gal00(1) - dn(2) (2T + o)

= Jab — Kab (243)

Kap = [ a(1)p(1) -2 10p(2)10(2)dridr3 is called the exchange integral.

T12

If we did the same process for a system with two electrons of opposite spin we
find that the interelectronic repulsion is simply J,,. This means that the interelectronic
repulsion energy is less by K, the exchange integral, when electrons spins are parallel.
This is due to the Fermi hole which surrounds each electron - a region where the
probability of finding another electron of the same spin is reduced. Since the positions of
electrons with the same spin are correlated in this way, the interelectronic repulsion

energy is reduced.

2.3.5 The Hartree-Fock Self-Consistent Field method

Hartree’s SCF procedure was extended to SD wavefunctions by Fock. When HF MOs
are used the interaction of each electron with the static field of all the other electrons
includes the exchange effect outlined above.

Here the RHF (restricted Hartree-Fock) equations are presented. Restricted
means all electrons are spin-paired, with two electrons per occupied MO.

The one electron Fock operator is expressed for electron i as follows:

nuclei
1 Z .
fi==5Vi= 30 VI (2.44)
i 4

VHELY = 2], — K; is the HF potential

J; and K; are operators which compute the Coulomb and exchange integrals

Roothaan developed matrix algebraic methods to allow MOs to be represented by
basis sets to be used in HF calculations. In this procedure, given a set of N basis

functions we first solve the secular equation for its roots F:
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Fiyu—ESy1  Fi2—FES12 -+ Fin—ESiny
Iy —ESy  Fyy—ESy» -+ Foy — ES)y

—0 (2.45)
Fyi —ESn1 Fy2 —ESn2 -+ Fnv — ESyN

F and S are calculated explicitly. S are the overlap matrix elements. We denote a
general matrix element F' as I}, where the lower-case greek letter u refers to the basis
function, and the lower-case roman letter v refers to the MO.

To calculate F},,:

nuclei

Fur = (= 59%0) = 3 Gl o)+ 3 Prallho) = 3uve)]  (240)
k Ao

(ulg|lv) where g is some operator denotes a one electron integral:

(ulglv) = /cbu(g%)df (2.47)

(uv|Ao) gives the Coulomb integral:

(uv|Ao) z//gzﬁp(l)gbl,(l):E¢A(2)¢J(2)df(l)df(2) (2.48)

where ¢, and ¢, represent the probability density of one electron and ¢y and ¢,
the other. (uA|vo) similarly gives the exchange integral.

In the final term of Eq. (2.46) the exchange integral is halved because it only
applies when both electrons have the same spin.

P is the density matrix, representing the amount a basis function contributes to
the many electron wave function. The final term therefore weights the energy
contribution of a basis function according to its relative importance in the wavefunction.

Elements of P are calculated as follows:

occupied

P)\U =2 Z a)\iQoi (249)
i

where the coefficients ac; specify the contribution of basis function ¢ to the MO.

Like the Hartree method HF is self-referential so the SCF procedure is applied:
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The HF energy of a molecule is well defined and may be converged to the basis
set limit. However, the Fock operator is a one-electron operator; the HF energy is the
energy of a system of N electrons which do not interact amongst themselves but instead
experience an effective potential. Whilst the exchange energy is fully accounted for in
this model, all other sources of electron correlation energy are not. We define the electron
correlation energy as the difference between the HF energy of a system and the exact
solution to the non-relativistic Schréodinger equation of that system (where the clamped
nuclei approximation and Born-Oppenheimer ansatz are included in defining the system).

HF theory is limited in its application by its large scaling in computational time
requirements with respect to the number of basis functions, N. This is due to the need
to evaluate 4-index integrals where each index increments over all N basis functions,

giving N4 scaling in number of integrals to calculate.
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2.4 Density Functional Theory (DFT)

2.4.1 Theoretical motivation

Wavefunctions produced from MO theories are complex, many dimensional and
unintuitive. The function depends on the three geometric coordinates and one spin
number for each electron. Accurate measurements of observables are achieved, but the
wavefunction itself is not observable.

A more intuitive feature to work with is electron density, p. p is a physical
observable (albeit difficult to observe directly), and it contains all the information
required (positions and atomic numbers of nuclei, total number of electrons) to specify
the Hamiltonian.

Integrated over all space, p gives the total number of electrons, N:

N = /p(f‘)df‘ (2.50)

Nuclear positions, and atomic numbers correspond to local maxima in p.

It follows that given a known density, the Hamiltonian may be formed, the
Schrodinger equation solved and the wavefunctions and energy eigenvalues determined.

To calculate molecular energy from electron density, separate energy into kinetic
and potential parts. Considering the system to be classical the potential parts may be
formulated as follows:

FElectron density - nuclear attraction:

nuclei

Vinelp(7)] = Z/V p(F)dF (2.51)

Classical self-repulsion of the electron density:

/ / UGVIGIEEE (2.52)
- 7"2|

where dri and dr3 indicate that integration runs over all space.

Fermion statistical mechanics was used by Thomas and Fermi in 1927 to derive
the kinetic energy for the "uniform electron gas”; a system having infinite electrons

moving in an infinitely large space with a uniformly distributed positive charge.

Toeglp(7)) = 137)% [ o} (2.53)
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In Egs. (2.51) to (2.53) T and V' are functions of p, itself a function of 7. A
function of a function is a functional, making 7" and V' ”density functionals”.

Equations (2.51) to (2.53) (along with a variational principle) make up
Thomas-Fermi DFT. In this first iteration of DFT all molecules are unstable relative to
dissociation into individual atoms.

Equation (2.52) contains a large approximation - all correlation effects are

ignored. We introduce a hole function, &, to correct the classical energy:

electrons
(0| // ‘1_ drldr2+ // (3 dridrs (2.54)

z<]

So the exact quantum mechanical electronic repulsion (LHS) is equal to the
classical value minus some correction via the hole function A, which would include
exchange, all other correlation, and self-interaction energies. The exact form of h is
indeterminate for many-electron systems.

HF theory does not have self-interaction error and has exact exchange. But the
exact exchange is slow to calculate so Slater adopted a simple approximation for the

exchange energy E,[p(7)], with a spherical exchange hole:

) / 3 (r)dr (2.55)

When « = 1 the equation is for ”Slater’s exchange”. Bloch and Dirac had already
derived the same equation from the uniform electron gas, except with o = % Combining
that expression with Egs. (2.51) to (2.53) gives the Thomas-Fermi-Dirac model (still
highly inaccurate).

Due to « being given different values it began to be treated as an empirical
constant, with subsequent calculations being termed Xa calculations. a = % tended to

give the most accurate computations.

2.4.2 Rigorous foundation

The above approach is much simpler than the wavefunction based methods, and though
it proved too inaccurate for most molecular focused chemists, solid state physicists found

many uses for it in their much larger systems.

92



The Hohenberg-Kohn theorems

Existence theorem The external potential (and hence the total energy) is a unique

functional of the electron density.

Variation theorem The functional that delivers the ground state energy of the system

gives the lowest energy if and only if the input density is the true ground state density.

Notes on the existence theorem We aim to establish that the energy depends on
the electron density. In order to do this we must prove that the Hamiltonian is uniquely
determined by electron density. Integration of the electron density gives the number of
electrons so to complete the Hamiltonian we need only the external potential. In
molecular DFT the external potential is the charge and position of each nucleus.

The existence theorem may be proved via reductio ad absurdum by assuming its
opposite - that two different external potentials can have the same electron density. This
gives the result (steps not shown here) that the energy of system a, E,, plus the energy

of system b, Ej is less than itself:

E,+ Ey < E, + Ey (2.56)

This is clearly nonsensical, proving the existence theorem.
Thus the ground state density determines the Hamiltonian which determines both

the ground state and all excited state wavefunctions.

Notes on the variational theorem Assume a candidate electron density which
integrates to give the correct number of electrons. The existence theorem shows that the
density determines a candidate wavefunction and Hamiltonian, giving a candidate

energy:

<\chand|Hcand|\chand> = Ecand > EO (257)

By the variational principle of MO theory F.q.nq is > the true ground state energy.

These two theorems provide a basis for, but no prescription to, using electron
density to determine molecular systems. We can guess different densities and know
which is closest to correct but these is no method to systematically improve our
candidate densities. Also we would like to determine the energy directly from the

density, without going through a wavefunction.
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2.4.3 Kohn-Sham Self Consistent Field methodology

The above is no significant improvement on MO theory, since the final step still uses a
wavefunction and the Hamiltonian to solve the Schrédinger equation. This is
prohibitively difficult in most cases, due to the electron - electron interaction term in the
correct Hamiltonian. Kohn and Sham conceived of a simpler Hamiltonian - for a
non-interacting system of electrons. The non-interacting Hamiltonian is a sum of
one-electron operators, its eigenfunctions are Slater determinants of the one-electron
eigenfunctions and eigenvalues which are the sum of the one-electron eigenvalues.

The procedure to make use of this simplified Hamiltonian is to take a real system
of interest (with interacting electrons) and create an analogous non-interacting system
which has the same electron density as the real system. We then express the energy

functional as a sum of parts whose evaluation is facilitated by this approach:

Elp()] = Toilp(7)] + Vielp(P)] + Veelp(7)] + AT [p(7)] + AVne[p(7)] (2.58)

Toilp(7)]: kinetic energy of the non-interacting electrons (sum of individual kinetic
energies)
Vielp(7)]: nuclear electron interaction
Veelp(7)]: classical electron-electron repulsion
T'[p(7)]: correction to kinetic energy due to electron interaction

AVyelp(7)]: all non-classical corrections to electron-electron repulsion

Using an orbital expression for density we can rewrite Eq. (2.58) as
N 1 nuclei
Elp(7)) = D _((ul = 5 Vi) — (ul Z |ﬂ ) (2:59)

i

-
/

dr'| i) + Enelp()] (2.60)

+Z 1\7/

N: number of electrons

|75

i Slater determinantal wavefunction, an exact eigenfunction for the

non-interacting system
p= Eij\i1<Xi‘Xi> is the density
we[p(F)] = AT [p(7)] + AVye[p(7)]

Eyc[p(7)] is usually termed the exchange-correlation energy - it includes the
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quantum mechanical exchange and correlation, the correction for the classical
self-interaction energy and the correction to the kinetic energy on moving from the
non-interacting system to the real one.

The next step is to find orbitals x which minimise E. It is found that such
orbitals satisfy the pseudoeigenvalue equations, where hIKS is the Kohn-Sham

one-electron operator:

WSy = e (2.61)
1 nuclei Zk; P(":;) .
hES = _v? - Sl +/ —dr’ +V, 2.62
(2 92 1 ; |74i*7'k| |’l“_£—’l“/| xc ( )
OF
Vie = W‘“ (2.63)

Ve is the one-electron operator for which the expectation value of the KS Slater
determinant is ..

The E (from Eq. (2.58)) to which we are minimising is exact, therefore the
orbitals provide the exact density. To determine the KS orbitals the same approach as
that applied to MO theory is used - they are expressed with a basis set of functions {¢}.
Then a secular equation analogous to that used in HF theory is solved to find the

coefficients of each basis function in each orbital.

nuclei

1 Z, p(r')
Ky = (¢pl — 5V — —— +/ —dr’ + Vyeloy 2.64
M < M| 2 ; ‘Ti_rk‘ |7T7E—7",| ‘ > ( )

If the same basis functions are used then the kinetic energy, nuclear-electron
attraction, and classical electron repulsion components are identical for DFT and HF.
DFT as derived so far is an exact theory, however its equations must be solved
approximately due to not knowing the exact form of F,... HF is an approximate theory,

however its equations may be solved exactly.

2.4.4 Exchange-correlation functionals

To repeat, in theory E,. accounts for both the difference between classical and quantum
mechanical electron-electron repulsion, and the difference in kinetic energy between the
real and non-interacting systems.

Modern functionals usually do not explicitly compute the kinetic energy term,
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instead incorporating it into a hole function analogous to that in Eq. (2.54). If empirical
parameters from experiments are used then these will contain some kinetic energy
correction by default.

It is conventional to express the dependence of the E,. function on electron

density as follows:

Eoelp(7)] = / (e selp(P)dF (2.65)

where €, is the energy density (also dependent on the electron density) expressed
per particle (electron density is expressed per unit volume). &, is treated as a sum of
individual exchange and correlation contributions.

Combining Eq. (2.55) and Eq. (2.65) we may express the Slater exchange energy
density:

S22 [ohiar= [ oiealorr (2.66)

5
2 )t (7) = plFIeaelp()] (267
colp(] =~ (2)5% (7) (2.68)

Another convention is to express the electron density in terms of the radius of a
sphere (rs) which would contain exactly one electron if the density at the centre of the

sphere was maintained throughout the sphere:

3
rs(r) = (m)

If the density is high at 7 (the centre of the sphere) then 7, is small and vice versa.

Wl

(2.69)

Spin is included in DFT simply by using separate functionals for the o and
densities. The spin densities at any point are conventionally expressed using the

normalised spin polarisation function ({(7)):

¢l = O (2.70)
p(7) = 3PP + 1) (2.71)
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o7 = 5o (1~ () (2.72)

Local density approximation (LDA)

LDA was originally defined as any functional where £,.(7) was determined only from the
value or properties of p(7) at the same position, 7. ie. not from any property of p at any
other position in space. However LDA now often refers only to those functionals which
derive from analysis of the uniform electron gas where p(7) is constant. For example the
exchange energy for a uniform electron gas is given by Eq. (2.68) with o = %, and this is
termed LDA, but the same formula with the same local dependence on p is used in both
the Slater (o = 1) and Xa (o = 2) methods which are not referred to as LDA.

LDA, Slater and X methods can all be extended to spin polarised systems:

(1+Q)5 +(1—¢)5 2

ealp(7), C(7)] = 2lp(7)] + {4 p(M)] — xlp(M}] 2@ 1)

] (2.73)

Y is given by Eq. (2.68), €/, is an analogous expression for the exchange energy
density of a uniform electron gas with all electrons having the same spin.

In an unpolarised system (closed-shell) ¢ is 0 everywhere, and so is the second
term on the RHS. For open-shell systems the above formalism must be used and is often
termed LSDA (local spin density approximation).

The correlation energy density €. has not been analytically derived even for a
uniform electron gas, except for the limits at 0 and oo electron density. An empirical
approach has was therefore taken, with Ceperley and Alder (1980) computing the total
energies for uniform electron gases at several densities, using quantum Monte Carlo
techniques to a high numerical accuracy. The correlation energy was then obtained by
subtracting the analytical exchange energies. Vosko, Wilk and Nusair (1980) created
local functionals of the density fitting to these results. Several forms of €. were expressed
as a function of g rather than of density. Four empirical constants are contained within
the express and their values are different for €2 and /. The most widely used forms are
VWN and VWN5. LSDA calculations using Slater exchange and VWN correlation are

termed SVWN. The steps involved in a LSDA calculation are summarised below:
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Once a satisfactory density matrix P is achieved the energy is computed directly
from the density via Eq. (2.58).

A note on how the LSDA approximation is applied in molecules:

It is not assumed that the electron density is constant across space in the
molecule. It is assumed that the €,. at position 7 in a molecule with electron density p is

equal to the .. in a uniform electron gas of electron density p.

Density gradient and kinetic energy density corrections

The LDA approximation can be upgraded by considering not only the electron density at
a given point but also its gradient when constructing the correlation functional. This
approach is called the GGA (generalised gradient approximation). GGA functionals

usually consist of an LDA functional with a corrective terms added on:
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£GGA p(7)] = £LSD[p() +AsX/c[Z§((g'} (2.74)

The first widely used GGA exchange functional was B by Becke, which
incorporated a single empirical parameter fitted to the exact exchange energies of the
noble gases He - Rn. Similar approaches by others produced functionals such as CAM,
FT17, O, PW, mPW and X (B and PW combined).

Alternative GGA exchange functionals based on expansions of the reduced
gradient include no empirical parameters: B86, LG, P, PBE and mPBE.

GGA correlation functionals following Eq. (2.74) include B88, P86 and P91.

The LYP correlation functional does not improve on an LDA expression but
computes the whole correlation energy at once. It contains four empirical parameters
fitted to the helium atom. It is the only functional mentioned here with exactly cancels
the self-interaction energy in one-electron systems.

Combinations of exchange and correlation functionals to specify a full method are
named using the exchange initials followed by the correlation, e.g. BLYP.

Meta-GGA (MGGA) functionals which include dependence on the second
derivative of the density (the Laplacian) were proposed for exchange (BR) and
correlation (Lap).

The Laplacian was found to be somewhat numerically unstable and an alternative
MGGA formalism was conceived; where a dependence on 7 is included in the functional.

Where 7 is the kinetic energy density and ¢; are the Kohn-Sham orbitals:

occupied
1

(=) §|V1/’¢|2 (2.75)

i
MGGA functionals for exchange, correlation, or both are: B95, B98, ISM, KCIS,
PKZB, THCTH, TPSS, VSXC.

Adiabatic connection methods

The adiabatic connection model underlies the widely used modern hybrid functionals,
including that used in this work; B3LYP. In this model a dial smoothly increasing the
electron-electron interactions from the non-interacting Kohn-Sham reference system to
the real system is imagined.

The Hellman-Feynman theorem can be used to show that the F,. can be

computed as:
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B = [ WO RO (2.76)
where A\ is the extent of electron-electron interaction, from 0 (none) to 1 (exact).

—E
(1, (U (1)[Vee | ®(1)))

~ (L BRI

(0, (W (0)|K%(0)))
= (07 EfF)

The area under the curve is the integral in Eq. (2.76). We do not know how ¥
and V vary as functions of X in general, but we can evaluate the left end-point of the
curve. In the non-interacting limit V' is entirely composed of exchange due to the
antisymmetry of the wavefunction. The Slater determinant of Kohn-Shan orbitals is the
exact wavefunction for the non-interacting Hamiltonian. Thus
(0, (U(0)|K|¥(0))) = EXF which is the exact HF exchange for the non-interacting
system, computed with Kohn-Sham orbitals. If the right hand endpoint of the line is
EDFT

approximately calculated using some DFT functional, giving , a parameterisation

approach can be taken to find E,., the area under the curve:

Area of whole square (A + B + C) = EDFT (2.77)
Area of A = BHF (2.78)

Area of B + C = EDIT — plHiF (2.79)

Area under curve = E,. = EAF  y(EDIT _ pHE) (2.80)

In this formulation z can be varied to improve F,.. Usually this relation is

formulated in terms of the parameter a instead:

Epe = (1 —a)ERFT 4 opHF (2.81)

This approach (called “hybrid exchange”) combined with a GGA correction to

100



exchange (bAE:fUB ) was used to formulate the popular B3LYP functional, along with a

similar approach to the correlation component: 23

EB3LYP — (1 — a)ELSPA L oEH L bDAEP + (1 — ¢)EESPA 4 cELYP (2.82)

The parameters found to perform best are a = 0.20, b = 0.72, and ¢ = 0.81. The
B3LYP functional was chosen for the work in this thesis due to good performance for a
relatively inexpensive functional, and also the retained efficacy across a range of organic

and inorganic systems.

2.5 Thermodynamic analysis

The DFT calculations reported in this thesis were completed using the Gaussian
computational package.* This section clarifies the origin of the thermochemical
quantities relied upon in the remainder of this work. Several thermochemical quantities
are printed directly in the .log file produced by the Gaussian09 program when a
frequency calculation is completed, Table 2.1. Eg.. is the total electronic energy of the
system. The zero point energy correction (zpe) is the correction applied to Ege. to

account for the vibrational effects present at 0 K:
EO = Eele(z + zpe (283)

The sum of E. and zpe is the total energy of the system at 0 K, Eg. To generate
thermochemical parameters for standard conditions, 298.15 K and 1 Atm, a further

vibrational, rotational and translational correction (E,;) is required:

E = Eo + Eyp (2.84)
Thermochemical quantity Relevant Gaussian09% string
Electronic energy (Egjec) E (UB3LYP)
Zero point energy correction (zpe) Zero-point correction
Energy (E) Sum of electronic and thermal Energies
Enthalpy (H) Sum of electronic and thermal Enthalpies
Gibbs free energy (G) Sum of electronic and thermal Free Energies

Table 2.1: Thermochemical quantities printed by Gaussian09* in frequency .log files.
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Enthalpy (H) and Gibbs free energy (G) values at standard conditions may then be

calculated by Gaussian09 as follows:
H=E+RT (2.85)

G=H-TS (2.86)

where T is temperature, S is entropy, and R is the universal gas constant.
Substituting Egs. (2.83) to (2.85) into Eq. (2.86) clarifies the individual
contributions to G:

G = Egjec + zpe + Eyrt + RT — TS (2.87)

For calculations using all-electron basis sets (rather than pseudopotentials) Egje. is the
largest contribution to G. The other factors (zpe, Eyr¢, RT and TS) are all 5 or more
orders of magnitude smaller.

When comparing the stability of different configurations of a system (e.g. different
conformers of a molecule, or atoms arranged into different molecules) the relevant
parameter is AG, the difference in G between the configurations. From Eq. (2.87) it is
apparent that AG is split into contributions from AEg.., Azpe, AE,,;, and —TAS:

AG = AE.. + Azpe + AE,,; — TAS (2.88)

ART is always zero as RT has the same value for all configurations. E.j. is much larger
than zpe and —T'S, however AE.. and —TAS are usually of the same order of
magnitude, with AE,,; and Azpe making contributions an order of magnitude smaller.
The majority of contributions to E.j.. within a system are due to the interactions among
nuclei and core electrons, which are not affected by configurational changes. Therefore
AEge. values tend to be very small fractions of Eg., but —TAS can be of the same

order of magnitude as —T'S.
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Chapter 3

Bismuth halides in ionic liquids

3.1 Introduction

This chapter is a theoretical investigation into recently synthesised bismuth containing
HMILs.! These liquids are dense, air stable, and thermally stable. The chapter begins
with a brief description of the theoretical and experimental methods used, including the
parameterisation of an SMD model for the Bi HMIL system. The results and discussion
section begins by describing the optimised structures of a range of anions and ion-pairs.
The anionic speciation for a range of compositions is then predicted in a computationally
inexpensive manner. Finally experimental valence band XPS (unpublished, private
communication) and UV-Vis spectra (this work) are compared to theoretical predictions,
validating the theoretical methods utilised. The research questions this chapter

investigates are:

e What is the anionic speciation of Bi containing HMILs - which anions are present

across the range of compositions and halides?
e What is the nature of the anion-cation interactions?

e Can DFT calculations reproduce valence band XPS and colour properties of Bi

containing HMILs?

3.2 Theoretical methods

The Gaussian 09 (revision D01) suite of programs was utilised to run all DFT
calculations.? The functional B3LYP-GD3BJ was selected: Becke’s three parameter

exchange functional,® along with Lee, Yang and Parr’s correlation functional,® and the
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D3 version of Grimme’s dispersion correction, with Becke-Johnson damping.® " This
functional is relatively inexpensive, widely used, and retains efficacy across organic and
inorganic ground state systems. The aug-cc-pVDZ basis sets were applied to H, C, N,
and Cl atoms.®? The cc-pVDZ-pp pseudo potentials and aug-cc-pVDZ associated basis
sets (including additional diffuse functions) were applied to Br, I and Bi atoms.'%!! The
cc-pVDZ-pp pseudo potentials accurately recover both scalar and spin-orbit relativistic
effects.

Optimisation calculations used a pruned (99,590) integration grid, 99 radial shells
and 590 points per shell (int=ultrafine). For all calculations an improved SCF
convergence criterion was applied (scf=conver=9): Root mean squared change in the
elements of the density matrix between consecutive cycles of less than 1077, maximum
density element change of less than 1077, and an energy change of less than 1077.
Structures were fully optimized and no symmetry constraints were applied. Vibrational
analysis confirmed each reported structure as a minimum. MOs visualisations use a
standard iso value of 0.02, unless otherwise noted.

To calculate a valence band XPS of [C2C1Im]2[BizaBrg] the optimised cluster was
analysed via Mulliken population analysis, which provides the contribution of each basis
function or AO to each MO. To calculate the peak generated by the contribution of a
single AOs to a single MO the contribution of the AO to the MO is multiplied by the
photoionisation cross-section value for that AO.'? A Gaussian-Lorenztian (70%
Gaussian) broadening function is then applied to generate a peak shape. This process
was carried out for all AO contributions to each MO, summing all the contributions
generated results in a computed valence band XPS.

UV-vis spectra were calculated via TD-DFT (time dependent density functional
theory). 10 triplet and 10 singlet excitations were obtained for each conformer. The

spectra were generated in Gaussview 5.13

3.2.1 Solvation environment

The SMD model was utilised to provide a generalised solvation environment.!* Solvation
models give the free energy of solvation for a solute (the molecule being explicitly
considered) from the gas phase to a liquid solution. The SMD model uses certain solvent
descriptors which allow customization of the model to include ionic liquid solvents.
These are: dielectric constant €, index of refraction n, macroscopic surface tension ~,

Abraham hydrogen bond acidity Ya4!, Abraham hydrogen bond basicity X4, the
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fraction of non-hydrogen atoms that are aromatic carbon atoms ¢, and the fraction of
non-hydrogen atoms that are electronegative halogen atoms .

The use of the model for ionic liquids has been tested and detailed by Barnales et
al, who also provided experimentally determined solvent descriptor values for twelve
ionic liquids.'® It was found that a version of the model called SMD-GIL (GIL stands for
general ionic liquid) also gave accurate results. In SMD-GIL most solvent descriptors are
set to the average of the available values for the twelve ionic liquids, but ¢ and v are
calculated for the particular ionic liquid assigned as the solvent.

For this work solvent descriptors were selected to emulate the ionic liquid
[C2C1Im][BiCly]. Experimentally determined descriptors were not available for
[C2C1Im][BiCly] therefore average values were used, or the parameter was calculated.
Parameters were set as follows: €, n, and ~ use the average values for ionic liquids
collated by Bernales et al. (11.5, 1.43, 61.24).' ¢ and 1 are simply calculated from the
molecular formula (0.231, 0.308). Yol and X85 were derived computationally. First
Kamlet and Taft o and 8 parameters were generated using a previously published
method (0.65, -0.03).16 These values were then converted into Abraham Yol and
Abraham Y4 values via an empirical conversion formula derived from experimental
data (0.275, 0.070).1® Utilising average values for some of the SMD parameters and
specifically calculated values for others was termed SMD-PGP (partial generic
parameters), and was found to perform similarly to SMD parameterised specifically for
the solvent.

The e parameter is important for calculating the bulk electrostatic component of
the solvation energy via the PCM (polarized continuum model).!” The rest of the
solvent descriptors are involved in computing the non-bulk-electrostatic component. This
component depends on the exposed surface area of the solute atoms. The solvent
descriptors contribute to the atomic and molecular surface tensions.

For some systems with flat potential energy surfaces small imaginary frequencies
were retained when a solvent continuum model was applied, or the optimisation
convergence criteria were not met after optimisation calculations had reached a plateau.
In these cases a manual determination of structure convergence was applied, taking into
account factors such as the size of the imaginary frequencies, the energy profile of the

optimisation, and whether the structure was a confirmed minimum in the gas phase.
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3.3 Molecular structure

3.3.1 Monomeric anions

Comprehensive conformational searches were carried out in both the gas phase and
IL-SMD on [Ban](?’*"), n=3,4,5,6, X =Cl, Br, I. This section begins with a detailed
description of [BiCly] , before continuing to discuss the remaining species.

[BiCly]~ was optimised in the gas phase and in solution using the parameterised
IL-SMD. In both environments square planar, tetrahedral, sawhorse and trigonal
pyramidal starting structures were optimised and all lead to a single stable conformer,
see the dashed box in Fig. 3.2. In the gas phase the anion is tetrahedral, with Bi-CI bond
lengths of 2.63A. This structure results from simple valence pair repulsion as the distance
between the negatively charged ligands is maximised in the tetrahedral environment. In
the IL-SMD a sawhorse structure was obtained, with axial and equatorial bond lengths
of 2.71A and 2.55A respectively. The IL-SMD stabilises the charge anisotropy of the
sawhorse structure, shown via mapping the ESP (electrostatic potential) to electron
density iso-surfaces in Fig. 3.1. Sawhorse [BiCly]™ has a dipole moment of 4.08 Debye,
whereas the tetrahedral structure has 0 dipole moment. The IL-SMD stabilises higher
dipole moment conformations due to the charges located on the cavity surface.

Full conformational searches were undertaken on BiX3, [BiX4] , [BiX5]?~ and
[BiXg]3 . For each anion X = Cl, Br and I were investigated. In each case several
starting structures were tested: trigonal planar and trigonal pyramidal for BiXs, square
planar, tetrahedral, sawhorse and trigonal pyramidal for [BiX4] ™, trigonal bipyramidal

and square based pyramid for [BiX5]2’, and octahedral and trigonal prismatic for

Gas phase IL-SMD

©.135¢ [N

Figure 3.1: ESP values mapped onto the electron density iso-surface (p = 0.0004 a.u.) of [BiCls]™. In the gas
phase a tetrahedral conformer is obtained. With the IL-SMD applied the optimised structure is sawhorse.
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[BiXg)?~. Where the structures obtained were symmetric small distortions were
manually applied to reduce the point group to Cy, and the structures were reoptimised
to ensure that this was the lowest energy structure.

In the gas phase exactly one stable conformer was located for every monomeric
anion. Highly symmetric structures were obtained (Fig. 3.2): BiX3 is trigonal pyramidal,
Cs,, [BiXy] ™ is tetrahedral, Ty, [BiX5]?", is bipyramidal, D3y, and [BiXg]? ™ is
octahedral, Oj. Bond lengths increase as the number of halide atoms and therefore the
amount of negative charge in the complex increases. Bi-Cl bond lengths increase from
2.47A in BiCl; to 2.83A in [BiClg]® . Bond lengths also increase as the halide size
increases: Bi-X is 2.63, 2.79, and 3.00A in [BiCly]~, [BiBry]™ and [Bily]~ respectively.

Anion structures were altered significantly within the IL-SMD environment,

Fig. 3.2. BiX3 (X = Cl, Br, I) retained trigonal pyramidal geometries. [BiXg]~
remained octahedral, however the geometry is slightly distorted and the Oy point group
reduced to C;. For [BiX5]>" adding the solvation environment changed the shape of the
PES. In the gas phase there is no minimum at the square based pyramid (SBP)
geometry, and in the IL-SMD there is no bipyramidal minimum. [Bil5]?~ gives a
symmetric square based pyramid, point group Cy,. [BiCls]?>" and [BiBrs]?> are also
square based pyramids but unlike [Bil5]?~ are slightly distorted.

[BiXy4] ™ shows the most variation in geometry when the solvation environment
and halide are changed. [BiBrs]~ and [Bil4]~ have two energetically similar minima in

the solvated state: sawhorse, and tetrahedral. Both sawhorse geometries are closer to

Gas phase IL-SMD environment, altered species only
BiCls i_ [BiCly] [BiCly] : [BiBryg] [Bily]
| | .
| e O
® I .‘ N : | |
| u . \\
* e | _ o *§ o8 o OO0
K e | . o @ | o e
| © . e O
e — — ! AG =1 AG=2
[BiCls]? [BiClg]> [BiCls]2 [BiBrs]2 [Bils]2-
® ®
‘\ ‘\ @ . ®
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Figure 3.2: The conformers of BiXs, [BiX4]™, [BiX5]2', [BiXG]s_; X = ClI, Br, I. The gas phase conformers
where X = Cl are representative of those where X = Br, |. BiX3 and [BiX6]3' structures are only shown in the
gas phase as the IL-SMD conformers are similar. AG values are given in kJ mol~!.
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tetrahedral than the [BiCly]™ IL-SMD geometry; the axial X—Bi—X angle is 171°, 151°,
and 156° for X = Cl, Br, I respectively.

A search of the CSD (Cambridge Structural Database) yielded only di- or
poly-meric [BiXy]™ and [BiX5)?~ structures. However, monomeric [PCly]~ and [PBry]~
have sawhorse structures, not tetrahedral. '® Ky[SbCls] is a rare example of a group 5
monomeric [EX5]27 anion, and has SBP geometry, not trigonal bipyramidal.'® Overall

solvated structures are more similar to the crystal structures than gas phase structures.

Mixed halide anions: [BiXyY2]™

Cousens et al. synthesised bismuth ILs with mixed halides in several ratios of Cl, Br and
I.' Mass spectroscopy detected all permutations of anion for a given combination of
halide, i.e. for Cl and Br [BiCly] ", [BiCl3Br| ", [BiClyBry] , [BiClBr3]  and [BiBra4] ™
were reported. !

To investigate the mixed halide anions theoretically a series of three simple anions
of the form [BiX5Y5]  was chosen: [BiClyBry] , [BiClaly] , [BiBrols] . Conformational
searches in the gas phase and IL-SMD started from four conformers: tetrahedral,
sh_small axial (sawhorse with the smaller halide atom in the axial positions),
sh_large axial (with the larger halide atom in the axial positions) and sh_mixed axial
(with one smaller halide and one larger halide atom in the axial positions).

In the gas phase only tetrahedral conformers were located, Fig. 3.3. With the
IL-SMD applied all 3 sawhorse conformers were found to be minima and are within 8 kJ
mol~! of one another. The AG of 2[BiX2Ys] vs [BiX4]  + [BiY4] was computed and
found to be less than 4 kJ mol~! in all cases. Therefore rapid interconversion between

both conformers and species is expected in solution.

[BiClyl,], gas phase [BiCl,l,]", IL-SMD environment

] b ¢ ¢
e 3 o3 o

tetrahedral sh_large_axial sh_small_axial sh_mixed_axial

Figure 3.3: Optimised [BiClzlo]~ conformers in the gas phase and with the IL-SMD solvation environment
applied. Analogous conformers were located for [BiCl,Br2]~ and [BiBrzl2] ™. Sh in conformer names stands for
sawhorse.
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3.3.2 Dimeric anions

Three dimeric anions were investigated: [BigX7] ™, [BioXs]? ™ and [BisXg]?~ (X = CI, Br,
I). Fig. 3.4 shows an example structure for each conformer located. [BiaCl;]™ is only
present in polymeric form on the CSD.! No monomeric group 5 [E2X7] complexes are
known according to comprehensive reviews by Fisher and Norman.!'® From group 3
[AlyCl7] ™~ is present in Al-Cl halometallate ILs. 2" Isolated [BizXg]?~ is known in both
the sbp_sbp_a and sbp_sbp_b forms.'®1 Isolated [Bing]?’* has only been reported in the
oct_oct conformation. 1819

Comprehensive conformational searches were undertaken for [BioX7] ™, [BigXg)?~
and [BixXg]>~ (X = Cl, Br, I). 21, 9, and 8 starting structures were optimised for
[BizX7] ", [BizXs]? and [BizXg]®  respectively, in both gas and TL-SMD environments.
The same initial structures were used for X = Cl, Br, I, in both gas and IL-SMD
environments. Structures with 1, 2, and 3 bridging halide atoms were included for each
species. Conformers with tetrahedral and sawhorse coordination were included where a
Bi centre was coordinated by 4 halide atoms. Square based pyramid and bipyramidal
coordination were considered for Bi centres surrounded by 5 halide atoms.

The most stable [Bi;X7] ™ conformer located is sh_sh_a for X = Cl, Br, I in both
environments, Fig. 3.4. a., Table 3.1. Sh_sh_a has a single bridging X atom, and both Bi
atoms are in sawhorse configurations. sh_sh b and sh_sh_c¢ are similar conformers, with
different relative orientations of the two sawhorse moieties. sh_sh b is located for each
environment/halide combination except for X = Cl in the IL-SMD environment. AG
values of below 5 kJ mol~! were obtained in every case. The sh_sh_c conformer was only
found for X = I in IL-SMD solvation. Sh_sbp, a conformer with two bridging X atoms,
one Bi atom in a sawhorse conformation and the other in a square based pyramidal
coordination pattern, was found for each environment/halide combination except for X
= I in the gas phase. AG values of below 12 kJ mol~! were obtained in every case. A

further, higher energy conformer, sbp_sbp, was obtained for X = Cl in both

Cl Br I
Conformer | Gas IL-SMD | Gas IL-SMD | Gas IL-SMD
Sh_sh_a 0 0 0 0 0 0
Sh_sh_b 5 - 4 5 2 4
Sh_sh_c - - - - - 33
Sh_sbp 4 7 3 12 - 12
Sbp_sbp 37 24 35 - - -

Table 3.1: Relative Gibbs free energies (AG in kJ mol™") of [Bi»X7]™ conformers (X = Cl, Br, 1), in the gas
phase and with IL-SMD applied.
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a. [BiyX7]- conformers

o e

sh_sh_a sh_sh_b sh_sh_c

sh_sbp sbp_sbp

b. [Bi,Xg]?> conformers

Jady s i

sbp_sbp_a sbp_sbp_b sbp_sbp_c

oct_sbp sbp_bipy

c. [BiyXg]* conformer

oct_oct

Figure 3.4: Conformers of [Bi>Cl7]~, [Bi2Cls]*” and [Bi»Clo]*”. In conformer names the following abbreviations
are used: sh = sawhorse, sbp = square based pyramid, oct = octahedral, and bipy = bipyramidal.
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environments and for X = Br in the gas phase.

Al based HMILs are highly studied and have a main group metal in the +3
oxidation state, making them a useful comparison to Bi based HMILs. In Al-based
HMILs [AlCl7]~ forms, an analogous anion to [BisX7] .2} A crystal structure of
[A1,Cl7] ™ in solid [Tey][AloClz]o has been published.?? The [AlyCly] ™ structure is most
similar to the sh_sh_a conformer located in the bismuth anions, however the Al centres
are tetrahedrally coordinated rather than sawhorse.

The most stable [Bing}Q* conformer is oct_sbp across environments and halides,
except for X = Br in SMD, Fig. 3.4. b., Table 3.2. The oct_sbp conformer has 3 bridging
halides. One Bi atom is octahedrally coordinated and the other is coordinated in a
square based pyramid position. As far as we are aware the oct_sbp structure has not been
reported in the literature for group 5 metal halide anions. For X = Cl in the IL-SMD
four further conformers are located, including the sbp_sbp_a (also found for X = Br in
IL-SMD) and sbp_sbp_b, both of which are reported in [BisXg]?~ crystal structures. 819,

A single conformer, oct_oct, was located for [BigX9]3’, Fig. 3.4. ¢. The structure
has 3 bridging X atoms, and both Bi atoms are octahedrally coordinated. The oct_oct
structure is found in crystal structures of [BigXg]® . 1% The most stable [BipXg]?~
conformer oct_sbp is essentially the [Bing}?” oct_oct structure with a vacancy at one of
the terminal positions. The most stable [BioX7]™ conformers sh_sh_a and sh_sh_b are also
close to oct_oct structures, but with two terminal positions vacant.

Similarly to the monomeric species bond lengths are increased as more halides are
added to a structure. The shortest Bi-Cl lengths in [BisCly]~ and [BipClg)®~ are 2.52
and 2.63A respectively. Again larger halides also increase bond lengths, the shortest Bi-I
length in [Biglo]®~ is 3.04A. A wide variation in bond lengths is found within structures -
terminal bonds being much shorter than bridging contacts. In [BisBrg]?~, sbp_sbp_e the
shortest bond length is 2.71A and the longest is 3.07A.

Cl Br 1
Conformer | Gas IL-SMD | Gas IL-SMD | Gas IL-SMD
Oct_sbp 0 0 0 - 0 0
Sbp_sbp_a - 10 - 0 - -
Sbp_sbp_b - 4 - - - -
Sbp_bipy - 13 - - - -
Sbp_sbp_c - 48 - - - 32

Table 3.2: Relative Gibbs free energies (AG in kJ mol™!) of [BixXs]*~ conformers (X = Cl, Br, I), in the gas
phase and with IL-SMD applied.
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3.3.3 Neutral ion clusters
[CzclIl’n]Cl

A conformational search was carried out for the ion pair [CoC;Im]Cl. Optimisations in
the gas phase and with the IL-SMD applied were began with the C1™ ion in seven
positions around the [CoC1Im]™ cation: front_me, front, front_eth, side_eth, back,
side_me, and top. (See Fig. 3.5 for position naming scheme and optimised conformers.)
In the gas phase stable minima were obtained for all positions except for the front
position, matching the results of previous studies on [C,C;Im]C1.2>?* Rotating the ethyl
group and reoptimising revealed two further top conformers. The front_me and front_eth
contain the shortest C1- — —H contacts; a H-bond between Cl and the C?> H atom forms
in both cases. The Cl  is situated such that a secondary interaction with an alkyl H
atom may also form. The front_me and front_eth conformers are the most stable,
followed by the three top conformers, then the side conformers, then the back conformer.
With an IL-SMD environment applied the energy ordering of conformers is
preserved but compressed, Fig. 3.5. In contrast to the two gas phase front structures
which contain two Cl- — —H interactions in the IL-SMD only one front conformer was
located, with a single H-bond to the C2 H atom. No top conformer was optimised in the
IL-SMD environment; all attempts at optimising the three gas phase top structures gave

only the front conformer with the IL-SMD applied.

[Cz Cllm] [BiCl4]

A detailed conformational search on [CoC1Im]|[BiCly] was carried out. Initial test
optimisations begun with tetrahedral and sawhorse [BiCly]~ always resulted in sawhorse
[BiCly] ~, the shape obtained for the lone anion in the IL-SMD environment. The
presence of either [CoCqIm]™ or the IL-SMD solvation environment produces sawhorse
[BiCly] ~, whereas a tetrahedral conformer is located for the lone anion in the gas phase.
This result indicates that the IL-SMD environment reproduces the effect of an explicit
cation on [BiCly] .

53 starting structures with sawhorse [BiCly]~ were optimised in the gas phase and
in the IL-SMD environment. The conformers located for [CoC1Im]Cl were used as the
basis for drawing the input structures. Structures with one Cl atom in the front (17),
front_me (7), front_eth (7), side_me (4), side_eth (4), and top (3) positions were included,
as were b structures with the whole anion in the top position as opposed to a single Cl

atom. Structures with axial Cl atoms and structures with equatorial Cl atoms in the key
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a. Front conformers

Gas phase

front_eth

front_me
265 A /,/»1.95A

b. Top conformers
Gas phase
top_b

c. Side conformers

Gas phase

side_eth side_me

d. Back conformers
Gas phase

back

top_c

SMD

SMD

side_eth

SMD
back

Figure 3.5: Gas phase and IL-SMD optimised conformers of [C2C;Im]Cl. Cl-——H contacts of less than 3 A
are indicated by dashed bonds. The AG values are given below each conformer in kJ mol™!.

position were included. Various anion orientations and ethyl group rotations were also

explored for each group of starting structures. Although a large number of starting

structures have been examined it is unlikely that all potential energy surface minima

114



have been located, due to the complexity of the system. Instead, a representative sample
of structures has been produced by the conformational search procedure. It is expected
that any additional minima will only have small AG values relative to the identified
structures.

In the gas phase the 53 optimisations yielded 8 conformers, all with AG values 10
kJ mol~! of the most stable structure, Fig. 3.6. The conformers are named with a letter
indicating their relative stability; a for the lowest energy structure, b for the second
lowest and so on. Secondly the Cl atom closest to one of the positions defined for
[C2C1Im]Cl is considered: if that Cl atom is in an axial position this is denoted by “ax”,
or equatorial by “eq”. The conformer name a_ax_front_me therefore indicates the lowest
energy structure which has an axial Cl atom in the front_me position. If none of the Cl
atoms are positioned closely to a defined position the ax or eq identifier is absent and the
position identifier refers to the placement of the entire anion. For example conformers f
to h are simply “back” conformers as the entire anion is toward the back of the ring but
no individual Cl atom occupies a position defined by the [CoC;Im]|Cl conformers.

The four lowest energy gas phase conformers all have Cl atoms in the front_me or
front_eth positions. None of the structures contain Cl atoms in the front, side, or back

positions. All have one Cl atom close to the top position but further away from the ring

Gas phase [C,C4Im][BiCl,] conformers

a_ax_front_me b_ax_front_eth c_ax_front_me d_ax_front_me

4 5 7 10

Figure 3.6: Gas phase [CoC1Im][BiCls] conformers, with AG values in kJ mol™! below each structure. Cl———H
contacts of less than 3 A are indicated by dashed bonds.

115



than seen in [C2C;Im|ClL Short Cl———H contacts are common; every structure has
cither three or four below 3 A. (3 A is the sum of the Van der Waals radii of C1 and H.)
The shortest contacts are C1— — —H—C? interactions, the shortest in all the conformers is
found in c_ax_front_me at 2.32 A. The Bi—Cl bond length is significantly increased by
the interaction, it is 2.80 A. The Bi—Cl bond length is 2.59 A for the other axial Cl atom
which is oriented away from the cation, and therefore does not interact with the cation.
With the IL-SMD environment applied optimisation of the same 53 intial
structures led to 17 minima, all within 14 kJ mol~!, and 15 within 10 kJ mol~! of the
most stable conformer, Fig. 3.7. Wider structural variation is observed in the IL-SMD
conformers; the four most stable conformers are of ax_front_eth, back, and eq_front_me
types whereas the four most stable gas phase conformers are all ax_front_eth and
ax_front_me. Similarly to the gas phase structures most contain a Cl atom close to the
top position observed for [CoC1Im|Cl, but further from the imidazolium ring. As in the
gas phase no conformer contains Cl atoms in the side or back positions. Unlike the gas
phase two conformers were located with Cl atoms in the front position. C1-——-H
contacts below 3 A are found in every structure; one conformer (j_ax front_me) has four
short contacts, four conformers have three, seven have two, and five have only one. None
of the gas phase conformers have fewer than three short Cl- - —H contacts. The
Cl- - —H distances are generally longer with the IL-SMD applied; the conformer
h_ax_front_me is analogous to the gas phase conformer c¢_ax_front_me, and has a
Cl- — —H-C? length of 2.56 A (2.32 A in the gas phase). In contrast to the gas phase the
Bi- Cl length is unaffected by the Cl1- — ~H- C? interaction; with the IL-SMD applied
the Bi—Cl distance is 2.75 A for both the H-bonding and non-interacting axial Cl atoms.

[Cg C]_Im] [BiX4]

The 17 [C2C1Im][BiCly] IL-SMD conformers located were optimised in the IL-SMD
environment with the Cl atoms replaced by Br and I atoms. This is a limited survey
compared to the 53 structures optimised for [CoCqIm][BiCly], and many more
conformers likely exist, yet the structures obtained allow analysis into how changing the
halide affects the cation-anion interactions. Six [CoCiIm|[BiBry] conformers (within 7 kJ
mol~!) and seven [CoC1Im][Bily] conformers (within 10 kJ mol~!) were located, Figs. 3.8
and 3.9.

Conformers of the type ax_front_me were found for both [C2C;Im|[BiBr4] and

[C2C1Im|[Bily]. This allows a direct comparison across the series [CoCqIm][BiCly],
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SMD [C,C,Im][BiCl,] conformers
a_ax_front_eth b_back c_back d_eq_front_me

¢
; W 5 5 6

i_eq_front_eth j_ax_| | k_ax_front_eth

p_ax_front

Figure 3.7: IL-SMD [C,C;Im][BiCls] conformers, with AG values in kJ mol™! below each structure. Cl—-——H
contacts of less than 3 A are indicated by dashed bonds.
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SMD [C,C,Im][BiBr4] conformers

a_back

d_ax_front_me

Figure 3.8: IL-SMD [C>C1Im][BiBr4] conformers, with AG values in kJ mol~! below each structure. Br———H
contacts of less than 3.1 A are indicated by dashed bonds.

SMD [C,C,Im][Bily] conformers
a_ax_front_me b_back c_ax_front_eth d_top

e_top f_back g_ax_front_eth

Figure 3.9: IL-SMD [C>CyIm][Bils] conformers, with AG values in kJ mol™' below each structure. |-——H
contacts of less than 3.2 A are indicated by dashed bonds.
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[C2C1Im][BiBry], [C2C;Im][Bily]. The H-bonding between X and the C2 H atom was
investigated for the series of ax_front_me structures, Table 3.3. The Cl- — ~H-C? length
increases with the size of halide. The Cl- — ~H-C? length as a proportion of the sum of
the Van der Waals radii of X and H also increases with halide size, indicating a reduced
H-bonding interaction from Cl to Br to I. This follows the trend of reducing
electronegativity down group seven. The shape of the anion is sawhorse in all cases but
the axial X—Bi—X angle decreases slightly across the across the series, as observed for
the lone anions with SMD applied.

Similarly to the [CoCiIm]|[BiCly] conformers most of the [C2CqIm][BiBry] and
[C2C1Im][Bily] structures have one halide atom close to the top position, and none have
halides in the side or back positions. All but one (X = I) conformer contain short

X~ ——H contacts.

[Cz Cllm] [Biz Cl7]

The dimeric anion [M2X7]| ™ is known to form in HMILs containing Al, Ga and Fe
chlorides.?® A conformational search was carried out on the analogous ion pair
[C2C1im][BiaCly]. The starting points were the 8 [C2C1Im]Cl gas phase conformers. In
each case the Cl was replaced by either a bridging or terminal Cl atom in the [BiyCly]™
anion. The anion conformer used was sh_sh_a, as this was the most stable conformer
located in the lone anion conformer search. The anion was then oriented either away or
towards the cation. This process yielded 8 x 2 x 2 = 32 starting structures. In the gas
phase 20 minima were confirmed, and six had AG values below 15 kJ mol~!, Fig. 3.10.
The three most stable conformers have Cl atom in the positions most favourable for
bifurcated H-bonding with the cation, the front_eth and front_me positions. As with the
[C2C1Im][BiXy] structures no low energy conformer contains Cl atoms in the side
positions. The eq_front_eth conformers (e and f) have an interesting structure where one

of the Bi atoms is over the centre of the ring. The Bi atom is in an octahedral

X X——-H-C? %of%(VdW) Bi-X---H Bi-X A(Bi-X) £X-Bi-X
CI (Gas) 2.32 79 2.80 2.59 0.21 164
Cl (SMD) 2.56 87 2.75 2.68 0.07 170
Br (SMD) 2.77 91 2.91 2.82 0.09 159
I (SMD) 3.13 98 3.13 3.07 0.06 156

Table 3.3: Structural parameters in [C2C1Im][BiX4] ax_front_me conformers. Bond distances are given in A,
and bond angles in degrees. "% of X(VdW)" is the X— — —H—C? distance as a percentage of the sum of the
Van der Waals radii of X and H. “A(Bi—X)" is the difference between the H-bonding and non H-bonding axial
Bi—X bond lengths.
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Gas phase [C,C4Im][Bi,Cl;] conformers

a_ax_front_eth b_ax_front_me c_ax_front_me

f_eq_front_eth

SMD [C,C,Im][Bi,Cl;] conformers
a_ax_front b_top

f_bridge_side_eth

Figure 3.10: Gas phase and IL-SMD [C>C;Im][Bi,Cl7] conformers, with AG values in kJ mol™! below each
structure. Cl———H contacts of less than 3.0 A are indicated by dashed bonds.
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environment with five Cl atoms and the imidazolium ring coordinating it.

In the IL-SMD four conformers were located, all with AG values below 17 kJ
mol~!. None of the conformers in the IL-SMD match any of the gas phase conformers.
Fewer short contacts between Cl and H atoms were found in the IL-SMD conformers.
H-bonding still impacts energy ordering; the two most stable conformers contain short

contacts between a Cl atom and the C2~H atom.

[CzclIm]z [BizCls]

A conformational study was performed on the charge neutral cluster [C2C1im][BiyClg].
The three most stable [BigClg]Z* conformers (sbp_sbp_a, sbp_sbp_b and sbp_oct) were
included in the initial structures as well as various combinations of cation positions and
orientations around the anion. Although a wide range of initial structures were
optimised (24 in total), due to the size and complexity of the cluster it is likely that not
all possible conformers were obtained. The conformational searches completed on the
previous ion pairs have shown that conformers are generally close together in energy and
show similar anion-cation interactions, MOs and NBO charges. Therefore we assume
that the [CoC1Im]y[BiaClg] conformers located (Fig. 3.11) are a representative sample of
structures.

18 gas phase (11 with AG below 20 kJ mol~!) and 12 IL-SMD (11 with AG below
20 kJ mol~!) conformers were located. Fig. 3.11 shows the six most stable conformers in
each environment. In both environments conformers with sbp_sbp_a, sbp_sbp_b and
sbp_oct anions were all among the minima located. The most stable conformer is similar
between the gas phase and IL-SMD environments, and has an sbp_sbp_b anion. In the
gas phase the axial Cl atoms are in front_eth positions and have short contacts with H
atoms. In the IL-SMD the cations are rotated slightly such that the axial Cl atoms are

out of the plane of the ring and have no short contacts with H atoms.

3.3.4 Association energy

Applying the IL-SMD model is a good approximation to the solvation environment of
these liquids and is able to recover the anion-cation interactions well. In the gas phase
the association energy (Gionpair - [Geation + Ganion]) 15 270 kJmol~! for [CyC1Im][BiCly].
This large value, common in ionic liquids, is representative of the strong Coulombic
cation-anion interactions. With IL-SMD the association energy of [CoCIm]|[BiCly] is

very low at -1 kJ mol™!, Table 3.4. In this case the association energy is not a direct
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Gas phase [C,C4Im],[Bi,Clg] conformers

a_sbp_sbp_b b_sbp_sbp_b c_sbp_sbp_b

SMD [C,C,Im],[Bi,Clg] conformers
a_sbp_sbp_b b_oct_sbp c_sbp_sbp_b

e_oct_sbp

Figure 3.11: Gas phase and IL-SMD [C,C;Im]»[Bi>Clg] conformers, with AG values in kJ mol~! below each

structure. Cl———H contacts of less than 3.0 A are indicated by dashed bonds.
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Ton pair Association energy/kJ mol !

[CgCllm] Cl 16
[C2011m] [BiC14] -1
[CgCllm] [BiBI‘4] -2

[CgCllm] [BiI4] 10
[Cgcllm]Q[BiQClg] 21

Table 3.4: Association energies in the ionic liquid IL-SMD are very low.

measure of the absolute strength of the anion-cation interaction. Instead, see Fig. 3.12,
the energy value represents the difference between the IL-SMD modelled interaction
(lone ions) and explicit interaction (ionpair).

Low IL-SMD association energies were calculated for a range of ionpairs,

Table 3.4. The low values mean that the IL-SMD environment is reproducing the
explicit anion-cation interactions well. Since the IL-SMD model only produces
generalised, Coulombic interactions we conclude that these are the key interactions
present in the liquid. Specific interactions such as H-bonds therefore are not making a
significant contribution to the association of ions in solution.

The low association energies found for a range of ionpairs in the IL-SMD
environment allow us to assume that results from lone pairs in an IL-SMD environment
will approximate those from ionpair calculations. Thus we have a computationally viable
method to investigate the anionic speciation of these liquids via a large survey of anionic

species in an IL-SMD environment.

lon pair calculations Single ion calculations

Implicit solvent
environment — modelled
by IL-SMD

Explicit solvent environment —
interactions included directly

Figure 3.12: Association energy gives a measure of the effectiveness of the IL-SMD at replicating anion-cation
interactions.
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3.3.5 Anionic speciation

In order to gain insight into which anionic species may be present, four specific mole
fractions (ypici,) of bismuth halide have been studied, and the relative energies of
different combinations of anions were compared. The results for all four ratios are
summarised in Fig. 3.13, and are compared with the well know speciation profile of
[C4C1Im]C1-AlCI3.26 For a ratio of components 2[CoC1Im]Cl + yBiCls, e.g.
2[CoC1Im]Cl + 1BiCls:

1

)
o= L = ~033
ABiCl3 z y 1 2

At the basic ypicy, of 0.67 both Bi and Al have a single predominant species in solution,
[M2X7] . In the bismuth systems this anion persists at the neutral 0.5 ypiciy, and is
joined by 4 other anions, however for aluminium [AlyCl;] ™ is completely replaced by
[AICly]” only. X~ and [MXy]™ are formed at a xpici, of 0.33 in both systems. In the Al
system no other anions are observed, in contrast to the 5 species in equilibrium in the Bi
IL.

To obtain the speciation outlined in Fig. 3.13 a range of species were first
optimised, with the IL-SMD model applied: Bi**, [BiX]*T, [BiXs]", BiXs, [BiX4] ",
[BiX5]?, [BiXg]?, [Bi2X7] , [BiaXs)? , [Bi2Xo]® ", X . X = Cl, Br, I. Two of the
IL-SMD parameters were derived from calculations on [CoC;Im|[BiCly], which may be
slightly different than those corresponding to clusters containing the other halides. An

error introduced by this is likely to be small as small changes in SMD parameters have

[C,CHIm]X [C,CiImIX [CCImX  [C,ChimIX
2MX, MX; 1/2MX, 1/3MX,
XBiXs  g67 05 0.33 0.25
[BipX]™

[BipXg]*  [BipXg]*  [BiX]

X- [BiXs]>

[Al2Cl7]*

[AICL]-

Ck

Figure 3.13: Calculated speciation of [CoCiIlm]X—BiXs, compared to literature values for the speciation of
[C4C1Im]CI-AICI3 taken from Estager et al.®
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an insignificant effect on the results. For three ratios of [CoC1Im]|Cl to BiCls the energy
of every possible combination of the bismuth halide species listed was calculated. Only
the combinations with energies low enough to be accessible at room temperature are
included in the tables. The largest calculated IL-SMD association energy is 21 kJ mol !
for [CoC1Im],[BiaClg]. This value is an indication of the accuracy of the lone ion
approximation to ion pairs. We therefore set the threshold for inclusion of a system at 30
kJ mol~!. Any system below this value potentially has a high concentration in solution.
The combinations containing cationic bismuth halide species were all very high in energy
at every ratio and therefore are not included in the discussion.

The simplest system is 1:1 [C2C1Im]Cl : BiCls, ypic1; = 0.5. To synthesise this
system [C2C1Im]Cl and BiCls are combined in equal parts. Reactive dissolution occurs:
the CI” combines with the BiCls to form [BiCly] ", as shown in reaction A, Fig. 3.14.
Two [BiCly]~ anions may then combine to form [BipClg]?~, reaction B.

The relative Gibbs free energies (AG) for each system are shown in Fig. 3.14. The
system of 2 individual species BiClz + Cl has a large AG (AG; in Fig. 3.14) so is not
expected to be present in solution. 0.5[B12018]27 is the lowest energy species so it
becomes the reference species with a AGs of 0 and will be the predominant species.

A variety of reactions are possible in the solution and an equilibrium of different
anionic systems is formed, Fig. 3.15. The lower the AG of a system the higher its
proportion in the ionic liquid. (In Fig. 3.15 the stoichiometry of the reactions is doubled
compared to Fig. 3.14, therefore the AG values are also doubled.) Table 3.5 summarises
the AG values of the systems in equilibrium for X = CI, Br, I. To demonstrate the
process used to obtain the values in Tables 3.5 to 3.7, Eq. (3.1) gives the calculation used
to generate the value in the ”C1” column, and ”0.25 [BisX7] ™ + 0.25 [BiaXg]? " row of
Table 3.5.

[CoCqlm]* A [CCiml [C2CIm]*
BIiCl3 + CI hl [BiCl4J 0.5[BizClg>
Scheme 1
G| AGil=69 h% =
1 \\AGZ 11 Gy =0
N Bé

Figure 3.14: The synthesis of [C,C1Im][BiCls], and the associated Gibbs free energy plot.
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2[BiCl,

AG =22
[Bi,Clg]>
AG =0
reference
/ species \
2BiCl; + 2CI- 0.5[Bi,Cl7]" + 0.5[BiClg]*
AG =138 AG =22

Figure 3.15: The equilibria between various anionic systems present in ygici; 0.5.

AG(0.25 [Bi2Cly] ™ + 0.25 [BiaClg]® )
= G(0.25 [BisCly] ™ + 0.25 [BiaClg]® ) — G(0.5 [BixClg]* ") (3.1)

The results (Table 3.5) at xpici, 0.5 are similar for each halide. Four species are
stable in solution: 0.5 [BixXg]?~ (predominant species), [BiXy4] ", [BiaX7]™ and [BiaXg]® .

At this ratio we do not see free halide in the stable systems.

[CgCllm]X . B1X3 Cl Br 1
[BiX3] + X 69 80 49
[BiXy]~ 1 2 11
0.5 [BixXg]?~ 0 0 0

0.25 [BisX7] ™ +0.25 [BiaXg]?>~ 11 16 5

Table 3.5: AG (relative Gibbs free energy) in kJ mol™" of lowest energy anionic systems in 1:1 [C2C;Im]Cl :
BiCl3

If more BiX3 is added 1:2 [CoCiIm|X : BiX3, mypg;ci, 0.66 is created. At this
7acidic” ratio [BigX7]™ predominates for all X, see Table 3.6 A small amount of
dissociation into BiXg + [BiXy] ™ or BiX3 + 0.5 [Bing]Q* may occur, especially for X =

Cl. Similarly to the 1:1 ratio no free halide is expected to form.

[CQCJIH]XZ 2B1X3 Cl Br 1
[Bi2X7]7 0 0 0
BiX3 + [BiXy] ™ 19 29 34
BiX3 + 0.5 [BisXg]?~ 14 28 29

Table 3.6: AG (relative Gibbs free energy) in kJ mol™! of lowest energy anionic systems in 1:2 [C2C;Im]Cl :
BiCls

Adding less BiX3 gives the ”basic” ratio 2:1 [CoC1Im]X : BiXs, Table 3.7. The
results are broadly similar across the halides, and free X~ is stable for all X. For X = Br

six anionic systems have very similar energies, <6 kJ mol~! apart. Therefore an
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equilibrium is expected between all six systems, which include five anions: X,
[BiBrs)?, [BigBrg]® ", [BizBrs]*  and [BiBry] . For X = I the only difference is the
relatively high energy of [Bils]? ; at 25 kJ mol~" this species may still be present but
likely in a lower proportion than for X = Br. With X = Cl only the system 2 [BiXy4]™ +
2 X" has an increased energy at 17 kJ mol~!, however since both anions are also
included in lower energy systems all five anions are likely to be present in solution.
Decreasing the ygicy, of BiXs further to 0.25 effectively increases the number of
X" ions in the stoichiometry. Each anionic system in Table 3.7 (ypici;n = 0.33) has an
additional 2 X~ ions added at ypic1, = 0.25. For example 2 [BiX5]?~ becomes 2 [BiX5)?~
+ 2 X". As 2 X anions are added to every system in equilibrium the relative energies
of the systems remain the same. Therefore the same five anions are expected to be in
solution at xgic1; = 0.25 as ypic1; = 0.33, with a larger proportion of free halide ions

present than at ygic1; = 0.25.

4]C2CIm]X : 2BiX3 Cl Br I
2 [BiX;5)*~ 5 0 25
[BixXg]> + X~ 0 6 0
[BisXg)? +2X " 5 1 0
2[BiXy] +2X" 17 2 11
0.5 [BiaXs]? +0.5[Bi2Xo®> +1.5X" 3 3 0
[BiXy]™ + 0.5 [BigXo]>” + 1.5X" 8 4 6

Table 3.7: AG (relative Gibbs free energy) in kJ mol™! of lowest energy anionic systems in 2:1 [C2C;Im]Cl :
BiCls

3.4 Halide exchange mechanism

When mixed halide Bi HMILs were synthesised mass spectroscopy and UV-vis
measurements indicate that anions with each possible combination of mixed halides
occur, i.e. for the HMIL [CoC1Im]Cl + BiBr3 results corresponding to Cl only anions, Br
only anions and species with mixed halide coordination were reported. This indicates
that halide exchange between anions is continuous in solution. To model this process the

following equilibrium has been investigated:
[BiCly] ™ + [BiBry] == [BiCl3Br]  + [BiClBrs]
A dissociative mechanism for this process can be conceived:
[BiCly]™ + [BiBry]” == BiCl3 + Cl 4 BiBr3 + Br = [BiCl3Br|~ + [BiClBr3]~
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However in the preceding study on speciation it was concluded that in 1:1
[C2C1Im]CL:BiX3 the lowest energy anionic species are [BioXg)?™ and [BiXy] , and the
species X~ and BiXj are high in energy. Therefore an associative mechanism is
proposed, whereby two [BiX4]~ come together to form [BipXg]?~ and then disassociate

back into four coordinate species having exchanged a pair of halide atoms:
[BiCly]~ + [BiBry]” == [BiyCl4Br4]*~ == [BiCl3Br]™ + [BiClBr3]~

Relaxed scans were performed to investigate this mechanism. In a relaxed scan the
parameter scanned (e.g. the distance between two atoms) is changed by a set amount
each step. At each step the remaining geometric parameters are optimised. A simple
example of a PES (potential energy surface) formed by two parameters is shown in

Fig. 3.16.a. Green contour lines indicate low energies and red lines indicate high
energies. Starting at the lower left of Fig. 3.16.a. a relaxed scan of parameter A is
carried out. The first (leftmost) black dot is the optimised intial structure which is at a
local minimum in both parameter A and parameter B. To get to the second black dot
parameter A is incremented by a set amount, and parameter B is optimised, reaching a
local minimum in parameter B. This process continues, producing minor variations in
parameter B at each point, and a smooth energy profile, Fig. 3.16.b. At the blue arrow a
large change in parameter B is required to reach an energy minimum, creating a
discontinuity in the energy profile. After the discontinuity the scan continues and a local
minima in both A and B is reached. In Fig. 3.16.c. a relaxed scan in the opposite
direction results in a different pathway between the two minima. A discontinuity also
occurs in the energy profile of the backwards scan, Fig. 3.16.d. Plotting both the
forwards and backwards scans on a single energy profile (Fig. 3.16.e.) shows the
difference the effect of scan direction on the energy profile. This type of behaviour can
be due to multiple PESs crossing and coupling thus there are multiple surfaces the
molecule can track along. The accessibility of the lower energy surface from the higher
energy surface dictates the presence of discontinuities in the scan.

Due to the requirement for a geometry optimisation at each step relaxed scans are
computationally expensive. In choosing an appropriate method both the number of
optimisation steps necessary and the cost of each step were taken into account. A gas
phase method without dispersion correction was chosen (B3LYP) in order to avoid the
flattening of the PES which occurs when SMD and dispersion corrections are applied;

this flattening effect is undesirable in a scan as the number of optimisation steps required
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Discontinuites and PES crossing regions in relaxed scans

a. Scanning parameter A forwards,
parameter B is optimised

b. Scanning parameter A backwards,
parameter B is optimised
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Figure 3.16: Relaxed scans in a PES crossing region.
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at each point are significantly increased. Quantitative accuracy is compromised by
choosing this method, but productive investigation into the qualitative features of the
reaction pathway is possible. The basis sets used were 6-311G(d,p) for H, C, N, and
C1.27 Stuttgart pseudo potentials, and the corresponding basis sets were utilised for Bi
(ECP78MWB) and Br (ECP28MWB) atoms.2®

Initially an anion only model was used. [BiCly]~ and [BiBry]~ were optimised
separately, giving tetrahedral structures. A relaxed scan started at structure a. with the
two tetrahedral anions set with Bi atoms 9.5 A apart, Fig. 3.17. The Bi-Bi distance was
reduced by 0.1 A each step, initially the energy steadily increases as the anions
approach, with a trigonal plane on each anion oriented towards the other anion.

Fig. 3.17. Between b. and c. a discontinuity occurs where the [BiBry|~ anion rotates so
that one Br atom forms a bridge between the two Bi atoms. The Cl-Bi—Br angle then
decreases from c. to e. with a transition state at d. A frequency calculation at d.
confirmed the point as a transition state, the red arrows indicate the primary atom
translations of the imaginary frequency. The magnitude of the imaginary frequency is
low, at -10 cm™!. At e. a minimum energy point corresponding to the sbp_sbp_b
conformer of [Bi2C14Br4]2* was reached. From structure e. a new relaxed scan increasing
the Bi—Bi distance was carried out. An equivalent transition state to that at point d. on
the inwards scan was located on the outwards scan at point f. Similarly to point d. the
imaginary frequency at point f. is small at -16 cm™!. The energy decreases gradually
from the transition state to point g. where a discontinuity occurs as the molecule
switches from the single bridging atom surface to the planes surface.

The lowest energy [CoC1Im]3[BisClg] SMD conformer was altered to
[C2C1Im]2[BigClyBry] and optimised. A relaxed scan was performed, in which the Bi—Bi
distance was increased by 0.1 A per step, Fig. 3.18. Point c. was confirmed as a
transition state via a frequency analysis which found a single negative frequency of -20
em~!. The negative frequency corresponds to the same atom movement as found in the
anion only system. The Bi atoms are coordinated in a sawhorse fashion rather the
tetrahedral shape observed in the anion only model. After the transition state at point c.
a discontinuity in the energy profile is generated by a rotation of the [BiClsBr|™ anion.
From point d. onwards the anion orientations are different from those observed in the
anion only model. Between structure e. and f. a further discontinuity occurs,
corresponding to the rotation of both anions such that the equatorial halides face

inwards towards the opposite anion. Overall the results indicate that halide exchange
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Figure 3.17: Relaxed scans of [BiCls]™ + [BiBrs]~ — [Bi»ClsBrs]*” and [BiClaBrs]>~ — [BiCl3Br]™ +
[BiCIBrs]~. Energy values are in kJ mol ™"
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Figure 3.18: Relaxed scans of [BiCls]~ + [BiBra] — [Bi»Cl4Brs]* and [BiClaBrs]>~ — [BiClsBr]™ +
[BiCIBr3]™. Energy values are in kJ mol ™"
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between anions via dimerisation is facile with a barrier of approximately 20 kJ mol .
Cation coordination did not significantly affect the reaction barrier or transition state
geometry, indicating weak cation-anion interactions.

In this section anion structure, anion-cation cluster structure, anion speciation
and halide exchange have been investigated. In the following section the electronic
structure of anions and cation-anion clusters will be analysed. Concluding remarks on

the work presented over the full chapter will be made at the end of the chapter.

3.5 Results and discussion - electronic structure

3.5.1 XPS valence band spectra

Valence band XPS probes the electronic structure of ionic liquids.??3° Core level XPS
were published in the work concerning the initial synthesis of bismuth HMILs.! Valence
band XPS experiments were also carried out, and the unpublished spectrum of
[C2C1Im][BiBry] (Fig. 3.19) was provided via private communication. Full experimental
details are provided in the published work.!

The calculated spectrum has been systematically shifted and normalised to match
the position and height of peak one in the experimental data. The peak shape is closely
matched to that in the experimental spectrum, as is the shape, position and intensity of
the second peak. In the experimental data the background level begins to increase near
the third peak, partially obscuring peaks 3 and 4. The match between experimental and
theoretical data is still clearly visible for both peaks, although the relative position of
peak 4 in the calculated spectrum has drifted slightly away from the experimental peak.

The calculated spectrum is overall a good match to the experimental data which
allows use of the calculated contributions of orbitals to assign the experimental peaks,
Fig. 3.19. The first two peaks are dominated by Br 4p orbitals, with a small Bi 5d
contribution. The third peak is a combination of Bi 6s and Br 4p MOs, and the fourth

can be assigned to Br 4s MOs.

3.5.2 Synthesis and experimental UV-vis

To investigate the effect of halide selection on the electronic properties of bismuth ILs a
series of ILs was synthesised: [C4C1Im][BiCly], [C4C1Im][BiClyBra], [C4C;Im][BiBry],
[C4C1Im][BiClsls], [C4CqIm][BiBrals], [C4CqIm][Bily]. Each IL was synthesised in a 1:1

molar ratio with [C4CqIm|[Tf,N] in order to reduce the viscosity of the liquids produced.
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Figure 3.19: Theoretical and experimental valence band XPS of [C,CyIm]>[Bi2Brs].
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Figure 3.20: Bismuth containing ionic liquids.

For monohalide species the molecular ratio of the components was: 1 [C4CiIm|X : 1
BiX3 : 1 [C4CqIm][TfaN]. For bihalide species the components were: 1 [C4CiIm]X : 1
[C4CIm]Y : 1 BiX3 : 1 BiYs : 2 [C4CiIm][TfaN]. All starting materials were purchased
from Merck. The liquid/low melting components ([C4C1Im][Tf2N] and [C4C1Im]X) were
dried under vacuum and confirmed pure via 'H and 3C NMR analysis. To synthesise
the ILs all starting materials for each IL were added to a sample vial, which was agitated
by hand then magnetically stirred and heated for 30-60 minutes. ILs containing I were
heated at 140°C. ILs without I were heated at 90°C.

1 [C4C1Im][BiCly] : 1 [C4C1Im][Tf2N] is a white, semi-opaque liquid at room
temperature, and doesn’t change colour within the range of temperatures 0-90°C,
Fig. 3.20a. 1 [C4C1Im]|[BiClyBrsp] : 1 [C4CiIm]|[Tf;N] is a grey-yellow liquid at room
temperature, but is bright yellow at 90°C, Fig. 3.20a, ¢, d. The colour transition is
gradual and continuous. 1 [C4CIm][BiBry] : 1 [C4CIm]|[Tf;N] is a clear orange/brown

liquid at 90°C, but is opaque and a much paler colour at room temperature, Fig. 3.20a,
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¢, d. The colour change is sharp, non-continuous. If left overnight the ionic liquid
separates into 2 phases, presumably a [C4C;Im][Tf;N] rich phase and a [C4C;Im]|[BiBry]
rich phase. 1 [C4C1Im]|[BiClaIg] : 1 [C4Cq1Im][T£N] is a viscous red liquid at room
temperature, Fig. 3.20a. 1 [C4C1Im|[BiBrals] : 1 [C4C1Im][Tf3N] is a red solid at room
temperature, Fig. 3.20a. 1 [C4C1Im][Bily] : 1 [C4C1Im][Tf2N] is a dark purple solid at
room temperature, Fig. 3.20a.

Viscosity and melting point are increased across the series as the molecular weight
of the halide is increased.

In order to generate UV-vis spectra of the ILs they were dissolved in acetone. The
colour series is maintained when acetone is added to the samples, Fig. 3.20b; therefore we
assume that dilution in acetone does not significantly alter the electronic properties of Bi
ILs. All samples were diluted significantly further in an ad hoc manner in order to obtain
UV-vis spectra with peak absorbances between 0.2 and 3. UV-vis spectra were run on a
Perkin-Elmer LAMBDA 650 UV/Vis Spectrophotometer, with a pure acetone reference
sample. A wavelength range of 250-800nm was used, with 1 nm increments, Fig. 3.21.

The resulting experimental UV-vis spectra were normalised in 2 ways; first the
spectra were shifted vertically so that the lowest recorded absorbances are plotted at 0,
secondly the absorbance values were multiplied such that the heights of the highest
wavelength peak in each spectrum are equal.

The spectra obtained for 1 [C4Cq1Im][Bily] : 1 [C4C1Im][Tf;N] and 1
[C4C1Im][BiBrals] : 1 [C4C1Im][TfyN] have two visible peaks, in contrast to the other

a. Raw UV-vis spectra b. Normalised UV-vis spectra

5 [BiCL,]
[BiClL,Br,J
s [BiBr,]-

——  [BiCLL,]
——  [BiBr,ly]

— [Bi.f

Absorbance

0.5

450% 324 424 524 624 724 824

0.5 Wavelength /nm Wavelength /nm

Figure 3.21: UV-vis experimental spectra.
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samples which only have one. The other samples may also have these peaks at a higher
energy than the cut-off for the spectrometer used.

The ordering of the low energy peaks in each spectrum is consistent with the
colours seen in Fig. 3.20a. The peak for 1 [C4C;Im|[BiCly] : 1 [C4C1Im][Tf2N] is the
highest in energy compared to the other samples and is outside the visible region, as
expected for a colourless liquid. The peaks for 1 [C4C1Im][BiClyBra] : 1 [C4C1Im][Tf2N]
and 1 [C4C1Im|[BiBry] : 1 [C4C1Im][Tf2N] are very close together and begin in the blue
region of the visible spectrum, giving yellow coloured liquids. The peaks in the 1
[C4C1Im][BiCloIs] : 1 [C4CqIm|[TfoN] and 1 [C4CqIm][BiBrols] @ 1 [C4CqIm|[TfN]
spectra are also close together and extend to the green region giving orange colours. 1
[C4C1Im][Bily] : 1 [C4C1Im][Tf;N] is absorbing strongly everywhere in the visible
spectrum except the red region, giving a dark red colour.

The peaks obtained are broader for ILs containing larger halides, and also for ILs
with mixed halides. The broadest peak is within the spectrum for 1 [C4C;Im]|[BiClyIy] :
1 [C4C1Im][Tf;N], this is likely to be due to the presence of a mixture of anions
containing different ratios of Cl and I halides resulting in several overlapping peaks

which combine to form a broad absorbance.

3.5.3 Theoretical UV-Vis

Bismuth containing HMILs are highly coloured, with the hue changing from light yellow
to red to purple depending on which halides are incorporated, see Fig. 3.20. We

Calculated spectra, gas phase, lone anions Selected MOs from key transitions
a. c
[BiCLJ
s [BICl,Br, ]
—— [BiBI,]
— [BiCl,l,]
[BiBralo] Donor: Br 4p Acceptor: anti-bonding
HOMO, Bi 6s mixing Br 4p - Bi 6p MO
— Bl
d. [BiBr,]
170 220 270 320 370 420 470 520 570
—_—
— Donor: non-bonding Acceptor: anti-bonding
I 5p MO I 5p, Cl 3p - Bi 6p MO
[BilBrls]  [BiBryl,] [BICLLl  [BiBryl [BiCL,Bry  [BiCl,J [BiCL,L,

Figure 3.22: a. Time dependent DFT generated UV-Vis spectra, from lone anions in the gas phase. b. Selected
MOs involved in the key transitions for [BiBrs]™ and [BiCl2l2] ™.
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attempted to reproduce this series using time-dependent DFT (TD-DFT) in order to
validate our theoretical results against the properties observed experimentally. A
sequence of anions, [BiCly] , [BiClyBrp] -, [BiBry| , [BiClpls] , [BiBrals| , [Bils] , were
optimised in both the gas phase and with the SMD applied, Section 3.3.1. TD-DFT was
applied in the gas phase and ionic liquid SMD to calculate 10 triplet and 10 singlet
excitations for each conformer.

In the gas phase single peaks were produced for each anion. As larger halides
were incorporated the peaks increased in wavelength, decreased in intensity and became
broader, Fig. 3.22 a. Two groups of transitions account for the spectra produced. A
group of 3 transitions with main contributions from the HOMO to the LUMO,
LUMO-+1 and LUMO+2 gives rise to the main peak, Fig. 3.22 ¢. A much less intense
transition from several MOs below the HOMO to the LUMO - LUMO+2 MOs comes at
a lower wavelength causing a small increase in peak width, Fig. 3.22 d. The peak
positions are consistent with the decrease in energy (and increase in wavelength) as
halide size increases of the calculated HOMO-LUMO gaps, Fig. 3.27.

The gas phase lone anion calculation results qualitatively reproduce the key
features of the experimental data; the peaks are ordered correctly, and the peaks broaden
as halide weight increases. However accurate quantitative data is not expected from this
method, and the theoretical peak positions are offset from the experimental peaks by
-65nm ([BiCly] ™) to -130nm ([Bily] ). The large width of the experimental peaks for
mixed species, especially [BiClyly] ™ are also not reproduced; experimentally several
species ([BiCly]™, [BiI3Cl]™ etc) will be present, leading to wider peaks than calculated
for the single [BiClyI] ™ anion. The second, higher energy peaks experimentally observed
for 1 [C4CiIm][Bily] : 1 [C4CqIm][T£aN] and 1 [C4CqIm][BiBrsls] @ 1 [C4CqIm|[TfN] are
not present in the gas phase lone anion calculations.

When the TD-DFT calculations were repeated within an SMD environment large
conformational effects resulted, Fig. 3.23. Gas phase geometries gave similar spectra to
the gas phase TD-DFT calculations. Using optimised SMD geometries resulted in
changes to the spectra. For [BiCly]™ and [BiBrg]  sawhorse geometries are stable
minima in the SMD environment, and give different spectra to the tetrahedral species;
the spectra for the sawhorse geometries contain double peaks, Fig. 3.23 b. [BiXyYs]™
anions have 4 possible geometries; tetrahedral (minima in gas phase), sawhorse - small
halide axial, sawhorse - large halide axial, and sawhorse mixed halides axial. Peak

positions and intensities vary significantly across the conformers, Fig. 3.23. The
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a. All calculated spectra, smd, gas phase geometry b. [BiX,] Calculated spectra, smd, sawhorse geometry

[BiCl}

[BiCl,Br,]

[BiBr,]
——  [BICLl
——  [BiBryl,

— [Bily

1770 220 270 320 370 420 470 520 570 170 220 270 320 370 420 470 520 570

Wavelength /nm Wavelength /nm

c. [BiX,Y,]" Calculated spectra, smd

LXIIIXTI

200 300 400 500 200 300 400 500 200 300 400 500
Wavelength /nm Wavelength /nm Wavelength /nm
—  Gas phase geometry (tetrahedral) —— - Sawhorse, both halides axial
— = Sawhorse, small halide axial EsEmEEmEE Sawhorse, large halide axial

Figure 3.23: Time dependent DFT generated UV-Vis spectra, from lone anions in an SMD. a. All species, gas
phase geometry. b. [BiX4]™ anions in sawhorse geometry. c. [BiX2Y2]™ anions in gas phase geometry and 3
sawhorse conformers.

computed transitions and relevant MOs are similar across the conformers so it is not

clear where the large conformational variation originates.

3.5.4 MO analysis
[BiX4]~

A basic insight into the bonding interactions within bismuth halide anions is obtained by
considering the MO diagram of tetrahedral [BiCly]™ in the gas phase, Fig. 3.24. The four
Cl 3s AOs combine to form a single fully bonding MO, and 3 triply degenerate
antibonding MOs. The single fully bonding MO is fully symmetric and therefore
interacts with the Bi 6s AO to form a bonding MO a. and an antibonding MO b. The Bi
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Figure 3.24: MO diagram of tetrahedral [BiCls]™ in the gas phase.

6s AO has a larger contribution to the antibonding MO, and the CI 3s AOs have a larger
contribution to the bonding MO.

The four sets of Cl 3p AOs combine to form 3 triply degenerate MOs, 1 doubly
degenerate MO, and a single, fully symmetric MO. One of the triply degenerate sets
combines with the 3 Bi 6p AOs to form triply degenerate bonding and antibonding MOs
(MO c. and MO e.). MO e. is the LUMO [BiCly] . MO d. the single Cl 3p fully
symmetric MO undergoes significant mixing with MO b. and is raised up in energy
above the non-bonding Cl 3p MOs to become the HOMO. Therefore both HOMO and
LUMO have both Bi and Cl contributions.

MOs (molecular orbitals) of the two conformers have similar atomic contributions,
see Fig. 3.25. The MOs are arranged from highest energy at the top of the figure (MO
d.) to the lowest energy MO at the bottom (MO a.). MOs a. and b. are formed by the
combination of Cl 3s AOs with the Bi 6s AO. In MO a. the two components combine in
phase, forming a bonding MO. MO b. is the anti-bonding MO with the Bi 6s component
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c. Deep orbitals Cl 3s Bi d. Deep orbitals CI
a.LUMO b. HOMO 6s anti-bonding 3s Bi 6s bonding

o, ® of
344

Gas phase

lonic liquid SMD *

Figure 3.25: Comparision of [BiCls]~ MOs in the gas phase (tetrahedral) and ionic liquid SMD (sawhorse).

out of phase with the Cl 3s part.

The Bi 6p AOs and some Cl 3p MOs also interact, forming 3 bonding-antibonding
pairs - one for each Bi 6p AO. The 3 bonding MOs are occupied, and the three
antibonding MOs are not. In the gas phase tetrahedral [BiCly]™ the three bonding MOs
are triply degenerate, as are the three antibonding MOs - which are the LUMO, see
Fig. 3.25. d. In the sawhorse structure the analogous sets of 3 bonding and 3
antibonding MOs are not degenerate, but are close in energy.

In both tetrahedral (gas phase) and sawhorse (SMD) conformers the HOMO
(Fig. 3.25 c.) is formed via mixing between a fully bonding Cl 3p orbital and the Cl 3s,
Bi 6s antibonding MO - MO b. This mixing increases the energy of the fully bonding Cl
3p orbital, raising it above all other occupied orbitals. The degree of this mixing
therefore has a large impact on the HOMO-LUMO gap; increased mixing raises the
energy of the HOMO further and reduces the energy gap between the HOMO and the
LUMO.

[BiCl4] ~ has a sawhorse structure in the ionic liquid SMD environment. Fig. 3.26
shows the correlation between the gas phase and SMD MO energy levels. The ordering
of the MOs is unchanged by the change in environment and structure, as are the AO
contributions to the MOs. The relative energies of the MOs are also similar between the
gas phase and SMD structures. Every MO is stabilised on moving from the gas phase to
the SMD; NBO analysis gives values of -0.53 a.u. for the Bi 6s AO in the gas phase, and
-0.63 a.u. when the SMD is applied. Symmetry breaking occurs as the symmetry is
reduced from tetrahedral in the gas phase to Cs, with the SMD applied. The gas phase
triply degenerate MOs become sets of doubly degenerate and single MOs in the SMD,
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Figure 3.26: The relative energies of the MOs of gas phase, tetrahedral, [BiCls]™ vs ionic liquid SMD, sawhorse,
[BiCl4]™. NBO analysis gives values of -0.53 a.u. for the Bi 6s AO in the gas phase, and -0.63 a.u. when the
SMD is applied.

however the MOs are still very tightly grouped in energy so this effect is not visible on
the correlation diagram, Fig. 3.26.

Across the series of halides: [BiCly] ", [BiBry] , [Bily]  the same bonding and
mixing interactions remain and the order of the MOs produced is retained, Fig. 3.27.
Across the series the Bi 6p - X np bonding MO shifts up in energy, and the Bi 6p - X np
antibonding MO shifts down. The Bi 6p AOs remain in the middle and make similar
contributions to the bonding and antibonding MOs across the series. Anion size is
increased across the series due to increased Bi-X bond lengths, as well as increased

diffusivity in the X AOs.

The HOMO and LUMO of the ion pairs is identical to the HOMO and LUMO of the
lone anion, with no added cation contribution, Fig. 3.28.

The anion - cation 7 star interaction is more pronounced in the gas phase
conformers than the SMD. Charge transfer values for the front conformer in both

environments were calculated using NBO analysis. In the gas phase charge transfer was
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Figure 3.27: The relative energies of the MOs in gas phase, tetrahedral, [BiCls]™, [BiBrs]™, [Bils]~. The
wavelength corresponding to the energy of the HOMO-LUMO gap is provided for each anion in nm. The energy
levels obtained in the SMD ionic liquid environment are not shown, but are very similar to the gas phase levels.
The SMD HOMO-LUMO gaps are also given in nm.

0.15e, and the SMD structure gave a significantly lower value of 0.05¢e, also indicating

weaker anion-cation interactions.

Gas phase lonic liquid SMD
2 3 .
\ ) 9 9
9
J
View from top of ring LUMO View from top of ring LUMO
‘/l\' R
2 - Q
9 9 9 I
View from back of ring HOMO View from back of ring HOMO

Figure 3.28: Structures and images of the HOMO and LUMO of the equatorial_top [C2C1Im][BiCls] conformer
in gas phase and ionic liquid SMD.
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[C,C4Im][BiCl,]
[C,CqIm]* [BiCl,]- Gas phase lonic liquid SMD

5
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9

9

JJ

A - B: antibonding MO
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B: Cl 3p MO
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Figure 3.29: The HOMO of [C2C1Im] " interacting with a [BiCls]~ Cl 3p MO in gas phase and ionic liquid SMD.

3.6 Conclusions

The anionic speciation in Bi containing HMILs has been predicted using DFT, and the
SMD solvation model. Six anions: [BisX7] ™, [BiaXg]?™, [BiaXo]? ™, [BiX5]?, [BiX4] , X~
are accessible via changing the mole fraction of BiX3 added to the liquid. The
calculations have been validated via comparison to experimental valence band XPS and
experimentally observed colour trends were correctly predicted. Insight has also been
provided into the types of anion - cation interactions present in Bi HMILs, and how they

vary from gas phase to solvated systems.
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Chapter 4

Nickel complexes in ionic liquids

and deep eutectic solvents

4.1 Introduction

In the previous chapter the molecular structure, speciation, and electronic properties of a
main group HMIL were investigated. Similar aspects of a d-block HMDES will be
studied in this chapter. The HMDES system has additional complexities compared to
the HMIL system: there is more than one potential ligand species in solution, and the
d-block metal complexes studied are open shell systems.

The system investigated here is nickel(II) chloride dissolved in ethaline. Ethaline
is a popular DES consisting of 2 parts H-bond donor ethylene glycol (1,2-ethanediol, Eg)
to 1 part choline chloride (2-Hydroxy-N,N,N-trimethylethan-1-aminium, [Ch]Cl1). The
system has been studied experimentally by several authors, as have analogous systems
with other transition metals, Section 1.4.9.13 The ethaline-NiCl, HMDES system is of
particular interest due to the applications (e.g. in smart windows,? electrodeposition®
and metal-metal separation®). Studying ethaline-MCly will develop understanding of the
anomalous chemical behaviour of nickel compared to other d-block metals when added to

ethaline.

4.2 Methods

4.2.1 Program used and theoretical method

Calculations were run in Gaussian 09 (revision D01).° The functional BSLYP-GD3BJ

was employed: Becke’s three parameter exchange functional,® with Lee, Yang and Parr’s
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correlation functional,” and the D3 Grimme dispersion correction with Becke-Johnson
damping.® 1% The B3LYP-GD3BJ functional is relatively inexpensive, widely used, and
retains efficacy across organic and inorganic ground state systems. Aug-cc-pVDZ basis
sets were applied. 2 Optimisation calculations used a pruned (99,590) integration grid,
99 radial shells and 590 points per shell (int=ultrafine). For all calculations an improved
SCF convergence criterion was applied (scf=conver=9): Root mean squared change in
the elements of the density matrix between consecutive cycles of less than 1079 au,
maximum density element change of less than 10~7 au, and an energy change of less than
10~7 au. Structures were fully optimised under no symmetry constraints. Vibrational
analysis confirmed each reported structure as a minimum. MO (molecular orbital)
pictures use a standard iso value of 0.02, unless otherwise noted. All thermochemical
values reported are calculated at standard conditions of 298.15 K and 1 atm.

Unrestricted B3LYP (UB3LYP) was utilised for calculations on open shell d block
complexes. (UB3LYP and B3LYP are exactly equivalent for closed shell systems.)
Testing of high and low spin states was carried out for [MCly]?>~ and [M(Eg)s]*", M =
Fe, Co, Ni, Cu. Each complex was optimised in both low and high spin states and the
relative energies were computed. In every case the high spin complex was lower in energy
by approximately 100 kJ mol~!. Therefore all complexes discussed in this chapter were
calculated in the high spin state, with multiplicities as follows: m = 5 (Fe), m = 4 (Co),
m = 3 (Ni), and m = 2 (Cu).

Non-covalent interactions were visualised with the NCI (non-covalent interactions)

method, implemented via the AIMALL suite. 131> NCIs are identified in terms of electron

_ 1 Vol
(2(3ﬂ2)1/3) p4/3

density (< 0.05a.u.) and low S (0.5) indicate NCIs. The sign of Az, the second of the

density (p) and its reduced gradient (S ). Regions with low electron
three eigenvalues of the second derivative matrix of p (V2p = A\; + A2 + A3) quantifies the
type and strength of the interaction. Large, negative values of sign(Aq2)p are associated
with attractive NCIs (dipole-dipole or H-bonding), large, positive, values with regions of

weakly repulsive overlap, and values near 0 with weak van der Waals interactions.

4.2.2 SMD model parameterisation

The SMD model was utilised to provide a solvation environment.® The solvent
parameters chosen correspond to Eg. In ethaline there is a 2:1 ratio of Eg molecules to
[Ch]Cl pairs, so Eg is the most abundant species. Solvent parameters are also readily

available for Eg, which is not the case for [Ch|Cl or ethaline itself. Eg is also a pragmatic
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choice due to its chemical similarities to the other organic molecules in solution: HoO
and [Ch]T. To test the effect of different solvent parameters on Gibbs free energy, an
example ionpair ([Ch]Cl) was optimised in both the Gaussian internally specified water
SMD and in the chosen Eg SMD. AG between the two calculations was 4 kJ mol~!. The
Eg parameters were manually specified as tabulated by in the Minnesota solvent
descriptor database: 17

Dielectric constant e: 40.245

Index of refraction n: 1.4318

Macroscopic surface tension ~: 69.07

Abraham’s hydrogen bond acidity and basicity parameters for the solvent when
treated as a solute Zaf and Eﬁf: 0.58, 0.78

Fraction of non-hydrogen atoms that are aromatic carbon atoms ¢: 0.0

Fraction of non-hydrogen atoms that are electronegative halogen atoms 1: 0.0

For some structures with flat potential energy surfaces small imaginary
frequencies were retained when a solvent continuum model was applied, or the
optimisation convergence criteria were not met after optimisation calculations had
reached a plateau. In these cases a manual determination of structure convergence was
applied: any imaginary frequencies must be below 60 cm ™!, and the energy profile of the

optimisation must have reached a plateau with energy oscillations below 1 kJ mol .

4.3 [MCl* vs [M(Eg)s]*t, M = Fe, Co, Ni, Cu, Zn

Hartley et al. studied HMDESs formed of MCl; salts added to ethaline (2Eg:1[Ch]|Cl),
Section 1.4.9.1 The metals added to the ethaline DES included the 3d series: Fe, Co, Ni,
Cu, Zn. The authors used EXAFS (extended X-ray absorption fine structure) to analyse
the coordination of the metal centres at room temperature. The HMDESs containing Fe,
Co, Cu, and Zn gave single EXAFS peaks corresponding to 44+0.4 Cl atoms at a distance
of 2.340.03 A from the metal centres. The EXAFS data was used to assign the metal
containing species as [MCly)>~ for M = Fe, Co, Cu, Zn, Fig. 4.1. In contrast the EXAFS
spectrum for M = Ni contained two peaks, one for 6 O atoms at 2.08 A and one for 542
C atoms at 2.9 A. The complex [Ni(Eg)3]*" was assigned from the EXAFS results,

Fig. 4.1. At temperatures above 50 °C the ethaline-NiCly, HMDES changes colour from
yellow to blue and two additional peaks appear in the UV-vis spectrum. These
observations have been attributed to the formation of [NiCly]?~.?

In this section a simple equilibrium between [M(Eg)3]*™ and [MCly)?>" is modeled
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- Ethaline (2Eg:1[Ch]Cl)

+ FeCly*4H,0

+ CoCly*6H,0

Figure 4.1: Five HMDESs synthesised by Hartley et al.! Fe, Co, Ni, Cu, and Zn chloride salts were added to
ethaline. The metal containing species (in the lower beakers) were assigned via EXAFS.
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for M = Fe, Co, Ni, Cu, Zn:
[M(Eg)3]*T +4Cl° —= [MCly]* +3Eg (4.1)

The molecule Eg, anion C1~, and complexes [MCl4]*~ and [M(Eg)3]** were optimised in
separate calculations, Fig. 4.2. A conformational search at the
B3LYP-GD3/6-311++G(d,p) level on the Eg molecule is available in the literature.'® In
this work the lowest energy conformer from the literature was redrawn by eye (as
molecule coordinates were not available) and reoptimised.

Initially the structures of [MCl4]?~ and [M(Eg)3]*" in the gas phase and with an
SMD environment applied are discussed. An energetic analysis of the equilibrium in
Eq. (4.1) is then presented. Energies of each side of the equilibrium are calculated via

simple addition of the energies of the species shown in Fig. 4.2.

4.3.1 [MCL]?* structures

All [MCly]*" structures (Fig. 4.3 and Table 4.1) were optimised from the same two
starting geometries: a tetrahedral structure with the point group Ty, and a slightly
distorted tetrahedral structure with the point group C;. In every case the two
optimisations gave identical final structures.

All gas phase structures are tetrahedral, with varying degrees of Jahn-Teller
distortion towards other geometries. For M = Zn and Co the structures are fully
tetrahedral, and [FeCly]?~ shows only a minimal distortion. In crystal field theory M =

Fe, Co and Zn all have half or fully occupied t2 levels, meaning a geometric distortion

2—

2+
OT/7 CI\
H ~OH - . Cl
£O7M»_OH + 4l —_— /M‘\Cl + 3

(I-)| Hé Cl OH

Figure 4.2: The [M(Eg)s]*" 4+ 4CI~ == [MCls]*" + 3 Eg equilibrium was modeled by optimising Eg, Cl~,
[MCl4]*", and [M(Eg)s]*" separately.
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Term:
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Teller distortion:
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4H,
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[CuCl >
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e
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[ZnCl >
d10

Large, towards
square planar

None

Optimised
structure:
Tetrahedral Tetrahedral Tetrahedral, Tetrahedral, Tetrahedral
distorted towards distorted towards
sawhorse square planar
Figure 4.3: Gas phase optimised [MCI4]2' structures for M = Fe, Co, Ni, Cu, Zn.
Metal Parameter Gas phase Eg SMD
Fe(I)  Point group S4, approx Doy Cy
M-CI distance  All 2.39 3 x 2.36, 2.37
Cl-M-ClI angle 4 x 111, 2 x 106 112, 3 x 111, 2 x 106
Co(II)  Point group Ty Ty
M-CI distance  All 2.36 All 2.33
Cl-M—CI angle All 109 All 109
Ni(I)  Point group C1, approx Cg, Cs, approx Ca,
M-Cl distance 2x233,2x236 2x232 2x231
Cl-M-ClI angle 121, 108, 4 x 107 124, 107, 4 x 106
Cu(Il)  Point group Doy Doy
M-CI distance  All 2.34 All 2.31
Cl-M-Cl angle 2 x 131, 4 x 100 2x 134, 4 x99
Zn(I1)  Point group Ty C1, approx Ty
M-Cl distance  All 2.36 3 x2.33, 2.32
Cl-M-CI angle All 109 3 x 109, 3 x 110

Table 4.1: Structural parameters in [MCl4]*>~ optimised in the gas phase and with SMD solvation (solvent =
Eg) applied. Bond distances are given in A, and all bond angles in degrees.
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which splits the ty level is not favoured. ! [NiCl4]27 has one doubly occupied te MO, and
two singly occupied, encouraging a distortion towards the sawhorse geometry which
stabilises one former to MO and destabilises the other two. [CuCly]?> " undergoes a large
distortion towards the square planar structure; with two to MOs doubly occupied and
the other singly occupied a conformation which stabilises two former to MOs and
destabilises one former to MO is strongly favoured.

The SMD and gas phase structures are broadly similar, Table 4.1, with a slight
increase in the Jahn-Teller distortion away from tetrahedral for [NiCly)>~ and [CuCly)? .
The SMD environment stabilises increased dipole moments compared to the gas phase,

leading to the lower symmetry structures being favoured when SMD is applied.

4.3.2 [M(Eg)s]** structures

The bidentate ligand Eg may bind to a metal in either the 0 or A conformations,

Fig. 4.4. The combination of the ligand conformations gives 4 optically distinct
stereoisomers. The high symmetry forms of these isomers have the point groups D3 for
606 and A\, and Cy for 66\ and 6A\. The four [M(Eg)s]?" conformers were optimised
in the gas phase and with SMD applied for M = Fe, Co, Ni, Cu, Zn. Both a high
symmetry and a C; structure for each conformer were used as starting points for
optimisations. Overall 8 optimisations were completed in the gas phase and 8 with SMD
applied, for each of the five metals. For each conformer optimising the C; and high
symmetry input structures produced the same optimised structure.

The relative Gibbs free energies (AG) of the four conformers are the sum of the

500 50A

8 conformation

’

5
YO >)
A conformation
J [
Jd

Figure 4.4: Gas phase optimised [Cu(Eg)s]*" structures.
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relative enthalpies (AH) and the relative entropy terms (—TAS):
AG = AH — TAS (4.2)

Figure 4.5.a. explains how the AH and —TAS contributions to AG are visualised using
data from [Ni(Eg)3]*" as an example. In the first pane the AH values are graphed in
blue. AH is referenced to the conformer with the lowest H, the §06 conformer. In the
second pane —TAS is plotted in yellow, and the values are referenced to the conformer
with the lowest -TS, the AAX. Referencing AH to the lowest H conformer and —TAS to
the lowest -T'S conformer is mathematically equivalent to referencing both AH and
—TAS to the same conformer, with the advantage that only positive values are
produced. In the third pane the AH and —TAS values are plotted in stacked columns,
producing AG overall, as demonstrated in the fourth pane. The fifth pane shows the AG
values referenced to the conformer with the lowest AG. The representation of the
contributions to AG from AH and —TAS in the third pane is useful to visualise the
relative sizes of the differences in enthalpy and entropy between conformers. AG for the
four gas phase conformers of [M(Eg)3]**, M = Fe, Co, Ni, Cu, Zn. is plotted in

Fig. 4.5.b., and Fig. 4.5.c. shows the AH and —TAS contributions to AG.

The 665 [M(Eg)s]*" conformer is the most stable for all five metals calculated,
with the lowest AG and AH, Fig. 4.5. For M = Fe, Ni, Cu, Zn AH increases as the
number of ligands in the A conformation increases. M = Co has different AH behavior;
the 60\, and dAX conformers have the highest AH. Across all five metals —TAS is
similar between the 069, 00\, and dA\ conformers, and is 0 for the AA\ conformer.
—TAS and AH run counter to each other for M = Fe, Ni, Cu, and Zn, reducing AG
between conformers to < 10 kJ mol~!, when AH values are up to 17 kJ mol~!.

The factors which determine AH values between conformers include:
intramolecular H-bonding between ligands, steric clashes between ligands, Van der Waals
forces between ligands, and positioning of the O atoms relative to the preferred
coordination sphere of the metal.

The most stable conformer (660) will now be discussed. The structures of the §6¢
[M(Eg)3]?" conformers are similar for M = Fe, Co, Ni, and Zn, Fig. 4.6. Crystal field
theory analysis does not predict significant Jahn-Teller distortion for octahedral
complexes of Fe(II), Co(II), Ni(II), and Zn(II). The calculated structures do not show
Jahn-Teller effects; 6 equivalent M—O bond distances were obtained in each case. The

trans-O—M - O angles deviate from 180° due to the constrained ligand geometry, rather
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Figure 4.5: a. Explanation of how AG may be plotted as the sum of AH and —TAS. b. AG of the §§J, 00,
OA\, and A\ conformers of [M(Eg)g]”, M = Fe, Co, Ni, Cu, Zn, calculated in the gas phase. c. AG split

Thermochemical analysis of gas phase [M(Eg)s]?* conformers
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than Jahn-Teller effects. In contrast crystal field theory predicts a large distortion
towards the square-planar geometry in Cu(II) complexes. [Cu(Eg)3]*" has four shorter
M- O bond distances and two longer with a significant difference of 0.33 A between the
two.

The smaller trans-O—M-O angle calculated in the [Cu(Eg)s]*" 666 is due to
intramolecular H-bonding between adjacent ligands rather than Jahn-Teller effects,
Fig. 4.7. There are two short O— ~H-O contacts of 2.57 A in the §66 conformer and no
contacts below 2.72 A (the sum of the Van der Waals radii of O and H) in the A\
conformer. Intramolecular H-bonding between Eg groups in §§0-[Cu(Eg)3]>™ has been
proposed in the literature as the cause the stability of the 666 conformer.?° In this work
H-bonding in §66-[Cu(Eg)3]*" was visualised using the non-covalent interactions (NCI)
method, implemented via the AIMALL suite. 1371

To visualise NCIs values of sign(A2)p were colour-mapped onto an isosurface of S
= 0.5 with maximum p = 0.02 a.u. The red regions indicate attractive non-covalent
interactions. The red regions in gas phase §06-[Cu(Eg)s]*" are assigned as H-bonds due
to their location between O and H atoms with a short contact distance. In the gas phase
§06-[Cu(Eg)3]*" has two clear H-bonds, while A-[Cu(Eg)3]** does not display any
non-covalent interactions, Fig. 4.7. AIM analysis did not locate bond critical points
(BCP) for the two H-bonds visualised, due to the reduced density gradient not dropping

all the way to 0 at these points. This has also been discussed in the literature, for

[FeEg,]* [CoEgs]** [NiEg;]** [CuEgs]** [ZnEg3]**
dG d7 dB d9 d10
Lt 4 4 4 4w

Crystal field theory

configuration:

4+++ 44+ +4++ ++4+ FH4-
Term: 5Tog 4Tig Az 2Eq "Aqg
Predicted Jahn-

Small Small None Large None

Teller distortion:

Optimised
structure:

O-M distances:

0-M-O angles: 158 166 163 2 >1< 41 (;53 160

Figure 4.6: Electronic configurations, gas phase optimised structures, and key geometric parameters for
[M(Eg)3]2+, M = Fe, Co, Ni, Cu, Zn. Angles are given in degrees and distances in A.
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Visulasing H-bonding in [Cu(Eg)s]?*

Gas phase
optimised structure

Gas phase — with NCI visualisation SMD applied

555 (AH = 0) A (AH = 17) 555 (AH = 0)

Alkyl chains removed for clarity
attractive non-covalent

083 (AH=0) interactions (H-bond or very weak van der non-bonding,
dipole-dipole) Waals interactions repulsive overlap
-0.012 0 +0.012

Figure 4.7: NCI visualisation of gas phase §55-[Cu(Eg)s]*" and A\-[Cu(Eg)s]*", and SMD §65-[Cu(Eg)s]*".
Values of sign(Az2)p are colour-mapped onto an isosurface of S = 0.5 with maximum p = 0.02 a.u. Energies
are given in kJ mol ™.

example a lone Eg molecule was considered to have a H-bond though no BCP was
present, through the use of NCI analysis.?! Although the electron density continuously
decreases away from the O atom it decreases less (the gradient reduces) in the region
where a BCP would be located in a H-bond with a BCP. Analysis of 6AX and 60\
conformers (not shown) concluded that H-bonds were only formed between § ligands and
not between two A ligands or one § and one A ligand.

In the SMD environment the shortest O~ ——~H distance in §56-[Cu(Eg)s]*" is
2.86A. The NCI visualisation applied to gas phase d66-[Cu(Eg)s]** was applied to the
same conformer in the SMD environment, Fig. 4.7, and the H-bonding is "switched off”
due to the interaction of the molecule with the implicit solvent. The Jahn-Teller effect
increases in the SMD environment (similarly to the earlier finding for [MCly]?") with
axial and equatorial average M—O bond lengths of 2.48 and 2.04A respectively. The axial
O-M-0 angles of gas phase and SMD §66-[Cu(Eg)3]?*, and gas phase A-[Cu(Eg)s]*"
are highlighted in Fig. 4.7. The angle is significantly reduced in the H-bonding gas phase
669 structure. In the SMD 6§ and the gas phase A\ structures the axial O-M—-0O
angles are in line with those observed for the other metals. This confirms the hypothesis
that the change in angle is due to the H-bonding and not to the Jahn-Teller effect.

No evidence of similar H-bonding interactions was found for M = Fe, Co, Ni, or
Zn in the gas phase, or for any metal in the SMD environment, via O— —H lengths below
2.72 A or NCI analysis. The O~ ——H bond distance in the two H-bonds in
506-[Cu(Eg)s]* is 2.57A, whereas the shortest O~ — —H distances in gas phase
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§66-[M(Eg)3)*" are 3.09, 3.13, 2.99, and 3.01 for M = Fe, Co, Ni, and Zn respectively.
The H-bonding in the 656 and 66\ [Cu(Eg)s]*T conformers is therefore a weak effect as
AH of MA-[Cu(Eg)3)?" is only increased by between 2 and 5 kJ mol~2? compared to
MA-[M(Eg)3]?*, M = Fe, Ni, Zn, where no H-bonding is observed.

To investigate causes (other than H-bonding) of the increase in AH with the
number of A ligands further structural and NCI analysis was completed on the gas phase
[Ni(Eg)3)*" conformers, Fig. 4.8. Steric clashes between O atoms are visible in blue.
Nine of these clashes are found in the high energy AA\ conformer and six in the low
energy 606 conformer. By analysing the four [Ni(Eg)s]?" conformers it was determined
that the least steric clashes occur between neighbouring § ligands, an intermediate
amount between one § and one A ligand, and the most between neighbouring A ligands.
This observation explains the increase in energy for conformers with additional A ligands
for M = Fe, Ni, Cu, and Zn.

The [Co(Eg)3]*" gas phase conformers follow a different trend, which appears to
be related to the degree of distortion to the octahedral ligand environment around the
metal center. In the lower energy conformers, §50-[Co(Eg)3]*" and AA-[Ni(Eg)s)?*, all
three trans-O—Co—O angles are close to equal. In the two high energy mixed ligand
complexes one angle is significantly different to the other two angles. The size of the
three angles was averaged and the difference between the average angle and the angle the
furthest from average was calculated for each conformer. This measure of distortion

correlates well with AH with an R? value of 0.92. (The number of values evaluated is

Visualising steric clashes in gas phase [Ni(Eg),]?*

2 x Van der Waals
radius of O = 3.04 A

-
6 x short contacts of 9 regions of

3.10A repulsive

6 x short contacts of - — |
3.00 A overlap
\{ N/2 Y
R =g
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repulsive overlap

between O atoms \ \

3 x long contacts of ¢ -
555 (AH = 0) 3.23A MA (AH = 16) 3 x short contacts of
3.02A
attractive non-covalent
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-0.012 0 +0.012

Figure 4.8: NCI visualisation of gas phase §36-[Ni(Eg)s]*™ and AA-[Ni(Eg)s]>". Values of sign(\z2)p are
colour-mapped onto an isosurface of S = 0.8 with maximum p = 0.01 a.u. Energies are given in kJ mol™!
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small thus R? is only indicative, not quantitative.)

The relative energies between conformers in the SMD environment are reduced,
and the AH vs -TAS contributions are more broadly spread between conformers with no
obvious pattern across the five metals, Fig. 4.9. Overall the conformational effects are
small in the solvation environment, especially for M = Ni and Fe. [Cu(Eg)3]*" is an
exception and retains a large AG for the A\ conformer, due to it having the highest
AH and -TAS contributions to AG. For the other four metals the AH and -TAS

contributions run counter to one another resulting in low overall AG values.

4.3.3 Energetic analysis of the [MCl,]*" vs [M(Eg)s]*" equilibrium

The conformers with the lowest AE, AH, and AG values were selected for each species

to calculate the AE, AH, and AG values for the following reaction:
[MCL]*~ 4+ 3Eg == [M(Eg)3]** 4+ 4Cl~ (M = Fe, Co, Ni, Cu, Zn)
Using AG as an example the relative energies were calculated as follows:
AGTeeetion = [G([M(Eg)s]*") +4G(C17)] — [G(IMCL]*") + 3G(Eg)]

A positive value of AGT?°" means that the [MCly)?~ + 3 Eg side of the reaction is
lower in energy and a negative value that the [M(Eg)3]*T + 4 Cl™ side is lower.

In the gas phase AEZ?:CC”O” values are large and positive for each metal;
[MCl4)?> + 3 Eg is the favoured side of the equilibrium, Fig. 4.10. Gas phase electronic
energies are typically stabilised by a reduction in overall charge on the molecules
calculated, therefore the side of the equilibrium with one 2- complex and 3 neutral
species is lower in energy than the side with a 24+ complex and 4 1- ions. The stability of
[M(Eg)3]*" +4Cl is significantly higher for M = Ni than for the other metals in the
series. AH"¢%" yalues follow the same trend but are offset to higher energies. Since H
= Eeiec + zpe + Eypy the increase in energy from AET¢ecton to AH a<ton indicates that
the zpe and E,,; contributions to H favour the [MC14]2* + 3 Eg side of the reaction.
AGreaction yalues follow the same trend as AH"¢*“"°" but are offset to higher energies
thus we can conclude that entropy factors also favour the [MCly]?~ + 3 Eg side.

Similar energetic trends were observed in the SMD solvation environment, with
all values shifted significantly lower in energy due to the solvent environment stabilising
the charged species. AEr¢2cton for M = Ni is negative, reproducing the experimental

elec
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Figure 4.9: a. AG of the §§6, 60X, dA\, and AAX conformers of [M(Eg)3]2+, M = Fe, Co, Ni, Cu, Zn, calculated
in Eg SMD solvation. b. AG split into contributions from AH and —TAS. Energies are given in kJ mol™".
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Figure 4.10: AELfaction  AHreeetion  and AGec'°" yalues for the reaction: [MClL]*™ + 3Eg —

[M(Eg)s]*" +4CI~ (M = Fe, Co, Ni, Cu, Zn) in the gas phase and with SMD applied. Energies are given in
kJ mol 1.

finding that the [M(Eg)3)>T + 4 Cl™ side of the reaction is favoured for M = Ni, and the
[MCl4)*>" + 3 Eg side is favoured for M = Fe, Co, Cu and Zn, Fig. 4.1.1 The AH"eaction
and AGTeection yalues follow the same trend as AE;?&“"O” but are offset to higher values

such that the [MCl4])?~ + 3 Eg side is favoured for the full series of metals. The shift to
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higher energy for AH and AG indicate it is AE which underpins the stability of

[Ni(Eg)3]*" relative to [NiCly]? .

To investigate further the difference between nickel and the other metals in the

series in calculations and experiment the complexation energies for [MCly]?>~ and

[M(Eg)3])?" were calculated, Fig. 4.11. The complexation energy is the energy of the

complex relative to the energy of its separate components.

AHcomplexation([MCM}Z—) _ H([MC]4]27) _ H(M2+ + 4C17>

AHcomplexation([M(Eg)3]2+) _ H([M(Eg)3]2+) _ H(M2+ +3 Eg)

Complexation energies of [MCI4]> and [M(Eg);]?* calculated in Eg SMD
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Figure 4.11: AH®MoN and AGE™e" values for: M** +4ClI~ — [MCly]*” and M*" + 3Eg —
[M(Eg)s]*" (M = Fe, Co, Ni, Cu, Zn) in the gas phase and with SMD applied. (AH®™eten([M(Eg)s]*) =
H([M(Eg)s]*") - H(M*" + 3Eg)) Energies are given in kJ mol~*.
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Ethaline
(2Eg:1[Ch]Cl)

Complexation energies are large and negative as they contain the energy of
formation of all the bonds in the complexes, Fig. 4.11.a-b. AGeomplexation yalyeg are
smaller than AHcOmPlexation hecayuge the uncomplexed side of the reaction has more free
molecules than the complexed side and is therefore entropically favoured. The entropy
effect is larger for [M(Eg)3]*™ than [MCl4]? .

Similar trends across the metal series were obtained for [MCl4]?~ and [M(Eg)s)*T,
Fig. 4.11.a-b. For the metals which are not nickel, the series form relatively shallow
U-shaped curves with M = Fe and Zn having smaller complexation energies, and M =
Co and Cu slightly larger values. At M = Ni the values drop sharply to lower energies;
both complexes are significantly more stabilised relative to the separate species
compared to the other metals. The complexation energies of [MC14]2* correlate with the

experimental values of ionic radii of M(IT) obtained from Shannon et al., Fig. 4.11.c-d.??

4.4 Complexation of nickel(II) in ethaline DES

The complexation of Ni(II) in the ethaline-NiCly - 6 HoO system was investigated in more
detail via a survey of the different nickel containing complexes which could potentially
form in solution, Fig. 4.12. The aim is to understand the relative stabilities of different
species, and the relationship between stability and type and number of ligands included
in a complex. A comprehensive set of nickel containing complexes was selected using

several assumptions:

DES HMDES 2+
H OT/\ZH Indicated by
O—Ni“=oH| EXAFS atroom
Co” | temperature
HHO
-_ - ~ - 2-
w Cl Indicated by
w NiﬁCI UV-vis at
OH / YCl | temperatures
K\OH [ / Cl above 50 °C
N+ ¢f + NiCly6H,0 _ e
AR >
\ / o ? OT/\\ZH Intermediate
~a  HO OH T CI—Ni*=C | species must be
\ / cl¥ | accessible
L Cl i
SRS . : \ q2+
v v (I)HZOH Does the water of
H20—Ni£OH22 crystalisation act
H,07 | as a ligand?
OH, |

Figure 4.12: The ethaline-NiCl, -6 H,O HMDES contains Ni(ll) and several potential ligand species. Experi-
mental evidence for [NiCls]*>~ and [Ni(Eg)s]*" is reported, and intermediate complexes with a mixture of Cl and
Eg ligands will be investigated.! The water of crystallisation may also act as a ligand.
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1. Potential ligands are C1™, HyO, and Eg.
2. Eg coordinates as a neutral bidentate ligand.
3. In complexes with mixed coordination the coordination number is assumed to be 6.

4. If all ligands are the same then complexes with coordination of 4 and 6 ligands

were included.

These assumptions generate 19 complexes to consider, Fig. 4.13. The 19
complexes were optimised and analysed in terms of relative stability, geometric structure
and electronic structure. Further, neutralised versions of the charged complexes were
constructed by the addition of appropriate numbers of Cl™ ions to positively charged
complexes and Ch™ cations to negatively charged complexes. The effects of neutralising
the complexes on the relative stability, geometric structure and electronic structure were
analysed, as well as the non-covalent interactions present between the neutralising
anions/cations and the nickel complexes. Previously low spin (multiplicity = 1)
[NiCl4]?~ and [Ni(Eg)3]*T complexes were found to be >100 kJ mol~! higher in energy
than the corresponding high spin (multiplicity = 3) complexes. Based on this result all

#CI- ligands #H,0 ligands #Eg ligands Final complexes:

/ INi(Eg)a]**
N2+ 2 > [Ni

[Ni(Eg),]**

0
2 [Ni(H,0),2 ————2— INi(H;0)x(Eg)s**
Nij2 4 : .
" - [Ni(H,0),J?* 2 INi(H,0),2
[Ni(H,0)e]2* 0 [Ni(H,0)4(Eg)1?*

[Ni(H20)e]**

1 NiCI(H,0
INiCI(HL0)I* \, [NICI(H,0)(Eg),]*

NiCI]*
(Nt 5 INCIHOM ————L, [NiciH,0p(Ea)
INICI(H0)l ———9 . Nici(H,0)*
0 [NICl,] g > [NiCly(Eg),]
Ni2* INiC] i [NICl(H;0)] ————————> [NiCly(H;0}(Eg)]
NCly(H;0)] —— 2> [NiCl(H;0)

INiClyH0)f ———* [NiCl(H0)(Eg)

0 . )
NiClaJ
[NIClg] <: INICk(H,O) 0 > [NICKHO)
INCIyJ
[NiCLJ> < I ‘
[NIClyJ2 <: [NIiCl4(EQ)]*

[NiCl4(H,0)21% [NiC|4(H20)2]2'
NiClgr ———-0 INiCls(H 0> ——- 0, [NiCls(H0)]*
INiClg}r- —————— 0 [NiClg]* 0 > [NiClg]*

Figure 4.13: Nickel containing species included in the intial survey. [NiClg]*~ and [NiCls(H>0)]*" are highlighted
in red as calculations on these species failed due to spontaneous dissociation, and they are not considered further.
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subsequent nickel complexes were calculated with multiplicity values of 3. The small
energy differences between conformers in [Ni(Eg)3]** informed the decision not to
investigate conformers with differing Eg conformations for the series of discrete
complexes. For each complex a single conformer for each different ligand configuration
was optimised. The direct coordination of Ch™ to the nickel centre was tested via
optimisation of [NiCly]Chg and [NiCl;Chs] in the SMD environment, Fig. 4.14.a. The
configuration with Ch™ acting as a ligand is significantly higher in energy thus Ch* was
not further considered as a ligand. A scan of the rotation of a single water ligand in
[Ni(Ho0)g]*" revealed that the energy barrier to water rotation is low, Fig. 4.14.b.

Therefore conformational searches included only a single water ligand orientation.

Testing

a. Direct coordination of Ch* to Ni is disfavoured

[NiCI,]Ch, [NiCI,Ch,]

Av. Ni-Cl distance: Av. Ni-Cl distance:

2.31A 247 A
AG = 38 kJ mol!
16
Optimisation d
14 from any water \
orientation leads < »)
12 to the global
minimum 9
10
{53
hE ?
<
6
4
2
0 — < i
0 50 100 150 200 250 300 350 )
Dihedral angle /°
9

Figure 4.14: a. [NiCl4]Ch is significantly lower in energy than [NiCl4Ch,] in the SMD environment. b. Rotation
of water ligands in [Ni(H20)s]*" is facile in the gas phase.
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4.4.1 Structure of discrete complexes

The structures of [NiCly]?~ and [Ni(Eg)s]?* were discussed in Section 4.3.1 and

Section 4.3.2. Tt was not possible to optimise [NiClg]*~ or [NiCls(H20)]*~ structures in
the gas phase or SMD environment, likely due to the high charges on the complexes and
repulsion between Cl™ ligands, which resulted in dissociated structures. The remaining
15 complexes were optimised in the gas phase, Fig. 4.15 and employing SMD
environment, Fig. 4.16.

In the gas phase (but not when SMD was applied) cis-[NiClz(Eg)2],
[NiCl4(Eg)]?", and trans-[NiClz(H20)(Eg)] ™ experienced ligand dissociation during the
optimisation process. The optimised structures generated in the SMD environment were
reoptimised in the gas phase, also resulting in ligand dissociation. The released ligands
formed partial second coordination shells with Cl-—-O—H H-bonds to the former ligand.
The obtained structures are shown in red boxes, Fig. 4.15. Relative energies of
dissociated conformers are not given and their energies are not considered further, as
they are no longer considered to be discrete complexes.

Most structures obtained in the SMD environment are similar to those in the gas
phase. In both cases free energy differences between conformers with different ligand
configurations are small. In the gas phase the average AG between the highest and
lowest energy conformer of a complex is 6, and the largest is 14 kJ mol~! for
[NiCl(H20)4]. When the SMD is applied the average is 2.9 and the largest is 8 kJ
mol ™! for [NiCly(H20)s].

The structures of the homogeneously coordinated discrete complexes follow the
patterns found for [NiCly)?~ and [Ni(Eg)s)?*. [Ni(Eg)s]*" is sawhorse shaped in both gas
and SMD. In the SMD the structure is closer to an ideal sawhorse than in the gas phase
with axial and equatorial O—Ni—O angles of 157° and 115° (gas) and 170° and 99°
(SMD). Ni—O bond lengths are slightly longer when the SMD is applied (2.00-2.02A)
than in the gas phase (1.97—1.99A), an observation which holds across the series of
discrete complexes.

The shape of [Ni(H,0)4)*" is also affected by the solvation environment: in the
gas phase it is a distorted tetrahedron with four O—Ni—O angles of 119° and two of 93°,
when the SMD is applied the complex is sawhorse with axial and equatorial O—Ni—O
angles of 157° and 108°.

The shape of octahedral complexes are less affected by solvation environment

than four coordinate complexes; likely due to more constraints on shape from steric

164



Homogenous coordination Mixed H,0 and Eg coordination

[Ni(Eg),]** [Ni(H,0)412* [Ni(H;0)e]?* [Ni(H20)4(Eg)1?* INi(H20)5(Eg)21**
b4 9
9
trans, +0.3 cis
Mixed H,0 and CI coordination
[NIiCI(H20)s]* [NiClx(H20)4] [NiCly(H20)s] [NICly(H20),1*

N

trans, +13.7 cis trans cis, +0.3 trans, +12.9 cis

Mixed Eg and CI coordination
[NiCIx(Eg)] [NiCly(Eg)I>

trans dissosciated dissosciated

Mixed H,0, Eg, and CI coordination
[NICI(H20)s(EQ)I* [NICI(H,O)(Eg).]*

9
cis, +0.4

cis, +9.5

[NiCly(H,0),(Eg)] [NiCl3(HO)(Eg))

trans(Cl) trans(H,0), +0.4 cis, +7.7 dissosciated cis

Figure 4.15: Gas phase optimised structures of potential nickel containing complexes in the ethaline-NiCl, - 6 H,O
system. For complexes with multiple ligand configurations AG values in kJ mol™! are given for the higher energy
structures. The structures of [NiCls]*>~ and [Ni(Eg)s]*" were discussed in Section 4.3.1 and Section 4.3.2. The
structures in red boxes are those for which ligand dissociation occurred during the optimisation. Dashed bonds
indicate Cl——H distances of < 3.00 A, and O-—H distances of < 2.72 A.
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Homogenous coordination Mixed H,0 and Eg coordination

INi(Eg) I [Ni(H,0),1* INi(H,0)6l* INi(H,0)a(Eg)** [Ni(H,0)x(Eg)1**
9
@
d 99 }4
2 9
9 9
9 trans, +5.2 cis
Mixed H,0 and CI coordination
[NICI(Hz0)s]* [NiCla(H20)4] [NiCl3(H20)s] INiCly(H,0),1*

trans cis, +0.3 trans, +0.0 cis trans, +7.6 cis

Mixed Eg and Cl coordination
[NiClx(Eg)] INICly(EQ)I*

trans, +6.0 cis

Mixed H,0, Eg, and Cl coordination
[NICI(H20)5(Eg)]* [NICI(H20)(Eg).]*

o 9

trans(Cl), +1.9 trans(H,0), +1.0 cis trans, +1.2 cis

Figure 4.16: SMD optimised structures of potential nickel containing complexes in the ethaline-NiCl, - 6 H,O
system. The structures of [NiCls]>~ and [Ni(Eg)s]*" were discussed in Section 4.3.1 and Section 4.3.2. The
complexes in black boxes are those which underwent ligand dissociation when optimised in the gas phase. For
complexes with multiple ligand configurations AG values in kJ mol™" are given for the higher energy structures.
Dashed bonds indicate Cl——H distances of < 3.00 A, and O— —H distances of < 2.72 A.
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repulsion between ligands. Also the electronic configuration of Ni(II), d®, lends itself to
Jahn-Teller distortion for tetrahedral complexes but not octahedral complexes, Figs. 4.3
and 4.6. Therefore [Ni(H20)g]*" is close to ideal octahedral conformation in both the
gas phase (trans O—Ni—O angles of 180°, Ni—O bond lengths of 2.08A) and in the SMD
environment (trans O —Ni—O angles of 177°, Ni—O bond lengths of 2.08-2.09A).
Distortions away from ideal octahedral structure are seen in the mixed complexes,
seemingly in order to facilitate intramolecular H-bonding between Cl ligands and H
atoms on either water or Eg ligands. A representative example is [NiCly(H20)2]?",
which forms four H-bonds in the gas phase and two when SMD was utilised, Fig. 4.17.
The H-bonding was analysed via structural parameters, AIM analysis, and NCI
visualisation. The complexes are almost symmetrical in both environments and the
water ligands are equivalent to one another. In the gas phase each water ligand has two
H-bonds which are both shorter than the single H-bond to each water ligand in the SMD
complex. Compression of the O—Ni—Cl angles between H-bonding ligands is present in
both environments but reduced upon application of the SMD. Electron density (p) at the
BCPs of the H-bonds was also reduced in the SMD. To visualise the H-bonding values of
sign(Ag)p were colour-mapped onto an isosurface of S = 0.5 with maximum p = 0.05 a.u.
, Fig. 4.17. The Ni—ligand bonds are relatively weak with p at the BCPs in the same
range as at the strong H-bonding BCPs. Therefore the NCI visualisation also shows the
covalent Ni—ligand bonds, as p at the covalent bonds is within the maximum value
required to visualise the H-bonding. The geometric distortion of complexes to form
intramolecular H-bonds is seen across the series of complexes with Cl ligands, as is the
weakening of the H-bonds when SMD is applied. Weaker H-bonding in the Eg SMD
environment is expected due to the interaction of the atoms with the SMD cavity which

weakens the other interactions present.

4.4.2 Energetic analysis of discrete complexes

To enable comparison between complexes a minimal model system of the following

species was conceived:
Ni?* : 4Cl” : 2Ch" : 6Hy0 : 3Eg

The energy of a given system was calculated by adding the energy of the relevant
complex to that of the molecules not already present in the nickel complex, Fig. 4.18.

Any Cl anions not coordinated to the nickel atom were assumed to pair with any
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Gas phase [NiCl4(H;0),]> contains SMD [NiCl4(H,0),]* contains
four H-bonds to Cl ligands two H-bonds to Cl ligands

Weak covalent
bond, p = 0.039 a.u.

Optimised structures

& Moderate H-bond,
p=0.024 a.u.

Strong H-bond,
p =0.030 a.u. Moderate H-bond,

p=0.022 a.u.

Optimised structures with NCls mapped

Covalent Non-covalent very weak van der non-bonding,
bonding  bonding interactions Waals interactions repulsive overlap
-0.04 0 +0.04

Figure 4.17: H-bonding in [NiCls(H20)2]*" in the gas phase and with an SMD environment applied. AIM BCPs
are indicated by bonds drawn between atoms; solid lines for BCPs with p > 0.03, dashed lines for BCPs with
p < 0.03. NCI visualisations were created using Aimall.**** Values of sign()\2)p are colour-mapped onto an
isosurface of S = 0.5 with maximum p = 0.05 a.u.
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available Ch™ cations. For example the free energy of [Ni(Eg)s]?" in the discrete

complex (DC) model (G(DC-[Ni(Eg)3]*")) was calculated as follows:
G(DC-[Ni(Eg)3]*") = G([Ni(Eg)s]*") + 2G([ChCl]) + 2G(C1™) + 6C(H,0)

Relative thermochemical parameters for all complexes were then calculated, using

DC-[Ni(Eg)3]*" as the reference level, for example:
AG(DC-complex) = G(DC-complez) - G(DC-[Ni(Eg)s]*)

The relative thermochemical values for the 17 systems of nickel complexation
shown in Fig. 4.13 were calculated in the gas phase, Fig. 4.19. In the gas phase
AG(DC-complex) and AE¢..(DC-compler) are well correlated with a coefficient of
determination (R?) of 0.99, therefore electronic effects dominate the thermodynamic
stability of complexes within the gas phase DC model.

The charge on the nickel complex (determined by the number of Cl™ ligands)
accounts for most of the variation in energy between systems, with neutral complexes

being the most stable. This result is explained by systems with two Cl~ ligands in the

Discrete complexes (DC) model examples
Nickel complex [Ch]CI Uncoordinated CI- or Ch* Eg H20

DC-[NiCl3(H,O)(Eg)sl

Figure 4.18: Pictorial example of the discrete complexes (DC) model for DC-[Ni(Eg)s]*" and DC-
[NiCls(H20)(Eg)] ™.
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AH

complex being composed of entirely neutral species, since the complexes are neutral and
both C1™ ligands not in the complex are coordinated to Ch™. The lowest energy system
is DC-[NiClz(H20)4]. The entropy contribution (-TAS) to AG is an order of magnitude
smaller than the electronic contribution, so has no significant effect on AG. -TAS is not
correlated with the charge on the nickel complex but with the number of water ligands
coordinated to the Ni atom. Systems with more water molecules coordinated to the
ligand have a lower S than those with fewer water ligands and therefore a higher -TAS.

In the SMD environment AH follows the same trend as in the gas phase; the
lowest energy systems are those with neutral nickel complexes, Fig. 4.20. Whilst
following the same trend as in the gas phase, the SMD AH values are significantly
reduced in magnitude with the SMD applied. The -TAS values correlate with the
number of water ligands coordinated to the nickel centre, and have values close to those
calculated in the gas phase. AG values are dominated by the entropic contribution and
also increase as the number of water molecules coordinated to the nickel centre increases.
The lowest AG value is for [NiCl4]?~. No correlation between relative energies and

number of Eg ligands in the complex is evident.

4.4.3 Structure of neutralised complexes

In the discrete complexes model the relative energies of the complexes were largely

determined by the charge on the complex, with neutral complexes lowest in AG and AH

Gas phase discrete complexes model (DC) energetic analysis

a. AH vs charge of complex b. -TAS vs # of water ligands coordinated to Ni c. AG vs charge of complex
400 400 DC-Ni(H0)a*
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-1300 4120 | -1300
-2 -1 0 1 2 0 1 2 3 4 5 6 -2 -1 0 1 2
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Figure 4.19: Gas phase DC-complex thermochemical parameters calculated relative to DC-[Ni(Eg)s]*". Values
are reported in kJ mol~!.
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AH

Eg SMD discrete complexes model (DC) energetic analysis

a. AH vs charge of complex b. -TAS vs # of water ligands coordinated to Ni c. AG vs # of water ligands coordinated to Ni
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Figure 4.20: Eg SMD DC-complex thermochemical parameters calculated relative to DC-[Ni(Eg)s]*". Values
are reported in kJ mol™!.

in the gas phase, and in AH in the SMD environment. Therefore the neutralised
complexes (NC) model was formulated, in which each nickel complex is neutralised by
the addition of C1~ or Ch™.

A single conformer was optimised for each species with the additional C1~ or Ch™
ions positioned to maximise Cl-—H hydrogen bonding, Figs. 4.21 and 4.22. Choosing to
optimise only a single conformer for each species reduces both the computational and
human resources required to complete the survey, however a potential error is
introduced. The conformer chosen may not be the lowest energy conformer which could
affect the calculated energies. The size of this error is likely to be small as the potential
binding sites around each complex are chemically similar. The NC systems will be
referred to as NC-complex; for example "the NC-[Ni(Eg)s3]*" system” means
[Ni(Eg)3]Cly + 2ChCl 4 6H30.

All neutralised complexes contain multiple short (< 3.00) Cl——H contacts. Gas
and SMD structures are similar for all complexes, with SMD structures containing
slightly fewer short Cl1——H contacts. Intramolecular (ligand-ligand) interactions are
reduced compared to the non-neutralised complexes, and the shortest contacts are
intermolecular (C1~ or Ch™ to ligand).

A detailed analysis of the H-bonding in the representative system
[NiCl4(H20)2]Chy was completed, utilising geometrical data, AIM analysis and NCI

visualisation, Fig. 4.23. In the gas phase each axial Cl atom has three BCPs with
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CI coordination Mixed Eg and CI coordination
[NiCl,]Ch, [NiCl4(Eg)ICh,
9

Mixed H,0 and Cl coordination
[NiCl3(H,0)s]Ch [NiCl4(H,0),]Ch,

Gas SMD Gas SMD

Mixed H,0, Eg, and Cl coordination
[NiCl(H,0)(Eg)ICh

Gas SMD

Figure 4.21: The gas and SMD optimised structures of negatively charged complexes, neutralised by the addition
of Ch™ ions. Dashed bonds indicate Cl— —H distances of >3.00A, or O— —H distances of >2.72A.
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Eg coordination

[Ni(Eg)]Cl, s [Ni(Eg),ICl,
"3 o ai?" *L °
’ }}w ros  ho<

9 9 ] 2
°® L ® ¢ P"r
Gas SMD Gas SMD

H,0 coordination

[Ni(H,0),]Cl, [Ni(H,0)5]Cl,
o
2
D,
>
SMD
Mixed H,0 and Eg coordination Mixed H,0 and Cl coordination
[Ni(H,0),(EQ)ICI, [Ni(H20)2(EQ)ICl, [NiCI(H,0)s]Cl
<9

Gas SMD

Mixed H,0, Eg, and Cl coordination
[NIiCI(H,0)s(Eg)ICI [NiCI(H,0)(Eg),ICI

Gas SMD

Figure 4.22: The gas and SMD optimised structures of positively charged complexes, neutralised by the addition
of CI™ ions. Dashed bonds indicate Cl——H distances of >3.00A, or O——H distances of >2.72A.
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Gas phase [NiCl4(H,0),]Ch; contains SMD [NiCl,(H,0),]Ch, contains
three H-bonds to Cl ligands two H-bonds to Cl ligands

Optimised structures

Weak H-bond,
p=0.019 a.u.

Strong H-bond, {
p =0.026 a.u. Weak H-bond,
p=0.016 a.u.

Moderate H-bond,
p=0.022 a.u.

—— Strong H-bond,

¢ p=0.028 a.u.
¢ [®
b3 [
Optimised structures with NCls mapped
Covalent Non-covalent very weak van der non-bonding,
bonding  bonding interactions Waals interactions repulsive overlap
-0.04 0 +0.04

Figure 4.23: H-bonding in [NiCls(H20)2]Ch2 in the gas phase and with an SMD environment applied. AIM
BCPs are indicated by bonds drawn between atoms; solid lines for BCPs with p > 0.03, dashed lines for BCPs
with 0.015 < p < 0.03. NCl visualisations were created using Aimall.**?* Values of sign(\2)p are colour-mapped
onto an isosurface of S = 0.5 with maximum p = 0.05 a.u.
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0.015 < p < 0.03 indicating non covalent interactions with close H atoms. The strongest
interaction is with the —OH group attached to the Ch™, and the weakest with an alkyl
H atom from the Ch*. The HyO-Cl intramolecular H-bond observed in [NiCly(H0)s]?"
is retained but weakened by the additional interactions with the Cl atom present in the
neutralised cluster. In the SMD environment each axial Cl atom has two BCPs with
0.015 < p < 0.03, reduced from three in the gas phase. The intramolecular H-bond is
weaker than that found in the gas phase, but the intermolecular H-bond with the —OH
group attached to the Ch™ is stronger. Overall fewer H-bonds were formed in the SMD
environment than the gas phase, and most H-bonds were weakened by the SMD, but a

single stronger interaction also occurred.

4.4.4 Energetic analysis of neutralised complexes

The relative thermochemical values of each NC-complex system have been calculated,
relative to NC—[Ni(Eg)3]2+, in both the gas phase and in the SMD environment,
Fig. 4.24. For example, to determine the AG of NC-[NiCl4]?~ the following calculation

was carried out:

Discrete complexes (NC) model examples

Nickel complex [Ch]CI Eg H,0

NC-[NiCl5(H;0)(Eg)s]

Figure 4.24: Pictorial example of the neutralised complexes (NC) model for NC-[Ni(Eg)s]** and NC-
[NiCls(H20)(Eg)] .
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Figure 4.25: Gas phase NC-complex thermochemical parameters calculated relative to NC-[Ni(Eg)s]*". Values
are reported in kJ mol™!.

AG(NC-[NiCl4]*") = G(NC-|NiCly]?") - G(NC-[Ni(Eg)3]*")

G(NC-|Ni(Eg)s]**t = G([Ni(Eg)3]Cly) + 2G(ChCl) + 6G(H,0)

G(NC-[NiCly)*") = G([NiCl4]Chy) + 6G(H20) + 6G(Eg)

In the gas phase significant changes to the relative thermochemical values of the

complexes occurred upon applying the NC model, Fig. 4.25. AH values correlate with

the charge on the nickel containing complex, in an inversion of the trend in the DC

model, Fig. 4.19. Higher charged complexes are lower in enthalpy in the NC model

where C1~ or Ch* are added to create a neutral cluster. The decrease in enthalpy for

charged complexes can be attributed to strong Coulombic forces and doubly ionic

H-bonds between molecules in the clusters. The higher the charge on the nickel complex

the more neutralising species are added to the complex, increasing the intermolecular

interactions and reducing the total enthalpy of the system. This effect is more

pronounced for the negatively charged complexes than those with positive charges. The

only exceptions to this trend are NC-[Ni(Eg)s]?" and NC-[Ni(H20)4)*" both of which

are high energy systems due to the nickel centre being undercoordinated. The AH values

are significantly reduced in magnitude compared to those calculated for the gas phase

DC model. A similar trend occurs in the SMD NC model AH values, Fig. 4.26.a, with

the difference that the systems with negatively charged complexes are not stabilised

relative to the neutral complex systems. Small enthalpy differences between complexes of
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60 ¢

the same charge indicate that the HoO—~Ni and Eg—Ni interactions are similar in
strength. These interactions also seem to be similar in magnitude to the Cl-Ni bond
due to the small enthalpy differences between the systems containing neutral complexes
and negatively charged complexes.

Similarly to the DC model the NC -TAS correlates strongly with the number of
water ligands coordinated to the nickel centre in both the gas phase and with the SMD
environment applied. In the gas phase the enthalpic contribution to AG dominates the
entropic effects and AG follows a similar trend to AH. The exception to this is the most
stable system in the gas phase, NC- [NiCl4]2’, which has the lowest -TAS of all the
systems and therefore the lowest AG despite having a AH of + 80 kJ mol~! compared
to the lowest enthalpy system. In the SMD NC model AH values have a smaller
magnitude and entropic effects have a significant impact on AG. Overall
NC-[NiCly(Eg)s] is the most stable system with NC-[Ni(Eg)3]*" very close in energy.
Due to the entropic effects NC-[NiCl4]?~ is also low in energy. These results align with
the experimental literature on ethaline-NiCly - 6 HyO, Fig. 4.12. [Ni(Eg)s]** is reported
at low temperatures, and [NiCl4]27 at elevated temperatures. The results of the NC
model show that [NiCLﬂZ* is favoured entropically, and as the entropy contribution to

AG is -TAS the relative stability of [NiCl4]?" is increased as temperature increases.

Eg SMD neutralised complexes model (NC) energetic analysis
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Figure 4.26: SMD NC-complex thermochemical parameters calculated relative to NC-[Ni(Eg)s]*". Values are
reported in kJ mol ™.
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4.5 Electronic structure

The electronic structure of [NiCly]?~, [Ni(Eg)s]?* and the octahedral intermediate
species [NiCly(Eg)s] and [NiCly(Eg)]?~ were investigated via visualisation of the MOs
and TD-DFT calculations. The approach taken here is to rationalise the MO
contributions for the simple example of Td [CoCly]*~ and then analyse [NiCl4]?~ in
terms of distortion from the Td complex. [CoCly]?>" is d7, simple crystal field theory
predicts an (e)*(t2)? configuration. Jahn-Teller distortion is not observed, as the to level
is evenly occupied and therefore splitting of the level would not stabilise the complex.
The ground state is non-degenerate.

The 1tg level in [CoCl4]2’ is formed of contributions from the Co 3dy, dx;, and
dy, AOs (atomic orbitals) and the Cl 3p AOs, Fig. 4.27. The antibonding counterparts
are the partially occupied 1to* levels. The a; and a;* levels arise from the interaction of
the Co 4s AO with the fully symmetrical Cl 3p ligand orbital. The Co 3d,2 and dy2_»
MOs interact with a pair of Cl 3p ligand orbitals to form the e and e* levels. The Co 4p
MOs also interact with the Cl 3p ligand orbitals, giving the 2ty and 2to* levels. A
non-bonding set of Cl 3p ligand orbitals (t1) sits between the 2ty and e* levels.

[NiCl4)?~ has Cyv symmetry; it undergoes a Jahn-Teller distortion away from an
ideal tetrahedron towards a sawhorse structure. The orbitals in [NiCl4]?~ are similar to
those in [CoCly]? ", with some differences, Fig. 4.28. The Co complex 1ts level is split
into one higher energy and two lower energy MOs in the Ni complex (MOs 34-36). The
Co e MOs are stabilised significantly in the Ni complex (MO 37-38) and become lower in
energy than the Ni 4s - Cl 3p bonding MO (MO 39). The Ni 3p AOs interact with
different Cl 3p ligand orbitals to those in the Co complex but the energies of the
resulting MOs are not significantly affected. The Co t1, e*, and 1to* levels all experience
mixing when the symmetry is lowered in the Ni complex. MOs 43 and 44 correspond
directly to the Co e* level; they are stabilised below the ligand MOs 45-47 which have
some Co 3d character after mixing.

TD-DFT calculations were carried out on both [NiCl4]?~ and [CoCl4]?, Fig. 4.29.
The peaks and corresponding transitions are similar, as expected given the similar
ligand-metal interactions observed in the MOs of the species. Two sets of allowed
transitions are calculated for each species: one higher energy peak arising from LMCT
(ligand to metal charge transfer), and one lower energy d —— d peak.

The [CoCly]?>~ LMCT transition is from the o to* to the o a;* level. The a to*

MOs have large contributions from the ligand orbitals, whereas the « a;* MO has
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a. [CoCl,]# MO diagram b. [CoCl,]? occupied MOs
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Figure 4.27: a. MO diagram of a MOs of [CoCl4]*". Levels are plotted to scale, electrons are neglected for
clarity. b. The occupied o MOs of [CoCls]*”. Levels are plotted to scale.
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Figure 4.29: TD-DFT generated UV-vis spectra of [NiCls]>~ and [CoCls]*~. The MOs with the largest contri-
butions to the transitions causing each peak are visualised. MOs are visualised at an iso value of 0.02 except
for the Co v a1* and Ni 8 51 MOs which are shown at an iso value of 0.01.

predominantly Co 4s character. The [NiCly]?~ LMCT transition is between similar MO;
the # HOMO and MO 51, the first level unoccupied by either o or 5 electrons. In
general LMCT peaks are more intense than peaks arising from d —— d transitions.
LMCT transitions are fully allowed while d —— d transitions are Laporte-forbidden.
The expected increased intensity is present in the calculated spectra.

From crystal field theory (d-orbitals in a strong ligand field) the d —— d
transition in a d” tetrahderal complex is (e)*(t)> —— (e)3(t)* in terms of electron
configuration, and can be expressed in term symbols as Ay —— 4Ty. For a d®
tetrahedral complex we have (e)*(t)* —— (e)3(t)%, 3T; —— 3T1 +3T2. d — d
transitions in d7 and d® tetrahedral complexes are spin-allowed, and symmetry allowed,
but formally Laporte-forbidden.

The calculated [CoCly]*>” d —— d transition is predominantly from the 3 e* to
the B to* level. Again similar MOs contribute to the transitions in [NiCly]> . The
Laporte rule is partially relaxed due to the interaction of the ligand orbitals with the
metal d-orbitals, as well as mixing between the metal p-orbital levels (2t2) and the 1to*
level. These effects both reduce the d —— d character of the transition, meaning they
are partially allowed and resulting in a low intensity transition, as calculated.

Experimental UV-vis spectra of [NiCly]?>" evidence two peaks: a high energy
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charge transfer peak with onset at 350 nm,?* and a split lower energy peak assigned to d
—— d transitions at 655 and 705 nm.?3?* A range of hybrid functionals with different
levels of HF (Hartree-Fock) exchange were used in TD-DFT calculations on [NiCly]?",
Fig. 4.30.a. [NiCl4]?>~ was optimised and confirmed as a minima via frequency analysis
for each functional. The LMCT absorption maxima are inversely correlated with the
amount of HF exchange included in the functional. This effect has been reported
previously.?® The PBEO and B3LYP peaks are the closest to the experimental data.

The d —— d peaks are not correlated with the amount of HF exchange included
in the functional, Fig. 4.30.d. The peaks generated by the PBEO, B3LYP, and wB97X
functionals come closest to the experimental data.

Experimental UV-vis of octahedral nickel complexes formed in ILs (ionic liquids)
with Cl and [C30HC;Im]* ligands found that when a higher proportion of Cl ligands are
present in solution the d —— d peak shifts from 401 nm for a Cl/Ni ratio of 0 to 450
nm for C1/Ni ratios of 4-6.2 (When C1/Ni = 20 only peaks associated with [NiCl4]*~ are
observed.) C1/Ni ratios of 4-6 produce spectra with an additional shoulder at 490nm.
The authors concluded that octahedral complexes with more CI ligands produce d —
d transitions at higher wavelengths than octahedral complexes with fewer or zero Cl
ligands.

TD-DFT calculations (B3LYP-GD3BJ functional, SMD solvation environment)
were carried out on the [Ni(Eg)s3]*", [NiCly(Eg)s], [NiCly(Eg)]? series of complexes,
Fig. 4.31.a. ([NiCl4]*" results are included for comparison). Charge transfer peaks were
calculated for all the octahedral complexes, but a peak corresponding toad — d
transition was produced for [NiCly(Eg)]*~ only.

The HOMO-LUMO region for 8 MOs has been plotted and the energy gap
evaluated, Fig. 4.31.b. The tetrahedral complex [NiCly]?~ has the smallest
HOMO-LUMO gap (and the lowest energy (longest wavelength) UV-vis peak
experimentally), which can be rationalised via crystal field theory arguments; the ligands
approach the metal "between” the d-orbitals in tetrahedral complexes but directly
towards the d-orbitals in octahedral complexes, thus the energy gap is smaller in
tetrahedral complexes. This is visible in the calculated MOs - the octahedral complexes
have more direct overlap between metal and ligand, resulting in stronger ligand-metal
interactions and higher LUMOs and lower HOMOs.

The HOMO-LUMO energy gap in the octahedral complexes decreases as the
number of Cl ligands increases. The energy of the LUMO increases slightly but the
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HOMO energy increases significantly as the number of Cl ligands increases. These trends
were rationalised by visualising the MOs, Fig. 4.31.b. The LUMO energy increases with
the number of Cl ligands due to increased antibonding interactions between the metal
and the ligands. The CI-Ni antibonding interaction is stronger than the O-Ni
antibonding interaction. The Ni 3d character of the HOMO decreases as Cl ligands are
added, and the ligand character increases; the [NiCly(Eg))?~ is essentially an antibonding
Cl ligand orbital with a small Ni 3d contribution. Therefore the ligand-metal bonding
interactions in the HOMO are decreased as more Cl ligands are added and the
ligand-ligand antibonding interactions are increased, leading to a significant increase in
the HOMO energy. The Kohn-Sham MOs investigated here do not provide quantitative
agreement with experimental data, but qualitative trends have been reproduced and a

model for the physical origins of the trends has been established.

4.6 Conclusion

DFT (UB3LYP-GD3BJ/Aug-cc-pVDZ) calculations have been employed to study the
molecular structure, intermolecular interactions, speciation, and electronic structure of
HMDESs. Previous experimental work on the ethaline-MCl HMDES found that a
different metal containing species was formed for M = Ni ([Ni(Eg)3]*") than for M = Fe,
Co, Cu, Zn ([MCl4]?"). The theoretical work presented here found that both Ni—Cl and
Ni—Eg interactions are significantly stronger for M = Ni than for the the other metals in
the series. This effect is increased for the Ni—Eg interaction, and [Ni(Eg)s)>" is the
favoured species in terms of electronic energy. The underlying reason for stronger
interaction appears to be the small Ni radius.

A more detailed investigation of the ethaline-NiCl, - 6 HoO HMDES was
undertaken to understand the experimentally observed thermochromic behaviour. In the
DC model (complexes modeled as discrete entities with charges from -2 to +2) enthalpic
contributions to the relative energies of the systems were determined by the charge on
the overall complex, with neutral complexes having low enthalpies and highly charged
complexes high enthalpies. In order to mitigate this effect an NC model was utilised
(complexes modeled within clusters with a neutral overall charge) in which positively
charged complexes have the lowest enthalpies due to strong intermolecular H-bonding
between the Cl ions in the clusters and the OH groups in the ligands on the complex.
Entropic factors favour complexes with fewer water ligands, especially [NiCl4]27. Overall

the NC-[Ni(Eg)3)?" and NC-[NiCly(Eg)s] systems are the most stable and NC-[NiCl,]?~
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is +15 kJ mol™!, correlating with the experimental findings than [NiCl4]?~ is formed at
elevated temperatures.

The electronic structure of [NiCly)?~, [Ni(Eg)s]** and the octahedral intermediate
species [NiCly(Eg)s] and [NiCly(Eg))>~ have been investigated. When more Cl ligands
are coordinated to the nickel centre the HOMO-LUMO gap is decreased, correlating with
experimental findings that the d —— d transition found in UV-vis of Ni based HMILs

is shifted to higher wavelengths when the proportion of Cl in solution is increased.
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Chapter 5

Conclusion

Bismuth(IIT) based HMILs were recently synthesised for the first time. They are the
densest HMILs reported to date, and are thermally stable with mass loss onset above
300 °C. Potential applications include catalysis, metal separation, and liquid batteries.
Speciation of Bi HMILs is difficult to ascertain via experimental techniques; for example
[BiCly]~ and [BizClg]?~ are chemically similar and most experimental methods cannot
distinguish between the two. Theoretical methods were therefore applied to the following
research questions: What is the anionic speciation of Bi HMILs? Does speciation vary
with halide or mole fraction of BiX3? What is the character of the cation-anion
interactions? Can the electronic structure of Bi HMILs be accurately modelled via DFT
calculations?

These questions were addressed via DFT calculations in the gas phase and
utilising the SMD solvation model. Appropriate SMD parameters were selected and
calculated to produce an IL-SMD model. TD-DFT was applied to generate UV-vis
transitions. A range of monomeric and dimeric candidate anionic species were optimised
for X = Cl, Br, and 1. Selected anionic species were paired with cations to form neutral
ion clusters. Structural, energetic, and electronic analysis was then completed on chosen
systems to approach the research questions.

Monomeric anion structures were significantly affected by solvation environment,
but not by halide type. The IL-SMD environment stabilised structures with charge
anisotropy and non-zero dipole moments, whereas the gas phase stable structures have
dipole moments of zero. For example [BiCly] ™~ is tetrahedral in the gas phase and
sawhorse in the IL-SMD. Dimeric conformer structures were similar across solvation
environments and halide types. In neutral ion clusters the anion conformations were

similar to the IL-SMD lone anion structures, e.g. in [C2C1Im][BiCly] the anion is
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sawhorse in all gas phase and IL-SMD conformers. Overall similar ion-cluster conformers
were found in the gas phase vs IL-SMD, but with larger distances between ions in the
IL-SMD structures. This is expected as each ion interacts with both the cavity charges
and the other ion(s) in the IL-SMD but only with the other ions in the gas phase.

The IL-SMD association energies of the ion clusters are small; the relative
energies of different anionic speciations are similar whether the anions are modelled
inside ion clusters, or as lone ions in the IL-SMD environment. This finding allowed the
use of lone anion calculations to predict the anionic speciation of Bi HMILs for four mole
fractions of BiX3, for X = CI, Br, I. At mole fractions of 0.67 the only anionic species
predicted is [BioX7| ™, which is also predicted at mole fractions of 0.5. A second group of
species, [BiaXg]® ™, [BixXg]? ", and [BiXy] ™ are predicted for mole fractions of 0.5, 0.33,
and 0.25. Thirdly X~ and [BiX5]?>  are predicted at mole fractions of 0.33 and 0.25.
These results are similar to the those reported for Al HMILs, although [A12X8]27,
[AlyXo]? and [AIX5]?" are not known. The exchange of halides between anions was
modelled as an associative reaction mechanism and found to be facile.

Experimental XPS and UV-vis spectra of Bi HMILs were reproduced qualitatively
and rationalised theoretically. Bi HMILs with Cl halides are colourless, with Br halides
yellow, with a mix of I and other halides red, and with only I halides purple. This was
found to be due to the decrease in LUMO energy as halide weight increases.

The results of this work support the conclusion that the IL-SMD accurately
simulates the environment experienced by bismuth halide anions in HMILs. This implies
that the cation-anion interactions between bismuth halide anions and imidazolium
cations are non-specific, and predominantly Coulombic, as directional covalent
interactions such as strong H-bonding are not well represented by an SMD environment.
Further work, both experimental and theoretical, could therefore centre on exploring Bi
HMILs with strongly interacting cations, such as protic imidazolium or ammonium
cations.

Nickel(IT) based HMDESs are currently experiencing a surge of research effort due
to their interesting electrodeposition and thermochromic properties. Specifically
NiCls - 6 HoO dissolved in ethaline, a 1:2 mixture of choline chloride and ethylene glycol,
has been found to change colour from yellow to blue as temperatures increase, and to
electrodeposit nickel in different and superior morphologies to aqueous solutions. The
colour change has been attributed to the predominance of octahedral [Ni(Eg)s]*" at low

temperatures and formation of tetrahedral [NiCly]?~ at elevated temperatures. For M =
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Fe, Co, Cu, and Zn the tetrahedral [MCI4]27 anion was indicated at low temperatures.
Ethaline-MCly was investigated via DFT calculations for M = Fe, Co, Ni, Cu, and Zn to
rationalise the anomalous behaviour exhibited by the M = Ni system. The M = Ni
system was then investigated, with the following research questions: Which Ni(IT)
complexes form in solution? What are the driving forces behind the relative stabilities of
complexes containing different ligands? How do the nickel complexes interact with other
species in solution? Can TD-DFT rationalise the experimental UV-vis spectra reported
at high and low temperatures?

The equilibrium [MCly]?>~ + 3 Eg == [M(Eg)3]** +4Cl~ was modelled for M =
Fe, Co, Ni, Cu, and Zn. Ni(IT) was found to interact more strongly with both Cl~ and
Eg ligands, due to its smaller ionic radius. The increase in interaction strength was
larger for Eg and the [M(Eg)3)*" side of the equilibrium was favoured for M = Ni but
not for the other metals, matching previously reported experimental results.

To investigate the ethaline-NiCly - 6 HoO system in more detail a range of
complexes with C1™, Eg, and HoO ligands were studied, the charges on the complexes
ranged from -2 to 4+2. In the discrete complexes model the complexes were modelled as
individual complexes, and in the neutralised complexes model C1~ or Ch* ions were
added around the complex such that the charge on the cluster was zero. Significant
intramolecular H-bonding was observed in the discrete complexes model, between Cl
ligands and OH containing ligands. This was reduced in favour of intermolecular
H-bonding between ligands and coordinating neutralising species in the neutralised
complexes model.

The relative stabilities of the complexes in the discrete complexes model were
dictated by the overall charge on the complexes, with the more charged complexes being
higher in energy. Enthalpic effects were significantly larger than entropic factors in the
discrete complexes model. In the neutralised complexes model the enthalpic effects were
reversed and the highly charged complexes (modelled within neutral clusters) were the
most stable. The entropic and enthalpic effects are of similar significance in the
neutralised complexes model. Overall the most stable species were [M(Eg)3]*" (indicated
by experiments at room temperature) and [MCly(Eg)s]. [NiCly]?~ is less stable than
[M(Eg)3]?" but still accessible, matching the experimental finding that it forms at
elevated temperatures. These results have reproduced the experimental conclusions

about these systems, and rationalised the driving factors behind the observations.
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Chapter 6
Appendix

6.1 Thermochemical data for species reported in

Chapter 3

Conformer AEge. Azpe AE AH TAS AG
Sawhorse 0.00 0.00 0.00 0.00 0.00 0.00
Tetrahedral  0.01 -0.27 -0.01 -0.01 -0.71 0.7

Table 6.1: Relative thermochemical parameters for conformers of [BiBrs]~ in IL-SMD.

Conformer AEge. Azpe AE AH TAS AG
Tetrahedral  0.00 0.00 0.00 0.00 0.00 0.00
Sawhorse -1.65 0.37 -1.63 -1.63 -4.03 2.4

Table 6.2: Relative thermochemical parameters for conformers of [Bils]™ in IL-SMD.

Conformer AEge. Azpe AE AH TAS AG
sh_small_axial ~ 0.00 0.00 0.00 0.00 0.00 0.00
sh_mixed_axial  4.03 0.28 4.11 4.11 -0.93 5.04
sh_large_axial 9.27  -0.05 9.38 9.38 1.15 8.23

Table 6.3: Relative thermochemical parameters for conformers of [BiCl2Brz]™ in IL-SMD.
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Conformer AEge. Azpe AE AH TAS AG
sh_small_axial 0.00 0.00 0.00 0.00 0.00 0.00
sh_mixed_axial  3.35 0.45 349 3.49 -0.97 4.47
sh_large_axial 5.74 0.55 598 598 0.62 5.37

Table 6.4: Relative thermochemical parameters for conformers of [BiCl2l2]™ in IL-SMD.

Conformer AEge. Azpe AE AH TAS AG
sh_large_axial 0.00 0.00 0.00 0.00 0.00 0.00
sh_mixed axial 2.18 -0.04 2.17 2.17 0.43 1.74
sh_small_axial 4.46 -0.19 44 44 1.1 3.3

Table 6.5: Relative thermochemical parameters for conformers of [BiBrzlz]™ in IL-SMD.

Conformer AEge. Azpe AE AH TAS AG
sh_sh_a 0.00 0.00 0.00 0.00 0.00 0.00
sh_sh_b 11.36 -0.45 114 11.4  6.77 4.62
sbp_sbp 35.12  -0.02 34.99 34.99 -2.04 37.04
sh_sbp 18.03 -0.97 18.01 18.01 14.0 4.01

Table 6.6: Relative thermochemical parameters for conformers of [Bi>Cl7]™ in the gas phase.

Conformer AEge. Azpe AE AH TAS AG
sh_sh a 0.00 0.00 0.00 0.00 0.00 0.00
sh_sbp 10.81 -0.37 10.82 10.82 3.88 6.93
sbp_sbp 24.16  -0.17 24.04 24.04 0.15 23.89

Table 6.7: Relative thermochemical parameters for conformers of [Bi>Cl7]™ in IL-SMD.

Conformer AEge. Azpe AE AH TAS AG
sh_sh_a 0.00 0.00 0.00 0.00 0.00 0.00
sbp_sbp 34.45 -0.12 34.38 34.38 -0.36 34.73
sh_sbp 15.71  -0.59 15.7 157 12,72 2.98
sh_sh_b 9.35 -0.29 936 936 575 3.61

Table 6.8: Relative thermochemical parameters for conformers of [Bi,Br7]~ in the gas phase.

Conformer AEge. Azpe AE AH TAS AG
sh_sh_a 0.00 0.00 0.00 0.00 0.00 0.00
sh_sbp 12.94 0.04 1298 1298 0.69 12.29
sh_sh_b 3.55 0.15 3.58 3.58 -1.58 5.16

Table 6.9: Relative thermochemical parameters for conformers of [Bi2Br7]™ in IL-SMD.

Conformer AEge. Azpe AE AH TAS AG
sh_sh_a 0.00 0.00 0.00 0.00 0.00 0.00
sh_sh_b 6.7 -0.21 6.7 6.7 4.45 2.25

Table 6.10: Relative thermochemical parameters for conformers of [Bizl7]™ in the gas phase.

Conformer AEge. Azpe AE AH TAS AG
sh_sh_a 0.00 0.00 0.00 0.00 0.00 0.00
sh_sh_c 36.63 -0.1 36.65 36.65 3.67 32.98
sh_sbp 11.97  0.03 11.98 11.98 -0.22 12.2
sh_sh_b 0.07 0.34 0.1 0.1 -3.62 3.72

Table 6.11: Relative thermochemical parameters for conformers of [Bizl7]™ in IL-SMD.
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Conformer AEge. Azpe AE AH TAS AG
oct_sbhp 0.00 0.00 0.00 0.00 0.00 0.00
sbp_sbp.c  43.68 1.0 4391 4391 -3.65 47.56
sbp_sbp_b 4.74  -0.01 477 477 113 3.63
sbp_sbp_a 7.43 0.25 7.48 748 -2.33 9.81
sbp_bipy  12.75  -0.01 12.77 1277 -0.04 12.82

Table 6.12: Relative thermochemical parameters for conformers of [Bi2CIg]2_ in IL-SMD.

Conformer AEge. Azpe AE AH TAS AG
oct_sbp 0.00 0.00 0.00 0.00 0.00 0.00
sbp_sbpc  34.86 -0.07 34.88 34.87 2.61 32.27

Table 6.13: Relative thermochemical parameters for conformers of [Bizls]z’ in [L-SMD.

Conformer AEge. Azpe AE AH TAS AG
front_eth 0.00 0.00 0.00 0.00 0.00 0.00
front_me -1.38  0.68 -1.17 -1.17 -1.24 0.07

top-a -1.58 254 058 058 -4.24 482
top_b 0.38 293 3.05 3.0 -341 645
side_me 3498 077 3549 3549 0.79 34.7
top_c 3.92 2.7 6.42 6.42 -1.75 8.17
back 63.02 035 64.24 6424 83 5594

side_eth 31.23  0.75 3193 3192 -0.94 32.87

Table 6.14: Relative thermochemical parameters for conformers of [C2C1Im]Cl in the gas phase.

Conformer AEge. Azpe AE AH TAS AG
front 0.00 0.00 0.00 0.00 0.00 0.00
side_me 12.09 1.83 134 134 -3.56 16.96
back 13.12 0.35 11.41 1141 -6.34 17.75
side_eth 7.95 0.28 578 578 -9.65 15.43

Table 6.15: Relative thermochemical parameters for conformers of [CoC1Im]Cl in IL-SMD.

Conformer AEge. Azpe AE AH TAS AG
a_ax_front_me  0.00 0.00 0.00 0.00 0.00 0.00
b_ax_front_eth  0.02 0.01 0.07 0.07 -0.03 0.1
cax frontme -288 0.68 -2.66 -2.66 -4.32 1.66
d_ax_front_me -5.25 0.61 -52 -52 -6.89 1.69
e_eq_front_me 1.43 043 1.83 1.84 -2.14 3.98

f back 1.04 027 144 144 -38 5.25
g_back 1.72 023 198 198 -528 7.25
h_back 6.09 -0.12 6.03 6.03 -4.06 10.1

Table 6.16: Relative thermochemical parameters for conformers of [C2CiIm][BiCls] in the gas phase.
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Conformer ABEgee Azpe AE AH TAS AG
a_ax_front_eth  0.00 0.00 0.00 0.00 0.00 0.00
b_back -7.35  1.04 -6.98 -6.98 -7.33 0.36
c_back 293 -0.14 282 282 138 144
d_eq_front_me 1.44 0.29 163 1.63 -1.19 282
d_ax_front 0.26 0.46 045 045 -2.48 294
e_back 1.58 0.04 1.63 163 -3.05 4.68

f back 4.03 0.38 4.49 4.49 -0.27 4.76
g_eq_front_me 1.91 0.6 2.28 228 -3.61 5.89
h_ax_front_me  0.63 0.63 0.8 0.8 -5.73 6.53
ieqfront_eth  2.88 0.59 324 324 -355 6.8
j-ax_front_me 1.77 093 221 221 -479 7.0
k_ax_front_eth 0.8 1.24 132 132 -7.07 8.38
l_eq_front_eth 3.43 1.26 411 4.11 -5.53 9.64

m_top 3.38 111 387 3.87 -6.05 9.92
n_back 4.16 1.04 479 479 -545 10.24
o_top 2.94 1.58 3.75 3.75 -7.43 11.18

p-ax_front 4.52 193 515 515 -89 14.05

Table 6.17: Relative thermochemical parameters for conformers of [C2C1Im][BiCls] in IL-SMD.

Conformer AFBEeee Azpe AE AH TAS AG

a_back 0.00 0.00 0.00 0.00 0.00 0.00
b_back 12.07 -1.73 11.48 11.48 10.67 0.81
c_back 10.65 -1.52 10.16 10.16 7.53 2.63
d_ax_frontme 10.33 -1.24 9.85 9.85 6.06 3.79
e_top 11.95 -1.21 11.48 1148 6.53 4.95
f_top 13.23  -1.07 1286 12.86 5.72 7.14

Table 6.18: Relative thermochemical parameters for conformers of [C,CqIm][BiBr4] in IL-SMD.

Conformer AFEgec Azpe AE AH TAS AG
a_ax_front_. me  0.00 0.00 0.00 0.00 0.00 0.00

b_back -0.96 059 -0.6 -06 -1.61 1.01
c_ax_front_eth 0.04 046 036 036 -09 1.27
d_top 0.35 -0.26 0.12 0.12 -1.76 1.88
e_top -2.4 0.16 -2.58 -2.58 -4.86 2.28
f_back 1.53 0.77 1.98 1.98 -3.09 5.07

gax_front_eth  8.34 0.93 8.8 8.8 -0.81 9.61

Table 6.19: Relative thermochemical parameters for conformers of [C2C1Im][Bils] in IL-SMD.

Conformer AFBEgec Azpe AE AH TAS AG

a_ax_front_eth 0.00 0.00 0.00 0.00 0.00 0.00
b_ax_front_me 0.81 0.14 093 093 -4.56 5.49
c_ax_front_me 15.26 -0.43 15.39 15.39 1.27 14.11

d_top 5.45 0.49 571 571 -5.84 11.55
eeq_front_eth 13.29 -0.43 13.5 13.5 0.59 12091
f eqfront.eth -1.07 0.65 -0.87 -0.87 -6.39 5.52
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Conformer AEgec Azpe AE AH TAS AG

a_ax_front 0.00 0.00 0.00 0.00 0.00 0.00
b_top 12.68  2.88 14.33 1433 -2.09 16.42
c_back 3.21 092 384 384 1.04 2.8

f bridge side_eth  14.33 -0.56 14.31 14.31 7.2 7.11

Table 6.21: Relative thermochemical parameters for conformers of [CoC;Im][Bi>Cl7] in IL-SMD.

Conformer  AEge. Azpe AE AH TAS AG
a_sbp_sbp.b  0.00 0.00 0.00 0.00 0.00 0.00
bsbpsbpb 1093 -0.55 11.07 11.07 2.27 8.8
c_sbp_sbp_b 10.5 -0.59 10.54 10.54 1.31 9.23
d_eqoctsbp 14.33 -0.82 13.73 13.73 -0.23 13.95
esbpsbpa 13.66 0.09 13.74 13.74 -2.67 16.41
fsbpsbp.a 10.87 0.13 105 105 -6.3 16.8

Table 6.22: Relative thermochemical parameters for conformers of [C2C1Im]2[Bi2Clg] in the gas phase.

Conformer AEge. Azpe AE AH TAS AG

a_sbp_sbp_.b  0.00 0.00 0.00 0.00 0.00 0.00
b_oct_sbp 14.04 -1.47 13.53 13.53 7.87 5.66

csbpsbpb 14.82  0.08 1575 15.75 8.13 7.62
d_oct_sbp 9.19 0.21 9.46 9.46 -0.04 9.49
e_oct_sbp 12.09 -1.38 11.62 11.62 1.87 9.75
f_oct_sbp 13.29 -0.95 13.11 13.11 234 10.77

Table 6.23: Relative thermochemical parameters for conformers of [C2C1Im]>[Bi2Clg] in IL-SMD.
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6.2 Thermochemical data for species reported in

Chapter 4
Conformer AFBEgee  Azpe AE AH TAS AG
DC-[Ni(Eg)3]*" 0.00 0.00 0.00 0.00 0.00 0.00
DC-|NiCly(Eg)2] -1216.33  -3.87 -1219.84 -1222.32 -13.22 -1209.10
DC-[NiCly(H20)2(Eg)] -1237.62 590 -1232.09 -1237.04 -36.43 -1200.61
DC-[NiCly(H,0)4]  -1265.17 20.04 -1249.75 -1257.18 -71.03 -1186.16
DC-[NiCl3(H20)3] ™ -955.66  9.87  -948.44  -953.39 -25.79  -927.60

DC-|NiCl3(H,0)(Eg)]  -912.95 -5.16 -917.31 -919.78  6.56  -926.34
DC-[NiCl(H,0)(Eg)s]™  -760.50 224  -758.07  -760.54 -16.46  -744.09
DC-[NiCl(H,0)s(Eg)]™ -781.25 15.08 -769.20 -774.15 -49.16 -724.98

DC-[NiCl(Ho0)s5]"  -783.16  24.21  -762.87 -770.30 -74.98 -695.32
DC-[NiCly)2~ 211.31  -21.22  -230.08 -227.59 11048 -338.07

DC-[NiCly(Hy0)2]?™  -304.69  -0.04 -304.50 -306.98 2255 -329.52
DC-[Ni(Hy0)2(Eg)o]?t 2209 814  29.64 2717  -25.57  52.74

DC-[Ni(Ho0)4(Eg))?" 2462  19.73  41.69  36.74  -53.42  90.16

DC-[Ni(H50)g]%* 28.02  29.83  54.16 46.74  -79.03  125.76
DC-[Ni(Eg)q)*" 270.48 -11.67 257.64  260.12  57.39  202.73
DC-[Ni(H20)4]*" 343.85 943 34930  346.83 449  342.33

Table 6.24: Relative thermochemical parameters for DC-complex systems in the gas phase.

System ABqee Azpe AE  AH  TAS AG
DC-[Ni(Eg)3]2" 000 0.00 000 000 000 0.0
DC-[NiCl,)2~ 7521  -30.51 4828  50.75 103.82 -53.07

DC-[NiCly(Eg)] 37.65 -5.28 -40.75 -43.23 -8.72 -34.51
DC-[NiCl3(H,0)(Eg)]  -5.63 -8.52 -11.32 -13.80 4.33  -18.13
DC-[NiCly(Hy0)2(Eg)]  -48.70  3.62  -43.47 -48.42 -34.85 -13.57

DC-[NiCly(Eg)]> 58.21 -22.46 4081 40.81 47.25  -6.44
DC-[NiCI(Ho0)(Eg)o] ™ -27.31  4.39  -23.62 -26.10 -22.41 -3.69
DC-[NiCl3(HyO)s]~  -14.96  3.11  -9.90 -14.86 -19.15  4.30
DC-[NiCly(Hy0)o]>~  40.72  -10.05 33.34  30.86 18.38  12.49
DC-[NiCly(HyO)4]  -54.73  14.83 -39.18 -46.61 -60.61  14.00
DC-[NiCl(H;0)3(Eg)]™ -38.43 11.72 -28.86 -33.82 -48.37 14.56
DC-[Ni(Hy0),(Eg)o)?t  -7.24 1418 4.07 159 -33.03 34.62
DC-[NiCl(H20)5]"  -38.23 2444 -1540 -22.83 -71.07 48.24
DC-[Ni(H20)4(Eg)]*"  -7.75 23.60 12,60 7.65 -57.30 64.95

DC-[Ni(Eg)a)** 13244 -9.93 121.11 123.58 54.87 68.71

DC-[Ni(H0)g)** 942 2626 14.63 7.9 -75.68 82.88

DC-[Ni(Ho0),)*" 11632 1219 124.96 12248 156  120.93

Table 6.25: Relative thermochemical parameters for DC-complex systems in the Eg SMD.
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System AEglee Azpe AE AH TAS AG
NC-[Ni(Eg)s]*" 0.00 0.00 0.00 0.00 0.00 0.00
NC-[NiCly]*~ 23.43 -17.77 16.84 19.32 82.09 -62.77
NC-[NiCly (Eg)]*~ -33.35  -9.40 -30.14 -30.15 26.81 -56.95
NC-[NiCly(H20)o]?~ -70.62  4.57 -56.61 -59.09 -4.16 -54.93
NC-[NiCl3(H20)(Eg)] -3.60 -2.38 -0.07 -0.07 28.29 -28.36
NC-[NiCl3(H20)s] ™ -23.74 10.35 -9.39 -11.87 2.75  -14.62
NC-[Ni(H20)9(Eg)2)?>T -32.33  12.88 -22.55 -25.03 -30.05 5.03
NC-[NiCl(H20)(Eg)2]t 47.05 -0.98 47.33  47.33 2241  24.92
NC-[Ni(H;0)4(Eg)]*" -42.43 2523 -23.55 -28.50 -60.22 31.72
NC-[NiCly(Eg)s] 103.57 -10.39 95.93  98.41 65.01 33.40
NC-[NiCl(H;0)3(Eg)]™  14.35 1557 26.47 2399 -12.22 36.21
NC-[NiCly(H20)2(Eg)]  80.78 1.97  84.55 84.56 41.05 43.50
NC-[NiCl(H20)5] " -9.11  27.01 12.50 7.55  -39.79 47.34
NC-[Ni(H,0)g)*" -56.14  36.45 -28.59 -36.02 -88.77 52.74
NC-[NiCly(H20)4] 53.23 16.11 66.88  64.41 6.46  57.95
NC-[Ni(Eg)q)*" 188.18 -18.85 169.02 171.50 61.93 109.58
NC-[Ni(H0)4)%" 134.16 13.60 139.38 136.91 -4.45 141.36

Table 6.26: Relative thermochemical parameters for NC-complex systems in the gas phase.

System AEaee Azpe AE  AH TAS AG
NC-[Ni(Eg)s]** 000 000 000 000 000 0.00
NC-[NiCly(Eg)s] 63.88 -8.77 56.17 58.65 62.23 -3.59

NC-[NiCI(H,0)(Eg)o]t  20.08 142 2046 2046 1464 583
NC-[NiCl,)2~ 9548 -22.04 8241 8489 7461 10.28
NC-[Ni(H20)2(Eg)o)?t  -23.45 1241 -14.17 -16.65 -28.47 11.82
NC-[NiCly(HyO)o(Eg)]  52.83  0.13  53.46 5346 36.10 17.36
NC-[NiCI(Hy0)3(Eg)]* 050  12.84 1042  7.94 -12.72 20.66
NC-[Ni(H0)4(Eg)]*"  -32.63 2329 -14.11 -19.06 -53.46 34.39
NC-[NiCl3(H,O)(Eg)]  59.17  -4.56  59.10  59.10 23.26 35.84
NC-[NiCl4(Eg)]* 5046 -11.34 4747  A7A7 452 42.95
NC-[NiCly(H50)4] 46.80 11.34  57.74 5527 1035 44.92
NC-[Ni(Eg)y]>t 120.63 -15.07 11527 117.75 67.53 50.22
NC-[NiC1(H20)5) " 194 2359 2195 17.00 -36.15 53.15
NC-[NiCl3(H,0)s]~ 4625  6.53  55.66 53.18 -4.14 57.32
NC-[Ni(Hy0)g]>"  -44.43 3281 -18.98 -26.41 -84.34 57.93
NC-[NiCl4(H20)9)>~  53.88  0.30 61.16 58.68 -17.62 76.29
NC-[Ni(Hy0),)2* 81.12 13.05 8824 85.76 2.71 83.05

Table 6.27: Relative thermochemical parameters for NC-complex systems in the Eg SMD.
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System AEgee Azpe AE AH TAS AG
506-[Fe(Eg)s]*™ 0 0 0 0 0 0
50X-[Fe(Eg)s)®t 1391 -2.53 1326 13.26 7.31 5.95

SA-[Fe(Bg)s)>t 957 012 957 957 -0.09 9.66
MA-[Fe(Eg)s)*™ 296 028 3.11 3.11 -0.52 3.63
506-[Co(Eg)3]*™ 0 0 0 0 0 0

§6X-[Co(Eg)s]®t  3.83  -0.58 3.79 3.79 1.32 247
SA\-[Co(Eg)s]®t  21.78 -0.36 21.7 21.7 -0.06 21.75
MA-[Co(Eg)s)*™ 1501 162 1571 157 -51 208
506-[Ni(Eg)s]*™ 0 0 0 0 0 0

SOM-[Ni(Eg)s)>t  17.39  -3.74 15.68 15.69 4.78 10.91
SA-[Ni(Eg)s)?t  7.69 -1.08 721 721 1.51 5.69
MA-[Ni(Eg)s]*t 1.8 001 1.75 175 -1.93 3.68
§06-[Cu(Eg)s]*" 0 0 0 0 0 0

S0N-[Cu(Eg)s]*™  19.54 -529 17.48 17.48 9.23 8.24
SA-[Cu(Eg)s]>™ 03 009 034 035 -0.01 035
MA-[Cu(Eg)s)*T 843 -1.88 7.69 7.69 3.01 4.68
506-[Zn(Eg)s]*" 0 0 0 0 0 0

S0N-[Zn(Eg)s]*t 272 -0.51 248 248 -1.25 3.73
SA-[Zn(Eg)s)>™ 1417  -4.67 1233 1233 6.68 5.65
MA-[Zn(Eg)s)*T™  7.83  -2.05 6.99 699 286 4.13

Table 6.28: Relative thermochemical parameters for [M(Eg)s]*" conformers in the gas phase.

System AFBEgee  Azpe AE AH TAS AG
506-[Fe(Eg)3]*™ 0 0 0 0 0 0
§0M-[Fe(Eg)s)*T 148  -4.64 -295 -295 049 -3.44
SA-[Fe(Eg)s]*t 049  -2.25 -0.79 -0.79 0.62 -1.41
M-[Fe(Eg)s3]? 3.02 -5.03 -207 -207 -32 113
§06-[Co(Eg)s]? 0 0 0 0 0 0

+

+

[

50A-[Co(Eg)s]*™ 979 -468 7.55 7.55 93  -1.75
SA-[Co(Eg)s]*T 1568 -6.21 10.13 10.13 1.71 843
M-[Co(Eg)3]**  3.01  -2.28 -0.05 -0.05 -0.86 0.81
§06-[Ni(Eg)s]*™ 0 0 0 0 0 0

§0X-[Ni(Eg)s)®t  -0.04 -3.95 -5.11 -511 -3.96 -1.15
SAN-[Ni(Bg)s]>t 157  -2.25 0.04 0.04 -094 0.98
MA-[Ni(Eg)s]?t  6.34 -4.35 389 389 587 -1.98
506-[Cu(Eg)s]*" 0 0 0 0 0 0

S0X-[Cu(Eg)s]*™  0.75 272 644 644 39  2.54
SAN-[Cu(Eg)s)*™ 335 138 83 83 -1.19 948
MA-[Cu(Eg)s]>t 507  1.97 956 9.56 -3.68 13.25

+

506-[Zn(Eg)s3]? 0 0 0 0 0 0

§0M-[Zn(Eg)s)*™  4.68  -3.51  3.23 323 11.37 -8.13
-[Zn(Eg)s]*t  -2.05 -0.23 -4.52 -4.52 -7.37 285

MA-[Zn(Eg)s)*T™  1.34  -3.38 -0.03 -0.03 4.16 -4.19

Table 6.29: Relative thermochemical parameters for [M(Eg)s]*" conformers in the Eg SMD.
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