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Abstract

Actificial intelligence (Al) innovation is data-intensive. States have historically collected large amounts of
data, which is now being used by Al firms. Gathering comprehensive information on firms and government
procurement contracts in China’s facial recognition Al industry, we first study how government data shapes
Al innovation. We find evidence of a precise mechanism: because data is sharable across uses, economies
of scope arise. Firms awarded public security Al contracts providing access to more government data
produce more software for both government and commercial purposes. In a directed technical change model
incorporating this mechanism, we then study the trade-offs presented by states’ Al procurement and data
pro-vision policies. Surveillance states’ demand for Al may incidentally promote growth, but distort
innovation, crowd-out resources, and infringe on civil liberties. Government data provision may be justified
when economies of scope are strong and citizens’ privacy concerns are limited.
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1 Introduction

Developing artificial intelligence and machine learning technologies (“Al” for brevity) is
data-intensive. Up to now, economists have emphasized how data collected by private
firms shapes the process of Al innovation (Agrawal et al., eds, 2019; Jones and Tonetti,
2018). Yet, throughout history and up to the present, states have also collected massive
quantities of data in order to fulfill their objectives of revenue extraction and public goods
provision (Scott, 1998). Private firms providing goods and services to the state are often
able to access government data, and such data is currently used to train algorithms in
many leading Al applications: administrative health records are used for medical diag-
noses; geospatial data are used to detect mineral resources; satellite and radar data are
used in meteorological prediction; and video from public surveillance cameras is used in
facial recognition.

In this paper, we ask: how does government data shape Al innovation? And, what are
the trade-offs presented by states” Al procurement and data provision policies in the age
of data-intensive innovation? We first highlight a precise mechanism linking government
data to private Al innovation: because data can be shared across multiple uses within a
tirm (Goldfarb and Trefler, 2018), firms gaining access to government data after obtaining
a contract to supply Al software to the state could use that same data to develop not only
products for government uses but also products intended for much larger commercial
markets.! We document the existence of such economies of scope in the context of a lead-
ing Al sector in a country at the technological frontier: the facial recognition Al sector in
China.? Within the set of Al contracts with public security agencies, we measure govern-
ment data access using the number of cameras in the agency’s surveillance network that
can capture high-resolution video of faces on the street. We find that obtaining a contract
from an agency with more cameras in its local surveillance network causes firms to pro-
duce more Al software for both government and commercial purposes. To the best of our
knowledge, this is the first causal evidence of the effect of government data on firms” Al

innovation.?

!Panzar and Willig (1981) show how economies scope may arise when inputs are sharable. The shara-
bility of data across multiple uses within the firm is related to the non-rivalry of data across firms, which
has been highlighted by Jones and Tonetti (2018), among others.

ZFacial recognition Al is among the top three Al technologies in terms of projected revenues (Perrault
et al., 2019). China is the world’s largest producer of Al research (see the “China Al Development Report,
2018," available online at https://bit.1ly/2IWAo7R.

3This evidence also contributes to the literature on how the Chinese state affects economic activity (e.g.,
Lau et al., 2000; Brandt and Rawski, 2008; Song et al., 2011), and specifically, how autocracy can foster
economic growth (e.g., Bai et al., 2019).



Then, we analyze the trade-offs presented by two state policies closely linked to our
empirical context and at the center of recent policy discussions. To do so, we build a di-
rected technical change model with data as an input and economies of scope generated by
government data. The first policy concerns states” demand for Al technologies to monitor
their citizens and provide public security — with extreme manifestations being surveil-
lance states” or informational autocrats” (Guriev and Treisman, 2019) demand for Al. We
show that demand for Al to support a surveillance state may incidentally promote eco-
nomic growth, but distort the direction of innovation and reduce citizen welfare due to
the crowding-out of resources from consumption and the infringement of civil liberties.
The second policy concerns states” direct provision of government data to firms, similar to
industrial and innovation policies subsidizing inputs in order to promote certain sectors
and technologies (Rodrik, 2007; Bloom et al., 2019). We show that government data pro-
vision to firms may be justified as a form of innovation policy when economies of scope
are strong and citizens’ privacy concerns about the collection and sharing of their data
are limited. Taken together, these results suggest that states’ demand for Al and data pro-
vision to firms may stimulate Al innovation just as their spending on space exploration
and national defense stimulated innovation in the past (Azoulay et al., 2018a; Moretti
et al., 2019; Gross and Sampat, 2020), though working through distinct mechanisms and
implying distinct trade-offs.

Our paper begins by presenting a simple conceptual framework where economies of
scope in data-intensive innovation can arise from government data being sharable across
multiple uses — or, as we discuss, a base Al algorithm trained with such data being
transferable across uses. Al firms receive contracts to produce government software using
government data; they can use the same government data (or a transferable algorithm
trained with such data) to produce commercial software as well. Yet, economies of scope
may not arise even when there is sharability across uses, if government software produc-
tion requires the reallocation of substantial non-data resources away from commercial
software production. We thus derive a test for economies of scope that guides our sub-
sequent empirical analysis: whether receipt of a government contract providing access to
more government data leads to increased production of both government and commercial
software.

The facial recognition Al industry in China is a particularly well suited empirical con-
text to examine economies of scope arising from government data. Firms developing
facial recognition software require large training datasets: for example, training an algo-

rithm to match the same face observed at different angles across different video streams



requires enormous amounts of video training data.* The decentralized public security
units of the Chinese state (e.g., municipal police departments) collect huge amounts of
precisely this form of data through their surveillance apparatus, which is analyzed by pri-
vate facial recognition Al software firms receiving contracts from the respective govern-
ment units. A contracted facial recognition Al firm thus receives access to government
data which is not publicly available, using this data to train Al software to satisfy the
government’s surveillance demand. Crucially, the matching and detection of individuals
from video data is key to both government and commercial facial recognition Al applica-
tions (for instance, facial recognition platforms for retail stores). Therefore, to the extent
that the government data (or fine-tuned, transferable algorithm) is sharable across uses,
there may exist economies of scope.

Reflecting this discussion, our empirical strategy compares changes in firm software
output following the receipt of data-rich versus data-scarce government contracts. In or-
der to operationalize it, we overcome three measurement challenges. First, linking Al
firms to government contracts. To do so, we collect information on (approximately) the
universe of Chinese facial recognition Al firms and link this data to a separate database
of Chinese government contracts, issued by all levels of the government. Second, quan-
tifying Al firms’ software production and, as important, classifying firms’ software by
intended use. We do this by compiling data on all Chinese facial recognition Al firms’
software development based on the digital product registration records maintained by
the Chinese government. Using a Recurrent Neural Network model, we categorize soft-
ware products based on whether they are directed towards the commercial market or
government use. Third, measuring the amount of government data to which Al firms re-
ceive access. To do this, we focus on contracts awarded by public security agencies to Al
firms. We measure the data provided by a public security contract using the agency’s lo-
cal surveillance network’s capacity to record high-resolution video of faces on the streets:
namely, the number of high-resolution surveillance cameras that had previously been
purchased by government units in the public security agency’s prefecture. We define a
data-rich contract as one that came from a public security agency located in a prefecture
with above-median surveillance capacity at the time the contract was awarded, whereas
a data-scarce contract is one coming from a public security agency located in a prefecture
with below-median surveillance capacity.

With these newly constructed datasets, we estimate the causal effect of access to gov-

“Depending on the application, firms can train algorithms using identifiable data (e.g., video surveillance
feeds not linked to administrative records), identified data (e.g., linked faces and names in ID databases), or
both in combination.



ernment data by comparing the cumulative increase in software releases of firms that
receive data-rich and data-scarce public security contracts, respectively. By exploiting
variation in data-richness within the set of public security contracts, this comparison al-
lows us to pin down the importance of access to government data rather than other benefits
of government contracts, such as capital, reputation, and political connections. We find
that receipt of a data-rich contract differentially increases both government and commer-
cial software production, relative to receipt of a data-scarce contract. In the three years
after the receipt of a contract, data-rich contracts generate an additional 3 government soft-
ware products (over and above the effects of a data-scarce contract), and an additional 2
commercial software products. Our evidence thus indicates the presence of economies of
scope, reflecting crowding-in rather than crowding-out.

We provide a range of corroborating evidence for our proposed mechanism of ac-
cess to government data contributing to product innovation. First, we find that produc-
tion of non-Al, data-complementary software (e.g., software supporting data storage and
transmission) significantly, and differentially, increases after firms receive data-rich pub-
lic security contracts. Second, we observe lower bids for data-rich contracts, as well as
more bidders overall. Finally, we find that firms receiving data-rich public security con-
tracts differentially produce video facial recognition Al software, which is particularly
data-intensive.

We conclude our empirical analysis by evaluating a range of threats to identification
and alternative mechanisms. First, one may be concerned of non-random assignment of
contracts to firms. By including firm fixed effects and comparing the differential effects
between the receipts of data-rich and data-scarce contracts, our baseline empirical strat-
egy allows us to account for both time-invariant and time-varying factors that drive firms’
selection into receipt of any public security contracts, as well as time-invariant selection
into receipt of a data-rich public security contract. One might still be concerned about
time-varying sources of firm selection into data-rich contracts. However, our event-study
estimates show no differential software production prior to receipt of a data-rich contract,
and our findings are robust to allowing pre-contract firm characteristics to flexibly affect
post-contract output. Second, we provide evidence showing that our main results are
also unlikely to be explained by differences between data-rich and data-scarce contracts
along dimensions other than data: their terms and tasks required, potential for learning-
by-doing, access to capital, signaling value, associated commercial opportunities, or con-
nections to local government.

Having established the effect of government data on innovation at the micro (i.e., firm)

level, we then study the macro implications of government data and the trade-offs pre-



sented by different state policies. We present a directed technical change model, building
on Acemoglu (2002). We let innovator firms develop and supply differentiated varieties
of data-intensive government and commercial software, as well as other, non-software
varieties which do not use data as an input. Commercial software and non-software are
used to produce a final good. Government software is purchased by the state to pro-
duce a government good, which we call “surveillance” for concreteness. A representative
household owns all firms and consumes the final good. There are two types of data in
the economy: government and private. Government data is necessary for producing gov-
ernment software. We assume that the same government data could simultaneously be
used for producing both government and commercial software, generating economies
of scope. Government data is produced as a by-product of surveillance, whereas private
data is a by-product of total private transactions (as measured by final good output). Both
types of data are excludable, but only private data can be purchased in the market. As in
our empirical context, government data can only be accessed by producing government
software for the state after receiving a government contract.

Given a state policy determining government spending and government data pro-
vided to firms, we show conditions under which there is a unique balanced growth path
(BGP) equilibrium with free-entry of all types of innovators. We conclude by presenting
comparative static exercises with respect to changes in government spending on data-
intensive technologies and government data provision, which are two dimensions of state
policy in our empirical context. When commercial software and non-software are suffi-
ciently substitutable, a state’s increased demand of data-intensive technologies or provi-
sion of government data to firms can bias the direction of private innovation and increase
the BGP rate of economic growth. This result thus shows that our firm-level findings may
carry over to the aggregate. However, the normative consequences of these policies are
more ambiguous because both economic and non-economic forces may offset the welfare
gains from a higher economic growth rate: (i) the crowding out of resources from con-
sumption, and (i) citizens’ disutility from the state’s use of data-intensive technologies
(e.g., due to civil liberties infringement from excessive surveillance) or government data
collection and sharing (e.g., due to privacy violations). Through several numerical ex-
ercises, we illustrate these trade-offs as well as how they are affected by the strength of

economies of scope.



2 Related literature

Our work most directly contributes to an emerging literature on the economics of Al and
data, particularly work that aims to understand the role of Al technology and data in fos-
tering innovation, and firm and aggregate growth (see, e.g., Aghion et al., 2017; Agrawal
et al., 2018; Farboodi et al., 2019; Acemoglu and Restrepo, 2019). We contribute to this
literature by examining the role of government-collected data and the direct and indirect
ways in which data-intensive innovation may be shaped by the state. Our analysis com-
plements a recent literature studying the effects of specific characteristics of information
and data on innovation. Aghion et al. (2017) and Jones and Tonetti (2018) study non-
rivalry of data across firms. Williams (2013) and Nagaraj and Stern (2020) study settings
in which the non-excludability of government research — mapping the genome and map-
ping the Earth, respectively — shape private sector outcomes. We instead emphasize the
economies of scope arising from the sharability of government data across government
and commercial applications within a firm.

A second closely-related literature studies the indirect innovation consequences of
government efforts to develop technology, from space exploration (Alic et al., 1992; Azoulay
et al., 2018a), to military technology (Greenstein, 2015; Moretti et al., 2019; Gross and Sam-
pat, 2020). Our proposed mechanism shares much with this work: government data (or
trained algorithms), like scientific ideas and other intangible assets, can be shared across
uses and generate economies of scope. Moreover, government Al procurement and data
provision to firms are also not necessarily pursued with the primary aim of promoting
commercial innovation, but perhaps other political and strategic objectives. Our work
builds on this literature, and we highlight the characteristics that government data shares
with the basic science and technology developed by states (especially by their military
units). Empirically, we identify a specific, causal mechanism through which a sharable
input affects commercial innovation at the firm level. Finally, we theoretically explore the
trade-offs presented by states” Al procurement and data provision policies in a world in
which data-intensive innovation is increasingly important.

Our examination of the link between the state and the private sector Al industry also
contributes to literatures on both industrial policy and innovation policy. Rodrik (2007)
and Lane (2020) provide recent overviews of the industrial policy literature, with the

latter highlighting quasi-experimental evidence of effective industrial policy.” Recent re-

>Contexts in which industrial policy was shown to be effective include: the 19th century French textile
industry, protected by the blockade of British competitors during the Napoleonic Wars (Juhasz, 2018); 19th
century UK and Great Lakes US shipbuilding (Hanlon, 2020); post-WWII Finland following industrializa-
tion imposed by the Soviet Union (Mitrunen, 2019); post-WWII Italy, as a result of the US Marshall Plan



search on innovation policy also suggests an important role for the state in encouraging
R&D — see Bloom et al. (2019).° We make three primary contributions to these literatures.
First, we study a frontier technology: the effects of the state on the development of mod-
ern Al innovation, a technology which has enormous economic potential, and which also
may be particularly sensitive to state policy. Second, we conceptualize and empirically
identify a specific within-firm mechanism underlying spillovers from government expen-
diture to private innovation in our setting. We highlight that economies of scope across
government and commercial uses could generate consequences similar to those achieved
by industrial policy and innovation policy, despite the incidental nature of the state’s en-
gagement, for example, due to states” demand for surveillance or due to citizens” demand
for privacy protection.” Third, we provide a justification for government data provision
that differs from that of traditional industrial policies. For example, Costinot et al. (2019)
evaluate the case for industrial policy to correct for learning-by-doing externalities. We
show that because states are key collectors of data, and because government data can
give rise to economies of scope, it may be optimal to directly provide such data to data-
intensive software producers, even in the absence of externalities. In this sense, we also
contribute to a macroeconomic literature on the role of government spending in promot-
ing economic growth (e.g., Murphy et al., 1989, Barro, 1990).

By placing our analysis of Al innovation within a model of directed technical change,
we contribute to the body of work on these models (e.g., Acemoglu, 1998; Acemoglu et
al., 2012; Hemous, 2016). We add to this literature by studying a novel application —
data-intensive innovation and the role of the state. Our empirical analysis contributes to
a much smaller body of empirical work on directed technical change (Popp, 2002; Ace-
moglu et al., 2006; Hanlon, 2015; Aghion et al., 2016; Costinot et al., 2019). We add to
this literature by documenting how an increase in the supply of data, as a result of receiv-
ing a government contract, induces Chinese firms to develop (data-intensive) commercial
applications of Al technologies.

Finally, we highlight the political dimension of data-intensive Al innovation. Data is

valued — and thus accumulated — by modern surveillance states, particularly by auto-

(Giorcelli, 2019); East Asia’s (and China’s) growth miracle (Lane, 2017; Liu, 2019); and, Chinese shipbuild-
ing in the 2000s (Kalouptsidi, 2017; Barwick et al., 2019). Bartelme et al. (2019) estimate the importance of
sectoral economies of scale that are often used to justify industrial policy, finding that industrial policy may
not be as effective as other policies (e.g., trade).

® Among others, Howell (2017) shows that the US Department of Energy’s funding helps firms to inno-
vate; Azoulay et al. (2018b) show that public grants increase patenting by pharmaceutical and biotechnol-
ogy firms; and Moser (2005) studies how intellectual property rights shape innovation.

7Incidental industrial policy is also documented by Slavtchev and Wiederhold (2016) and Nagle (2019).
Our finding of a within-firm spillover to products other than those contracted on contrasts with firms’ ten-
dency to specialize after a specific government demand shock, as seen in Clemens and Rogers (2020).



cratic states (Tirole, 2020). In addition, a fundamental aim of Al technology — to make ac-
curate predictions — is aligned with their surveillance and social control agenda (Guriev
and Treisman, 2019; Zuboff, 2019). Therefore, Al is a technology that can buttress rather
than threaten autocratic regimes. Combining these insights, our project contributes to
our understanding of how political economy affects the rate and direction of technical
change. Traditionally, scholars have emphasized limits on entrepreneurship under autoc-
racies arising from the misaligned incentives facing entrepreneurs and political elites.® In
the domain of Al technology, however, surveillance states” objectives and data collection,
along with the economies of scope arising from data as an input, facilitate data-intensive
innovation even for commercial applications. Thus, the alignment between the state and
private sector could offset the expropriation risks and commitment problems traditionally
faced by private entrepreneurs under autocracy, although, as we emphasize, such align-
ment may still be detrimental to citizens overall. Our analysis thus may also help explain
the puzzle of China’s global leadership in Al innovation and more generally suggests
that modern autocracy may be compatible with technical change along specific trajecto-
ries. In so doing, we contribute to a nascent literature (e.g., Bai et al., 2019) that identifies

a mechanism through which autocratic power can actually promote economic growth.’

3 Economies of scope from government data

Suppose that a firm may develop data-intensive software for both the state and the private
sector. Assume that developing software for the state uses government data d; as an
input. Imagine — as is the case in reality — that there exist types of government data
that lack close substitutes (e.g., surveillance video from street cameras) and that are not
made publicly available.!? In order to obtain access to these types of government data, the

firm must obtain a contract from the state to produce government software. Government

8The risk of ex post taxation or expropriation of entrepreneurs induces ex ante less investment (North et
al., 2009; Acemoglu and Robinson, 2012). Threats to elites arising from successful entrepreneurs also lead
elites to ex ante tax entrepreneurs to preserve their political rents (Acemoglu and Robinson, 2006). Public
sector distortions such as corruption may also discourage innovation and investment (Shleifer and Vishny,
2002).

9A large literature studies the Chinese economy and its spectacular growth in the recent decades (e.g.,
Song et al., 2011; Khandelwal et al., 2013; Roberts et al., 2017; Cheng et al., 2019), as well as innovation in
China more specifically (e.g., Wei et al., 2017; Bombardini et al., 2018). Much of the work on China’s polit-
ical economy highlights various distortions caused by the state (e.g., Chen et al., 2013; Fisman and Wang,
2015; He et al., 2020), and institutional features that allow China to grow despite the lack of institutional
constraints on the Chinese Communist Party — for example, competition for promotion (e.g., Li and Zhou,
2005; Jia et al., 2015), bureaucratic rules of evaluation and rotation (Li, 2019), or social norms (Tsai, 2007).

190ther examples of potentially valuable government data include personally-identified health records
and data on earnings, as well as geographic and geological data, among others.



software production also uses a number of other inputs, including other forms of data,
which can be purchased in the market, and which we denote in vector form by Xg. Then,
we let Fy(dy, x) be the production function of government software S.

Moreover, assume that if a firm has access to government data d, then it can use that
same data to produce commercial software for the private sector. That is, government
data can be shared across uses. We let Fc(dg, x¢) be the production function of commercial
software S;, where x. is again a vector of other types of inputs. As an example of gov-
ernment data and its shared uses, consider video from street surveillance cameras and
administrative records with the names of individuals linked to images of their faces. This
data is used to train an algorithm with the ability to recognize faces in video and iden-
tify individuals in administrative records. That trained identification algorithm may then
also be part of a more complex software application that performs the predictive task of
identifying potential security threats. That same data, though, is also a crucial input to
train algorithms that perform a wide range of commercial recognition and prediction tasks,
such as identifying a customer in video from store cameras or predicting their purchases.

An alternative plausible specification of the technologies is one where government
data is not shared across uses per se, but the data is instead used to train a “base algorithm”
which is transferable and can thus itself be used as an input to develop both government

and commercial software.!!

We will treat the sharability of data or trained algorithms
with it as equivalent, because, for the purposes of this paper, it is immaterial whether the
value of government data for commercial innovation is derived from the sharability of
the data, or from transferable algorithm better trained with such data.

Following Panzar and Willig (1981), it is possible that economies of scope arise when
QTF; > 0. Intuitively, this is because the firm obtaining more government data by produc-
ing government software could produce a given level of commercial software S, with less

of the other inputs, and thus at lower cost.'?

This generates a testable implication about
the firm-level impact of obtaining a government contract that is richer in data, when there
are economies of scope. Consider a firm that is already producing commercial software.
Suppose it receives a government contract to produce government software, which pro-
vides access to government data (with g% > 0). Then this firm could begin to produce

not only more government software (using government data), but also more commer-

Hndeed, in machine learning, the subfields of transfer learning and domain adaptation are specifically
devoted to studying problems related to sharability of trained algorithms and data across uses.

2Imagine that the firm splits in two: one only producing government software (with access to gov-
ernment data) and the other one only producing private software (without access to government data).
Formally, let input prices be w and let C(Sg, S¢,dg, w), C¢(Sq,0,dg, w), and C¢(0, S¢, 0, w) be the cost func-
tions of the firms producing both types of software and each type separately. Then, there are economies of
scope when C(Sg, S, dg, w) < C¢(Sg,0,dg, w) + Cc(0,Sc,0,w).



cial software, because the government data to which it receives access can be used for
commercial software production as well.

Note, however, that these economies of scope are not guaranteed. For instance, when a
tirm uses resources to produce more government software, this may crowd-out resources
that would have been used for commercial software production. If such crowding-out
effects are relatively strong, obtaining a government contract that is richer in government
data would induce the firm to produce more government software but less commercial
software. Observing increases in both government and commercial software production
following receipt of a data-rich government contract would thus be strong evidence for
economies of scope arising from government data, where the ability to share data (or the
algorithm trained with it) across uses more than offsets any crowding out of resources.

In the next section, we test for this implication of economies of scope in the context of
China’s Al industry:

Implication of economies of scope arising from government data: Obtaining a govern-
ment contract that is richer in government data induces a firm to produce both more

government and commercial software.

4 The state and China’s facial recognition Al industry
4.1 Empirical context

China’s facial recognition Al sector is particularly well suited to examine the impact of
access to government data on innovation and to provide evidence of economies of scope
arising from such data. First, because facial recognition Al is extremely data-intensive: the
development of the technology requires access to large datasets containing faces. Second,
because the Chinese state collects huge amounts of surveillance data and demands Al
software in order to monitor citizens. The value of government data is clear to private
sector entrepreneurs: in 2019, a founder of a leading Chinese Al firm stated, “The core
reason why [Chinese] Al achieves such tremendous success is due to data availability and
related technology. Government data is the biggest source of data for Al firms like us.”!?
Importantly, data acquired privately are not currently a close substitute for government
data: in 2019, the former premier, Li Keqiang, stated that, “At this time, 80% of the data

in China is controlled by various government agencies.”!*

13Source: Chinese People’s Political Consultative Conference, https://bit.1ly/3gdo2T6.

141bid. 1t is important to note that Chinese government support of Al innovation is not limited to data
provision, but also includes a range of subsidies. Industrial policy that broadly affects all firms (whether or
not they receive government data) is thus an important characteristic of the setting we study. It is also more
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Consider an example in which a private firm receives a procurement contract to pro-
vide facial recognition software and data analysis services to a municipal police depart-
ment in China. The firm implicitly receives access to large quantities of government data
which are not publicly available. Such data includes video from street surveillance cam-
eras, and, potentially, labeled images with names and faces of individuals. The firm uses
this data to train an Al algorithm; e.g., a “tracking” algorithm that matches faces across
video feeds or a “detection” algorithm that matches faces from video to the database of
individuals. Then, economies of scope can arise from the government data (or a base al-
gorithm trained with it) being used to produce a separate trained algorithm that results
in a commercial Al product, for example, Al software designed for retail firms that may
wish to track or detect individual shoppers throughout their stores, and then predict their
consumption choices.

This context allows us to empirically test for economies of scope arising from access to
government data. In particular, in the next section we exploit within-firm variation over
time in the receipt of procurement contracts, together with variation in the data available
to firms under different contracts. This allows us to estimate the effect of access to more

government data on both government and commercial software production.

4.2 Data sources

Operationalizing our empirical analysis faces three data-related empirical challenges: first,
the need to link Al firms to government contracts; second, the need to compile informa-
tion on Al firms’ software production, and specifically whether a given software is in-
tended for government or commercial use; and, third, the need to measure the quantity
of government data to which firms have access. We address these challenges by con-
structing a novel dataset combining information on Chinese facial recognition Al firms
and their software releases, and information on local governments” procurement of Al

software and of surveillance cameras.!®

Linking Chinese facial recognition Al firms to government contracts We identify (close
to) all active firms based in China producing facial recognition Al using information
from Tianyancha, a comprehensive database on Chinese firms licensed by China’s cen-
tral bank.!® We extract firms that are categorized as facial recognition Al producers by
the database, and we validate the categorization by manually coding firms based on their
descriptions and product lists. We complement the Tianyancha database with information

broadly a characteristic of Al innovation around the world.
15 Appendix Table A.1 describes the core variables and their sources.
16See Appendix Figure A.1 for an example entry.
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from Pitchbook, a database owned by Morningstar on firms and private capital markets
around the world.!” Using the overlap between sources, we validate the coding of firms
identified in the Tianyancha database. We also supplement the Tianyancha data by adding
a small number of Al firms that are listed by Pitchbook but omitted by Tianyancha. Over-
all, we identify 7,837 Chinese facial recognition Al firms.'® We also collect an array of
tirm level characteristics such as founding year, capitalization, major external financing
sources, as well as subsidiary and mother firm information.

We extract information on 2,997,105 procurement contracts issued by all levels of the
Chinese government between 2013 and 2019 from the Chinese Government Procurement
Database, maintained by China’s Ministry of Finance.!® The contract database contains
information on the good or service procured, the date of the contract, the monetary size
of the contract, the winning bid, as well as, for a subset of the contracts, information on
bids that did not win the contract.

We focus on contracts awarded by public security agencies to Al firms. As an ex-
ample from our dataset, consider a contract signed between an Al firm and a municipal
police department in Heilongjiang Province to “increase the capacity of its identity infor-
mation collection system” on August 29th, 2018. The contract specifies that the Al firm
shall provide a facial recognition system that should cover at least 30 million individuals,
suggesting the large scale of data collection and processing that are required.

We begin with a comprehensive set of public security agency procurement contracts,
including 410,510 contracts in total. This includes the following four types of public se-
curity contracts from the Chinese Government Procurement Database: (i) all contracts for
China’s flagship surveillance/monitoring projects — Skynet Project, Peaceful City Project,
and Bright Transparency Project; (ii) all contracts with local police departments; (iii) all con-
tracts with the border control and national security units; and, (iv) all contracts with the
administrative units for domestic security and stability maintenance, the government’s
political and legal affairs commission, and various “smart city” and digital urban man-
agement units of the government.

Within this set, to identify public security contracts procuring facial recognition Al,
we match the contracts with the list of facial recognition Al firms, identifying 28,023 pro-

curement contracts involving at least one facial recognition Al firm.2° Many firms receive

7See Appendix Figure A.2 for an example entry.

8These firms fall into 3 categories: (i) firms specialized in facial recognition Al (e.g., Yitu); (ii) hardware
firms that devote substantial resources to develop Al software (e.g., Hik-Vision); and (iii) a small number
of distinct Al units within large tech conglomerates (e.g., Baidu Al).

19See Appendix Figure A.3 for an example contract.

20We present the cumulative number of Al procurement contracts in Appendix Figure A.4 (top panel), as
well as the flow of new contracts signed in each month (bottom panel). Both public security and non-public
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multiple contracts; overall, 1,095 facial recognition Al firms in our dataset receive at least

one contract.

Counting and classifying novel facial recognition Al software products We collect all
software registration records for our facial recognition Al firms from China’s Ministry
of Industry and Information Technology, with which Chinese firms are required to reg-
ister new software releases and major upgrades. We are able to validate our measure
of software releases (using a single large firm), by cross-checking our data against the
IPO Prospectus of MegVii, the world’s first facial recognition Al company to file for an
IPO.2! We find that our records’ coverage is comprehensive (at least in the case of MegVii):
MegVii’s IPO Prospectus contains 103 software releases, all of which are included in our
dataset.

The count of new software releases (and major upgrades) represents product innova-
tion.??> Reflecting the economic value of such innovation, we observe that facial recog-
nition Al firms that develop more software have significantly and substantially higher
market capitalization (see Appendix Figure A.5). In addition to quantity, we discuss mea-
sures of the quality of product development through the release of facial recognition Al
software that involves video, a sophisticated and data-demanding facial recognition ap-
plication (see Section 5.2.3).

We use a Recurrent Neural Network (RNN) model with tensorflow — a frontier method
for analyzing text using machine learning — to categorize software products according
to their intended customers and (independently) by their function. Our categorization by
customer distinguishes between software products developed for the government (e.g.,
“smart city — real time monitoring system on main traffic routes”) and software prod-
ucts developed for commercial applications (e.g., “visual recognition system for smart re-
tail”). We allow for a residual category of general application software whose description
does not clearly specify the intended user (e.g., “a synchronization method for multi-view
cameras based on FPGA chips”). By coding as “commercial” only those products that are
specifically linked to commercial applications, and excluding products with ambiguous
use, we aim to be conservative in our measure of commercial software products.

Our categorization by function first identifies software products that are directly re-

lated to Al (e.g., “a method for pedestrian counting at crossroads based on multi-view

security Al contracts have steadily increased since 2013.

21Source: Hong Kong Stock Exchange, https://go . aws/37GbAZG.

22The National Science Foundation defines product innovation as “the market introduction of a new
or significantly improved good or service with respect to its capabilities, user-friendliness, components,
or subsystems” in its Business Enterprise Research and Development Survey (see https://www.nsf.gov/
statistics/srvyberd/). See also Bloom et al. (2020).
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cameras system in complicated situations”). Within the category of Al software, we also
separately identify a subcategory of software that is particularly data-intensive: video-
based facial recognition, which (as opposed to static images) requires N-to-1 or even N-
to-N matching algorithms that are extremely data demanding. Finally, we identify a sep-
arate category of non-Al software products that are data-complementary, involving data
storage, data transmission, or data management (e.g., “a computer cluster for webcam
monitoring data storage”).

To implement the two dimensions of categorization using the RNN model, we man-
ually label 13,000 software products to produce a training corpus. We then use word-
embedding to convert sentences in the software descriptions into vectors based on word
frequencies, where we use words from the full dataset as the dictionary. We use a Long
Short-Term Memory (LSTM) algorithm, configured with 2 layers of 32 nodes. We use 90%
of the data for algorithm training, while 10% is retained for validation. We run 10,000
training cycles for gradient descent on the accuracy loss function. The categorizations
perform well in general: we are able to achieve 72% median accuracy in categorizing
software customer and 98% median accuracy in categorizing software function in the val-
idation data. Appendix Figure A.6 shows the summary statistics of the categorization
output by customers and by function; and, Appendix Figure A.7 presents the confusion
matrix (Type-I and Type-II errors) of the predictions relative to categorization done by

humans.?3

Measuring the quantity of government data to which firms have access Within the set
of public security Al contracts, we identify those that are likely to be especially rich in
data for facial recognition Al firms.

We measure the data provided by a contract using the public security agency’s local
surveillance network capacity to capture video of faces on the streets in high-resolution:
that is, the number of high-resolution surveillance cameras that had previously been pur-
chased by government units in the agency’s prefecture. This thus captures the amount of
identifiable facial data that a facial recognition Al firm may gain access to.?* Specifically,

using 5,837 prefectural government contracts for purchases of surveillance cameras, we

23 Appendix Table A.2 presents the top words (in terms of frequency) used for the categorization. Ap-
pendix Figure A.8 presents the density plots of the algorithm’s category predictions. The algorithm is very
accurate in categorizing software for government purposes. The algorithm is relatively conservative in
categorizing software products for commercial customers, and relatively aggressive in categorizing them
as general purpose. In setting our categorization threshold for commercial software we again aim to be
conservative in our measure of commercial software products.

24Note that the existence of a national ID system in China likely implies that there may be limited varia-
tion across local public security agencies in identified personal images. Moreover, even if firms did not gain
access to identified data, surveillance video alone would still be useful for many Al applications.
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Figure 1: Circle size indicates the number of first public security Al contracts awarded in the prefecture.
Circle shading indicates the fraction of first Al contracts that were data-rich or data-scarce, where the
within-prefecture variation comes from changes in the number of surveillance cameras over time.

sum the number of cameras procured in each prefecture up to a certain date and divide
this by the prefecture’s population to form a time-varying measure of the video surveil-
lance capacity of a particular prefecture.?

Our empirical definition of a data-rich contract is one with a public security agency
located in a prefecture that has above-median surveillance capacity (measured by cam-
eras per capita) at the time the contract was awarded. Figure 1 shows the distribution of
data-rich and data-scarce contracts across prefectures according to our definition.?6 We
compare the effects of these data-rich public security contracts to data-scarce public se-
curity contracts, where data-scarce contracts are defined as those awarded by a public
security agency located in a prefecture that has below-median surveillance capacity at

the time the contract was awarded.

Summary statistics Table 1 presents summary statistics describing the firms in our sam-
ple. Firms receiving different types of contracts differ substantially from each other, so ac-

counting for differences (both observable and unobservable) between the firms receiving

25This measure captures the stock of newer surveillance cameras at the time, but not the older ones.
The focus on newer cameras is appropriate given their higher resolution and thus greater usefulness in
identifying and matching faces. This is affirmed in the Chinese central government’s official directive on
public security video surveillance; see: https://bit.1ly/3dqdjU0. There are on average 77 surveillance
camera contracts per prefecture. In Appendix Figure A.9, we present a time series plot of the number of
cameras in our data over time. We normalize the camera counts by local population size to capture the
idea that multiple observations per individual are particularly valuable for improving facial recognition Al
accuracy; the results we present are robust to using total camera counts instead.

26By measuring data-richness at the time of the contract, we ensure that secular trends in surveillance
capacity do not skew our measure towards coding later contracts as richer in data.
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Table 1: Summary statistics — firms and their production

Received at least one
government contract

Received at least one

public security contract

Data-richness of
Public security contract

Yes No Yes No High Low
) @) ®) @) ©) (6)
Panel A: Firm characteristics
Year firm established 2,009.335 2,013.781 2,008.947  2,011.385  2,007.506 2,009.994
(6.389) (4.244) (6.376) (6.071) (6.963) (5.696)
Capitalization (millions USD) 22.964 5.091 26.552 4.136 35.366 20.096
(210.840)  (43.007)  (229.816) (14.364) (295.412) (166.131)
Rounds of investment funding 2.517 2.046 2.599 1.714 2.746 2.500
(1.961) (3.258) (2.013) (1.073) (2.075) (1.969)
Observations 1,093 6,041 919 174 387 532
Panel B: Software production before contract
Total amount of software 22.653 14.572 23.787 14.826 27.441 21.214
(37.860) (24.473) (39.905) (16.409) (44.955) (35.752)
Commercial 9.020 6.283 9.352 6.727 10.096 8.829
(17.087) (12.502) (17.894) (9.602) (20.135) (16.131)
Government 7.342 3.951 7.807 4132 9.959 6.292
(16.269) (8.175) (17.156) (6.989) (17.678) (16.630)
Al-common 3.878 2.580 4.056 2.645 4.397 3.816
(7.300) (6.280) (7.650) (3.951) (8.082) (7.329)
Al-video 1.564 1.026 1.587 1.405 2.003 1.294
(3.838) (2.827) (3.918) (3.242) (4.894) (3.021)
Data-complementary 9.235 5.632 9.726 5.851 11.255 8.649
(16.704) (10.763) (17.535) (8.383) (19.423) (16.007)
Observations 956 6,042 835 121 345 490
Panel C: Software production after contract
Total amount of software 24.393 28.239 4171 37.395 21.591
(59.812) - (64.395) (10.101) (80.274) (48.810)
Commercial 8.381 9.662 1.646 12.336 7.720
(19.628) - (21.101) (4.032) (27.498) (14.545)
Government 9.105 10.580 1.349 14.429 7.786
(34.029) - (36.909) (3.672) (43.605) (30.904)
Al-common 4.126 4.804 0.560 6.256 3.750
(11.623) - (12.538) (1.973) (16.581) (8.333)
Al-video 1.584 1.828 0.303 2.362 1.441
(4.014) - (4.310) (1.117) (5.057) (3.630)
Data-complementary 10.046 11.592 1914 15.499 8.756
(26.230) - (28.266) (5.185) (36.313) (20.105)
Observations 1,095 0 920 175 387 533

Note: Observations at the firm level. Standard deviations are reported below the means.

data-rich and data-scarce contracts will be crucial to identify the effects of the contracts.
Table 2 presents summary statistics describing the contracts procuring Al in our sample.?”
Data-scarce and data-rich contracts differ on dimensions other than in the quantity of data
to which firms receive access, so accounting for alternative mechanisms (other than data
provision) through which data-rich contracts might also affect software production will
be crucial to identifying the causal effects of interest.

2’In Appendix Table A.3, we provide descriptive statistics for the prefectures where contracts were is-
sued, again disaggregating by the type of agency and by surveillance capacity.
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Table 2: Summary statistics — procurement contracts

Non-public
security contracts Public security contracts
All All Data-scarce Data-rich
(1) 2) 3) 4)
Panel A: All contracts
Admin level: provincial or above 0.340 0.277 0.138 0.306
(0.474) (0.448) (0.345) (0.461)
Year contract signed 2,016.350 2,016.199 2,016.274 2,016.360
(1.612) (1.604) (1.516) (1.530)
Area GDP 4,248.551 3,931.975 2,629.278 5,379.756
(4,979.406) (4,567.528) (3,364.656) (5,272.500)
Area population 479.825 480.804 404.782 569.690
(264.595) (263.863) (221.149) (284.979)
Cameras per million residents 4.311 3.392 0.138 6.920
(8.914) (7.493) (0.321) (9.644)
Observations 15,523 10,677 4,880 4,500
Panel B: First contracts
Admin level: provincial or above 0.462 0.383 0.272 0.423
(0.499) (0.487) (0.447) (0.496)
Year contract signed 2,015.935 2,015.594 2,015.893 2,015.920
(1.840) (1.976) (1.883) (1.875)
Area GDP 5,620.639 4,360.677 2,987.963 4,972.767
(5,493.355) (4,372.221)  (3,021.635) (4,780.787)
Area population 562.518 511.312 470.745 553.778
(269.504) (266.436) (254.547) (270.646)
Cameras per million residents 4951 6.097 0.141 10.575
(10.247) (11.624) (0.332) (13.796)
Observations 796 308 103 137

Note: Observations at the procurement contract level. Standard deviations are reported below the
mean. Administrative level of the contract is recorded as central government, provincial level, prefec-
ture level and county level; the mean of an indicator of provincial or above level (provincial and central
government) is shown. Local GDP is measured in millions of RMB, population in ten-thousand persons.

5 The impact of access to government data on Al firms
5.1 Empirical model and identification strategy

We use a triple differences design to identify the effects of accessing government data
on facial recognition Al firms” subsequent product development. The empirical strategy
exploits variation across time and across firms in the receipt of a public security contract,
and across the data-richness of the contracts that firms receive. Specifically, as in an event
study design, we compare firms” Al software releases before and after they receive their
first public security contracts, controlling for firm and time period fixed effects. To help
pin down the importance of access to government data, rather than other benefits of gov-

ernment contracts, such as capital, reputation, and political connections, we in addition
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exploit variation in the data-richness of the contract (i.e., surveillance capacity of the local
public security agencies that issue the contracts).

We test whether firms receiving data-rich public security contracts differentially in-
crease their software production following receipt of the contract. To do so, we estimate
the following empirical model:

yir = Y PirTyData; + Y PorTy + ar+ i + Y Ty X; + €jr.
T T T

The outcome variable, y;, is the cumulative number of software releases by firm i up to
the semi-year period t. The explanatory variables of interest are the interaction terms
between a set of dummy variables, T;;, indicating semi-year time periods before or since
tirm i received its first public security Al contract, and Data;, a dummy variable indicating
whether the firm’s first contract was data rich, as defined above.28

The coefficients on the interaction terms (i.e., on ) Tj; x Data;) non-parametrically cap-
ture a firm’s differential production of new software approaching or following the arrival
of initial data-rich contracts, relative to data-scarce ones. To account for time-varying
sources of variation in software production common to all facial recognition firms (for ex-
ample, government industrial policy promoting AI), we include time period fixed effects,
a in all specifications. We also include firm fixed effects, -y;, in all specifications, allowing
us to control for all (observable or unobservable) time-invariant firm characteristics. Fi-
nally, in addition to estimating a parsimonious model without controls, we also estimate
a model including a vector of pre-contract firm characteristics (X;) interacted with time
period fixed effects.?? We allow the error term €j; to be correlated not only across observa-
tions for a single firm, but also across observations for firms that are related by common
ownership by a single mother firm.?

Our empirical strategy allows us to address important threats to identification. A
particular concern is non-random assignment of contracts to firms. However, our triple
differences identification strategy is not threatened by differential selection of firms into
government contracts; nor is it threatened by selection into contracts with public security
agencies. Rather, by exploiting variation within the set of firms receiving public security
contracts, identification is threatened only by non-random selection of firms specifically
into data-rich or data-scarce public security contracts. We account for fixed firm character-

28We focus on the effect of the initial contract because the receipt of subsequent contracts is endogenous
to firms’ performance in their initial contracts — therefore being part of the total effect one would wish to
capture.

2Controls are firms’ year of establishment, capitalization, and pre-contract software production.

30We cluster standard errors at the mother firm-level to be conservative; clustering standard errors at the
firm level allows us to make even more precise inferences.
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istics that may determine selection into data-rich contracts as well as software production
by including a full set of firm fixed effects. We can test whether firms produced different
amounts of software prior to receipt of a data-rich contract by testing whether B dif-
ter from zero prior to contract receipt (that is, conducting a test of parallel pre-treatment
trends). To address the possibility that ex ante firm characteristics shape selection into con-
tracts and software production in a time-varying way, we control for firm characteristics
interacted with time periods.

A second important concern is that contract characteristics other than data may affect
software production. Many of these (such as a signal of a firm’s connection to the govern-
ment) are accounted for by differencing out the effects of data-scarce contracts, and we
will also directly control for a contract’s monetary size and a prefecture’s GDP per capita
interacted with time period fixed effects. In addition to including these controls, we will
also present more direct evidence on the importance of data, as well as evidence against

alternative mechanisms.

5.2 Results

5.2.1 Baseline estimates

We estimate our baseline specification, comparing the effects of public security contracts
in prefectures with above-median surveillance capacity (data-rich contracts) with those
that have below-median surveillance capacity (data-scarce contracts). In Figure 2, we plot
the coefficients 17, describing the differential cumulative software production around the
time when a data-rich public security contract was received, relative to a data-scarce pub-
lic security contract (all coefficients are presented in Table 3, columns 1 to 4; columns 5
and 6 implement event study weighting adjustments, following Borusyak et al. (2017)).
We show 95% confidence intervals for all coefficients, from models with and without con-
trols (}_r T;; X;). In Panel (a), one can see that receipt of a data-rich public security contract
is associated with differentially more government software production than receipt of a
data-scarce public security contract; in Panel (b), one observes a similar pattern regard-
ing the commercial software production as well. In terms of magnitudes, we see that the
receipt of a data-rich public security contract increases government software production
by 2.9 and increases commercial software by 1.9 products over 3 years — on top of the
effect of a data-scarce public security contract. Suggesting a causal interpretation, we find
no evidence of pre-contract differences in software production levels or trends. The in-
clusion of controls for time-varying effects of firm characteristics has little effect on our
findings.
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Figure 2: Differential cumulative software releases intended for government (left), for commercial (center), and for data-complementary uses (right) resulting from data-rich
contracts, relative to data-scarce contracts, controlling for firm and time period fixed effects. Data rich contracts are defined as public security contracts in prefectures with
above-median surveillance capacity. Translucent lines/markers additionally interact pre-contract firm characteristics with a full set of time-period fixed effects.



Table 3: Data-rich public security contracts and Al software development

Government Commercial Government Commercial Government Commercial

¢9) () ©) 4) ©) (©)
4 semiyears before -0.177 -0.239 -0.182 -0.243 -0.322 -0.279
(0.268) (0.231) (0.267) (0.231) (0.588) (0.491)
3 semiyears before -0.040 -0.180 -0.044 -0.183 -0.196 -0.231
(0.264) (0.228) (0.262) (0.227) (0.437) (0.365)
2 semiyears before -0.002 -0.202 -0.004 -0.203 -0.087 -0.209
(0.261) (0.225) (0.260) (0.224) (0.313) (0.262)
Receiving 1st contract 0.750*** 0.868*** 0.680** 0.833*** 0.880*** 0.912%**
(0.279) (0.239) (0.277) (0.239) (0.327) (0.273)
1 semiyear after 1.443%+* 1.663*** 1.378*** 1.630%** 1.604*** 1.663***
(0.289) (0.250) (0.288) (0.250) (0.452) (0.378)
2 semiyears after 2.243*** 2.219%** 2.106*** 2.174%** 2.424%** 2.215%**
(0.301) (0.258) (0.300) (0.258) (0.603) (0.503)
3 semiyears after 2.986*** 3.122%** 2.917*** 3.087*** 3.282%** 3.119**
(0.334) (0.287) (0.332) (0.287) (0.772) (0.644)
4 semiyears after 3.984*** 4.017*+* 3.910*** 3.980%** 4.330*** 4.008***
(0.360) (0.309) (0.358) (0.308) (0.942) (0.786)
5 semiyears after 4.849%** 4.857*** 4.771%** 4.817*** 5.279*** 4.883***
(0.389) (0.337) (0.387) (0.336) (1.115) (0.931)
6 semiyears after 5.595%** 5.811%** 5.511*** 5.769*** 6.036*** 5.815%**
(0.444) (0.378) (0.441) (0.378) (1.297) (1.081)
4 semiyears before x data-rich -0.279 0.633 -0.243 0.653 -0.417 0.582
(0.620) (0.539) (0.617) (0.538) (0.612) (0.517)
3 semiyears before x data-rich -0.379 0.222 -0.356 0.235 -0.424 0.198
(0.565) (0.488) (0.562) (0.487) (0.557) (0.468)
2 semiyears before x data-rich -0.209 0.351 -0.192 0.362 -0.233 0.318
(0.535) (0.463) (0.532) (0.462) (0.527) (0.444)
Receiving 1st contract x data-rich 0.465 0.314 0.457 0.307 0.431 0.274
(0.508) (0.438) (0.505) (0.437) (0.500) (0.420)
1 semiyear after x data-rich 0.858 0.502 0.817 0.478 0.831 0.480
(0.524) (0.451) (0.521) (0.450) (0.516) (0.432)
2 semiyears after X data-rich 0.817 0.969** 0.814 0.904** 0.751 0.941**
(0.520) (0.449) (0.518) (0.449) (0.514) (0.432)
3 semiyears after x data-rich 1.023* 0.526 0.868 0.442 0.866 0.517
(0.544) (0.470) (0.541) (0.469) (0.537) (0.451)
4 semiyears after x data-rich 1.151* 0.823* 0.987* 0.735 1.007* 0.808*
(0.565) (0.487) (0.562) (0.486) (0.558) (0.468)
5 semiyears before x data-rich 1.800%** 1.205** 1.623*** 1.110%* 1.628*** 1.193**
(0.594) (0.515) (0.591) (0.514) (0.587) (0.495)
6 semiyears after x data-rich 2.911** 1.861*** 2.715%** 1.759*** 2.761*** 1.865***
(0.642) (0.550) (0.638) (0.549) (0.634) (0.529)
Controls No No Yes Yes No No
Event-study weighting No No No No Yes Yes

Notes: All regressions estimated on the sample of firms with first contracts with a public security agency. Baseline specifi-
cation (Columns 1-2) controls for time period fixed effects and firm fixed effects. Columns 3-4 include controls for firms’
pre-contract characteristics interacted with all semi-year indicators. Standard errors clustered at mother firm level are re-
ported in parentheses. Columns 5-6 overweight (by 1000x) control groups (no contract firms) to address potential negative
weighting issues in event studies (Borusyak et al., 2017). * significant at 10% ** significant at 5% *** significant at 1%.



Interpretation As discussed in Section 3, the results presented above indicate economies
of scope in Al innovation arising from government data (or an algorithm trained with
such data) being shared across commercial and government uses. In particular, the results
imply that the benefits coming from access to government data outweigh any crowding-
out of other resources from commercial software production within the firm, and that
other inputs available in the private market must not be close substitutes for the gov-
ernment data firms are able to access. Importantly, our results are not merely capturing
differentially less crowding out: we observe an overall positive effect of both data-scarce
and data-rich contracts on commercial software production, and differentially larger ef-
fects for the latter.3!

The results presented thus far do not appear to be the result of differential selection by
tirms into data-rich contracts. First, we find no evidence of pre-contract differences in soft-
ware production levels or trends, which one would expect if firms selected into data-rich
government contracts as a function of their productivity trends. Second, by differencing
out the effects of data-scarce contracts, we account for time-varying selection into receiv-
ing a (generic) public security contract. Third, by controlling for the time-varying effects
of firms” age and pre-contract software production, we address concerns about firms se-
lecting into data-rich public security contracts as a function of their potential production
growth. Finally, by controlling for the time-varying effects of firms’ pre-contract capital-
ization, we account for selection into data-rich contracts on firms’ potential benefit from
the capital provided by a government contract. We find evidence of economies of scope
arising from government data even including this full range of controls. In Sections 5.2.3
and 5.2.4, we provide further evidence of the importance of government data and address

alternative interpretations.

5.2.2 Robustness

Given the complex process of constructing our dataset, it is important to note that our
findings are robust to varying several salient dimensions of our analysis.>? First, we assess
the robustness of our results to restricting attention only to firms” new software releases

(i.e., version 1.0) and major upgrades with a change in the first digit of the release number

31 Appendix Figure A.10 plots the coefficients Bor and Bi1 + Bar for software production when a data-
scarce and a data-rich public security contract were received, respectively.

32To present our findings in a concise manner, we report only a selection of coefficients that indicate
software production two years before contract receipt among firms receiving data rich and data scarce con-
tracts, respectively, as well as software production three years after contract receipt among firms receiving
data rich and data scarce contracts, respectively. These coefficients allow one to observe any differential
pre-trends, as well as the differential effects of data-rich contracts. The full set of coefficients are available
from the authors, and show patterns fully in line with these selected coefficient estimates.
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Table 4: Robustness

Government Commercial
1) ()
Panel A.1: Only major software releases
4 semiyears before -0.163 -0.197
(0.265) (0.227)
6 semiyears after 5.343*** 5.719***
(0.438) (0.372)
4 semiyears before x data-rich -0.292 0.607
(0.612) (0.529)
6 semiyears after x data-rich 3.107*** 1.791%*
(0.633) (0.540)

Panel B.1: LSTM categorization model configuration (timestep 10)

4 semiyears before -0.113 -0.310
(0.275) (0.324)
6 semiyears after 4.637%* 4.948%*
(0.452) (0.532)
4 semiyears before x data-rich -0.328 0.521
(0.638) (0.760)
6 semiyears after x data-rich 2.516*** 3.349%**
(0.658) (0.775)

Panel C.1: LSTM categorization model threshold (60%)

4 semiyears before -0.139 -0.272
(0.234) (0.309)
6 semiyears after 3.465%** 6.452%**
(0.389) (0.508)
4 semiyears before x data-rich -0.237 0.525
(0.543) (0.721)
6 semiyears after x data-rich 2.811%** 2.349%**
(0.562) (0.740)

Panel D.1: Time frame (full balanced panel)

4 semiyears before 0.184 0.035
(0.576) (0.477)
6 semiyears after 5.634*** 6.165%**
(0.728) (0.597)
4 semiyears before x data-rich -3.218 0.743
(2.661) (2.093)
6 semiyears after x data-rich 3.404*** 2.048**
(1.237) (1.024)

Panel D.2: Time frame (extended time frame)

5 semiyears before -0.124 -0.204
(0.274) (0.236)
8 semiyears after 8.469** 6.986***
(0.572) (0.488)
5 semiyears before x data-rich -0.342 0.269
(0.686) (0.597)
8 semiyears after x data-rich 3.793*** 4.150***
(0.756) (0.648)
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Panel E.1: Drop ambiguous public security agencies

4 semiyears before -0.184 -0.260
(0.270) (0.230)
6 semiyears after 5.335%** 5.916%*
(0.448) (0.377)
4 semiyears before x data-rich -0.375 0.625
(0.649) (0.557)
6 semiyears after x data-rich 3.220%%* 1.371**
(0.659) (0.558)

Notes: Specifications include full set of time indicators and interactions with data-rich contracts; only selected coefficient estimates
are presented. Standard errors clustered at mother firm level are reported in parentheses. Panel A restricts the outcome software to
only major releases (version X.0). Panel B varies the LSTM specification. Table 3, Columns 1-6 use the default LSTM specification
with a timestep (phrase length) of 20, embedding size (number of dimensions in a vector to represent a phrase) of 32, and 32 nodes in
the model. Panel B.1 presents results for the same model trained with a timestep of 10 instead. The full set of combinations of results
with varied model parameters do not look qualitatively different. Table 3, Columns 1-6 use the default LSTM specification with a
confidence threshold for the classification of software set at 50% (e.g. the model must be at least 50% confident that a given software
is government software to be classified as "government"). Panel C.1 replicates the exercise setting the threshold to be higher, at 60%.
Panel D.1 restricts the sample to firms that have non-missing observations during the entire time frame of 4 semi-years before and 6
semi-years after the initial contracts; Panel D.2 extends the time frame to 5 semi-years before and 8 semi-years after the initial
contracts. Panel E.1 drops companies whose first contract is an ambiguous contract, or one that contains the keywords ‘local
government’ (* ARIEJF’) or ‘government offices” (‘BUR 7} /A Z") which may be used for either public security or non-public security
depending on interpretation. * significant at 10% ** significant at 5% *** significant at 1%.

(i.e., versions 2.0, 3.0, etc.). Our baseline estimates remain largely unchanged, indicating
that our results are not driven by minor software updates (see Panel A.1 of Table 4).33

Second, we assess the robustness of our results to the three key parameters of choice
in the RNN algorithm that we use to categorize software — timestep, embedding, and
nodes. We vary these three parameters, re-configure the RNN LSTM algorithm, re-categorize
software, and re-estimate the baseline empirical specification. We find that these algo-
rithm parameter choices have no impact on our results (see Panel B.1 of Table 4; see Panel
A.1 and A.2 of Appendix Table A .4 for additional results).

Third, we evaluate the robustness of our results to adjustments of the LSTM classifi-
cation threshold — the baseline specification sets the threshold at 50%. We re-categorize
software using higher classification thresholds of 60% and 70% (requiring the algorithm
to be even more confident that a software product belongs to a particular category for as-
signment), and these adjustments have no impact on our results (see Panel C.1 of Table 4;
see Panel B.1 of Appendix Table A.4 for additional results).

Fourth, we can vary the time-frame studied: we examine wider windows of time

around the receipt of the first contract; and, we consider a balanced panel of firms within a

33 An even more demanding check is to restrict attention to software that involves video — the most data
demanding form of facial recognition Al Indeed, we find significantly greater video facial recognition Al
software production following receipt of a data-rich contract (see Appendix Figure A.11 for the results in
graphic form and Appendix Table A.5 for the results in regression form).
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narrow window (studying a balanced panel over too long a window substantially reduces
the sample size). These changes have no impact on our findings (see Panel D of Table 4).

Finally, we can vary the construction of the explanatory variable of interest, adjust-
ing our classification of (data-rich) public security contracts to exclude any ambiguous
government agencies (e.g., contracts with the government headquarters, and smart city
management and administrative bureaus could be meant to provide security services just

for the government office building). This, too, has no impact on our results (see Panel E
of Table 4).

5.2.3 Additional evidence of the importance of data as an input

Our proposed mechanism of economies of scope arising from government data suggests
additional testable implications.

Data-complementary software Firms receiving access to unprecedented quantities of
data may need to develop tools to manage that data (e.g., software supporting data
storage). We next test whether firms receiving data-rich contracts differentially produce
data-complementary software. Importantly, these data-complementary software prod-
ucts are distinct from the Al software studied above. In Figure 2, Panel (c), we present
estimates from the same baseline specification, but now considering the outcome of data-
complementary software products. One can see that data-complementary software pro-
duction differentially increases after the receipt of a data-rich public security contract.>* We
find no evidence of pre-contract differences in data-complementary software production

levels or trends, suggesting a causal effect of data-rich public security contracts.

Bidding patterns of procurement contracts Data-rich government contracts are more
valuable to firms than data-scarce contracts. It is thus natural to test whether: (i) firms
submit lower bids for data-rich contracts; and, (ii)) more firms submit bids for data-rich
contracts. While we do not have bidding information for all contracts, we use those con-
tracts for which this information is available to estimate the relationship between bid
values and local surveillance camera capacity at the time the contract was awarded, as
well as the relationship between the number of bidders and local surveillance capacity.
The patterns match what we expect (see Appendix Figure A.12): data-rich contracts are
associated with lower bids — even controlling for bidding firm fixed effects (p-value =
0.13) — and with more bidding firms (p-value = 0.05).

34We find that data-complementary software increases after receipt of both data-scarce and data-rich con-
tracts, with effects being significantly greater in the latter. All regression coefficients are presented Ap-
pendix Table A.5.
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Alternative empirical definitions of data-richness of government contracts Finally, we
consider two alternative empirical definitions of data-richness of government contracts.
First, procurement contracts awarded by a public security agency (even in locations with
relatively few surveillance cameras) are most likely to provide access to massive, linkable,
personal data, collected for monitoring purposes, while contracts with other, non-public
security agencies likely provide access to less data.’®> We thus consider an alternative
definition of a data-rich contract as one that came from a public security agency, whereas a
data-scarce contract is one that did not. We re-estimate the baseline specification with this
alternative definition of data-richness. The results are qualitatively unchanged (presented
visually in Appendix Figure A.13, and in regression form in Table A.6).

This analysis has the drawback of comparing the effects of types of contracts into
which firm selection may differ substantially. However, when we examine the direction
of selection into public security contracts (relative to non-public security ones), we find
that it is often the opposite of what we observe when examining selection into data-rich
public security contracts (relative to data-scarce public security contracts).>® Finding the
same qualitative effects using this alternative definition of data-richness argues against
concerns that our results are driven by selection into data-richer contracts.

Second, we examine firms that produced video facial recognition Al software for the
government following receipt of a public security contract: this software is the most
data-intensive facial recognition Al software, presumably requiring access to the great-
est quantity of government data.?” We examine whether these firms also differentially
produce more government and commercial software after receiving a data-rich public se-
curity contract. One can see in Appendix Figure A.15 that indeed they do. Moreover, we
note that the magnitudes of the coefficients when considering the post-contract produc-
tion of government video Al as an indicator of the data-richness of the contract are nearly
double those using our other definitions, consistent with the idea that video Al software

is particularly data-intensive.

A range of tests all point in the same direction: beyond other mechanisms through

which government contracts may affect facial recognition software output, access to gov-

$Non-public security agencies (e.g., banks or schools) do not have access to large scale surveillance
camera networks and cover narrower groups of individuals.

36For example, firms receiving public security contracts are better capitalized than firms receiving non-
public security contracts (40 vs. 13 million USD; see Table 1), but firms receiving public security contracts
in high-surveillance prefectures are less well capitalized than firms receiving public security contracts in
low-surveillance prefectures (13 vs. 61 million USD).

37Firms that produce video facial recognition Al for the government after receiving a data-rich public se-
curity contract also differentially produce more data-complementary software post-contract. See Appendix
Figures A.14 (Panel B) and A.15.
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ernment data plays a crucial role.

5.2.4 Evaluating alternative hypotheses

While a range of analyses suggest an important role for economies of scope arising from
access to government data in shaping firms” production of Al software, it is important to
consider alternative mechanisms. For a parsimonious presentation of the varied empirical
exercises to come, in Figure 3, we plot regression coefficients and confidence intervals
only for differential effects of data-rich contracts 3 years following contract receipt; the
figure plots these estimates specification-by-specification. We also present more complete
sets of estimates in Appendix Tables A.5 to A.7.

Differences in the terms and tasks under data-rich contracts One naturally wonders
whether firms receiving data-rich public security contracts are engaged in similar work
to firms receiving data-scarce public security contracts. We first examine whether dif-
ferences in contractual terms may play a role in generating our results. To quantify the
content of each public security contract, we calculate the vector distance between the
language of the contract and a random sample of 500 non-public security contracts, us-
ing Bidirectional Encoder Representations from Transformers (BERT; Devlin et al., 2018).
We control for this contract-specific distance measure interacted with time period fixed
effects, and find that it cannot fully explain our results (see Figure 3 and Appendix Ta-
ble A.7, Panel A).

We next compare the registered descriptions of firms” government software produced
immediately following receipt of a data-rich or data-scarce public security contract. To
quantify the content of each government software product description, we calculate the
vector distance between the language of the government software descriptions and a ran-
dom sample of 500 commercial software product descriptions, again using BERT. We test
whether receipt of a data-rich contract differentially affects the government software pro-
duced by a firm (relative to receipt of a data-scarce contract); we find a very tight null
result (government software descriptions change by around 1% of a standard deviation,
with a p-value of 0.89). These results suggest that our findings are not driven by differ-
ences in the content of government software produced under data-rich and data-scarce

contracts.

Learning by doing It is possible that data-rich contracts generate more Al software
not because of the data they provide, but because of firms” opportunities for learning
by doing under these contracts.®® In particular, we evaluate two such possibilities. First,

38The crowding-in of government software production to commercial productivity that we document
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Figure 3: Software development intended for government (a) and commercial (b) use relative to the time

of receiving initial procurement contract. Figure shows coefficient on the interaction for high surveillance

capacity 3 years after public security contract receipt, controlling for firm and time period fixed effects and
adding various controls. Solid dots indicate significance at the 10% level or better.

producing more government software might directly increase productivity in commercial
software production. Second, due to differences in production processes, some types of
government software may increase firm productivity in commercial software production
more than others.

Note, however, that while learning by doing may be important in explaining the over-
all effects of contracts on software production, for it to explain our differential etfects be-
tween data-rich and data-scarce contracts, it would have to be that the potential for learn-
ing (either due to the quantity or type of government software) was positively correlated
with data-richness.®

Several pieces of evidence suggest that such systematically different learning by do-
ing is not driving our main results. First, the potential for learning due to the quantity of
software produced should presumably be stronger for firms with lower levels of produc-
tion prior to the receipt of a contract. The time-varying control for pre-contract software
production in the specification with controls (estimated above) allows us to (imperfectly)
account for this. In addition, we estimate our baseline specification, but now including
time-varying controls for pre-contract government software production, software pro-
duction in the corresponding category, or software production in the opposite category

is both immediate and persistent, which differs from the learning by doing patterns observed in other
contexts. For example, a long lag before the crowd-in takes place (e.g., engineers who worked at NASA
transferred knowledge to the civilian aviation industry only years later), or with short duration (e.g., man-
agers in the garment sector who learned to improve their managerial skills, but experienced quick decay in
learning (Adhvaryu et al., 2019)).

¥Some forms of what could be thought of as learning by doing are precisely part of the mechanism that
we are trying to capture. For example, we expect improved algorithmic performance as a result of more
predictions made on larger datasets. If algorithms, as opposed to data, are sharable across uses we would
also label this as economies of scope arising from government data.
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(e.g., controlling for government software production when examining commercial soft-
ware production as outcomes). These controls only slightly reduce the effect of a data-
rich contract (see Appendix Table A.7, Panel B). Finally, systematic software differences
should appear in software descriptions. However, we have shown above that the descrip-
tion of government software produced following the receipt of a data-rich public security
contract is very similar to the software produced after the receipt of a data-scarce one.

Government contracts as sources of capital Another important consideration is that
contracts may affect firms’ software production through the provision of capital. We at-
tempted to account for this channel above by differencing out the impact of “data-scarce”
contracts and by controlling for the time-varying effects of firms’ pre-contract capitaliza-
tion, but we can also address this concern in two other ways. First, we can directly control
for the monetary value of the contract interacted with time period fixed effects (formally
Y1 Tiyvalue;). We add these interactions to our baseline specification and find that they
do not affect our results (see Figure 3 and Appendix Table A.7, Panel A). Second, we add
to our baseline specification interactions between a firm’s pre-contract amount of exter-
nal financing and the full set of time period fixed effects (formally ) 7 Tj; X financing;).
Again, they have no impact on our results (see Figure 3 and Appendix Table A.7, Panel
A).

Government contracts as signals It is also possible that receipt of a data-rich contract
may function as a signal of firm quality or potential: perhaps firms obtaining data-rich
government contracts receive additional benefits from local industrial policy compared
to firms obtaining data-scarce ones; or attract additional external funding, human capital,
or customers, all of which contribute to the production of software. To test whether the
differential signaling value of data-rich contracts accounts for our findings, we examine
the effects of a firm’s first contract, but limiting our analysis to subsidiary firms belonging
to a mother firm that has already received a government contract through a different sub-
sidiary. Arguably, the signaling value of these first contracts should be lower (mother firm
quality is already observed), while access to data remains potentially extremely valuable.
In Appendix Table A.7, Panel C, one can see that within this sample of firms belonging
to a mother firm that has already received a government contract through a different sub-
sidiary, there is still a significant differential effect of receiving a data-rich contract on both
government and commercial software production.

Different commercial opportunities associated with data-rich contracts A last impor-
tant set of concerns is that contracts with governments in prefectures with high surveil-

lance capacity may offer different commercial opportunities for reasons other than the
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additional data to which firms gain access. First, high-surveillance prefectures may also
be richer commercial markets; a contract with a local government in a richer prefecture
could affect software production. To evaluate this possibility, we control for the GDP per
capita of the administrative unit where a firm’s first government contract was issued, in-
teracted with time period fixed effects (formally ) ; Tj; x market;). Adding these interac-
tions to our baseline specification does not affect our results (see Figure 3 and Appendix
Table A.7, Panel A). A second possibility is that contracts with two very specific high-
surveillance prefectures may disproportionately affect our results: Beijing and Shanghai.
Contracts with these powerful local governments may offer a range of political and eco-
nomic opportunities that go beyond access to data. To rule out the possibility that our
findings are distorted by contracts with these two local governments, we estimate our
baseline specification, but excluding contracts with Beijing and Shanghai governments.
Our findings are qualitatively unchanged (see Appendix Table A.7, Panel D). A third pos-
sibility is that contracts with a firm’s home-province government may give the firm some
commercial advantage, beyond the effects of data. To rule this out, we estimate our base-
line model, but excluding contracts signed between firms and any government in their
home province. We again find that our results are unaffected (see Appendix Table A.7,
Panel D).

Our empirical results thus paint a clear picture: after receiving government contracts
that provide them with greater access to government data, firms are able to use that data
(or transferable algorithm trained with it) to develop not only government software prod-
ucts, but also commercial software products. This is possible due to the economies of

scope arising from government data, rather than other mechanisms.

6 A directed technical change model with data as an input

In our empirical analysis of Section 5, we have shown the firm-level consequences of access
to government data: an increase in government data available to Al firms increases their
government and commercial innovation. We next ask: what are the trade-offs presented
by states” Al procurement and data provision policies in the age of data-intensive innova-
tion? In order to answer this question, we now build a directed technical change model
(Acemoglu, 2002) with data as an input and economies of scope generated by government
data. In Section 7, we use this model to analyze the positive and normative implications

of such state policies.

Model overview We model an economy in which firms innovate to develop and sup-
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ply differentiated varieties of government and commercial (private) software — which
require data in production — as well as other, non-software, varieties — which do not.
Commercial software and non-software varieties are intermediate inputs into the produc-
tion of a final good. A representative household consumes the final good and owns all
firms. Government software varieties are purchased by the state as intermediate inputs
to produce a government good. To be concrete and link it to our empirical setting, we
refer to this government good as “surveillance.”

As in Section 3, we assume that government data can be shared across uses within
the firm. Specifically, government data is necessary for producing government software
and the same data can simultaneously be used for producing commercial software —
where it is not necessary and is instead a gross substitute with private data. Government
data is supplied by the state and is produced as a by-product of surveillance. Private
data is supplied by a representative firm as a by-product of all private transactions in the
economy as measured by total output of the final good.*® Furthermore, while both types
of data are excludable, we assume that only private data can be purchased in the market.
In contrast, as in Section 3, government data can only be accessed by obtaining a contract
for producing government software varieties for the state.

The state chooses a policy that involves: a level of expenditures on surveillance (which
determines the amount of government data produced), an amount of government data
supplied to firms that obtain a contract to produce government software varieties, and the
levels of lump sum taxes of, and transfers to, households. Given a state policy, potential
entrants can choose to innovate on and supply new varieties of government software,
commercial software, both types of software, or only non-software varieties. Firms will
innovate and enter such that, in a balanced growth path equilibrium, all sectors grow at
the same rate, and returns to innovation are equalized across sectors. We next describe

this economy formally.

Goods production Consider an economy with three intermediate good sectors produc-
ing: commercial (private) software Y, government software Y,, and other non-software
products Y;. Within each sector i, there is a measure N; of differentiated product varieties
j of quality g;(j). A representative sectoral firm has production technology:

1 N1
Yi = 1_—1/0 qi(j)" " xdj. 1)
X

40This corresponds, for instance, to information collected from consumers when performing online trans-
actions. More broadly, this reflects the pattern that private data is produced as a result of commercial inno-
vation that generates more private consumption. With this setup though, we are ignoring interesting issues
regarding how to allocate private data property rights between firms and consumers.
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We assume the firm is competitive and maximizes static profits taking sectoral prices p;

and product variety prices p;(j) as given. This gives inverse demand schedules:
. n—1
pili) = piai(j) 7. ey
A representative firm then combines private software and non-software to produce a

tinal good Y using a CES aggregator:

_€_

Y = [aY;Zl +(1—a) Cl} o 3)

We again assume the firm is competitive and maximizes profits given prices p. and p;,

and the price of Y which we normalize to 1. This implies that prices satisfy:

1= ((@F(p)" "+ (1 =) (pe) ) @

Innovators A software variety j is supplied by a monopolist “innovator.” As in Sec-
tion 3, we assume that producing software of a higher quality is data-intensive.*! Drop-
ping the j index for notational convenience, government software production uses gov-
ernment data d, and intermediate goods x, to produce a variety of quality q,. Commer-
cial software production uses both government and private data, dy and d,, as well as
intermediates x. to produce a variety of quality g..*?

Specifically, we assume that the firms may produce government and commercial soft-
ware using the following technologies (a special case of those in Section 3):

Qg(dg/ xg) = (dg)ﬁx;l3 )

o

-1 1-1\ 7-1P 1-p

where & < 1 governs the relative productivity of government vis-a-vis private data, and
v > 1 describes their gross substitutability in commercial software productionﬁ With
this specification, « is a key parameter governing the strength of economies of scope gen-
erated by government data.

Next, we consider the profit maximization problem for a software variety of quality
g. We assume that private data can be purchased in the market at price p;. Moreover,
we assume that intermediate goods xg, x; cost ¢ units of the final good (whose price is

4 For example, one measure of quality of Al facial recognition software is prediction accuracy. This is
higher when larger datasets are used in training the Al algorithms.

“2For simplicity, we assume no private data is used in government software production. This is not nec-
essary though and does not affect our qualitative results. But it would matter for our numerical examples.

43The assumption of gross substitutability is important because, as will be seen below, it allows innova-
tors to produce commercial software even without access to government data.
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normalized to 1) and that varieties never depreciate.44
These assumptions, together with demand schedules for a variety having constant
elasticity x imply that, for any sectoral price p; and government data d, the flow of profits

from a variety are:

_1
Hg(dgr Pg) = H}C?X PgQg(dgr xg)l X — pxg, (7)
_1
Hc(dgr Pe, pd) = ]gl%x quC(dg/ d;ﬂ/ xc)l X — (PxC - pddp/ (8)
Cr p

and the corresponding input demand schedules are d,(dg, pc, pa), Xc(dg, pe, pa), Xg(dg, pg)-

Next, we describe how new varieties are introduced. We assume that innovators can
invest 1 unit of the final consumption good in R&D in order to produce y; new varieties
in sector i — thus becoming the monopolist supplier of those varieties foreverﬁ Then,

given total R&D spending R; for sector i, new varieties accumulate according to:
Ni = piR;. ©)

The entry decision is somewhat nuanced due to the fact that government data can be
shared across uses and that there is no market for such data. We assume the following
sequence of events takes place. A software innovator can first decide whether to attempt
to obtain a government contract or not by paying a cost F. If the innovator decides not to
make an attempt, it can choose to introduce a new commercial software variety without
access to government data (d¢ = 0). If it decides to make an attempt, it obtains a govern-
ment contract with probability A. The contract commits the innovator to produce a new
government software variety and provides the innovator with access to a fixed quantity of
government data dg. The innovator can then choose to also introduce a new commercial
software variety using government data in its production. Finally, if the innovator does
not obtain the government contract, it can again choose to introduce a new commercial
software variety without access to government data.

We consider a balanced growth path (BGP) with constant interest rate r and free-entry
of innovators. This implies that the expected present discounted value of profits net of the
unit cost of R&D investment must be zero for both government and commercial software
innovators. Given these assumptions and setting yo = pc = 1, a BGP equilibrium with

#As in Acemoglu (2002), if varieties depreciate slowly, this would not change the balanced-growth path
equilibrium — which will be our focus — but only the transitional dynamics.

45We use a “lab equipment model” of innovation which emphasizes reproducible resources, like electric-
ity and hardware, that play an important role in the context of Al. One could also incorporate researchers
too, as in a “knowledge-based R&D model” (Acemoglu, 1998), without changing the qualitative implica-
tions.
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both types of software firms present requires:4°

I, (d, I1.(d,
F:A<M_1+max{w_llo}> +(1—/\)max{w—l,0},

r r

(10)
- M. (11)
Finally, for non-software innovators which do not relqlﬁlire data as an input, the R&D in-

vestment yields new varieties with quality g, = x; ", where x, is again intermediate

goods. This results in profits:

1

IL(pz) = max Pz * — Pxs. (12)
The free-entry condition for non-software innovators is then:

1= ZM (13)

Representative household We assume the existence of a representative household with
CRRA flow utility u(C) = %, where C is consumption of final goods and 0 is the inverse
of the intertemporal elasticity of substitution. Then, given discount rate p, the present
discounted utility is:

/0 " e Pt (C)dt (14)

In Section 7, we introduce extensions to the household utility that allow: (i) the gov-
ernment good to affect utility, either positively or negatively; and (ii) data collection itself
to impose a cost.

The household maximizes utility subject to the budget constraint:

Ci+ Ap < Ay + 11 — T, (15)
where A; are assets, I1; are profits coming from all firms, and T; are taxes.

Data supply and the state The state purchases the government software aggregate Y,
at price pg in order produce surveillance G with linear technology G = Y;. It sets lump
sum taxes T on households so that budget balance holds at each time:

psG =T. (16)

Aggregate government data D, is produced as a by-product of government surveil-

46 As seen in equation (10), we abstract from the possibility that government production crowds-out re-
sources from commercial production. We do so for simplicity and because, empirically, we have shown that
the sharability of government data dominates, resulting in overall crowding-in.
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lance: specifically, one unit of surveillance, G, produces kg units of government data.*’
Then, given a measure Nq of government software innovators and a dataset available to
them d,, we have that:

Ngdy = Dg = 14G. (17)
As can be seen in equation (17), we assume that government data is not sharable across
tirms. We do so for two reasons. First, to conceptually focus on the positive and nor-
mative implications of the sharability of government data across uses within a firm (the
consequences of non-rival private data across firms have been studied by, e.g., Jones and
Tonetti, 2018). Second, because in our empirical setting this seems to be the more relevant
case. While sharing government data across firms may be feasible from a technologi-
cal standpoint, we observe local governments collecting their own surveillance data and
contracting with specific firms to analyze it, thus implicitly excluding other firms from its
use. We note though, that allowing government data to be sharable across firms as well
would magnify the overall importance of government data in our model.

We are now ready to formally define a state policy. Because we will consider a bal-
anced growth path, we find it more useful to define the policy in terms of variables that
are stationary. In particular, we divide the level of government software expenditures for
surveillance and lump sum taxes by the level of private output.

Definition 1 (State policy) A state policy is a dataset available to government software in-
novators dg, government software expenditures for surveillance purposes relative to final good
output peG /Y, and lump sum taxes relative to final good output T /Y that satisfy equations (16)
and (17).

Finally, we complete the description of the economy’s environment with the produc-
tion of private data. A representative firm produces D, by “mining” data out of private
transactions as measured by total private output Y.#8 Suppose it can mine x,Y units of
data out of Y, then the supply of private data is:*’

D, =x,Y. (18)

#7In our empirical context, this government data would correspond to the faces on video feeds captured
by street cameras. These are themselves produced as a by-product of surveillance and public security
provision, the activites carried out by government units.

#8Requiring other inputs in private data production function and having a less than perfectly elastic data
supply does not matter much qualitatively; though changes in the supply elasticity would affect the results
of our subsequent numerical exercises.

“'Note that this firm will be making positive profits in equilibrium. One interpretation of these profits
is that they are rents from ownership of a fixed factor that is needed in order to mine private data. For
example, in reality, the fixed factor could be the “land” on which data centers are built.
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Equilibrium We now consider a BGP equilibrium where all variables grow at constant
rate 77. We denote N, as the total number of commercial software varieties produced by
firms without a government contract, Ng as the number of commercial software varieties
produced by firms with a government contract (which is also the number of government
software varieties), and N, as the number of non-software varieties.”?

Definition 2 (BGP equilibrium) Given a state policy {dy, poG/Y,T/Y}, a balanced-growth
path equilibrium is a set of prices {p, pz, pg, pa, v}, relative varieties N./ N and Ng/N,, and
growth rate n such that firms and households are optimizing, there is free-entry of innovators, and

all markets clear.

Because we endogeneize the production of data and new software varieties, it is pos-
sible that, for some parameterizations, no BGP equilibrium exists with entry of both types
of software firms: i.e., those producing commercial software alone and those producing
both government and the commercial software. Proposition 1 in Appendix A.1 lays out
sufficient conditions for a BGP equilibrium to exist and be unique where all types of firms
are present.51

We now formally define two objects that will be of interest next. The first is the econ-

omy’s BGP growth rate 7, which equals the rate of innovation in any sector i:
n=—. (19)

The second is the bias of private innovation towards data-intensive software, which
we define as commercial software varieties relative to non-software varieties along the
BGP:

NC
= N
where N. is an output-weighted average of commercial software varieties N; = Nqw +
‘k(orpc/dp)li%
qC(Ochfdp)li%+%(d_g/Pcfdp)1

e (20)

Ng(1 - w), withw =

T-
X

OWe denote by N the subset of commercial software varieties produced by firms using only private data;
we reserve the notation N, to capture all types of commercial software varieties (as discussed below).

51 This is the empirically relevant equilibrium: most Al firms produce commercial software without access
to government data.

36



7 State policies and trade-offs in the age of data-intensive

innovation

States” procurement of data-intensive technologies, as demonstrated in China’s facial
recognition Al sector, involves two policy dimensions: first, how much of the data-intensive
technology to demand, and second, how much data to collect and provide to firms that
produce it. In this section, we analyze the positive and normative implications of these
two state policy dimensions. Each policy choice presents important trade-offs beyond
purely economic considerations. The state’s use of data-intensive technologies may harm
citizens by infringing on their civil liberties (e.g., in surveillance states and informational
autocracies); we study this in Section 7.1. Even when states” use of data-intensive tech-
nologies benefits citizens, they may dislike states” data collection and provision to firms

(e.g., due to concerns about privacy violations); we study this in Section 7.2.

7.1 States’ demand for surveillance Al

All states engage in citizen monitoring and surveillance to ensure public security. In the
modern world, state monitoring is likely to involve substantially greater data collection
and data analysis — particularly using Al. Some of this data-intensive surveillance may
be beneficial to citizens (e.g., due to the preservation of public order), while some can
impose direct harm (e.g., due to severe infringement of civil liberties). At the extreme
are autocratic states that aim to monitor and control their populations to maintain power
(Guriev and Treisman, 2019). Indeed, Al has been described by the Wall Street Journal

as part of the “autocrat’s new tool kit.”>?

China is a prototypical example of this phe-
nomenon, leading the world in surveillance capacity: there will be around 560 million
public surveillance cameras installed in China by 2021, versus approximately 85 million
in the US.>

We now use our model to analyze the consequences of a state policy involving larger
government software expenditures for surveillance purposes relative to final good out-
put p,G/Y.>* We begin with a purely positive analysis and then discuss normative im-
plications and trade-offs. We conclude by connecting these results back to our empirical

context and provide a numerical illustration of the forces at play.

52Source: https://on.wsj.com/2H1sIgu.

3Source: https://on.wsj.com/2U0uull.

Note that analogous results will arise from other government expenditure on software, such as public
health and mapping.
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Positive implications The next theorem shows the conditions under which an increase in
p¢G/Y causes an increase the economy’s growth rate and biases the direction of private

innovation towards data-intensive software.

Theorem 1 Assume the sufficient conditions in Proposition 1 for a unique BGP equilibrium to
exist hold. Then, an increase in the BGP’s government surveillance expenditures relative to final

good output (poG/Y) will increase the rate of innovation (17). Moreover, if relative demand for
xHA(x=1)

software is sufficiently elastic (€ > 4+ Bl—1)

)), it will also bias private innovation towards data-

intensive software (increase n).

Proof. See Appendix A.2. m

Beyond the formal proof, we also provide an intuitive discussion of the theorem in
Appendix A.2. In brief, the higher state demand for surveillance increases both the equi-
librium price pg and the supply of government data to firms d, which is produced as a
by-product. This drives up the profits earned by firms using government data for gov-
ernment and commercial software development (due to economies of scope). Under free
entry, this then increases the return on investment (r) and, in turn, induces higher R&D
spending and increases the rate of innovation on the BGP. Moreover, in equilibrium, inno-
vators must be indifferent among developing software varieties using government data,
developing commercial software without using government data, and developing non-
software varieties. The necessary price adjustments for such indifference imply that com-

mercial software sells at lower prices in the new equilibrium. If relative demand is suf-
X+p(x—1)
1+B(x—
innovators will be sufficient to bias private innovation towards data-intensive software.

ficiently elastic (e > ) this implies that the new entry of commercial software

Theorem 1 and our empirical evidence on economies of scope together suggest a po-
tential alignment between surveillance states and data-intensive innovation. Greater pur-
chases of government software and surveillance production will not only increase the
state’s political control, but also produce government data (as a by-product) that fuels

growth and commercial data-intensive innovation when there are economies of scope.

Normative implications The choice of surveillance and public security spending involves
not only economic considerations but also political. Thus, to be able to go beyond ana-
lyzing purely economic trade-offs, we consider an extension of our baseline model where

the flow of household utility is:

5 =0 9
<G¢'c — G1+4’> —. (21)
1+¢ 1—6
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Beyond being consistent with a BGD, this formulation captures in a stylized way both the
potential benefits of higher surveillance and public security provision for households —
due to, for example, lower crime or terrorism — and their potential costs due to the in-
fringement of civil liberties. Formally, note that when §G > C the marginal utility of G
is negative.

With this in mind, we now analyze the BGP welfare implications of a state policy that
increases p,G/Y. Assuming that utility is bounded, the present discounted utility of the
representative household is:>®

1-6
o 1 C 5 G (G)l/’(lé) 1
p—(1-0)1+y)y Y 1+yY Y 1-6
Grow;}: effect Consumption effect g yeillance effect Surveillance effect

A state policy that increases in p,G /Y thus has the following household welfare impli-
cations. The increase in 7 shown in Theorem 1 leads to a direct positive effect on welfare,
since the growth rate of consumption of the private and government goods is higher. But,
there are two potentially offsetting forces. First, the proof and discussion of Theorem 1
show that G/Y increases as well, which will have a negative effect on utility when J is
high enough so that 6G/Y > ¢C/Y (namely, a negative surveillance effect). Second, from
the aggregate resource constraint (shown below), we see that the private consumption to
output ratio C/Y may decrease due to crowd-out of resources used in creating new vari-
eties (i.e., innovation) and as intermediate inputs (i.e., production):

C F\N;, N, 1N\ x-1 peG
?_1_<(2+X)7+7+27)_T(1_ﬁ) 1+ 52

S/

J/

-~

N
Resources used in innovation Resources used in production

Discussion and numerical example Going back to our empirical context, the above pos-
itive and normative results imply that the demand for Al to support a surveillance state
like China may incidentally increase innovation and promote economic growth. Yet, it
will simultaneously bias the direction of innovation towards government and commercial
Al therefore potentially reducing citizen welfare due to both the crowd-out of resources
from consumption and the infringement of civil liberties when surveillance is excessive.

%We normalize the initial output level to 1. The only difference from our baseline model is that the BGP
. ~cht%+<l/1G;pCt*f5(Gt)H¢) % G A . .

Euler equation becomes —0 GTCr B (G + ¢t = 5. Assuming all variables grow at the BGP
rate 7 gives the Euler condition r = p + (6(1 + 9) — ¢)7. Thus, all of our previous results apply without
change to this economy by re-interpreting 6 as being equal to 6(1 + ¢) — 1.
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To illustrate these forces, we now report the results of a simple numerical example.
Our objective is not to provide a comprehensive quantitative evaluation but to give a
sense of the implications of our empirical evidence on economies of scope for the nor-
mative trade-offs at play. We fully acknowledge that this exercise is speculative: while
we have a good quantitative sense about the strength of economies of scope (presented
in Section 5), we have a large degree of uncertainty about other key parameters in the
model, such as the elasticity of substitution across sectors (¢), the share of data versus
other inputs in production (B), or the extent to which surveillance affects utility (¢, J).

To make the analysis transparent, we first externally fix certain parameters (like 8,
and ¢) and then calibrate the remaining ones so that in a baseline specification: (i) the
economy is symmetric in the sense that the direction of innovation is unbiased (ﬁ—; =

Ne _ ; : peYe _ pYa PG
~. = 1), all sectors have an identical share (¢ p:C = YipsC = Vipg

c = 1/3), and private
and government data demands are identical (dy = dp(dg, Pe, Pa)); and, (ii) economies of
scope (as governed by «) are consistent with our benchmark estimates from Section 5
(to be precise, the relative elasticity of commercial to government software production of
around two-thirds implies & = 0.8).°° Then, we vary the level of government surveillance
spending p,G/Y from this benchmark parameterization and compute the BGP rate and
bias of innovation as well as household welfare.

The left panel of Figure 4 shows the positive implications of the policy for the case with
0 = ¢ = 0, thus illustrating Theorem 1. For example, the bias of private innovation to-
wards data-intensive software falls from 1 to 0.6 when moving from a government spend-
ing share of 1/3 (the symmetric economy) to an economy with no government spending,
whereas the growth rate falls from 0.06 to 0.02.

The right panel shows the normative implications for three extreme cases: (i) the
benchmark case with only economic trade-offs at play (6 = i = 0); (ii) a case where the
direct effect of surveillance on household utility is always negative (6 = 0.1,9 = 0); and
(iii) a case where it is always positive (6 = 0,9 = 0.2). In all cases welfare is expressed
in consumption equivalent deviations from the symmetric economy with 6 = @ = 0.
Given our parameterization, we find that a benevolent state seeking to maximize house-
hold welfare would choose to have a strictly positive government spending when 6 = 0
(and a fortiori when ¢ = 0.2) but not when § = 0.1. Therefore, depending on the nature
of surveillance and how strong resource crowd-out is, a benevolent state may choose to
spend little in data-intensive surveillance technologies.

In contrast, a non-benevolent state may choose a higher level of spending on surveil-
lance than that which maximizes citizens” welfare (e.g., because surveillance increases

%See Appendix B.2 for a more detailed description of the calibration.
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Figure 4: Positive (left panel) and normative (right panel) implications of changes in government
spending share %. Left panel is for benchmark parameterization under the symmetric

economy (see Appendix B.2) and § = ¢ = 0. Welfare in the right panel is measured in
consumption equivalent deviations from the symmetric economy with § = ¢ = 0.

control over their citizens and the likelihood an autocrat remains in power). In so do-
ing, it will distort innovation, biasing it towards data-intensive software, and increase the
growth rate — but at the expense of citizen’s welfare. Even when the only cost is resource
crowd-out from consumption (the case with § = ¢ = 0), welfare declines by about 40
percent when moving from the household welfare maximizing level of spending of about
0.1 to the symmetric economy’s spending share of 1/3. Moreover, the welfare losses from
excessive state surveillance may be much larger when it also imposes a non-pecuniary

cost on citizens.

7.2 Government data provision as a form of innovation policy

In addition to choosing how much of the data-intensive technology to purchase, states
must also decide how much government data to collect and share with firms for which
government data is a key input into innovation. Indeed, even if the government good
produced with this technology was not directly valued by the household, a state could
choose to provide government data to firms as a form of innovation policy. This would
be similar to other innovation and industrial policies that often entail a direct provision
of key production inputs to private firms — including, for example, transportation or
electric power infrastructure as well as public services that increase worker productivity
like education or health.”” However, one important aspect that distinguishes government

>For example, see Barro (1990) for a canonical endogenous growth model with government provided
goods as an input in production.
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data from these other inputs is that individuals often express particular discomfort when
their data is collected and shared by the state.”® We now turn to studying the positive
and normative implications of government data provision to firms. We ask whether pro-
viding government data to innovating firms may be justified in the age of data-intensive

innovation, taking into consideration citizens’ privacy concerns.

Positive implications We begin by establishing an equivalence between a state policy
choice that increases the amount of government data provided to firms (d,) and the policy
choice from Theorem 1 which considered instead an increase in surveillance spending
peG /Y.

Corollary 1 Under the conditions of Theorem 1, a state policy that increases government data
provision to firms (dg) is equivalent to a policy that increases government spending psG/Y in
terms of their implications for the BGP growth rate (17) and the bias of private innovation (n,).

The proof of the result is in Appendix A.2. From a positive perspective, the equiva-
lence with Theorem 1 shows that providing more government data to innovators produc-
ing government software varieties increases the economy’s growth rate and biases the
direction of private innovation towards data-intensive software. Moreover, this equiva-
lence implies that, even when pursuing a different objective, a state’s demand for Al (as
in Theorem 1) may also have incidental industrial policy elements, echoing the arguments
of Rodrik (2007) that all policies, whether intended or not, can be considered as industrial
policies. Finally, we note that a policy that provides government data to all firms — not
just those contracting with the state as in our empirical context — would further foster

innovation in our model.

Normative implications We showed above that increases in dg can lead to a higher growth
rate 77. Yet, there is no reason for the state to introduce a policy that increases the growth
rate per se. The appropriate objective for a benevolent state is to maximize household
utility. Given this discussion, we now consider a second-best problem where the state
chooses the level of government data provision to maximize household welfare.>

Similar to Section 7.1, we extend our baseline model to go beyond economic trade-offs
alone. Specifically, we let the flow household utility be:

1

1-0
(C_qug) 1—-6’

®Source: “Customer Data: Designing for Transparency and Trust”, https://hbr.org/2015/05/
customer-data-designing-for-transparency-and-trust.

It is a second-best problem because of distortions coming from the monopoly power of innovators in
the decentralized equilibrium.
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Figure 5: Second-best government data provision (%) as a function of the strength of economies
of scope («) and privacy concerns (¢). Red line corresponds to our benchmark estimate for « (see
Appendix B.2 for details).

where ¢ > 0 captures the idea that the collection and sharing of government data causes
a direct disutility to the household. In a BGP, the present discounted utility of the repre-
sentative household is then:
1-6
PO S (A = S B U
p—(1—0)y Y Y 1-6
mth effect Consumption effect  Privacy effect
The above expression implies that a benevolent planner choosing the optimal level

of government data provision dg will trade off the welfare gains from higher economic
growth with the losses coming from the crowding-out of resources from consumption
(as in Section 7.1) and citizens’ disutility due to privacy concerns from government data
collection and sharing.®® These trade-offs beg the questions: is it always the case that an
interior solution exists, or would it sometimes be optimal for the state not to provide any
government data at all? How is the optimal level of government data provision affected
by economies of scope? We next illustrate qualitative implications of the model using a
numerical example.

Discussion and numerical example In Figure 5, we show how the second-best govern-
ment data provision changes as economies of scope become stronger, both for a case with-
out (¢ = 0) and with (¢ = 0.1) citizens’ privacy concerns. The model parameterization

is the same as in our numerical example from Section 7.1. For the case with ¢ = 0, we

0We emphasize disutility arising from government data collection and sharing because, in our model,
data collection and data sharing perfectly covary (see Corollary 1). The intuition of the model would be
very similar if data collection and data sharing (and their associated disutilities) were decoupled.
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find that when « is below 0.7 then it is never optimal for the state to supply any govern-
ment data. Therefore, when economies of scope are sufficiently low, the second-best BGP
equilibrium would only feature the production of commercial software using private data
alone, and no production of government software. As economies of scope become greater,
so does the second-best government data supplied in equilibrium, because a higher level
of government data provision to firms causes larger changes in the economy’s growth
rate which further compensate for the crowding out of resources from consumption. In
particular, at our benchmark estimate of « = 0.8 consistent with our empirical evidence,
the second-best spending share is about 0.08. However, when privacy concerns are suffi-
ciently strong — as is the case with ¢ = 0.1 —no provision of government data is justified

even at our benchmark estimate.

8 Conclusion

In this paper, we provide the first evidence of a causal effect of government data on Al
innovation, and study the trade-offs presented by states” Al procurement and data provi-
sion policies. These polices stimulate commercial innovation just as states” spending on
space exploration and national defense did in the past. However, they work through a
distinct mechanism — economies of scope arising from access to government data — and
present distinct normative trade-offs.

Our analysis suggests two directions for future research, both broadening and deepen-
ing our understanding of states’ role in data-intensive innovation. One natural next step
is to examine the role of government data in data-intensive applications other than facial
recognition. For instance, health data, collected and possessed by states in enormous
quantities, can shape diagnoses, treatment, and the organization of the health sector.
Geospatial data, again often collected and possessed by states, can be used in Al-fueled
predictions that can transform sectors including transportation, mineral extraction, and
energy production. We expect that the logic of economies of scope arising from govern-
ment data and some of the normative trade-offs we have highlighted will apply to these
sectors as well. However, the quantitative importance of government data could differ
due to differences in technology, market structure, and institutional features that govern
states” data collection and sharing.

A second direction for future work is to study in greater depth the specific political
economy dimensions of data-intensive innovation. One naturally wonders to what extent
autocrats’ investments in surveillance Al are motivated by their desire to maintain politi-
cal control, and to what extent such efforts are successful. One also wonders whether the
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greater data collection in surveillance states or in societies with weaker privacy norms
generate a comparative advantage in Al, and if so, what the implications for trade pol-
icy would be. Answers to these questions will help us understand the consequences of
China’s rise as an Al superpower, and more generally, the global economic and political
landscape in the age of data-intensive innovation.
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Figure A.6: Summary statistics of categorization outcomes for software categorizations based on Recurrent Neural
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Figure A.7: Confusion matrix of categorization outcomes for software categorizations. True labels are based on
training set constructed by human categozations (performed by two individuals). Predicted labels are outputs
based on Recurrent Neural Network with Long Short-Term Memory algorithm. Top panel shows categorization by
customers; bottom panel shows categorization by function.
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Figure A.8: Probability density plots of software categorizations based on Recurrent Neural Network with Long
Short-Term Memory algorithm. Top panel shows categorization by customers; bottom panel shows categorization
by function.
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Figure A.9: Number of new public surveillance cameras in China since 2013, as measured by government
procurement contracts for cameras. Source: Chinese Government Procurement Database.
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Figure A.13: Software development intended for government (Panel A) or for commercial uses (Panel B), resulting
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Table A.1: List of core variables

English name

Chinese name

Source

Panel A: Raw data

Software B Chinese Ministry of Industry and Information Technology
Al firms ANTLEGE AT Tianyancha, Pitchbook

Prefecture GDP HGDP Global Economic Data, Indicators, Charts & Forecasts (CEIC)
Prefecture population BAH Global Economic Data, Indicators, Charts & Forecasts (CEIC)
Fim capitalization INEIBEA Tianyancha

Firm rounds of investment funding A F]JLE# BT 54 Tianyancha

Monetary size of contracts Rk Chinese Government Procurement Database

Mother firm BEAF] Tianyancha

Panel B: Constructed data

Software customer and function Bz PN ae Software text

Public security contracts NEEY Contract text

Camera capacity BGIAR Contract text

Contract runner-up bidders BONLE Contract text
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Table A.2: Top predicted words from LSTM model — non-binary categorization of software

Panel A: Customer type

Government Commercial General
Chinese English Freq. (%) Chinese English Freq. (%) Chinese English Freq. (%)
@™ 2 ®) (€Y ©) (6 @) ® (&)
S Traffic 603 Fl Mobile Phone 821 Mt Vision 474
AR Prestige 382 APP App 645 23] Learning 378
TR Haikang 369 10S 10S 438 fB R Tencent 340
T Safety 351 i0S i0S 430 =t 3D 312
185 Hisense 318 Al Enterprise 331 ARG Recognition System 301
Bl City 311 E Kingdee 327 [CAFS Algorithm 270
&Rl Finance .296 M7 Electronics 307 IHE Computing 252
T Safety 281 fEERR Health 212 W Depth 225
BT Numbers 272 =] Self-Help 209 TN Drone 212
Bl Center 269 TR Mobile Game 201 LR Real-time 209
NI Public Transport 216 BF Assistance .196 INIE Certification 207
X Community 207 Bah) Pay 191 Ab3E Processing .196
W Scheduling .200 IE3= Backstage 189 5% Engine 194
G Central Control 191 % Access Control 176 ESN Technique .187
A& Portrait 163 ATARE AI 174 AR Distributed 183
Eiz5ed Command 161 T Vehicle 174 E Simulation 179
B Auxilary 159 R Smart Appliance 169 X5 Netease 173
BB Camera 158 Tolk Industry 169 TE#F Tool Software 172
Tk Wanda .148 DHC DHC .168 7 Program .170
TR A Highway .148 B Marketing 161 I Interactive .166
Panel B: Function type
AI-Common Data-Complementary Al-Video
Chinese English Freq. (%) Chinese English Freq. (%) Chinese English Freq. (%)
) 2 ®) 4) ©) (6) @) ®) )
fREX Fingerprint 342 A% Storage 206 N Face 1.104
vlES Training 203 CIEe Visualization 167 W Depth 321
BR Housekeeper 201 — b Integration 164 Ei]6jc Snapshot 310
BN Text 151 AT Distributed 162 B SenseTime 287
TR B Highway 150 HE Simulation 157 3 Attendance 258
LA Iris 147 B2 Medical Imaging .148 Bhx Kedacom 258
KE Car .143 pliE General 144 PR Track 249
1BR Haier 137 R, Integrated 141 5= Panoramic 224
WPS WPS 134 HIRERE  Data Management 136 JTHL Broadcastt 209
i Translate 126 T UTvV 136 H5 Target/Objective 189
Ejibea Recommend 124 B Manage 126 L License Plate .189
A Image 119 [ High Speed 126 FHIE Feature .184
& Test 116 LogEs Media/Medium 125 AL Platinum 175
TEF Credit A11 FHL A Phone Software 125 T Warning .166
f&4UA%]  Fingerprint Recognition .106 Bt Design 117 28 American Express 163
1A Operation .106 Ee | Interface 117 EiztEd Command .158
s WeChat .105 % Development 116 geit Statistics 149
WAk Assessment 105 MR52% Server 116 ZIE Safety .146
R Alcloud 102 SOFRERA: Processing Software 113 SDK SDK 141
TEiE Living Body .098 & Transmission 111 Kiihc Deploymentt 141
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Table A.3: Summary statistics — localities with low vs. high surveillance capacities

Low capacity localities High capacity localities  Difference
Q) ) ®)
Panel A: Demographics
Population (10,000 persons) 387.613 461.803 74.189
(263.367) (250.099) (32.603)**
Urban population (1,000 persons) 1,434.740 1,806.922 372.183
(1,302.286) (1,416.332) (171.981)**
College students (1,000 persons) 96.034 106.309 10.276
(186.146) (193.176) (23.506)
College teachers (1,000 persons) 5.256 5.573 0.318
(10.285) (10.570) (1.296)
Broadband household (1000s) 1,164.550 1,680.905 516.354
(1,119.982) (1,306.269) (152.231)%**
Mobile phone households (1000s) 4,366.004 6,113.576 1,747.572
(4,510.161) (5,812.991) (617.955)***
Observations 203 102 305
Panel B: Economics
Number of contracts 57.369 105.225 47.856
(117.253) (178.565) (17.075)***
# of 1st contracts 1.719 3.010 1.291
(4.615) (8.179) (0.733)*
Monetary size (10,000 RMB) 2,671.686 2,352.398 -319.288
(9,762.651) (9,929.068) (1,202.745)
GDP (100 Million RMB) 1,858.525 2,991.609 1,133.085
(2,107.872) (3,249.163) (320.642)***
GDP per capita (RMB) 49,138.492 68,544.117 19,405.621
(37,714.531) (67,582.133) (6,261.676)***
Fiscal expenditure (million RMB) 44,718.504 56,296.723 11,578.219
(46,643.832) (58,102.457) (6,295.382)*
Fiscal revenue (million RMB) 21,227.164 33,746.250 12,519.088
(39,860.871) (50,784.539) (5,433.332)**
Observations 203 102 305

Notes: Localities (at city level) are divided into below (Column 1) and above (Column 2) median in terms of their
province-level surveillance-related spending prior to 2015. Broadband households are households with broadband
internet connections, mobile phone households are households with a mobile phone, number of 1st contracts refers
to the number of firms which had their first contract in the city, while monetary size refers to the average monetary
size of all contracts. Fiscal expenditure and revenue refer to spending or revenue received by the city’s government.
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Table A.4: Robustness — additional results

Government Commercial
(1) (2)

Panel A.1: LSTM categorization model configuration (timestep 20, vary embeddings 16, nodes 32)

4 semiyears before -0.268 -0.269
(0.288) (0.270)

6 semiyears after 6.102%** 4.743**
(0.474) (0.444)

4 semiyears before x data-rich -0.181 0.418
(0.669) (0.634)

6 semiyears after x data-rich 2.532%** 2.530%**
(0.689) (0.647)

Panel A.2: LSTM categorization model configuration (timestep 20, embeddings 32, vary nodes 16)

4 semiyears before -0.206 -0.353
(0.295) (0.310)

6 semiyears after 6.017*** 4.485***
(0.485) (0.509)

4 semiyears before x data-rich -0.172 0.526
(0.685) (0.721)

6 semiyears after x data-rich 3.190*** 2.652%**
(0.706) (0.741)

Panel B.1: LSTM categorization model threshold (70%)

4 semiyears before -0.133 -0.280
(0.233) (0.309)

6 semiyears after 3.403*** 6.411**
(0.387) (0.507)

4 semiyears before x data-rich -0.243 0.542
(0.541) (0.720)

6 semiyears after x data-rich 2.765%** 2.324%**
(0.560) (0.739)

Notes: Specifications include full set of time indicators and interactions with data-rich contracts; only selected
coefficient estimates are presented. Standard errors clustered at mother firm level are reported in parentheses.
Panel A varies the LSTM specification. Table 3, Columns 1-6 use the default LSTM specification with a timestep
(phrase length) of 20, embedding size (number of dimensions in a vector to represent a phrase) of 32, and 32
nodes in the model. Panel A.1 presents results for the same model trained with an embedding size of 16 instead;
Panel A.2 presents results for the same model trained with 16 nodes instead. The full set of combinations of
results with varied model parameters do not look qualitatively different. Table 3, Columns 1-6 use the default
LSTM specification with a confidence threshold for the classification of software set at 50% (e.g. the model must
be at least 50% confident that a given software is government software to be classified as "government"). Panel
B.1 replicates the exercise setting the threshold to be higher, at 70%. * significant at 10% ** significant at 5% ***
significant at 1%.

A.18



Table A.5: Data-rich vs. data-scarce public security contracts

Video  Data-Complementary = Video  Data-complementary  Video Data-complementary
(©) (@) ®3) 4) ©) (6)
4 semiyears before -0.030 -0.310 -0.030 -0.317 -0.032 -0.410
(0.045) (0.270) (0.045) (0.267) (0.091) (0.585)
3 semiyears before -0.019 -0.118 -0.020 -0.123 -0.017 -0.241
(0.045) (0.266) (0.045) (0.262) (0.068) (0.435)
2 semiyears before -0.004 -0.151 -0.004 -0.153 0.002 -0.208
(0.044) (0.262) (0.044) (0.259) (0.048) (0.312)
Receiving 1st contract 0.139*** 0.959*** 0.138*** 0.853*** 0.130** 1.081***
(0.047) (0.280) (0.047) 0.277) (0.051) (0.326)
1 semiyear after 0.232%** 1.871%** 0.231*** 1.772%** 0.207*** 1.963***
(0.049) (0.291) (0.049) (0.288) (0.070) (0.450)
2 semiyears after 0.3927%** 2.576%** 0.390*** 2.367*** 0.372%** 2.689***
(0.050) (0.301) (0.050) (0.297) (0.093) (0.599)
3 semiyears after 0.612*** 3.331*** 0.611*** 3.223*** 0.584*** 3.519***
(0.056) (0.336) (0.056) (0.331) (0.120) (0.768)
4 semiyears after 0.792%** 4.362%** 0.791*** 4.248*** 0.755*** 4.581***
(0.061) (0.362) (0.061) (0.357) (0.146) (0.937)
5 semiyears after 0.992%** 5.662*** 0.991*** 5.543** 0.945*** 5.956***
(0.066) (0.395) (0.066) (0.390) (0.173) (1.110)
6 semiyears after 0.976*** 6.383*** 0.974%* 6.255*** 0.923*** 6.676***
(0.074) (0.443) (0.074) (0.438) (0.201) (1.290)
4 semiyears before x data-rich -0.036 0.130 -0.035 0.176 -0.012 0.025
(0.105) (0.627) (0.105) (0.620) (0.095) (0.614)
3 semiyears before x data-rich -0.039 -0.124 -0.039 -0.099 -0.028 -0.153
(0.095) (0.570) (0.095) (0.563) (0.086) (0.557)
2 semiyears before x data-rich 0.046 0.118 0.046 0.136 0.048 0.082
(0.090) (0.540) (0.090) (0.534) (0.082) (0.528)
Receiving 1st contract x data-rich ~ 0.168** 0.303 0.168** 0.277 0.161** 0.213
(0.085) (0.512) (0.085) (0.506) (0.077) (0.501)
1 semiyear after x data-rich 0.260*** 0.645 0.259*** 0.574 0.258*** 0.582
(0.088) (0.528) (0.088) (0.521) (0.079) (0.515)
2 semiyears after X data-rich 0.275*** 0.909* 0.275*** 0.890% 0.269*** 0.783
(0.087) (0.524) (0.087) (0.518) (0.079) (0.513)
3 semiyears after x data-rich 0.173* 0.963* 0.171* 0.711 0.178** 0.793
(0.091) (0.549) (0.091) (0.542) (0.083) (0.538)
4 semiyears after x data-rich 0.161* 1.256** 0.158* 0.988* 0.161* 1.090*
(0.096) (0.570) (0.096) (0.563) (0.087) (0.558)
5 semiyears before x data-rich 0.146 1.592%** 0.143 1.303** 0.146 1.408**
(0.100) (0.602) (0.100) (0.595) (0.091) (0.590)
6 semiyears after x data-rich 0.407*** 2.766*** 0.404*** 2.452%* 0.397*** 2.618**
(0.108) (0.644) (0.108) (0.636) (0.098) (0.631)
Controls No No Yes Yes No No
Event-study weighting No No No No Yes Yes

Notes: All regressions estimated on the sample of firms with first contracts with a public security agency. Baseline specification (Columns 1-2)
controls for time period fixed effects and firm fixed effects. Columns 3—4 include controls for firms’ pre-contract characteristics interacted with all
semi-year indicators. Standard errors clustered at mother firm level are reported in parentheses. Columns 5—6 overweight (by 1000x) control groups
(no contract firms) to address potential negative weighting issues in event studies (Borusyak et al., 2017). * significant at 10% ** significant at 5% ***
significant at 1%.



Table A.6: Public security contracts vs. non-public security contracts

Government Commercial Government Commercial

1) ) ©) (4)
4 semiyears before -0.123 0.008 -0.013 0.020
(0.195) (0.138) (0.218) (0.141)
3 semiyears before -0.121 0.001 -0.047 0.011
(0.191) (0.135) (0.214) (0.138)
2 semiyears before -0.108 -0.031 -0.075 -0.008
(0.187) (0.132) (0.209) (0.135)
Receiving 1st contract 0.396** 0.407*** 0.246 0.348%**
(0.186) (0.132) (0.208) (0.135)
1 semiyear after 0.877*** 0.846*** 0.655*** 0.791***
(0.200) (0.142) (0.223) (0.144)
2 semiyears after 1.407*** 1.355%** 1.321%** 1.309**+
(0.210) (0.149) (0.234) (0.151)
3 semiyears after 2.146%** 1.921*** 2.051%** 1.953%**
(0.222) (0.158) (0.248) (0.160)
4 semiyears after 2.977** 2.647*** 2.982%** 2.627***
(0.237) (0.168) (0.264) (0.170)
5 semiyears after 3.785%** 3.079%%* 3.894x** 2.994%**
(0.256) (0.181) (0.284) (0.184)
6 semiyears after 4.833*** 3.728*** 5.133*** 3.782%**
(0.277) (0.196) (0.309) (0.199)
4 semiyears before x public security -0.145 -0.133 -0.162 -0.117
(0.316) (0.224) (0.353) (0.229)
3 semiyears before x public security -0.051 -0.132 -0.079 -0.129
(0.310) (0.220) (0.347) (0.224)
2 semiyears before x public security 0.023 0.059 0.032 0.047
(0.305) (0.216) (0.342) (0.221)
Receiving 1st contract x public security 0.403 0.425** 0.141 0.219
(0.300) (0.213) (0.335) (0.217)
1 semiyear after x public security 0.858*** 0.796*** 0.781** 0.658***
(0.320) (0.227) (0.358) (0.232)
2 semiyears after x public security 1.532%** 1.216%*** 1.143*** 1.012%*
(0.336) (0.238) (0.375) (0.243)
3 semiyears after x public security 1.915% 1.645*** 1.462** 1.454*
(0.350) (0.249) (0.391) (0.253)
4 semiyears after X public security 2.498*** 2.550%** 2,101 2.208***
(0.369) (0.262) (0.413) (0.267)
5 semiyears before x public security 3.221% 3.349%** 2.573*** 3.336***
(0.390) (0.276) (0.436) (0.282)
6 semiyears after x public security 4.334** 4.383*** 3.588*** 4.321***
(0.419) (0.296) (0.469) (0.302)
Observations 1.19e+05 1.20e+05 1.19e+05 1.20e+05

Notes: Baseline specification (Columns 1-2) controls for time period fixed effects and firm fixed effects.
Columns 3-4 include controls for firms’ pre-contract characteristics interacted with all semi-year indi-
cators. Standard errors clustered at mother firm level are reported in parentheses. * significant at 10%
** significant at 5% *** significant at 1%.



Table A.7: Evaluating alternative hypotheses

Government Commercial Data-complementary
) ) 3)
Panel A.1: Control for contract similarity
4 semiyears before -0.185 -0.219 -0.341
(0.268) (0.231) (0.270)
6 semiyears after 5.667*** 5.630%** 6.662%**
(0.445) (0.380) (0.445)
4 semiyears before x data-rich -0.267 0.603 0.178
(0.620) (0.539) (0.627)
6 semiyears after x data-rich 3.213*** 1.091* 3.940%**
(0.664) (0.569) (0.666)
Panel A.2: Control for contract size
4 semiyears before -0.182 -0.243 -0.317
(0.267) (0.231) (0.267)
6 semiyears after 5.511%* 5.769%** 6.255***
(0.441) (0.378) (0.438)
4 semiyears before x data-rich -0.243 0.653 0.176
(0.617) (0.538) (0.620)
6 semiyears after x data-rich 2.715%** 1.759%** 2.452%%
(0.638) (0.549) (0.636)
Panel A.3: Control for firm pre-contract size
4 semiyears before -0.175 -0.240 -0.310
(0.268) (0.231) (0.270)
6 semiyears after 5.579%** 5.824*** 6.381***
(0.444) (0.378) (0.443)
4 semiyears before x data-rich -0.277 0.632 0.131
(0.620) (0.539) (0.627)
6 semiyears after x data-rich 2.898*** 1.871%** 2.764***
(0.642) (0.550) (0.644)
Panel A.4: Control for first contract’s local GDP
4 semiyears before -0.177 -0.247 -0.312
(0.268) (0.231) (0.270)
6 semiyears after 5.593*** 5.927*** 6.429***
(0.444) (0.378) (0.443)
4 semiyears before x data-rich -0.278 0.567 0.106
(0.620) (0.538) (0.627)
6 semiyears after x data-rich 2.888*** 3.054%* 3.217***
(0.650) (0.556) (0.652)
Panel A.5: All previous controls combined
4 semiyears before -0.192 -0.238 -0.358
(0.267) (0.230) (0.266)
6 semiyears after 5.601*** 5.767%* 6.645%**
(0.443) (0.379) (0.439)
4 semiyears before x data-rich -0.222 0.568 0.211
(0.617) (0.537) (0.619)
6 semiyears after x data-rich 3.056%** 2.320%** 4.294***
(0.672) (0.577) (0.669)
Panel B.1: Learning by doing - control for government pre-contract software production
4 semiyears before 0.138 -0.076 -0.081
(0.233) (0.220) (0.252)
6 semiyears after 1.769*** 3.846%** 3.652%**
(0.386) (0.362) (0.415)
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4 semiyears before x data-rich 0.170 0.869* 0.489
(0.538) (0.514) (0.586)
6 semiyears after x data-rich 1.477%** 1.116** 1.722%**
(0.556) (0.525) (0.602)
Panel B.2: Learning by doing - control for same category pre-contract software production
4 semiyears before 0.138 0.034 -0.047
(0.233) (0.209) (0.253)
6 semiyears after 1.769*** 2.577*** 3.173%**
(0.386) (0.344) (0.418)
4 semiyears before x data-rich 0.170 0.841* 0.361
(0.538) (0.487) (0.589)
6 semiyears after x data-rich 1.477%** 1.132** 2.013***
(0.556) (0.498) (0.605)
Panel B.3: Learning by doing - control for opposite category pre-contract software production
4 semiyears before 0.080 -0.076 -0.061
(0.250) (0.220) (0.256)
6 semiyears after 2.399*** 3.846*** 3.474%%*
(0.416) (0.362) (0.423)
4 semiyears before x data-rich -0.078 0.869* 0.302
(0.579) (0.514) (0.596)
6 semiyears after x data-rich 2.231%** 1.116** 2.111**
(0.599) (0.525) (0.612)
Panel C.1: Signalling - second contract within mother firm
4 semiyears before -0.078 -0.431 -0.184
(0.213) (0.362) (0.283)
6 semiyears after 4.606%** 6.730%** 6.370***
(0.332) (0.557) (0.438)
4 semiyears before x data-rich 1.035 1.047 0.820
(0.786) (1.384) (1.081)
6 semiyears after x data-rich 2.753*** 1.975* 1.024
(0.710) (1.200) (0.947)
Panel D.1: Access to commercial opportunities - drop Beijing and Shanghai
4 semiyears before -0.179 -0.242 -0.277
(0.264) (0.166) (0.249)
6 semiyears after 5.511%** 5.873%** 6.286***
(0.423) (0.264) (0.397)
4 semiyears before x data-rich -0.114 0.763* 0.235
(0.634) (0.404) (0.603)
6 semiyears after x data-rich 2.983*** 1.118*** 2.863***
(0.641) (0.403) (0.605)
Panel D.2: Access to commercial opportunities - firm based outside contract province
4 semiyears before -0.195 -0.165 -0.293
(0.209) (0.245) (0.218)
6 semiyears after 5.254*%* 5.862%** 6.153***
(0.333) (0.387) (0.346)
4 semiyears before x data-rich -0.053 0.721 0.177
(0.555) (0.658) (0.586)
6 semiyears after x data-rich 2.365*** 2.747*** 2.815%**
(0.542) (0.636) (0.567)




Notes: Specifications include full set of time indicators and interactions with data-rich con-
tracts; only selected coefficient estimates are presented. Standard errors clustered at mother
firm level are reported in parentheses. Panels B - G replicates the baseline specification in
Table 3 but additionally interacts controls with time dummies, where Panel A.1 interacts
contract similarity, Panel A.2 interacts the size of the contract, Panel A.3 interacts the mon-
etary size of the firm, Panel A.4 interacts the GDP of the first contract’s location, and Panel
A5 interacts with all the above controls. Panel B.1 controls for the total amount of govern-
ment software produced by the firm at 1 semiyear before the contract; Panel B.2 controls for
the total of amount of software indicated in the column by the firm at 1 semiyear before the
contract; Panel B.3 controls for total amount of opposite category software produced by the
firm at 1 semiyear before the contract, where opposite category references the other cate-
gory in the pairings between government and commercial intended software, and between
Al and non-Al related software. Panel C.1 restricts the sample to only subsidiary firms that
did not earn the first contract within the mother firm—note that the number of observations
falls to 9,300 observations in Panel C.1 from 17,400 in Table 3. Panel D.1 excludes contracts
from Beijing and Shanghai (the two highest capacity prefectures/provinces), and Panel D.2
restricts the analysis to firms that have their first contract outside of their home province. *
significant at 10% ** significant at 5% *** significant at 1%.
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Appendix A Proofs

Appendix A.1 Existence and uniqueness of a BGP equilibrium with

entry of all types of firms

Proposition 1 (Existence and Uniqueness) Let p,(p.) be the implicit function defined by the
pricing equation (4) and p4(pc) be the implicit function defined by

(0, pe, pa) = 1=11z(pz(pe))- (22)
Let pq(dy) be the unique solution to

Hg(ngd_g) X

K
£ pe 1+Bx—1)

= dg. (23)

Given price p, a necessary condition for a BGP with N./N; > 0 and Ng/N; > 0 to exist is

1 o\ — - 1
QC(O/PC/Pd(PC))l X < Yo (1&1) ‘ < %(dgrpcfpd(l?r:))l ".

—£ — L 24
LOpapap) Dy Ky dpldgpopapd) =
If the condition above holds, sufficient conditions for a unique equilibrium to exist are
T>1+B(x—1) (25)
- - - F
e (pe(dg), dg) +Te(dg, p , pa(p,)) — (2 + A) I1.(0,p_, pa(p.)) <0 (26)
- - - F
g (pg(dg), dg) +Te(dg, Pe, pa(pe)) — (2 + A> (0, pe, pa(pe)) > 0, (27)

where p_and p. are the smallest and largest p. such that pz(pe), pa(pc) are strictly positive.

We now proceed to prove this proposition. From the representative household’s Euler
equation, we obtain that in a BGP:
r=0n+p (28)

Moreover, market clearing in the goods and data markets requires:'

. _1 - 1 —€
Neqe(0, pe, pa)' ™ ¥ + Ngge(dg, pe,pa)' % = Yo = (1’1_6,) Y )
_1 —e
Nag:(p) x = Yo = (2£) Ty (30)
- 1
i Negqg(dg, pe) ¥ =Y=G (31)
Ncdy (0, pe, pa) + Ngdp(dg/ Pe,Pa) = Dy, =xpY (32)

From (4), it is straightforward to see that p.(p.) exist and has a negative derivative.

INote that, as for the case of government data, we assume that private data is not sharable across firms.
This can be seen from (32). Again, we abstract from the sharability of data across firms to transparently
focus on the implications of the sharability of data across uses within a firm.
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Equations (22) follows directly from the free-entry conditions of private innovators. Then,
pa(pc) exists and has a positive derivative since profit functions are increasing in their

output price and decreasing in the data input price.

7 1+B(x-1)
X

Equation (23) follows from the fact that [Ty (pg, dg) = pedq(pg, dg)' together

with market clearing in the government data and goods markets.
Then, combining the market clearing conditions in the private data and goods mar-
kets, we obtain N./N, and N/ N as functions of p,:

Ne 1-1 - 11 -1 Y,
l N, ] B [ 90 perpalpe)) * - feldg perpalpe)) 7 ] [ X ]
Y. dp(0,pc, pa(pe))  dp(dg pe, palpe))

Yc Pc —€ €
() ] p=(pe) -1
[D] [ (B0 et

N;

=

When the determinant of the square matrix is negative, then N./N; > 0 and N¢/N; >0
if and only if the inequalities in (24) hold. We now show that the determinant is indeed
negative. This requires showing that

- 1—-1 1-1
qC(dg,_Pc/ pa(pe)) * > 7c(0, pe, pa(pe)) %
dp(dg, pe, pa(pe)) dp(0, pe, pa(pe))
which is also necessary for (24) to hold.
The optimality condition for private data demand is,
(1-p)(x=1)

1 ! r-1 % #71 — X — T+B(x—1
dy’ (a(dg>v+<1—a><dp>v) (st )—uptf)(r?c)”ﬁ"‘”ﬁcl qf‘)) T e

Then, using the definition of 4.(.), we obtain

‘16( grPc/Pd(Pc)) %_ X palpe) o d_g WT
= ((1 < E (P ) 1) (35)

(grPCrPd(PC)) x—1 Bpc —a) q/Pc/Pd *
a0, pepa(p)) 5 a 2 3
(0, pe, palpe)) ((1—a>< @ v, ) ) > (36)
9c(0, pe, pa(pe)) ' -
4,0, po palpe) (37)

To conclude the proof, we need to show conditions under which p, exists and is unique.
From the free-entry conditions for software producing firms, we obtain one equation that
implicitly defines p.:

T (), )+ Tl pe pa(pe)) = (24 5 ) 10, palpe)) = 0.

We first show that v > 1+ B(x — 1) is a sufficient condition for the left-hand-side (LHS)
of this equation to be strictly increasing in p.. Totally differentiating

OLHS _ OlL(dg, pe, pa) ( F) MIc(0, pe, pa) | [ OMe(dg, pe, pa) ( F > oL1c(0, pe, pa) \ 9pa
24 = + —(2+ = s
e ape A e P4 A op4 e

_ anc(d_g'Pc/pd) - <2+F) ch(OrPc/pd)
apc A pc
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aIl, (d_gwpupd)

P . F oL (pz) % . oI1c(0, pe, pa)
+ ( al_[c(o,pf/pd) <2+ )\) <]/lz op,  9Ipc pc
P
F 1-1
= gcldg perpa) 7 — (24 1) 90 pepa) X
F d}?(d_g/ Pes pd) 1-1 aHz(Pz) apz
+< 2+A) B dP(OrPc/pd) (qC(O;Pc/Pd) f Tk pz apc)
e ( PP (0, pepa)'
gsPesPd qc\Y, Pe, Pd 7
= - dy(d s Pcr
( F

2+ ) _ dp(dg/ Pe, Pa) E)Hz(pz)%
A dp(O, Pe,Pa) dp:  9pc

F d (d_ ,Pc/Pd) aHz(PZ) apz
>—|(2+5) -5
<( /\> dp(0,pe,pa) )1 op= ape

> 0.

The second equality follows from the implicit function p;(p.), the third equality from the
envelope theorem, and the fourth equality simply rearranges terms. The first inequality

1 1

qc( g/PCrPd) X qC(O/pC/pd)17X
t dp(dg,pe,pa) dp(0,pc,pa) The
last inequality follows from the fact that al_[Z’Sp 2090 0 and that, from (34), we have that
when v > 1+ B(x — 1), the function dp( o Pes Pd) is weakly decreasing in d . As such,

dp(d_g/pc,Pd)
dp(0,pc,pa)
Finally, since when v > 1+ B(x — 1) the LHS is increasing in p., Bolzano’s theorem

follows from the fact that we have shown above tha

< 1 and the inequality holds.

implies that a necessary and sufficient condition for p. to exist and be unique is that the
LHS evaluated at the smallest (largest) p. is negative (positive). The last two equations in
the theorem state these conditions.

Appendix A.2 Proof of Theorem 1 and Corollary 1

Instead of showing comparative statics with respect to poG/Y (as in Theorem 1), it is eas-
ier to first consider changes in dg (as in Corollary 1) which result in equilibrium changes
in poG/Y. Thus, we first show the comparative statics of 7 and 7, with respect to changes
in d;. We then show that both p,G/Y and Dg/Y increase with dg. Finally, we provide

intuition for the results.

Part 1. Rate of Innovation Totally differentiating the free-entry conditions, we obtain

ang(d:grpg) + g (dg,pg) 8& ch('{g_rPCrPd)
9P ad dpg  od od
Pe _ g g g

ady - = =
8 _ F\ _ dp(g.pe.pa) Lz (pz) 9pz 7 9c(dg.pe,pa) S _ 9c(Opepg) X *
((2 + /\) dp(0,pc,pa) ) Mz dpz  dpc + dp (dg, Pes Pd) ( dl’(dg Peba) dp(0,pc,pa) )
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pa _ _( oIl (pz) op=

-1 1 e
= O F /F
ddg dp:  9pc — (0 pe d) ) (

dp(0, pe, pa) @

apc -
od,

numerator is positive as well since pg(dy) is increasing in dq. Taken together they imply
that

We have shown in the proof of Proposition 1 that the denominator in 35 is positive. The

Opz _ o OPa _  9Pe
= 0, 0, 0.
od, ~ V' ody " ady
And, finally, using the expressions for 7 = (r —p)/ 9 = (uI1L(pz(pc)) — p) /6, we get that
o
Z1T 50
ody ~

Part 2. Direction of Innovation From the market clearing conditions in the commercial
goods market we have

1—a Y. N 1 -1 N, 1 - x=1
( a p) =y, =N Opepa) Tty popa)
Pe z *q2(p2) ?q2(pz) X
x-1 - X1
. N, QC(OrPCrpd) X +qc(dgzpc/pd) x
— ¢ s .
N 9z(pz) *
Thus,
. x-1
_(l-ap: qz(pz) *
e = a pe a1 et
¢ QC(O Pc/Pd) X ‘|‘QC(dg/Pclpd) X
_1a<1apz>€ 7P Tt 1
a a  pe 7TC(0, Pes pd))( HC(d_ngcde) X 71
1+B(x—1) . )VTﬂl(dg()l 7)(({ )7771
a(dg +—a){dp
1+ 7e(0,pc,pa)x
1—a<1—apz>e_11 1 1
g a p 14+ B(x—1) Fy___medgpepa) 1 ’
c z 1+ (2 + /\) g (dg,pg)+7c(dg,pe,pa) R a(z?g)’YT_l
+B(x— = -
"‘('{2)%1*(1*"‘)(‘{[0)771
x=1 _ x=1
where the second line uses that 77, (p;) = p.g-(pz) * %, 70:(0, pe, Pa) = Pcqc(0, pe, pa) *
-1
a(dg) Y
1+ﬁ(X_1) 7= (g) y—1
I — pege(d T 0T 008 T g Jagt Tine foll
and 71.(dg, pe, pa) = Peqc(dg, pe,pa) * - . The last line follows
from the free-entry conditions.
Then, differentiating
_Hf(d_grp(?rp_d) (2+§)

) g (dg,pg)+11c(dg,pe,pa) P a(dfg)%fl Lo pepd)

Pz - —1 1 _1c\fg,Pe/Pd
dlog(rzc) > (e — 1)dlog (FjC) _ W) T +0-dp) T dlog (Hg(dgfl’g)-i'_nc(dgrpmpd))
dlog(dy) dlog(dg) 1, __ Uelgpepa) 2+5) dlog(dy) ’

I (dg,pe)+11c(dg,pe,pa) od )7771
1+ﬁ(?(*1) =1 g =

Y
a(d_g)TJr(l—a)(d_p)T
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|
"‘(dg) v

where the inequality follows from the fact that we have shown before that = =
_ a(dg) 7 +(1—a)(dp) T

increases with d, when y > (1+ B(x — 1), which is one of the conditions we imposed for

the BGP to exist and be unique.

We have also shown before that dh’g (pz) >0 dlog (gc) < 0. We thus have two cases.

dlog(dy) " dlog(dg)
dlog ( e (dg/Pc/P_d) )
. . e (de,pe)+11c(de,pe, ) .
First, if st zlzé;)(;- ;( greba) > 0, then we can directly see from the expression above
8
that € > 1 is a sufficient condition for Z;i Encg > 0.
dlog( Tc(dg.pe.pg) )
. I1o(d , HC d Pe, . .« .
Second, if gldgpg) ey perbd) < 0, we next show that ¢ > XHBx=1) is a sufficient
dlog(dy) 1+p(x—1)
condition for 281 (1) > 0. Since, XHp=1) > 1, this condition is sufficient in the first case
dlog(dg) 1+B(x—1)
as well.

dlog( Z) > dlog( )

0g(d) ' dog(d,) is less than 1, we have that
8

Since the term multiplying -

Pz ) Hc(d_grPCrP_d)
dlog(r) > (e—1) Alog (F’) dlog (Hs(dg'rﬂg)mc(dg,pupd))
dlog(dy) dlog(dy) dlog(dy)
Pz - _
> (e— 1)dlog (E) dlogHg(dg, Pg) _ leS(HC(dg/ Pe,Pa))
dlog(dy) dlog(dy) dlog(dy) ’

(d_g/pg)
Hg<dg,pg>+nc<dg,pc,pd)
Moreover, combining the market clearing conditions in the markets for government

goods (31) and data (33), we obtain pg(d,) and then

- ; X _
dlog(Ig(dg, pg(dg))  T—B)x—1) +Bx 1)_

where the last inequality follows from the fact that

dlog(dy) 1+B(x—-1)
Furthermore, we have that
-2l
dog ey, perpi)) 7 gx 1 a(dg)
dlog(dg) YK a(d)T 4 (1 ) g pepa)) T
x—1

4 peqc(d, ¢ Pe,Pa) ¥ dlogpe B padp (dg/ Pe,pa) dlogp,
e(dg, pe,pa)  dlogdg  Tle(dg, pe, pa) dlogdg
y—1

% ,BX_l a(dg) dlogp,
1 1 - -1
U Xoad)T + (1 -y pepa) ™ H08%
X—

n chc(d_glpc/pd)T (dlogpc 1_ (1 . IB)X_ 1> dlogpd)

H<>Q

Uc(dg, pe,pa)  \ dlogdg x ) dlogd,
-2l
v x-—1 a(dg) dlogpy
v - 1’3 X 7yt 7 e dlogd,
a(dg) T + (1 —a)(dy(dg, pe,pa)) 7 $

—_
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X dlogp. ( X — 1) dlogpy
+ e _(1-(1-prt— <A
a(gg)”%l (allogdg (1-$) x ) dlogd,
1+B(x—1) =T : =T
a(dg) 7 +(1—a)(dp(dg,pe,pa)) 7

where the first line uses the envelope theorem, the second line uses that I, (Jg, Pe, pd) =
- x-1 _ - _
peqc(dg, pe,pa) ¥ — padp(dg, pe, pa) — ¢x(dg, pe, pa) and that px(dg, pe, pa) = (1 .B) (dg/ Pes Pd)

and the last line uses that X
.
a(d, Y
A1) ——g e —
ol w(dg)” T +(1-a)(dp(gpcpg) T

I1e(dg, pe, pa) = pede(dg, pe, pa) -
Also, from the free entry condition I1.(0, p., py) = yZHZ(pZ) we have that

Ie(
dlog(ps) _ 1dlog(pc) 1 1 dlog(pz) (38)
dlog(dy) — Bdlog(dg)  B1+p(x —1) dlog(dy)

Replacing, we obtain

dlog (T1e(d, pepa) _ B a(d) T . ostt) + bt
dlog(dg) a(dy)’ ™ + (1= a)(dy(dy, pe, pa)) T L+ Bl —1)— s a(d-g)%_ .
a(dg) T +(1—a)(dp(dg,pe,pa)) 7
dlog(pe) _(x—=1) 1 1 dlog(p=/pe)
dlog(dg) 1+ B(x — 1) 1+B(x—1)p dlog(dy)
P 1 Bx—1) 1dlog(pz/pc)
r=1" x  1+Bx—1 B dlog(dy)
N §
where the inequality uses that = 2ldg) 7 — < land Z;Zg—gg"; <0.
a(dy) T (+(1( a)(dp<)d)g Pepa)) T 8% i)
. . . . dlog I1.(d, Pesp . dlog(I1e(de,pe(d
Finally, using the inequality on dlog (gd'g) 2 and the expression for o . (%g)g £,
dlog(ne) (4" (5:)  ( dogity(dy py) _ dlog(ITe(dy, pe,pi))
dlog(dy) dlog(dg) dZOg(') dlog(dy)
>(€_1)dl"g(f_fj)+ TpeD APXD oy x—1 (k1) dlog(p:/pe)
dlog(dy) 1+,B()(71) =10y 1+B(x—1) dlog(dy)
(o by s () , mflen A=y xn
1+ p(x—1)/ dlog(dg) 1+p(x—1) -1 X
N (e_wﬁ(xl)) dlog (1) gl +AG- D) 4P 1) gx =1
1+p(x—1) ) dlog(dy) 1+p(x—1) px—-1)  x
(-2t dog () 1 a-pa-
1+p(x—1) ) dlog(dg) ~ (1-p)(x—1) X ’

where the last inequality follows from the fact that y > 1 + B(x — 1) is a condition for the

s

BGP to exist and be unique. Then, to conclude, since o3(d C)
8

E

> 0, a sufficient condition

dlog(n.) x+B(x—1)
for Tlog(d,) > (O is thate > TEEOCT)
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Changes in p,G/Y and D, /Y as a function of changes in d; We now show that both
government spending p,G/Y and data Dy/Y increase in a BGP whenever d, increases
We have that

G_ 1Ng dy

,l
Yo KNz g (p) a2

1
c ¢ (0,pc, (c)) X 7
1 (5) _KP% _ dg
ke %(%?f/iﬂd(iﬂc))]*% — 2e(0,pepalpe)) dp(ds, pe, palpe))

dp(dg/Pc/Pd(PC)) dp(o pepa(pe ))
l 11—«

X=lpgq et —_ . dy 5
Kg o ( v PU )Pd(Pc)(pC) p)( (d, ) ’

dp dg/ Pes Pd(pc))

where the second equality follows from the solution to Ny /N in Theorem 1 and the last
equality uses the expressions in (35)

Differentiating,
dlog(G/Y) XT_lﬁ(l —a)¢ pdl 5 (pe) ¢ ((6 ) dlog(p.) N dlog(pd)>
dlog(dy) XT—l (1— a)e@ (p)' ™ —xp dlog(dg) — dlog(dy)
4 1 1— dlogd, (dg, Pes pa(pe))
i dlog(dy)
. dlog(pe) | dlog(pa)\  1dlogdy(dg, pe, pa(pe))
- <(€ 1)dlog(d_g) + dlog(d_g)) 0% dlog(dy) !
L2p(1-a) e (pe)'™
where the inequality follows from follows from —— — > 1.
ﬁ(l a)¢ (pc) (pe) Kp
Moreover, differentiating equation (34), we obtam

dlog(‘jp(‘{g/ Pes Pa)) _

1 (dg) +(1—a)(d
0% dlog(dy) 7L

p(dg, pe,pa)) 3 ( dlog(pc) leg(Pd)>
1 e 1
a(dg) T+ gl (1= @) (@ (dg, pe, pa)) 7 Plx
y

’Y

—1) dlog(dy)  dlog(dy)
- Ll
oy 7
- St 1
v 1+'B(X 2 ‘J‘(dg)ﬂrv _'_Wz(—l)(l_“)( p( g/Pc/Pal))ﬂy7
Replacing above and using the expression for 4 ‘g Eg ; in (38), we obtain
dlog(G_/Y) et 1-— ,B>dlog(;zc) 1 1 dlog(pz)
dlog(dy) B ldlog(dy) 1+ p(x—1)dlog(dy)
_ _ -1 dlo dlog(pe
1 ald) T +A—a)dpgpepd)T 1 oy — (1= ) ity
PN § -1 —
V()T + ey (- ) @y pepa) T P ITTAAD)

~ 1-pdlog(pe) 1 1 dlog(p:)
> <(€+ B dlog(') B1+B(x —1>dlog(_)

dg)
dlo ( r dlo c
_ 1 1 dzo§<p - ﬁ)dzog Z )
I+B(x-1)B 1+p(x—1)

A.30



~ (ex 1B (4 1 dlog(pe) 1 1 px —1) dlog(p:)
- ( i (1 (1+ﬁ(x—1))2>> dlog(dg) | BT+ B(x 1) 1+p(x 1) diog(dy)
>0,

where the second line follows from v > 1+ B(x — 1), and the last line collects terms and

dlog(pc) dlog(pz)
comes from the fact that dlog(dy) <0, Tlog (0] > 0.

Finally, since Dy/Y = k,G/Y and we have shown before that p, increases with d,, the

above then implies that Dy /Y and pyG/Y increase with d,.

Intuition To understand the theorem and corollary, it helps to consider the construction
of a BGP equilibrium given an exogenous increase in dy and pg (instead of just dg or
p¢G/Y). The exogenous increase directly results in higher profits for those software firms
obtaining government contracts through two channels. First, through higher revenues
from government software production, due to both higher p, and productivity when d,
is higher. Second, through higher revenues from private software production, due to
higher productivity when government data is used.

The higher profitability results in more R&D spending in innovation. In a BGP with
free entry of innovators, the opportunity cost of investment (r) has to increase until inno-
vators are again ex-ante indifferent between introducing a new variety or not. Further-
more, the increase in r is necessary to give the signal to households to invest more of their
resources, which is ultimately consistent with the BGP increase in R&D spending and, as
such, in the rate of innovation 7.

However, note that the above logic holds for given prices p;, pc, ps. Yet, at the new
higher opportunity cost r, private software only and non-software innovators would not
want to introduce new varieties at the old prices. Thus, in a BGP where all three types of
firms are present, it has to be that prices change such that profits increase for these other
firms not directly affected by the increase in dy and p,. For non-software innovators, this
requires that p, increases — which then implies that p. has to fall so that the final goods
representative firm makes zero profits (equation (4)). For private software only innova-
tors, this requires that p, falls to compensate for both the fall in p. and the increase in
r. Finally, under the sufficient conditions for existence and uniqueness of a BGP equilib-
rium, 7 increases because the direct effect from the increase in d; dominates the second
round, general equilibrium effects of the changes in prices.

Note that the above construction determines p., p,, ps, ¥ and 5 as implicit functions of
dg, pg purely from the free-entry conditions of firms and the Euler equation for house-
holds. Next, we turn to the market clearing conditions to understand the change in the

direction of private innovation #.. From the definition of n. together with equations (29)
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and (30), we obtained before:

= () i - (39)

-1
a  pe X
_

qc(0, Pc/Pd) X +qc(dg, pe, pa) ©
YC

—%
Thus, there are two countervailing effects on the direction of private innovation from

the increase in dg, pe. First, the increase in pz and decrease in p. result in an increase in
the relative demand for private software . This demand effect biases the direction of
innovation more towards private software (mcreases n.). Second, the combined increase
in dg and changes in p., p; may potentially result in an increase in the relative output of
private software per firm (the second term decreases). This decreases n.. The theorem
shows that, if demand is sufficiently elastic (¢ > )fig—;}) and the conditions for a BGP
to exist and be unique are satisfied, then the demand effect dominates and 7. increases.
To conclude the intuition for the theorem, consider the market clearing condition for
government data (33). When d, is higher, more government data needs to be supplied to
those firms obtaining government contracts. Yet, at the old pg, the increase in government
software production G/Y and thus government data as a by-product g, (d,, pg)l_}? is
insufficient to match the required demand. This is because there are decreasing returns
to dg and thus the supply increases less than proportionally. Thus, it has to be that p,
increases as well so that gq(d,, pg)lfi further increases to match the required increased

in dg.

Appendix B Quantitative analysis

Appendix B.1 Equilibrium conditions
Letting i = ¢,g,z, 0« = 1ifi = gori = z,and dg = 1if i = z, the profit maximization
problem can be generically written as

m=max Ko (a0 ()P~ px = pud.

dpx X —

First order conditions are:
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This implies

-1 -1 %’B% _pyx—1
T = p; (oc(dg)v+(1—o¢)(dp) 7 ) (x)(l B Xil %
a(dg) 7 + (L—a)(dy) 7
o 57(;1 1
x= (a&%)wf+( xdp)Hl)” lﬂm?x<pi14)ﬁ 1-(-p i L

o ¢ x—1
a(de) 7
1+ﬁ(X_1) -1 ( g> =1
a(dg) 7+ (1—a)(dp) 7
o B . a-p At
=t -1 11\ 717 T — B\ T apat
005 = 5 (87 (w7 )T ()
-1
B ST L I P
X o5 _ Pd
w(de) v +(1—a)(dy) 7
So, normalizing ¢ = (1 — B), we obtain:
Mg (dy, ) = (p) 80 (d) ¥ L)
Mg(dg pg) X
v, — N, Js(dg Pg
§ g_ pg  1+px—-1)
; X ] 1\ D 1
el s ps) = (pe) T (a(de)" + (1= )y, o)) ) _Lox
Nt
a(de) 7
(1+IB(X_1) _ 1 (g) _ 71)
a(dg) 7 + (1 —a)(dp(dg, pe,pa)) 7
1 (1-a) A N - 71 %155372;5_1
(g perpa))? = o () T (ald)" (L )y o)) ) p
I S 15%791) 1
(0, per pa) = (pe) 0 (1= ) Ty 0, perpa) )7 =
- 1 x FB(x—1) gl+p(x—1)
dp(0, pe, pa) = W(Pc) (1I—a)rT plPx
7 7(
- 71 -8
Yc = (NC+ 1 /\)\Ng> % ((1 —0()( 0 Pc/Pd WT - C 1+ﬁ(XX*1)
X -1t o ik (1-B)-1)
+Ngﬁ <(X(dg) -+ (1 *(X)(dp(dg, Pes Pd)) Y ) (pc) 1+B(x-1)
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1—A -
Dp = (Nc + /\Ng> d}ﬂ(o Pe, pd) + Ngdp(dg' Pes Pd)

M(ps) = (poy ey THEAZD

IT:(p:) X
Y, =N, .
p: 1+B(x—1)

Furthermore, from the profit maximization of the final goods seller together with
goods market clearing, we obtain:

1—a <YC)l _ Pe
a Y, 1 Pz
(1= @) (pe)' = +a(p2)' ¢ 7" = 1.

And the remaining market clearing conditions are

G =Y,
D¢ = x¢G

And the free entry conditions are

- - F
0 = Tlg(dg, pg) + e(dg, pe, pa) — (2+ X)VZHZ(PZ)
I, (Or Pe, Pd) = u 1, (Pz)
pedla(pz) = O +p =7,
where the last equality follows from the Euler equation of the representative household
in a BGP.

Appendix B.2 Calibration

We externally calibrate 8 = 2, p = 0.03, x = 6, which are standard parameters in the
literature. As for the elasticity of substitution between software and non-software in-
termediates, we set € = 1 so that the aggregate production function is Cobb-Douglas.

We set a, uz, F, kg, kp such that the initial BGP equilibrium is symmetric: the direction of
Ng

innovation is unbiased (NZ = x = 1) and all sectors have an identical output share
(”Z;Q = ng = 1). We assume a growth rate of 6%, which matches the annual per-capita

GDP growth rate in China in recent years.

The parameters left to set are those associated with data as an input in innovation:
the share of data in production B, the elasticity of substitution between government and
private data -y, and the productivity of government data in private software innovation «.

Admittedly, we have a large degree of uncertainty about  and . Our empirical evidence
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on the responses of government and commercial software following the receipt of data-
rich government contracts at most show that § > 0 and v < . So, for our baseline
calibration, we will simply set them to 8 = 0.8 and v = 1+ B(x — 1) + 0.1 which ensure
that a symmetric BGP equilibrium exist.

However, given f, 7y, we next show how to pin down the parameter governing economies
of scope a from our empirical evidence. Fixing prices and differentiating the optimal lev-
els of software production for those firms obtaining contracts with respect to dg, we obtain
the partial equilibrium responses:

Alog(qg) = 1Jréﬁ_l)ﬁAloze'(d'g)

Alog(qc) = T o Sgi S0 Alog(dg),

where
14

S
I

- =1
(1 - ) ellgen)

These responses are the model equivalent to those that we have estimated for high ca-
pacity contracts in Appendix Table 3, columns (1) and (2). Then, when setting the gov-
ernment and private data in software production in the symmetric BGP to be identical
(dg = dy(dg, pe, pa)), we obtain that & = ¢ and therefore:

Alog(qc)
Alog(q)

_ v _ Alog(qd)
1+B(x—1)+v (1 Alog(‘?g))

1

We use the coefficients in Appendix Table 3, 6 Semiyears after x High-capacity, columns

(1) and (2). They imply an elasticity of private to government software (2;2(‘5 ((Z;))) of about

2/3. Given our parameterization, this results in « = 0.8.
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