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Social groups and credit shocks: Evidence of inequalities 

in consumption smoothing  

 

 

Abstract 

A strand of research holds the view that restricting access to credit to regulate over-borrowing 

can worsen consumers’ financial condition. Another strand of research holds the view that 

access to credit in the developing countries with subprime credit markets is determined by 

social groupings and ethnic affiliations. By merging these two strands of research, we 

investigate the impact of Andhra Pradesh microfinance act (2010) on the consumption 

expenditure of marginalised social groups and the upper caste Hindu groups in India. We 

construct an aggregated district level panel data for eight quarters and estimate the impact of 

unanticipated policy change. The results of our analysis show that the sudden restriction of 

access to credit has relatively larger impact on the consumption levels of the marginalised 

social groups: lower castes, tribes, and Muslims. The findings also confirm the failure of 

contingency policy enacted for smoothing consumption. 

 

JEL classification: D12, G2, Z13 
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1. Introduction 

For the growth of small and medium businesses, literature suggests that the lack of access to 

credit is a major constraint (Beck & Demirguc-Kunt, 2006). Small businesses are arguably 

linked with economic growth and poverty alleviation (Beck & Demirguc-Kunt, 2006; 

Snodgrass & Biggs, 1996), and expanding cheap credit makes the small businesses (weakly) 

better off. Therefore, they are lucrative for both policy makers and commercial lenders (Karlan 

& Zinman, 2010; Zinman, 2010). However, the literature and policymakers are divided on the 

issue of access to subprime credit to consumers (Zinman, 2010).1 While some arguments 

suggest that access to cheap credit can be welfare maximising, (Karlan & Zinman, 2010; 

Zinman, 2010), contrasting theories suggest time inconsistent biased preferences and excessive 

liquidity can reduce welfare of the consumers due to underestimation of borrowing cost and 

over-borrowing (Guha & Chowdhury, 2013; Laibson, 1997).2 

Especially in the case of informal markets, the concern is of inefficient lending practices at 

usurious interest rates. To complement these concerns, a body of empirical literature has 

evolved to vindicate the disadvantages of easy access to consumer credit in incomplete markets 

(Carrell & Zinman, 2014; Melzer, 2011).3 However, there are several others who provide 

evidence in support of informal credit (Lahkar & Pingali, 2016). The supporters provide 

evidence that, even if the loans are costly, up to a certain extent, access to credit provides 

assistance in consumption smoothing to absorb expenditure shocks (Morse, 2011; B. J. Wilson, 

Findlay, Meehan, Wellford, & Schurter, 2010). The supporting evidence also states that access 

to costly credit assists in restricting income uncertainty, health, and financial problems leading 

to consumption shocks (Karlan & Zinman, 2010; Morgan & Strain, 2008). 

Although restriction on access to costly credit through microfinance and other credit agencies 

is an ongoing debate, in the context of developing countries, the role of social networks based 

on tribes, kinships, clans and ethnicities in providing credit and other forms of support at the 
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time of contingencies is important. This strand of research has huge amount of literature on 

community networks in developing countries and their role in bringing economic efficiency by 

solving the information and commitment issues (Coleman, 1988; Ghatak, 2000; Ghatak & 

Guinnane, 1999; Munshi, 2014). Our focus is mainly on the ubiquitous feature of community 

networks in the developing countries which provide safety nets to smooth consumption 

(Mazzocco & Saini, 2012; Munshi & Rosenzweig, 2016; Townsend, 1994).       

We contribute to the literature by merging these two main strands of research. We do so by 

estimating the impact of restricting credit access to prevent over borrowing on different 

socioeconomic groups. We use a natural experiment of a sudden and forced shutdown of all 

microfinance industry in the state of Andhra Pradesh (AP), India by an ordinance in October 

2010. The sudden ordinance brought the MFIs to its knees and restricted the households’ access 

to credit within the state of AP.4 We estimate the impact of this unexpected credit withdrawal 

on average household consumption at the district level (aggregated) on the whole population 

of AP, on the higher social groups, and on the marginalised social groups, respectively. Our 

results indicate that the impact of unexpected credit withdrawal from the market by the AP 

ordinance had a negative and statistically significant impact on consumption expenditure in our 

Diff-in-Diff estimation with matched districts. Once we separate the data for upper caste social 

groups, we do not find statistically significant impact on the average household consumption 

at the district level. However, for the sample of marginalised social groups, the average 

household consumption at the district level declines after the ordinance. In the context of AP 

ordinance, it is important to mention that there are very few rigorous econometric studies on 

the impact of this policy on consumption, health, and education (see, among others, Breza & 

Kinnan, 2018; Sane & Thomas, 2016). However, there is no existing study, in our knowledge, 

which quantitatively examines the heterogenous effect of AP ban on consumption by social 

groups.  
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The plan of the rest of the paper is as follows. In section 2, we discuss the AP ordinance and 

law which shut the microfinance industry in the state and imposed sudden credit withdrawal 

from the market. Section 3 presents an overview of the social structure in India and its relevance 

in post shock consumption smoothing. Section 4 presents identification strategy. Section 5 

describes both unit level data, aggregated data, and construction of panels. Section 6 presents 

estimation results and some robustness checks. Section 7 presents conclusion with policy 

implications.  

2. Microfinance in India and development of Andhra Pradesh ordinance 

2.1 Microfinance in India 

The main objective of the federal government between 1950s-1980s was to increase access to 

credit to decrease poverty thorough agriculture. However, without any focus on basic 

infrastructure of saving mobility and recovery, the extension of state owned formal financial 

system for informal markets became unsustainable and deemed a failure in mid 1990s (Satish, 

2004). 

Microfinance started in India in 1980s when Self-Help Groups (SHGs) of females originated 

in some of the southern states. Initially, these groups were voluntarily organised by the female 

members for savings, formal agencies (for e.g. National Bank of Agriculture and Rural 

Development (NABARD)) supported the development of these groups by connecting them to 

formal banking. However, the expansion of MFIs as a specialised industry started in 1990s. 

The new entrants followed the model of Grameen Bank and were backed up by the central 

bank (Reserve Bank of India (RBI)) and NABARD (Mader, 2013). Although India’s 

microfinance industry started late, it yielded immediate results among the poor due to the pre-

existence of social norms and experience of managing debt. Also, the change in 

macroeconomic policies of liberalisation in India in early 1990s compressed rural incomes, 
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increasing the demand of debt (Mader, 2013). Population, climate change, and restructuring of 

risk were other factors. As a result, there has been a constant rise in the percentage of 

households under debt in India, especially amongst farmers in the rural areas (Taylor, 2011). 

2.2 Development of Andhra Pradesh Ordinance 

While 48.6% households were indebted in India on average, there was a considerable 

difference in AP with 82% indebted households in 2005 (Rao & Suri, 2006). There were several 

causes of microfinance led debt differential of AP in comparison to other states. First, there 

was huge change in the state level policies in sponsoring and promoting the microcredit through 

SHGs and it was nowhere as pronounced as in the state of AP. In the early 2000s, around half 

of the SHGs of India were based in AP receiving more than fifty percent of total credit from 

the formal banks under the state policy (NABARD programme) (Taylor, 2011). Second, the 

World Bank was backing up the reforms agenda of the state government and provided the 

financial support in promoting microfinance activities in the state. Third, the state 

government’s expansion of microfinance (or SHGs) was not solely based on the objective of 

poverty reduction – it was also led by the populist idea of retaining the vote share in the state 

after retrenchment of welfare programmes caused by general change in trade policies (Taylor, 

2011). Analysing the decentralisation of power, Johnson, Deshingkar and Start, 2005, indicated 

the political role of SHGs where the incumbent government tried to construct a direct network, 

bypassing the panchayat (village council) level local political structure. Conditional on these 

political motives, only around one quarter of all SHGs, mainly established by comparatively 

better off groups, received access to microcredit. 

In India, MFIs can be classified in three main categories: community centric and not backed 

by formal sector, not-for-profit (or NGOs) cooperatives, and profit maximising non-banking 

finance companies (NBFCs). NBFCs main purpose is to maximise the returns for investors and 
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these don’t intend to serve the purpose of poverty alleviation (Nair, 2010). As the inequality in 

accessing credit by relatively poorer individuals under state sponsored programmes increased, 

several NGOs treated it is an opportunity to provide access to the politically constrained groups. 

These NGOs quickly transformed into NBFCs to provide credit to constrained individuals. 

Soon these not-for-profit NGOs acted as a financial intermediaries of commercial banks where 

commercial banks provided the liquidity to lend by buying the NGOs debt portfolios (Sriram, 

2010).5 Also, the loans related to SHGs and MFIs were mainly used for non-income generating 

purposes. Most of these loans were used for immediate expenditure: health, consumption, and 

household. Only a small proportion (not more than one fourth) of these loans were used for 

income generating activities. As discussed below in detail, for variety of reasons, large 

proportion of loans and credit transaction involved MFIs in India (Guha & Chowdhury, 2013; 

Srinivasan, 2010; Sriram, 2010). 

This growth of microfinance industry in AP, backed by commercial and formal lenders, created 

competition in the market of informal credit. Once the shareholders were involved, the profit 

maximising MFIs expanded and competed for the borrowers. Entry of competitive market 

practices quickly escalated the slow moving and philanthropic distribution of credit by MFI 

workers, to commission based and repayment maximising MFI workers. This led to several 

issues in the microfinance industry of AP. Initially, the objective of commercial MFIs was to 

target those clients who did not receive credit under the government programmes. However, 

soon the overlapping started in the form of multiple borrowings, and MFIs started giving loans 

to SHGs who were already served by the state government (Srinivasan, 2010). Until 2010, AP 

has the highest concentration of MFI loans and clients. Average loan outstanding for the poor 

households have reached the unsustainable levels – this figure is around three to nine times 

more than the other micro-saturated states (Srinivasan, 2010). While vindicating the expansion 

of clients due to the existing demand of credit, MFIs changed the model of creating 
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opportunities to a demand based model (Mader, 2013). In pursuit of more clients, the structure 

of group liability of SHGs diluted and MFIs started to lend individuals within the SHGs.  

The first episode of this major microfinance crisis of AP was realised in March 2006 in Krishna 

district. Several borrowers registered complaints of usury and coercive malpractices of loan 

recovery.6 There were also some protests from borrowing groups against the MFIs in certain 

parts of Krishna District. The allegations that around ten people have committed suicide in 

Krishna district were also highlighted by the local media houses.7 Following these complaints 

and protests, authorities closed around fifty branches of large MFI groups. The issue was also 

raised at a meeting chaired by the chief minister (CM) of AP on 17th March 2006, who agreed 

that the MFIs have been involved in the malpractices and transforming into worse than the 

traditional village level sahukars (Shylendra, 2006).8  

After the Krishna crisis there was a short pause in the MFIs’ lending activates in AP. However, 

post pause, rather than short-term loans, MFIs received long-term capital investments through 

domestic and even foreign investors. There were several small MFIs who started to attract 

funds were termed as “young Turks” just before the major crisis. Gradually, the whole industry 

turned less risk averse and several episodes similar to Krishna crisis occurred (Sriram, 2010).9 

Around October 2010, AP MFIs were warned by the Centre of Microfinance, Chennai, about 

the severity of the debt situation at the household level. The institute estimated that close to 

85% households have two or more loans and around 58% have four or more loans. Mostly from 

the informal sources of MFIs and SHGs, the households with multiple finances had borrowed 

from formal sources and moneylenders too (Mader, 2013). 

Just before the ordinance, there were several reports in media of suicides in AP between 

September–October 2010 due to loan recovery malpractices. On 14th October, the cabinet 

minister for rural development of AP declared the government would promulgate an ordinance 
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to safeguard MFIs’ clients from intimidation and violence by their agents. The state minister’s 

statement was never an unlikely event, due to the regular protests and outcry of borrowers 

against the increasing violence of MFI agents (Nagarajul, 2010).10 The ordinance by AP 

government was passed on 15th of October against the backdrop of these reports and incidences. 

The ordinance mentioned that MFIs charged usurious interest rate and employed loan recovery 

malpractices, causing physical harm and distress. The ordinance also ordered to register all its 

employees, publish interest rates clearly, and do not recover loans until it follows the complete 

registration process (Government of Andhra Pradesh, 2010). Amongst several conditions, the 

ordinance mainly emphasised the restriction on collection of loan amount by MFIs personnel 

using unethical practices – any counteraction could have led to arrest of senior employees. The 

ordinance then enacted into an Act by the parliament in December 2010. The aftermath was 

catastrophic for the whole industry in the state and substantially reduced the MFIs’ access to 

funds, and thereafter, lending activities, and loan portfolios. 

3. Social structure in India and its importance in consumption smoothing 

3.1 Social structure in India 

The scheduled caste is the term applied to a wide range of Hindu groups belonging to the lowest 

rung in the caste hierarchy. They comprise about 16 per cent of India’s population and they 

continue to face many disadvantages, even though discrimination based on caste has been 

declared illegal in the Indian constitution. The scheduled tribes include most so-called tribal or 

indigenous communities throughout India. Considered to be outside the Hindu caste system, 

they comprise about 8 per cent of India’s population. Both the scheduled castes and scheduled 

tribes are widely viewed as being at the lowest level of the social scale. Muslims in India, who 

comprise about 14 per cent of India’s population, are also considered to be considerably 

deprived in many dimensions (Saxena & Bhattacharya, 2018).11 
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On average, these households are socioeconomically backward compared to the upper caste 

households and they mostly reside in the poorer neighbourhoods or slums in the urban areas. 

In the rural areas, the scheduled caste households are often segregated in hamlets outside the 

main perimeters of the villages. Members of the scheduled tribe communities often live in the 

relatively remote areas. And while the Muslim communities mostly live in the urban areas, 

they live within the city boundaries in Muslim ghettos (Gayer & Jaffrelot, 2012; Saxena & 

Bhattacharya, 2018).  

3.2 Role in consumption smoothing 

If the social groups are not systematically different in the amount of insurance, then the changes 

in consumption, post income shock, should be identical. However, one of the earliest studies 

finds evidence of differences in the amount of social insurance in Indian villages where landless 

and poor households were less socially insured (Townsend, 1994; R. Wilson, 1968). More 

recent research emphasized that the network effects in providing insurance are not restricted to 

villages and expand through social networks. These networks provide financial flows through 

loans, transfers, gifts, food consumption, and non-food consumption (Chuang & Schechter, 

2015).  

In many cases full insurance is not realised due to several constraints or frictions.12 In the 

context of this paper, our objective is not to separately identify and test these theories of 

constraints. We simply suggest that these all constraints can be caused by ethnic, religious, and 

caste-based networks. Whether it is limited commitment, or information asymmetry, or cost of 

building a network link, or interaction of either or all of these, it can be difficult to remove 

these impediments due to the social structure of India. Therefore, we can deduce that within a 

given space and time, financial networks of insurance are mainly built across preconstructed 

socio-cultural lines (Chatterjee & Sarangi, 2005; Guérin & Kumar, 2017). 



11 

Following these caveats, the framework of network role and unexpected deleveraging on 

consumption smoothing can be explained. First, the use of credit available to social groups 

differs; the less vulnerable, mainly upper caste, dominant social groups are highly likely to 

invest in activities with higher future returns, whereas, the more vulnerable social groups of 

lower caste and certain minorities spend the available credit on immediate basic necessities 

and/or repayment of ongoing debt (Taylor, 2011). Second, because the insurance is provided 

within the groups, the dominant social groups are more likely to be insured than the lower caste 

groups.  

Considering that the upper caste social groups in India, on average, have relatively more wealth 

and invested MFI loans productively (Pattenden, 2010), the effect of AP ban could be less 

severe. Considering the possible existence of discrimination in accessing MFIs, where upper 

caste households could have better access, our estimates can be treated as the lower bounds of 

this inequality. Now, if we make a plausible assumption that the upper caste groups have more 

assets to provide better insurance in their network, we can propose our main conjecture: while 

the average effect of the AP policy ban on the consumption expenditure of the whole population 

can be negative, the effect will always be larger in magnitude for the marginalised social groups 

in comparison to the upper caste Hindu households. 

4. Identification strategy. 

4.1 Matching 

The first issue to be addressed in identifying the effect of policy is the construction of 

counterfactuals. In the context of our analysis, when the treatment has not been randomly 

allocated, we attempt to identify a set of districts that are similar to AP districts in the sample 

and can be used as a control group in the analysis. Discussion on number of districts and further 

readings for the covariates used in the matching process has been presented in section 5.2. 
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Therefore, in our two-step identification strategy of estimating the treatment effect on 

consumption, we first execute a matching strategy to find an equivalent control group for AP 

districts. 

We use the propensity score matching method proposed by Rosenbaum and Rubin, 1983. For 

impact evaluation studies, this method has been extensively used and discussed in economic 

literature (A. Smith & E. Todd, 2005; Dehejia & Wahba, 1999; Heckman, Ichimura, & Todd, 

1997; List, McHone, & Millimet, 2004). Let !! represent the outcome in the treated group of 

observations (# = 1, ℎ()*(+,-.ℎ) and !" represent the outcome in the control group(# =

0, ℎ()*(+,-.ℎ).13 If it is possible to observe both the treated and control districts, the average 

treatment effect (ATE) would be equal to !!1 − !"1  where !!1   is the average outcome of the 

treatment group and !"1  is the average outcome of control group. It is evident that only !!1 	or	!"1  

are observable among all the observations. Therefore, in our natural setting, where the policy 

is not randomly assigned, 6#7 ≠ !!1 − !"1 . The propensity score method (PSM) by Rosenbaum 

and Rubin, 1983, shows that conditional on some observable covariates that influence the 

likelihood of coming under the policy (treatment), X, it is possible to compute the probability 

of treatment for all the districts. These probabilities are called propensity scores, which range 

from 0–1 for all the districts and based on these scores matching can be done for the closest 

scores between AP and non-AP districts. Although we are assuming that access to different 

types of credit and credit sources are a subset of overall indebtedness, it is important to mention 

that we follow the identification strategy similar to (Sane & Thomas, 2016) the existing 

literature. Therefore, we are avoiding large number of directly MFI related covariates and 

variables related to consumption or poverty (Stuart, 2010). 

To satisfy the key assumption of conditional independence we need to find a vector of 

covariates, such that !!1 , !"1 	is	orthogonal	to	#|B; or	!!1 , !"1 ⊥ #|E(# = 1|B).14 The weaker 

conditional assumption can also be used which states that 7[!"|# = 1, B] = 7[!"|# = 0, B] =
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7[!"|B]. Assuming that the conditional independence holds, !", the consumption outcome of 

untreated districts (T=0) can be matched with treated districts (T=1) as their unobservable 

counterfactual employing a matching method. In this case, !!1 − !"1  is the average treatment 

effect of the treated (ATTE) using the counterfactuals post-matching. Our data is of eight 

quarters at the district level, however, for the matching process we do not classify the pre-

policy NSSO 66th round sample by quarters and use the whole sample as baseline at the district 

level. We also use some variables from India census data (2011). Therefore, we are able to 

match the AP districts with the full sample of more than 400 other districts of India, before the 

policy ban. While using the probit estimation procedure, we divided the propensity scores in 

five blocks and conducted balancing test. The balancing property is satisfied, and we get a 

matched sample of 69 districts. However, two districts had to be dropped due to lack of data of 

consumption by social groups, reducing the final matched sample to 67 where 21 districts are 

from AP.15 

4.2 Difference-in-difference 

After the matching process, our aim is to evaluate the effect of policy ban on average 

consumption at the district level for different social groups. Now we have treated AP districts 

(T=1) and a set of control districts (T=0), and all the districts have been observed for eight time 

periods (quarters) t = 1 to 8 for all the social groups. In this case t = 1 to 4 are pre-treatment 

time periods and t = 5 to 8 are post-treatment time periods. Therefore, every outcome 

observation of average consumption in the data is indexed by !#$ where i = 1,…67 and all the 

observations are repeated for eight time periods with a full sample of n = 536. Also, the notation 

for average outcomes will be !H"
$and	!H!

$ for untreated and treated (AP districts), for t time 

periods, respectively.16  
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On our matched district data of average consumption, we first try to identify the effect of policy 

by comparing the AP districts before and after the policy change (D=1 for post-treatment time 

periods or t = 5 to 8; zero otherwise). Considering a linear conditional expectation function 

(Angrist & Pischke, 2009), !#$	(∀	K, .	of	AP	districts	and	1	to	8, respectively), average 

consumption of AP districts can be modelled by the following equation A and parameters U% 

and V% can be estimated by OLS method:  

!#$ = U% + V%X + Y#$																																																																																											(6)	 

However, the major drawback in this strategy is the time-specific factors. The assumption of 

*,Z(X, Y#$) = 0 will not be satisfied and due to this, 7[V\%] ≠ V%.17 

Similarly, a treatment and control estimator can also be used to estimate the policy ban effect 

by evaluating the average differences in the outcome of AP and non-AP districts, post 

treatment, i.e, !#$, after ignoring the pre-treatment outcomes. In this case, 

!#$	(∀	K, .	of	all	districts	and	5	to	8, respectively) of all the districts, post treatment can be 

modelled by the following equation B and parameters U& and V& can be estimated by OLS 

method: 

!#$ = U& + V&# + Y#$																																																																																																												(_)  

Although matching could have reduced the permanent average differences substantially, the 

treatment effect may not be identified correctly if there exist time invariable differences 

between AP and non-AP districts. The assumption of *,Z(#, Y#$) = 0 will not be satisfied and 

due to this, 7[V\&] ≠ V&.18 

To identify the treatment effect, we finally model the outcome of average consumption 

expenditure at the district level, !#$	(∀	K, .), as follows in equation C and estimate the parameter 
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of interest V'' by OLS method (Gertler, Martinez, Premand, Rawlings, & Vermeersch, 2016; 

Zinman, 2010): 

 !#$ = U'' + `'' ∗ # + ∑ c''(
$)* ∗ d$ + V'' ∗ (X. #) + Y#$																																			(f) 

In equation C, U'' is intercept, d$ is a matrix of dummy covariates of time specific fixed 

effects (for quarterly data) and c'' is a vector of conformable intercept parameters. (X. #) is 

the main interaction term of AP districts (T=1) with post treatment (D=1) time period. Now, 

under the exogeneity assumption of *,Z((X. #), Y#$) = 0, V'' is correctly identified since, 

7[V\''] = V'' . 19 

5. Sample characteristics  

5.1 Unit level data 

The nationally representative, unit level data used in the analysis come from the National 

Sample Survey Organisation (NSSO). The NSSO conducts distinct types of surveys in its 

different rounds, and each round consists of a year's duration. We use NSSO 66th round and 

68th round. In both the surveys, detailed information is provided about the consumption 

expenditure of a unit level household. The households can also be identified by the district and 

the social group.  

Although 66th and 68th rounds of data seem two years apart, we exploit the subrounds of NSSO 

data. Both the rounds have four subrounds each. Each subround is completed within a quarter 

and is independent of other subrounds of the same round. Similar to the tradition of NSSO, 

subrounds have also been considered nationally representative. However, following Sastry 

(2001), we have developed district level estimates using the weights provided by NSSO. Also, 

the regions (e.g., Nagaland and Kashmir) where sub-round data could be unreliable are not the 

part of our study. Normally, an equal number of representative sample villages and urban 
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blocks are allotted to each sub-round in such a manner as to obtain valid estimates for each 

sub-round (Sastry, 2001). The time chart is as follows:20  

NSSO 66th Round 
(Sub round 1) July – September 2009 

(Sub round 2) October – December 2009 
(Sub round 3) January – March 2010 

(Sub round 4) April – June 2010 
 

Rollout of Ordinance and Law October – Dec 2010 
 
 

NSSO 68th Round 
(Sub round 1) July – September 2011 

(Sub round 2) October – December 2011 
(Sub round 3) January – March 2012 

(Sub round 4) April – June 2012 
 

It is important to mention that within rounds and subrounds, NSSO also classifies data 

according to the time frame of consumer expenditure of a household. While schedule type 1 of 

NSSO records last 30 days consumption expenditure of a household, type 2 records 365 days 

of consumption expenditure. For 365 days, data is also collected for long term durables. An 

analysis conducted by the Ministry of Statistics and NSSO experts suggests that the information 

collected for the shorter time periods substantially reduces measurement error. This is, of 

course, true due to intertemporal memory loss for longer time periods and lack of information 

on exact units of goods purchased. Considering this, we use 30 days reference period (NSSO 

Expert Group, 2003). This means that the consumption expenditure of a typical household 

includes information of last 30 days from the time of the survey. Considering that we are using 

different time periods for our analysis, we have corrected (deflated) our consumption 

expenditure according to the point-to-point inflation rates provided by the Government of 

India. For robustness checks, we also conducted analysis without using the inflation rates and 

our results do not change. It is crucial to mention that we did not adjust consumption 

expenditure data across the districts’ prices. First, it is reasonable to assume that the district 



17 

prices may not be significantly different, at least, across the matched districts in a short time 

period. Second, the price data on individual food items at the district level can be unreliable. 

This leads to the problems in measuring substitution effect on overall consumption expenditure 

(Fledderjohann, Vellakkal, Khan, Ebrahim, & Stuckler, 2016). The consumption basked 

includes all the possible goods at the household level.21 

 

5.2 Aggregated data (district level) 

Once we decided the consumption basket at the household level, we converted the total 

household expenditure to average household expenditure. For the households in the sample, 

aggregated household consumption expenditure is constructed at the district level by adding 

the average household expenditure of each household in the district and dividing the sum by 

total number of households in the district in the sample.22 It is crucial to mention that some 

concerns have been raised for district level estimates of NSSO data. However, this has been 

clarified by the NSSO that this issue mainly existed up to the 27th round. Since 27th round, there 

has been a constant rise in the demand for district level estimates and the agency has complied 

by treating districts as the ultimate strata (Sastry, 2001). The literature has also used these 

estimates extensively from 55th round onwards and the aggregates are now considered reliable 

(Chakraborty, Babu, & Chakravorty, 2006; Cutler, Fung, Kremer, Singhal, & Vogl, 2010; 

Sastry, 2003; Spears, Ghosh, & Cumming, 2013). For the set of matching covariates, we have 

also employed some variables, at the district level aggregates, from Census of India. While 

most of the variables in Table 1 are from NSSO 66th round, considering that the profile of a 

district to qualify for the AP policy ban requires more covariates, we also relied upon census 

2011’s district level estimates for economic development and women’s agency indicators. 
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Table 1 provides averages and differences in averages of matching variables at the district level 

for all the districts pre-matching process. In our analysis, we have excluded some of the smaller 

states and all the union territories of India. We included districts from Andhra Pradesh, Bihar, 

Chhattisgarh, Gujarat, Haryana, Jharkhand, Karnataka, Kerala, Madhya Pradesh, Maharashtra, 

Odisha, Punjab, Rajasthan, Tamil Nadu, Uttar Pradesh, Uttaranchal, and West Bengal. In total, 

we have used 423 districts of India. These districts cover around 95 percent of India’s 

population and are frequently employed at the district level analysis. (see, among others, 

(Beenstock & Sturdy, 1990; Bhattacharya, 2006; Murthi, Guio, & Dreze, 1995)). The first 

column shows the name of the variables on which we calculate the averages at the district level 

of all the districts in the sample before the AP policy ban. From NSSO 66th round, Dwelling 

unit is percentage of households in a district with own dwelling, Rural is percentage of 

households residing in the rural area of a district. Owned any land represents percentage of 

households in a district with land ownership. Education represents percentage of households in 

a district with an educated head of household where the head of the household is considered 

educated (or literate) if he or she has greater than or equal to primary education. Medical 

facilities, pucca roads, and female labour force participation variables are from census 2011 

where medical facilities shows percentage of households with access to medical facilities in a 

district, pucca roads stands for percentage of villages in a district with access to pucca roads, 

and female labour force represents percentage of females in the main workforce in a district 

within the age group of 15-49.  A comprehensive framework of the importance of these type 

of variables in determining a district’s profile by economic development, productivity, and 

women’s agency is explained in the literature (Beenstock & Sturdy, 1990; Bhattacharya, 2006). 

In the context of constructing a list of covariates determining a district’s profile for AP policy 

ban, one of our key variables is the overall indebtedness of a district. Loan outstanding 

measures the average indebtedness at the household level of rural households in a district where 
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indebtedness is measured by outstanding loans and interest of the rural household. It is 

important to note that we do not control for poverty (constructed from consumption in 

developing countries) and marginalised social groups, because these are our main variables of 

interest. We would also like to mention that our indebtedness variable is limited to rural areas 

only. However, the MFI activities have largely been focused in the rural areas of India.   

Using the set of covariates mentioned in Table 1 and matching strategy discussed in section 3, 

Table 2 presents estimates of a probit regression where the binary dependent takes value 1 if 

the district is from AP (treated or T=1) and zero otherwise. Although we maintain the 

exogeneity assumption of our matching covariates in predicting propensity scores, it is 

important to mention that most of the covariates in Table 2 have large and statistically 

significant effect on the dependent variable. We estimate the predicted propensity (probability) 

scores from here and match the districts, as mentioned in section 3.23 Table 3 presents the 

descriptive statistics similar to what we have presented in Table 1, however, it is based on the 

sample of post matching districts. In Table 3, the last column of mean differences between the 

AP and matched non-AP districts shows that the average differences between the AP and non-

AP districts over these matching covariates are not statistically significant for any of them. 

Most importantly, the last row of the last column in Table 3 shows that the difference in the 

average indebtedness of the households at the district level between AP and non-AP districts 

is now only around 1800 Rupees and is insignificant.   

6. Estimation results 

6.1 Regression estimates 

We first present the results of the estimation of treatment effect by using equation A in Table 

4. In our before and after estimation process, we find that the average consumption of the whole 

sample (All social groups) in the first column before the treatment is around 4532.1 Rupees. 
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Once we divide the sample into social groups, we find a standard result of Hindus having, on 

average, higher consumption than the marginalised social groups’ sample in the second and 

third column, respectively. However, the coefficient of change after policy ban is positive and 

statistically significant in all three cases. This indicates that, post AP policy ban, on average, 

the average consumption of AP districts has increased in our sample. This is a plausible result, 

considering that there is no counterfactual in this estimation and the rise in the consumption is 

simply due to time. In any case, our main results are based on equation C and the identification 

issues in relation to equation A has been discussed in section 4. Although we do not see a 

negative effect, post-treatment, in a restricted sample of AP districts, a comparison of the effect 

of treatment on different social groups is interesting Table 4. Our results suggest that the rise 

in the average consumption at the district level, on average, post-treatment, is higher for Hindus 

in comparison to the marginalised social groups. 

Table 5 shows the estimated effect of AP policy ban by using equation B. In this case, while 

we have counterfactual districts, the sample is restricted to post-treatment time periods. First, 

as expected, the average consumption (constant) across all the districts is higher in comparison 

to Table 4, which, of course, due to the fact of pre and post time differences. Pertaining to our 

main discussion of social groups, similar to Table 4, the average consumption is higher for 

Hindus in comparison to marginalised social groups. Once we restrict the sample to post-

treatment period, and estimate the treatment effect, the effect is negative and statistically 

significant in all three columns. Although our treatment effect is biased, the results support our 

hypothesis in Table 5. The effect of the AP-policy ban has significantly reduced the average 

consumption of AP districts on the sample of all social groups in comparison to the 

counterfactuals, the effect is larger in magnitude on the sample of marginalised social groups 

in comparison to the sample of upper caste Hindu households.  
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While Table 4 and Table 5 provide critical support to our hypotheses, our main results are 

presented in Table 6. The coefficients in Table 6 have been estimated using equation C on full 

data. The post-treatment estimates of time specific fixed effects are all positive and statistically 

significant, while none of the pre-treatment coefficients are significant. This justifies the time 

trend in Table 5, due to which the treatment effect was positive. Our main result is the 

difference-in-difference coefficient estimates of the first row. While the effect of the AP policy 

ban is negative and statistically significant on average consumption expenditure at the district 

level for the whole sample, it is statistically insignificant in the restricted sample of upper caste 

Hindus. However, the effect of the policy ban is negative and statistically significant for the 

marginalised social groups of scheduled caste, scheduled tribes, and Muslims in the sample. 

Although the coefficient of treatment effect for the upper caste Hindu groups is statistically 

insignificant, similar to the previous results and pertaining to our Hypothesis, the magnitude is 

less than the coefficient of treatment effect of the marginalised social groups.  

6.2 Robustness checks 

Tables 7 – 10 present the results of estimated effect of the policy ban by restricting the sample 

to only two quarters where we have fixed the pre-treatment quarter to fourth quarter from the 

full sample (latest quarter before the policy ban in data) and varied the post-treatment quarter 

from fifth to eight in the Tables 7 – 10, respectively. While Table 7 shows a negative and 

statistically significant treatment effect for all the social groups, the coefficient of Hindus is 

insignificant. Also, the average treatment effect is larger in magnitude for the marginalised 

social groups and statistically significant. The coefficients of treatment effects of social groups 

are statistically insignificant in the rest of the tables, however, the magnitude of the negative 

average effect is larger for the marginalised social groups, except in Table 9 where the 

coefficient of the effect for the total sample is statistically insignificant and positive, and the 

difference is negligible and less than hundred Rupees. Overall, the set of results in Tables 7 – 
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10 underpin our main conjecture that if the AP policy ban of financial deleveraging had a 

significant effect on consumption, the magnitude has been larger on the socially marginalised 

groups’ sample even in the case of different time periods. 

Table 11 presents results of testing for parallel trends assumption of our difference-in-

difference estimates discussed above. These estimates in Table 11 are obtained by regressing 

the district level average consumption on quarter fixed effects, treatment fixed effect, and 

interaction of quarter effects with treatment effect (this can also be termed as a more 

generalised form of difference-in-difference estimation process where treatment is allowed at 

different times) (Autor, 2003).24 For simplicity, in Table 11, we omit the coefficient estimates 

of time fixed effects and treatment fixed effect. In comparison to the base category, our results 

suggest that the coefficient estimates of all the pre-treatment interaction variables are 

statistically insignificant, except in the case of Hindus only in the quarter just before the 

treatment. Our most important result is the first column of estimates of all social groups where 

there is no sign of parallel trends assumption before the treatment, but the post-treatment effects 

are negative and statistically significant. To conduct the robustness check for a longer time-

period of matched districts, we also present Table 12, where NSSO 61st round data of 2004-5 

has been compared to the 66th round of NSSO.  

We have conducted additional checks for our results by changing our matching strategy. We 

included additional variables of percentage of SC and ST population in a district, percentage 

of Muslim population in a district, percentage of a district’s literate female population, 

percentage of agricultural workers of total main workers in a district, and percentage of 

households in a district with access to safe drinking water. Our core results, in the context of 

inequalities in consumption smoothing, do not change. We have also tried the matching by 

merging all the marginal social subgroups as one population, i.e., percentage of SC, ST, and 
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Muslim population in a district. Our main results conform to this change as well. These 

additional tables can be furnished on request.  

7. Conclusion 

We discussed the issues of time inconsistent preferences, usurious interest rates and informal 

markets in developing countries and concerns raised by both policy makers and in the literature 

regarding access to informal credit. We also discussed a counterview in the literature which 

suggests that access to cheap credit provides assistance in consumption smoothing and 

restricting credit access will have negative effects. Employing the social network literature, we 

developed our main argument that while the total effect of financial deleveraging (restricting 

credit) depends on the average insurance of the population, the effect of deleveraging will 

always be higher on the marginalised social groups in comparison to the social groups with 

more wealth and insurance.      

To test our proposition, we exploited a natural experiment of AP ordinance and social structure 

of India. While the AP ordinance suddenly reduced the MFIs’ lending activities in the state and 

reduced the overall consumption expenditure across the whole affected population, due to the 

classified network effects, the effect of financial deleveraging was significantly more on the 

marginalised social groups. Although out results of sudden financial deleveraging and its 

negative effects on consumer welfare align with the existing literature in many ways (Zinman, 

2010), we propose a novel evidence of the role of social networks and insurance in consumption 

smoothing post financial deleveraging. Our main results, presented in Table 6, support our 

proposition that the marginalised social groups differ in the context of the effect of financial 

deleveraging on consumption expenditure.   

Finally, considering the importance of social networks in several developing countries 

(Munshi, 2014; Munshi & Rosenzweig, 2016), the literature out rightly rejecting access to 
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cheap credit needs to be more critical in supporting the findings, especially at the time of 

contingency. Also, nationally representative data of other countries where social networks play 

key role in informal insurance at the time of contingency can be used to test the effects of 

financial deleveraging. This would help in addressing the concerns of country specific effects 

and provide much needed further evidence of effect of restricting credit on different types of 

social groups.  
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Table 1. Summary statistics of all districts (pre-matching).  
Variable name Definition  All districts AP only Non-AP difference 
Dwelling unit 
  

Percentage of households in a district with own dwelling .8854074 
(.104791)  

.7879061 
(.1246251)  

.8905262 
(.101262)  

.1026201*** 
(.0229466)  

Rural 
  

Percent of a district's population living in rural areas .7798678 
(.165189)  

.7655248 
(.1409219)  

.7806208 
(.1664834)  

.0150959 
(.0370181)  

Owned 
  

Percentage of households in a district with land ownership .9073641 
(.0969663)  

.8265051 
(.1134628)  

.9116092 
(.094286)  

.0851041*** 
(.0213326)  

Education 
  

Percentage of households in a district with an educated head of 
household education 

.4691584 
(.1295864)  

.4501655 
(.068991)  

.4701556 
(.1319768)  

.01999 
(.029029)  

Medical facilities 
  

Percent of villages in a district having a medical facility 49.71777 
(24.20402)  

77.35357 
(14.59518)  

48.2669 
(23.74201)  

-29.08667*** 
(5.235682)  

Pucca roads 
  

Percent of villages in a district approached by pucca (surfaced) roads 73.43637 
(24.82295)  

83.17808 
(15.27169)  

72.92493 
(25.13289)  

-10.25315* 
(5.541219)  

Female Labour Force 
Participation  

Percent of a district's female population aged 15-49 categorized as 
main workers 

22.85546 
(12.7687)  

40.57903 
(9.97544)  

21.92497 
(12.21605)  

-18.65406*** 
(2.713007)  

Loan outstanding Average indebtedness of rural households in a district where 
indebtedness is measured by amount of outstanding loans including 
interest  

16122.2 
(18827.62) 

22180.81 
(12701.05) 

15804.13 
(19053) 

-6376.687 
(4208.506) 

N  421 21 400 421 
Standard deviations in parentheses 
Source: author generated using NSS 66, 68 and census data 
* p < 0.10, ** p < 0.05, *** p < 0.01 
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Table 2. Probit regression estimates for propensity scores of matching. 
Variable name Definition Dependent variable (AP district = 

1; zero otherwise) 
Dwelling unit Percentage of households in a district with own dwelling -10.29*** 

(2.917) 
   
Rural Percent of a district's population living in rural areas 1.589 

(1.038) 
   
Owned Percentage of households in a district with land ownership 5.735** 

(2.696) 
   
Education Percentage of households in a district with an educated head of household education -3.885** 

(1.700) 
   
Medical facilities Percent of villages in a district having a medical facility 0.0394*** 

(0.00651) 
   
Pucca roads Percent of villages in a district approached by pucca (surfaced) roads -0.00948 

(0.00788) 
   
Female Labour Force 
Participation 

Percent of a district's female population aged 15-49 categorized as main workers 0.0743*** 
(0.0135) 

   
Loan outstanding Average indebtedness of rural households in a district where indebtedness is 

measured by amount of outstanding loans including interest 
0.0000149** 

(0.00000626) 
   
cons  -1.951 

(1.781) 
N  423 

Standard errors in parentheses 
Source: author generated using NSS 66, NSS 68, and Census 2011 data 
* p < 0.10, ** p < 0.05, *** p < 0.01 
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Table 3. Summary statistics of matched districts (post matching).  
 Definition  All districts AP only Non-AP difference 

Dwelling unit 
  

Percentage of households in a district with own dwelling 
 
 

.817285 
(.1267125)  

.7879061 
(.1246251)  

.8306971 
(.1267255)  

.0427911 
(.0332051)  

Rural 
  

Percent of a district's population living in rural areas 
 
 

.7597603 
(.1479993)  

.7655248 
(.1409219)  

.7571287 
(.1525672)  

-.0083962 
(.0392619)  

Owned 
  

Percentage of households in a district with land ownership 
 
 

.8527136 
(.1189642)  

.8265051 
(.1134628)  

.8646784 
(.1206996)  

.0381733 
(.0312133)  

Education 
  

Percentage of households in a district with an educated head of 
household education 
 

.4551881 
(.1161093)  

.4501655 
(.068991)  

.457481 
(.132816)  

.0073155 
(.0307994)  

Medical facilities 
  

Percent of villages in a district having a medical facility 
 
 

71.92088 
(19.52677)  

77.35357 
(14.59518)  

69.44074 
(21.08308)  

-7.912821 
(5.088173)  

Pucca roads 
  

Percent of villages in a district approached by pucca (surfaced) 
roads 
 

79.98687 
(25.18968)  

83.17808 
(15.27169)  

78.53002 
(28.63654)  

-4.648058 
(6.659867)  

Female Labour Force 
Participation  

Percent of a district's female population aged 15-49 
categorized as main workers 
 

39.44772 
(11.22878)  

40.57903 
(9.97544)  

38.93125 
(11.82493)  

-1.647779          
(2.972849)  

Loan outstanding Average indebtedness of rural households in a district where 
indebtedness is measured by amount of outstanding loans 
including interest  

20932.46 
(17623.44) 

22180.81 
(12701.05) 

20362.56 
(19564.51) 

-1818.252 
(4671.423) 

N  67 21 46 67 
Standard deviations in parentheses 
Source: author generated using NSS 66, 68 and census data 
* p < 0.10, ** p < 0.05, *** p < 0.01 
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Table 4. Average consumption before and after in AP districts. 
 All social groups Hindus SC_ST_Muslims 
Change after policy ban 308.8* 

(173.8) 
461.8** 
(203.7) 

143.4 
(242.8) 

    
_cons 4532.1*** 

(141.5) 
4652.6*** 
(150.3) 

4233.4*** 
(195.6) 

N 168 168 168 
Standard errors in parentheses; heteroscedasticity robust standard errors 
Source: author generated using NSS 66 and 68 data 
* p < 0.10, ** p < 0.05, *** p < 0.01 
 
Table 5. Treatment effect post treatment (AP and non-AP). 
 All social groups Hindus SC_ST_Muslims 
Treatment effect in AP Districts -445.4** 

(180.9) 
-609.6*** 
(211.6) 

-1020.2** 
(438.6) 

    
_cons 5286.2*** 

(150.3) 
5723.9*** 
(161.1) 

5396.9*** 
(414.4) 

N 268 268 268 
Standard errors in parentheses 
Source: author generated using NSS 66 and 68 data 
* p < 0.10, ** p < 0.05, *** p < 0.01 
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Table 6. Difference-in-Difference estimation using full sample. 

 All social groups Hindus SC_ST_Muslims 

diff-in-diff treatment effect -475.4* 
(259.4) 

-400.8 
(299.2) 

-1135.0** 
(498.7) 

    
Treated districts=1;Zero otherwise 30.06 

(184.8) 
-208.8 
(210.2) 

114.8 
(236.6) 

    
October - December 2009 44.50 

(265.7) 
87.55 

(326.3) 
-80.69 
(314.6) 

    
January - March 2010 -303.2 

(229.8) 
-325.6 
(298.5) 

-253.7 
(265.0) 

    
April - June 2010 94.46 

(271.0) 
-14.64 
(320.6) 

220.9 
(352.7) 

    
July - September 2011 528.3** 

(251.2) 
788.8** 
(318.4) 

615.8* 
(360.6) 

    
October - December 2011 880.5*** 

(278.7) 
881.8** 
(354.4) 

1106.0** 
(443.3) 

    
January - March 2012 562.9** 

(261.8) 
733.1** 
(339.8) 

733.7** 
(342.0) 

    
April - June 2012 1000.9** 

(391.3) 
793.9** 
(385.5) 

2544.4** 
(1203.6) 

    
_cons 4543.1*** 

(182.6) 
4924.5*** 
(232.0) 

4146.9*** 
(244.7) 

N 536 536 536 
Standard errors in parentheses 
Source: author generated using NSS 66 and 68 data 
* p < 0.10, ** p < 0.05, *** p < 0.01 
 

Table 7. Difference-in-Difference estimation using last and first quarter. 

 All social groups Hindus SC_ST_Muslims 

diff-in-diff treatment effect -707.2* 
(411.8) 

-741.7 
(527.8) 

-905.1* 
(517.4) 

    
Treated districts=1;Zero otherwise 90.45 

(307.5) 
-80.82 
(364.5) 

67.37 
(323.8) 

    
First quarter post-treatment(4-1) 904.2*** 

(286.0) 
1221.3*** 
(373.1) 

797.5** 
(337.2) 

    
_cons 4220.9*** 

(195.7) 
4558.8*** 
(265.7) 

3908.0*** 
(176.5) 

N 134 134 134 
Standard errors in parentheses 
Source: author generated using NSS 66 and 68 data 
* p < 0.10, ** p < 0.05, *** p < 0.01 
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Table 8. Difference-in-Difference estimation using last and second quarter. 

 All social groups Hindus SC_ST_Muslims 

diff-in-diff treatment effect -609.3 
(451.8) 

-530.2 
(566.2) 

-791.3 
(607.7) 

    
Treated districts=1;Zero otherwise 90.45 

(307.5) 
-80.82 
(364.5) 

67.37 
(323.8) 

    
Second quarter post-treatment(4-2) 1225.7*** 

(326.5) 
1248.0*** 
(426.2) 

1252.0** 
(480.6) 

    
_cons 4220.9*** 

(195.7) 
4558.8*** 
(265.7) 

3908.0*** 
(176.5) 

N 134 134 134 
Standard errors in parentheses 
Source: author generated using NSS 66 and 68 data 
* p < 0.10, ** p < 0.05, *** p < 0.01 
 

Table 9. Difference-in-Difference estimation using last and third quarter. 

 All social groups Hindus SC_ST_Muslims 

diff-in-diff treatment effect 184.2 
(439.8) 

-137.8 
(538.7) 

-75.74 
(512.6) 

    
Treated districts=1;Zero otherwise 90.45 

(307.5) 
-80.82 
(364.5) 

67.37 
(323.8) 

    
Third quarter post-treatment(4-3) 659.4** 

(296.3) 
976.3** 
(405.5) 

655.5** 
(291.0) 

    
_cons 4220.9*** 

(195.7) 
4558.8*** 
(265.7) 

3908.0*** 
(176.5) 

N 134 134 134 
Standard errors in parentheses 
Source: author generated using NSS 66 and 68 data 
* p < 0.10, ** p < 0.05, *** p < 0.01 
 
Table 10. Difference-in-Difference estimation using last and first quarter. 

 All social groups Hindus SC_ST_Muslims 

diff-in-diff treatment effect -1011.0* 
(572.3) 

-705.3 
(608.0) 

-2578.1 
(1597.9) 

    
Treated districts=1;Zero otherwise 90.45 

(307.5) 
-80.82 
(364.5) 

67.37 
(323.8) 

    
Fourth quarter post-treatment(4-4) 1472.0*** 

(487.9) 
1215.0** 
(470.1) 

3250.5** 
(1552.2) 

    
_cons 4220.9*** 

(195.7) 
4558.8*** 
(265.7) 

3908.0*** 
(176.5) 

N 134 134 134 
Standard errors in parentheses 
Source: author generated using NSS 66 and 68 data 
* p < 0.10, ** p < 0.05, *** p < 0.01 
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Table 11. Results of Parallel Trend Assumption (Round 66 – Round 68). 

 All social groups Hindus SC_ST_Muslims 

Round 66 quarter 2 x treated districts -532.5 
(513.2) 

-749.3 
(654.0) 

-195.8 
(571.5) 

    
Round 66 quarter 3 x treated districts -309.2 

(473.4) 
-488.8 
(604.4) 

-34.01 
(517.8) 

    
Round 66 quarter 4 x treated districts -636.6 

(564.5) 
-1229.0** 
(605.8) 

283.7 
(796.8) 

    
Round 68 quarter 1 x treated districts -1016.3** 

(452.4) 
-1230.5** 
(614.9) 

-939.1 
(571.0) 

    
Round 68 quarter 2 x treated districts -918.5* 

(489.1) 
-1019.0 
(648.1) 

-825.3 
(654.0) 

    
Round 68 quarter 3 x treated districts -125.0 

(478.0) 
-626.6 
(624.2) 

-109.8 
(566.7) 

    
Round 68 quarter 4 x treated districts -1320.2** 

(602.2) 
-1194.1* 
(684.9) 

-2612.1 
(1616.0) 

N 536 536 536 
Standard errors in parentheses 
Source: author generated using NSS 66 and 68 data 
* p < 0.10, ** p < 0.05, *** p < 0.01 
 

Table 12. Results of Parallel Trend Assumption (Round 61 – Round 66). 

 All social groups Hindus SC_ST_Muslims 

Round 61 quarter 2 x treated districts 262.8 
(501.2) 

244.8 
(682.2) 

-596.2 
(475.3) 

    
Round 61 quarter 3 x treated districts 853.4* 

(477.0) 
764.7 

(663.7) 
273.4 

(432.1) 
    
Round 61 quarter 4 x treated districts 582.1 

(499.3) 
457.8 

(676.2) 
25.57 

(525.0) 
    
Round 66 quarter 1 x treated districts 1421.9*** 

(529.5) 
1399.5* 
(751.6) 

690.4 
(536.1) 

    
Round 66 quarter 2 x treated districts 889.5* 

(533.5) 
650.3 

(726.5) 
494.6 

(536.1) 
    
Round 66 quarter 3 x treated districts 1112.8** 

(495.3) 
910.7 

(682.2) 
656.4 

(478.6) 
    
Round 66 quarter 4 x treated districts 785.4 

(583.0) 
170.5 

(683.5) 
974.1 

(771.9) 
N 536 535 536 

Standard errors in parentheses 
Source: author generated using NSS 61 and 66 data 
* p < 0.10, ** p < 0.05, *** p < 0.01 
 



38 

Notes 
 

 
1 For economically underdeveloped countries, Zinman (2010) specifically mentions that the access to credit to 

individuals, households, or to enterprises is essentially indistinguishable. Therefore, we do not attempt any 

distinction between the main purposes of the credit.            

2 Empirical evidence suggest that these behaviour biases are crucial at the micro level where individuals or 

households develop the tendencies to over borrow and reduce savings (Stango & Zinman, 2009). Similarly, 

evidence finds subprime rates in the credit card market due to inconsistent consumer behaviour in 1991 in the 

US (Ausubel, 1991).    

3 An important commonality in the studies by Melzer (2011) and Carrell and Zinman (2014) is the stronger 

negative effect of costly credit access on the welfare of financially unsophisticated agents and low-income 

households, respectively.  

4 It is important to note that if the ordinance could have been anticipated, household had adjusted their 

consumption patterns. However, in this case, the ordinance has widely been considered sudden in the 

literature where the government of AP acted swiftly and firmly (Mader, 2013; Taylor, 2011).  

5 Once these NGOs are financial intermediaries, they started charging interest rates of around 25% and 

additional charges from SHG clients, while borrowing from commercial banks at the rate of 10%-15% (Taylor, 

2011). 

6 In many cultures and countries, these practices include bullying, physical harm, humiliating, shaming, 

housebreaking, and theft for loan recovery (Sherratt, 2016). 

7 The Kolar crisis in the state of Karnataka also happened just before the AP crisis. However, it was after the 

Krishna crisis, limited to a single district, was mostly based on the religious constraints (demand side factors) 

and was not within the legal framework. Considering these factors, and the closeness with the AP ordinance, it 

is safe to assume that its impact on the access to credit in AP would have been negligible.  
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8 In a follow-up meeting on 20th March 2016, the CM ordered an inquiry of MFIs in three districts of Andhra 

Pradesh to curb any malpractices or usurious interest rates. 

9 There were several warnings by agencies at home and abroad about the development of MF crisis in Andhra 

Pradesh between 2009 – 2010. While blame game with the government was on, MFIs constantly ignored these 

warnings (Mader, 2013).  

10 The accusations against MFIs also included kidnapping and forced prostitution of girls from the households 

who were unable to pay debt (Mader, 2013). 

11 See Sachar Committee Report, (2006). See also Desai and Venna, (2008) and Asadullah and Yalonetzky, 

(2012). 

12 These obstructions could be commitment issues, informal asymmetry, and cost to form or remain in the 

social network (Udry, 1990; Bloch, Genicot and Ray, 2008; Ambrus, Chandrasekhar and Elliott, 2015). 

13 Please note that we are not using the time subscript for !!, yet. It is because the matching in our analysis is 

based on cross sectional data, before the treatment took place.  

14 Here "|$(" = 1|(), is the propensity that a district gets treated under the policy and ⊥represents 

independence.  

15 Out of these 69 districts, 22 are from AP and rest of the 47 are from rest of India. Among the two dropped 

districts, one is Kodagu, from Karnataka, and one is Vizianagaram, from Andhra Pradesh. 

16 Please note that the subscript (T=0,1) refers to treatment status and superscript (t=1,..8) to quarters. 

17 !"!	here	is	equal	to	/0"#$"	#&	' − /0"#$(	#&	). 

18 !"*	here	is	equal	to	/0"#$(	#&	) − /0+#$(	#&	). 

19 234((6. 8), ;,#) = 0 is also known as parallel trend assumption. Employing OLS, !"-- = 	/0"#$"	#&	' − /0"#$(	#&	) − (	/0+#$(	#&	) − /0+#$"	#&	'). 

20 It can be argued that the law was enacted in December 2010 and the first quarter of data we use, post 

treatment, is starting from July. However, first, our objective is not to estimate the magnitude of effect; we are 
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simply comparing the group differences at the aggregated level. Second, it has been shown that the effect of 

the treatment carried until September 2011, before it started to recover in the long run (Sane & Thomas, 

2016).  

21 A detailed list of the summary of household’s expenditure on all non-durable items in the last 30 days is 

available with NSSO survey questionnaire (Type 1).   

22 For all district level aggregates of all the variables in the analysis, originating from NSSO data, we used 

sample weights provided by NSSO for the respective sample units. 

23 Here the probit model can be expressed in terms of probability for a binary outcome variable, 

$*+,(- = 1) = 1 − /(−(. )) = /(. ) = Φ(. ), where the general form of the CDF of error term is replaced by 

the standard normal CDF, Φ. Therefore, for the nonevent $*+,(- = 0) = 1 −Φ(. ). Note, the argument of F, 

(.), is straightforward and neglected here. 

24 The base category in this model is the interaction variable of 1st quarter of data (pre-treatment) and the 

treated districts.  


