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Primary challenges for current and future precision neutrino experiments using liquid argon time
projection chambers (LArTPCs) include understanding detector effects and quantifying the associ-
ated systematic uncertainties. This paper presents a novel technique for assessing and propagating
LArTPC detector-related systematic uncertainties. The technique makes modifications to simula-
tion waveforms based on a parameterization of observed differences in ionization signals from the
TPC between data and simulation, while remaining insensitive to the details of the detector model.
The modifications are then used to quantify the systematic differences in low- and high-level re-
constructed quantities. This approach could be applied to future LArTPC detectors, such as those
used in SBN and DUNE.

I. INTRODUCTION

In a modern particle physics experiment, simulation
of the detector response is used to estimate efficiencies
and resolutions of measured quantities. These efficien-
cies and resolutions are necessary in order to fully in-
terpret the data produced by the experiment. The pos-
sible differences between what is simulated and the ac-
tual detector response therefore lead to bias on physics
measurements. This potential bias is quantified in the
form of detector systematic uncertainties. This paper
describes a method in which the response of the Micro-
BooNE LArTPC detector [1] is characterized in data and
simulation. The results are used to modify simulated sig-
nals to thereby produce samples of modified simulated
events. Comparisons between modified simulations and
the nominal simulation can be used to identify measure-
ment biases and to estimate detector systematic uncer-
tainties. Understanding detector effects and systematic
uncertainties is critical for achieving the physics goals
of future LArTPC-based experiments, such as SBN [2]
and DUNE [3]. The detector-related uncertainties must
be reduced to the level of a few percent and estimated
precisely to reach the design sensitivities.

The principal detector of MicroBooNE is a wire-based
liquid argon time projection chamber (TPC) with a sin-
gle drift region. The trajectories of charged particles
through the liquid argon are detected by drifting ioniza-
tion electrons in an electric field to three parallel planes
of sense wires. The drifted ionization charge measured
at the wire planes is sensitive to a number of known de-
tector effects, such as electron–ion recombination [4, 5],
electron diffusion [6–8], space charge effects [9, 10], and
electron attenuation [11, 12]. It is also subject to effects
related to the model that describes the induced signal
on the wires due to the drifting electrons and the elec-
tronics response [13, 14]. These effects are difficult to
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disentangle.

The method detailed in this paper is used to address
systematic uncertainties related to ionization charge in
the TPC that can be described by changes in the ampli-
tude and width of signals on the wires. This method pro-
duces a set of simulations where the signals on wires are
modified—differences between these varied simulation
sets and the nominal simulation are taken as an estimate
of the uncertainty on the nominal simulation’s modeling
of the detector response to ionization. For the subset of
the detector variations where this approach can be used,
it has two significant advantages over modeling-based
estimates. First, by working with digitized wire wave-
forms in both data and simulation, this procedure does
not depend explicitly on the modeling used for different
components of detector response simulation. It therefore
captures residual effects that are not well-described by
existing detector models or that are not fully simulated,
providing a more robust, data-driven assessment of un-
certainties related to the detector model. Second, it is
relatively computationally efficient. By directly modi-
fying waveforms, this approach avoids the computation-
ally intensive steps of simulating the drifting of ionization
electrons and deconvolving the resulting signals. As a re-
sult, the method outlined is about an order of magnitude
faster than running the full simulation each time.

The structure of the paper is as follows: Section II
gives a brief overview of the method, including a de-
scription of the relevant detector variables and the pa-
rameters that are used to characterize the detector’s re-
sponse. Section III defines the event samples in data and
simulation. Section IV describes the procedure for ex-
tracting the data-to-simulation comparisons, which take
the form of ratios of waveform properties. Section V de-
scribes the application of these ratios to modifying the
wire waveforms. Section VI presents the results of ap-
plying this method to higher-level reconstructed quanti-
ties. Section VII discusses the potential improvements
and extensions. Section VIII presents the summary and
conclusion.



3

II. OVERVIEW OF METHOD

The MicroBooNE detector is a liquid argon time pro-
jection chamber (LArTPC) designed to observe neutrino
interactions. It is located on-axis along the Booster Neu-
trino Beam (BNB) [15] at Fermilab, and is also exposed
to an off-axis flux of the Neutrinos from the Main Injec-
tor (NuMI) beam [16]. Compared to the BNB beam, the
NuMI beam is higher in energy and has a larger electron
neutrino contribution.

When charged particles traverse the detector, they de-
posit energy that liberates ionization electrons and also
produces prompt vacuum ultraviolet scintillation pho-
tons. The ionization electrons drift in the applied electric
field until they reach the three sense wire planes located
at the anode, as illustrated in Figure 1. The electrostatic
potentials of the wire planes are set up such that ion-
ization electrons pass through the first two wire planes
before ultimately ending their trajectory on a wire in the
last plane. The drifting electrons induce signals on the
first two planes, referred to as induction planes (planes
0 and 1), and additively constitute the signals in the fi-
nal plane, referred to as the collection plane or plane 2.
The collection plane wires are aligned vertically and the
induction plane wires are oriented at ±60° from the ver-
tical. The voltage of each wire is digitized by on-detector
electronics, and recorded over time to produce raw wave-
forms. To process recorded raw waveforms offline, a
noise-filtering algorithm is applied [17] and then the field
responses are removed from the signals via a Gaussian de-
convolution process [13, 14] to produce a waveform that
measures the charge that arrived at each wire as a func-
tion of time. Scintillation photons are observed by an
array of 32 photo-multiplier tubes (PMTs) located be-
hind the wire planes. The optical information is used for
triggering the detector.

FIG. 1. The MicroBooNE detector and operating principles,
adapted from Ref. [1], as described in the text. The green and
blue wire planes are the induction planes; the red wire plane
is the collection plane. The right-hand portion of the figure
shows the wire waveforms before deconvolution.

The detector’s response to an ionizing particle depends
on the position and the amount of energy deposited, as
well as the angular orientation of the particle’s trajec-
tory with respect to the wires [13, 14]. The MicroBooNE
coordinate system is defined such that the x axis points
along the drift electric field direction from the anode to
the cathode, the y axis points vertically up, and the z
axis points along the BNB beam direction to complete
a right-handed coordinate system. As the response de-
pends on the orientation of a particle trajectory, it is
useful to define the detector angles θXZ and θY Z for a
displacement vector ∆~ri with components (∆xi,∆yi,∆zi)
as below.

θXZ,i = arctan(∆xi/∆zi)

θY Z,i = arctan(∆yi/∆zi)
(1)

In the coordinate system used, the direction of the BNB
has both θXZ and θY Z equal to zero. The vector, ∆~ri,
is taken to be the (true) local direction of travel of the
simulated particle that produced a particular wire wave-
form.

Later, in Section IV, “rotated” angles relevant for the
two induction planes are introduced. The detector re-
sponse is characterized as a function of these five vari-
ables: x, y, z, θXZ , and θY Z . Much of the variabil-
ity in the detector’s response in y and z is driven by
the presence of non-responsive wires in one plane, which
can affect the behavior of the signals on nearby wires
on the other planes [14]. The different planes have dif-
ferent orientations in the yz-plane, but the locations of
wire-crossings are at fixed points this 2D plane; for this
reason y and z are considered together. The remaining
variables are considered independently.

The effects of each of the variables on the post-
deconvolution wire waveforms are described in terms of
a Gaussian fit to the waveform, called a hit. A hit has
an integrated charge Q, proportional to the number of
ionization electrons that produced the wire signal, and a
width σ, measured in waveform time ticks. A tick corre-
sponds to 0.5 µs as defined by the 2 MHz sampling rate
of the ADCs [1]. To quantify how the wire waveforms
differ between data and simulation, the differences are
expressed as data-to-simulation ratios.

The hits are used as the basis to apply the modifica-
tions to the underlying waveforms. Digitized waveforms
from each wire in each event are divided into wire sig-
nal regions separated by signal-free regions, which are
zero-suppressed. Each wire signal region can be de-
scribed by the sum of one or more Gaussian functions
with some peak position, integrated charge, and width.
Each constituent Gaussian function is modified according
to the properties of the simulated energy deposits that
are matched to it, by applying the data-to-simulation
differences provided by the ratio functions for Q and σ
for each detector variable. The technical details are de-
scribed in Sec. V.

The variation as a function of x position captures the
dependence of the signal width on, for example, the
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charge cloud spreading out (diffusion), and of the sig-
nal amplitude on electrons being absorbed by impurities
(attenuation). The local variation in y and z can account
for the distortion of the signal due to deviations in the
electric field between the wire planes resulting from non-
responsive and cross-connected wires. The variations in
the angular variables θXZ and θY Z can describe distor-
tions in the waveforms due to imperfect modeling of the
signals that drift charge induces on the wires and of the
electronics response. This is particularly relevant for ex-
tended charge distributions, because the response can
include interference between signals induced by differ-
ent parts of the charge distribution on the same wire.
This interference depends on the angular orientation of
the charge distribution relative to the wire planes in a
way that is challenging to model precisely [13, 14]. All
of these waveform-level modifications are agnostic to the
downstream reconstruction and analysis chain as well as
the upstream detector simulation model. For evaluating
the full range of systematic uncertainties related to the
MicroBooNE detector, separate variations are considered
for the drift electric field model [9, 10], the electron–ion
recombination model parameters [12], and the scintilla-
tion light model parameters.

III. DATA AND SIMULATION EVENT
SAMPLES

To determine the hit properties (integrated charge and
width), cosmic ray muon tracks are used. They provide
an abundant and well-understood event sample in which
each of the five relevant position and angular variables
can be reconstructed. The data tracks are selected from
beam-off data, which is collected using the same optical
trigger as the beam-on data but when there is no neu-
trino beam (so-called “beam-off” events). The triggered
beam-off data comes from MicroBooNE’s Run 1 period,
taken between February and October 2016. It was veri-
fied that consistent results were obtained using different
run periods, so for simplicity the measurements are made
using Run 1 and applied to all other runs.

The simulation tracks are selected from a sample of
single muons that are generated using CORSIKA [18].
The signals from these simulated muons are overlaid on
cosmic data that is collected using a random (unbiased)
trigger when there is no neutrino beam. The cosmic data
overlay incorporates the detector noise and cosmic muon
backgrounds found in data events. This technique is
also applied to the simulated neutrino events discussed in
Sec. VI. The unbiased cosmic data used in this procedure
comes from the run period that matches the data sam-
ple to which the simulation is being compared. For the
simulated muon samples used to measure the hit proper-
ties, this means unbiased beam-off data from the Run 1
period is used.

The x position of an energy deposit in the MicroBooNE
TPC is determined from the drift time of its ionization

tracks relative to the trigger time of the event combined
with measurements of the local drift velocity [9, 10]. To
reconstruct the x position of a given particle track, it is
therefore necessary to match that track to a flash of scin-
tillation light, whose offset from the trigger time is readily
known. This is achieved by using cosmic tracks that are
topologically consistent with having crossed the anode
or the cathode in-time with the flash of scintillation light
that triggered the beam-off event. In addition, the op-
posite end of the track is required to have crossed either
the opposite face of the detector or the top or bottom.
These are called anode/cathode piercing tracks (ACPT)
and are illustrated in Figure 2.

A. Reconstruction

The Pandora multi-algorithm package [19] is used to
reconstruct 3D tracks from the ionization charge col-
lected at the wires. These tracks are then matched to
the flash of scintillation light, collected by the PMT sys-
tem, which triggered the TPC readout [20]. If the track
has an ACPT topology and matched to the scintillation
light which triggered the detector, it is selected. These
types of tracks have little ambiguity in the TPC-to-PMT
matching, leading to a sample that is very pure in tracks
with the correct x position assigned. Selected tracks are
corrected for spatial distortions due to nonuniform elec-
tric fields in the detector [9, 10].

Based on simulation studies, more than 95% of the
selected track candidates are true ACPT tracks with
correctly determined x positions. Additionally, such
through-going cosmic muon tracks generally behave as
minimally ionizing particles along their entire length and
therefore make a good “standard candle” of ionization
per unit track length. Note that the geometrical require-
ments of this selection combined with the fact that cos-
mic muons are mostly downward-going mean that ACPT
muon trajectories tend to populate the regions near the
anode (low x position) and cathode (high x position).

IV. MEASURING THE DETECTOR RESPONSE

Using the cosmic ray muon ACPT samples described
above in Section III, the method proceeds by determin-
ing the dependence of the two hit properties on each of
the five geometric variables stated. With a measurement
of these dependencies made in both data and simula-
tion in each variable, the ratio of the two is formed and
used as a measure of the scale of the discrepancy be-
tween them. This section details the determination of
these ratios. The ratios will later be used (see Sec. V) to
derive modifications to the wire waveforms that capture
differences due to detector modeling.
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FIG. 2. Illustration of two examples of anode/cathode pierc-
ing tracks (ACPT), shown in black. The track must cross
at least one of the anode or the cathode. The other tracks,
shown in gray, are cosmic muons that do not satisfy the ACPT
criteria.

A. Measurements in x

First, consider variations in charge response as a func-
tion of the x position. This is sensitive to drift-dependent
effects, such as electron diffusion and attenuation. To
measure the response, all hits associated with recon-
structed ACPT muon tracks are used to form distribu-
tions of the hit charge and hit width across bins in x
position. The detector is divided into bins in x using a
variable binning scheme to ensure a reasonable number
of entries in each of the x bins. ACPT trajectories are
concentrated near the anode and the cathode, so the bins
are narrower in those regions. The binning is determined
separately for each of the wire planes. Each bin contains
hits from several thousand ACPT muons.

Within each bin, the values of the hit properties have
some intrinsic spread due to the different positions and
orientations of tracks, as demonstrated in the distribu-
tion of hit widths of a typical x bin in Figure 3. To
facilitate the measurement of the variation that is due to
the x position, the peaks of the hit charge and width dis-
tributions in each x bin are calculated using an iterative
truncated mean algorithm. The algorithm starts with all
the hits in the bin and computes the mean, the median,
and the standard deviation. Hits that are more than
2 standard deviations below the median or more than
1.75 standard deviations above it are removed, and all
quantities are then recalculated. The boundaries for the
truncation reflect the asymmetry of the underlying dis-
tributions, and were empirically determined to improve
the accuracy and stability of the peak finding algorithm.
This step is repeated until the calculated mean meets the
convergence criteria of changing by less than 10−4. The

resulting distribution for means of hit charge and width
from the collection wire plane are shown in Figure 4.

The ratio of the typical hit properties in data to simu-
lation is computed in each bin in x using the peaks found
by the truncated mean algorithm. A spline fit to the mea-
sured ratio is performed to obtain a smooth function that
describes the data-to-simulation differences, as shown in
Figure 5. This fit provides the simulation modification
factor.

B. An x Correction for Other Measurements

The hit widths (and to a lesser extent the charges) have
large variations as a function of x, specifically between
the cathode and anode. As shown in Figure 4, the mea-
sured hit widths vary by up to 50% across the drift direc-
tion. As a result, the hit widths have broad distributions
when projected onto the other four geometric variables.
For the ACPT muon sample in particular, where the tra-
jectories tend to populate the regions at high and low x,
this leads to a “double-peak” structure in the hit width
distributions in both data and simulation. This compli-
cates the measurement of the hit width dependence as a
function of these other variables, as the truncated mean
is no longer a well-behaved estimate of the peak position.
An example of this double-peak feature for a bin in y is
shown in Figure 6. To account for this, the measurements
for the other variables are based on hit properties that
have been corrected for their known x-dependence.

Spline fits to the results in Figure 4, for data and sim-
ulation and for each wire plane separately, provide ex-
pected hit properties for a hit at a given x position, on a
given plane, in data or simulation. Each hit’s charge and
width is then divided by the relevant expected value to
produce “x-corrected” hit properties. This process pro-
duces distributions of corrected hit properties that have
a median value of one, by construction.

The remaining measurements in (y, z) and the angu-
lar angular variables use these x-corrected hit properties.
As well as avoiding the difficulties with the double-peak
structure, this process removes any global offsets from
the remaining measurements, placing all global scalings
in the x-dependence. The remaining measurements are
shape-only in their respective variables. These measure-
ments are further described in the sections below.

C. Measurements in (y, z)

Next consider the behavior of hit charge and width
in the yz-plane. The detector effects that dominate the
behavior in these two variables are TPC channels that
are shorted or cross-connected, which distorts the elec-
tric field between the wire planes and therefore the wire
response [14]. This creates local nonuniformities in the
charge response in (y, z). Note that the detector re-
sponse in the nominal simulation incorporates a data-
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FIG. 3. Distribution of hit widths on the collection plane for 1.6 < x < 4.3 cm in the cosmic data. The spread in the distribution
is driven by other sources of variability, such as the position in the yz-plane and the angular orientation of the track. The
distribution is asymmetric and is not well described by any simple analytic function. This motivates the specialized algorithm
based on the iterative truncated mean that is described in the text. A tick corresponds to 0.5 µs of time [1].

FIG. 4. Hit charge and hit width vs. x in data and simulation (MC) for the collection plane. The values are computed from
histograms similar to the example shown in Figure 3 using the algorithm based on the iterative truncated mean described in
the text.

driven tuning for this effect. This section will briefly
describe the method for tuning the simulation, followed
by the method for extracting the residual difference that
will be used to evaluate an uncertainty.

First, the nominal simulation is tuned by scaling the
simulated local (y, z) charge response based on measure-
ments of the charge deposited per unit track length,
dQ/dx. The median dQ/dx is measured in 5 × 5 cm2

bins over the yz-plane. This is used to calculate the fol-
lowing quantity in each (y, z) bin for each wire plane in
data and simulation:

C(yi,zi) =
(dQ/dx)global
(dQ/dx)(yi,zi)

, (2)

where (dQ/dx)global is the global median dQ/dx value
of the entire (y, z) plane and (dQ/dx)(yi,zi) is the local
median in (y, z) bin i. The simulated charge response
is scaled by the ratio of C(yi,zi) measured in data to the
one measured in simulation for each wire plane. The re-

constructed dQ/dx quantities are generally corrected for
these local nonuniforimities using the C(yi,zi) values from
data as part of the downstream analysis [12]. However,
the reconstructed quantities used for the technique de-
scribed in this paper are Gaussian fits to the deconvolved
waveforms, where the yz-plane uniformity calibration is
not applied.

The method described in this paper is used to mea-
sure the residual bias in the model for the nonuniformi-
ties in the tuned simulation. The same sample of ACPT
muons and the peak-finding algorithm as described in
Section IV A are employed, but with the x-correction de-
scribed in Section IV B applied to the hit properties. The
(y, z) bins are optimized in 2D to again ensure reasonable
numbers of entries in each. The result is a set of rectan-
gular (y, z) bins that vary in size based on the density of
hits on each wire plane (typically about 4–5 cm on each
side) and contain hits from at least a thousand ACPT
muons.
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FIG. 5. Ratios (data/simulation) and fitted simulation modification functions for mean hit charge and mean hit width vs. x on
each of the three wire planes. The solid lines are the bin values, with error bars showing the statistical uncertainties, and the
dashed lines are spline fits. The width of each bin is indicated by the solid horizontal bars. The binning is chosen to ensure
high statistics in each bin.

FIG. 6. Distribution of hit widths on the collection plane for −10 < y < 0 cm in the cosmic data. On the left, this distribution
before any correction for the hit width dependence on x. A time tick translates to 0.5 µs [1]. The “double-peak” structure
is evident, where the low-width peak comes from ACPT trajectory points near the anode and the high-width peak comes
from points near the cathode (see Figure 4). On the right, the x-correction has been applied and the double-peak structure is
removed. In this case, the hit widths (in ticks) have been divided by the median hit width at the corresponding x position (in
ticks), so the resulting quantity is dimensionless.

Figure 7 shows the results of applying the procedure
outlined above. A smooth function of y and z that de-
scribes these ratios is obtained by interpolating between
points in the 2D space. In the interior of the detector,
the points are the centers of the (y, z) bins. For bins
where one edge is along the boundary of the detector, an
additional point is placed at the midpoint of that edge
with the same value as the point at the center of the bin.
Additional points are placed in the four corners of the
(y, z) plane, with values given by the ratio at the center
of the corner bin.

D. Measurements in Angular Variables

In addition to the position of the charge in the de-
tector discussed in the preceding sections, this method

also considers the orientation of the particle trajectory in
angular variables. This captures effects related to long-
range induced charge signals on the wires as well as the
signal processing. The same procedure as in the previous
section is applied, including the x-correction for the hit
properties described in in Section IV B. This section de-
tails some special considerations related to the choice of
basis for the angular variables, and how to handle angles
relative to each wire plane where signal processing and
hit finding become less reliable.

The two angles most relevant for describing the de-
tector response to a charged particle track are the angle
with respect to the drift direction (x) and the angle with
respect to the wire direction (which is different for each
wire plane). For the collection plane, where the wires are
oriented vertically, these are the angles θXZ and θY Z ,
respectively, as defined in Equation 1. For the induc-



8

FIG. 7. Ratios (data/simulation) for hit charge and width vs. (y, z). The left column shows the hit charge; the right column
shows the hit widths. The top row shows the ratios on the first induction plane; the middle row shows the ratios on the second
induction plane; and the bottom row shows the ratios on the collection plane. Note the color axis is the same on all six graphs.

tion planes, where the wires are oriented at ±60° from
the vertical, analogous angles are defined with respect
to a different set of basis vectors, x′, y′, and z′, where
x′ remains the drift direction, y′ is the appropriate wire
direction, and z′ completes an orthogonal right-handed
basis. Mathematically, this is expressed by the following
expressions for the first (upper sign) and second (lower
sign) induction planes.

x′ = x

y′ = y cos(60°)± z sin(60°)
z′ = y sin(60°)∓ z cos(60°)

(3)

The angles θXZ and θY Z are used for all wire planes with
the understanding that these quantities always refer to
the angle definition relevant for the plane in question.

With this choice of angular basis, the variations in hit
properties in θXZ and θY Z can be treated independently.

It was verified that the detector response in both inte-
grated charge and width does not depend on the quadrant
for these angles, i.e. that the wire response is independent
of the particle’s direction (up vs. down, etc.), as expected.
Because of this, it is possible to “fold” all angles into the
space between 0 and π/2.

Using this angular basis, the variations in the x-
corrected properties of the hits are measured as a func-
tion of angles. The ACPT muons do not have an isotropic
angular distribution, so a variable binning scheme is em-
ployed here. The peak in each angular bin in data and
simulation is computed using the same algorithm de-
scribed in Section IV A. However, as either θXZ or θY Z
approach π/2, the corresponding deconvolved waveform
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is no longer well-described by a single Gaussian function,
and is instead an extended charge deposition [13]. Above
1.4 radians (about 80°), the observed distribution of hit
charges and widths cannot be reliably used to character-
ize the detector’s response. The simulation modification
factor in this bin (RN ) is instead extrapolated using the
maximum absolute difference from 1.0 over the rest of
the angular space (∆Rmax) while maintaining the sign of
the difference from the adjacent measured bin (RN−1):

∆Rmax = max
bins k

|Rk − 1|

RN = 1 + (sign(RN−1 − 1) · ∆Rmax) .
(4)

It is worth noting that a displacement vector with
θXZ = π/2 or θY Z = π/2 also has zero z-component.
In the MicroBooNE coordinate system, the BNB points
along the z direction, so the region in which we use this
extrapolation is perpendicular to the neutrino beam.

Figure 8 shows the ratio of data to simulation for the
corrected hit charges and widths as a function of θXZ , in-
cluding the extrapolation to the high-angle region. Fig-
ure 9 shows the ratio for the corrected hit charges as a
function of θY Z . The hit width is not expected to vary
as a function of θY Z , and we find that this is true in
our data to within 2% (measured in the angular range
up to θY Z of 1.3, after which saturation effects lead to
non-gaussian waveforms which lead to biased width es-
timates). For this reason we do not extract the ratio of
the hit widths as a function of θY Z and do not apply this
as part of our detector systematic uncertainties.

FIG. 8. Ratio functions (data/simulation) for hit charge (top)
and hit width (bottom) vs. θXZ . The solid lines are the values
of the ratio in each bin, and the dashed lines are the spline
fits. The bins at 1.4 < θXZ < π/2 rad are extrapolated as
described in the text.

FIG. 9. Ratio functions (data/simulation) for hit charge vs.
θY Z . The solid lines are the values of the ratio in each bin,
and the dashed lines are the spline fits. The bin at 1.4 <
θY Z < π/2 rad is extrapolated as described in the text.
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V. WIRE WAVEFORM MODIFICATION

The functions based on the measured data to simula-
tion ratios extracted in Section IV are used to modify the
wire waveforms in simulated neutrino interaction events,
effectively varying the detector response. First, the wire
signal regions are divided into Gaussian sub-regions in
the drift time dimension that can be modified indepen-
dently, again using the reconstructed hits. This divi-
sion is important because a single waveform can include
overlapping charge from multiple particles with different
kinematics that should be modified in different ways. Ad-
ditionally, because the simulated signals are overlaid on
unbiased cosmic data as described in Section III, the al-
gorithim must distinguish the simulation-dominated por-
tions of the waveforms from the data-dominated portions.

Each wire signal region can be described as the sum of
one or more Gaussian functions each with three param-
eters: peak position in time ticks, an integrated charge,
and a width in time. For each simulated energy deposit
in the event, the projected position of the corresponding
signal on each wire plane is computed after accounting
for local nonuniformities in the electric field. In this way
simulated energy deposits are associated with the Gaus-
sian regions that match their projected position. The
scale factors that are applied to the wire waveforms are
based on the truth information of the simulated energy
deposits matched to that portion of the waveform. The
individual simulated energy deposits each have an asso-
ciated amount of energy as well as a start and an end
position. The x, y, and z positions of the energy de-
posit are calculated as the average of the start and end
positions; the angular variables θXZ and θY Z are com-
puted using the definition in Equation 1. The simulation
modification functions derived in Section IV are used to
obtain a charge and width scale factor for each energy
deposit. The hit charge and width scale factors for each
Gaussian region of the wires are computed as the energy-
weighted average of the scale factors over the associated
set of energy deposits. For example, the scale factor R
for hit widths as a function of x is given by

R =

∑
iEi ·Rσ(xi)∑

iEi
(5)

where the sums are over the set of energy deposits con-
tributing to the Gaussian region, Ei is the energy of the
ith energy deposit, and Rσ(xi) is the spline fit for the hit
widths as a function of x from Figure 5 evaluated at the
x position of the ith energy deposit. The scale factors are
set to unity if the Gaussian region has total charge greater
than 80 units but less than 0.3 MeV of deposited energy
associated with it. This prevents small amounts of sim-
ulated charge from modifying cosmic-dominated regions
of the waveforms.

Finally, the above information is used to modify the
overall waveform to have the desired integrated charge
and width. This is accomplished by modifying the wave-
form at each time tick using the following procedure. The

original waveform is approximated by adding together
the Gaussian functions that describe each region with
their original parameters (mean time tick t0, width σ,
and integrated charge Q). Similarly, the desired post-
modification waveform is approximated by adding to-
gether the Gaussian functions with the same mean time
tick but with modified charge Q′ and width σ′ based on
their computed scale factors. At each tick, the waveform
is scaled by

scale(t) =

∑
j Gaus(t; tj , Q

′
j , σ
′
j)∑

j Gaus(t; tj , Qj , σj)
(6)

where

Gaus(t; t0, Q, σ) =
Q√
2π σ

exp

(
− (t− t0)2

2σ2

)
(7)

with sums over the Gaussian region(s) within the rele-
vant wire signal region. Figure 10 shows two examples
of how this procedure modifies the waveforms. The fi-
nal result of running this procedure over an event is a
new set of wire waveforms, where signals from simulated
charge have been modified but signals from the cosmic
data overlay are unchanged. Waveform modifications are
performed separately in each of the geometric variables,
all in the manner described above for x. This results in
one set of modified events for each of x, (y, z), θXZ , and
θY Z .

In order to validate this method, a closure test was
performed using a simulation event sample in which the
waveforms were modified in accordance with the ratios
extracted above, and in which the hit properties were
then re-measured. The hit properties in the modified
simulation are predicted exactly using the ratios the mod-
ification was based on, and the results show agreement
within ±2% of those expectations in all variables.

An additional validation test was performed to demon-
strate that this method can reproduce the behavior of a
variation in a known detector model parameter. The
variation used in this test case was a 50% decrease in the
longitudinal diffusion constant, consistent with the dif-
ference between the value measured in MicroBooNE data
compared to the value used in the MicroBooNE simula-
tion [8]. A sample of simulated ACPT muons was pro-
duced with this decreased diffusion constant, and used
in place of detector data to extract a set of ratio func-
tions that encapsulate the difference between the diffu-
sion variation and the nominal simulation. These ratio
functions were then used to modify waveforms, according
to the procedure described above, in a sample of simu-
lated neutrino interactions (with nominal diffusion). Fi-
nally, this wire-modified sample was compared to a sam-
ple of neutrinos generated with the diffusion constant
modified in the initial simulation. We found the wire-
modified sample to faithfully reproduce features of the
diffusion-modified simulation across a range of low- and
high-level reconstructed variables.
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FIG. 10. Examples of modified waveforms. The top graph
shows a simple example where the wire signal region is well-
described by a single Gaussian function. The bottom graph
shows a case where one portion of the waveform is associated
to simulated charge while the other is associated with cosmic
data charge. Here, the simulation-dominated portion of the
waveform is modified but the cosmic-dominated portion is
not.

VI. UNCERTAINTIES ON PHYSICS
OBSERVABLES

Post-modification simulated event samples for each of
the variables x, (y, z), θXZ , and θY Z agree better with
the data from the MicroBooNE detector in specific ways
related to the wire response as a function of that vari-
able. This section details how small-statistics samples of
simulated events with modified waveforms can be used to
quantify any bias due to the detector mis-modeling in the
nominal simulation, and how that bias can be included
in the quoted systematic uncertainties. The principle is
that the difference between the nominal simulation and
the modified simulations for each variable is used as the
estimate of the corresponding bias. For most current

MicroBooNE analyses, the bias is not corrected and is
instead used as the estimated systematic uncertainty.

The wire modifications are determined based only on a
sample of cosmic muons. As an example of general appli-
cability, this section discusses applying them for evaluat-
ing systematic uncertainties on electromagnetic showers,
objects very different from the charged particle tracks
from which the wire modifications were derived.

For this study, two event samples are considered. The
first is a sample of single-shower events which are elec-
tron neutrino candidates from NuMI beam data [21]. For
these showers, the energy loss per unit length, dE/dx,
in the initial segment of the shower is measured. Elec-
trons at the relevant energy scale will deposit energy
as a minimum ionizing particle (2.1 MeV/cm), whereas
photons produce showers primarily by pair production
which will deposit twice as much energy per unit length
(4.2 MeV/cm). The measured dE/dx of the trunks of
these showers is shown in Figure 11, with the expected
two contributions from electrons and photons.

The second sample is of events with two reconstructed
photons, for which the primary production mechanism
in MicroBooNE is neutral pion decay. This sample uses
data from the BNB beam. For each event in this sam-
ple, the diphoton invariant mass is calculated, as shown
in Figure 12. The shower energies are not corrected for
known energy losses, such as shower clustering inefficien-
cies, so the invariant mass does not directly measure the
neutral pion mass. However, this effect is present in both
data and simulation.

The overall distributions of the e/γ dE/dx and dipho-
ton invariant mass observables are subject to uncer-
tainties from a range of sources. These include uncer-
tainties in the flux and neutrino interaction model, but
these uncertainties primarily manifest as normalization
changes in the total number of events, or, in the case
of the e/γ dE/dx, relative normalization differences in
the low (electron) and high (photon) ionization peaks.
The reconstructed positions and widths of the dE/dx and
Mγγ peaks are primarily driven by the detector response
model, which is calibrated via the absolute charge scale
measurement [12]. Errors in the response model lead to
shifts in these distributions. Changes to the amplitudes
and widths of the waveforms will change the measured
amount of charge—even leading to charge falling below
hit reconstruction thresholds—and so change the mea-
surement of dE/dx, or lead to non-linear losses or gains
in shower energy reconstruction. Therefore, this study
specifically looks at the peak positions and widths in or-
der to evaluate the impact of the wire waveform modifi-
cation procedure on these two distributions.

The mean and width, as measured using the RMS, of
each of the peaks are calculated from unbinned data and
simulation. The range that is used for each is given in
Table I. The systematic uncertainty on the simulation is
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FIG. 11. Distribution of the shower dE/dx using NuMI beam
data (points) and central value (CV) simulation (black line).
The distribution for the simulation modified based on the de-
tector response as a function of x (blue line) and θY Z (green
line) are also shown. The red band indicates the uncertainty
from the wire modification alone (with all wire modification
uncertainties included). The gray band indicates the full un-
certainty, including other detector uncertainties as well as un-
certainties on the neutrino flux and the interaction model.
The bands represent the uncertainty on the number of events
in that bin, calculated using Equation 8, and are symmetric.
The error bars on the data are statistical only.

calculated over the variations s as

σp =

√∑
s

(ps − pCV)2 (8)

where ps and pCV are the parameters (either mean or
RMS) estimated from each modified sample and the cen-
tral value simulation, respectively. The statistical un-
certainty on the data is estimated assuming a Gaussian
distribution. The best-fit peak means and widths in the
data and simulation and their uncertainties are summa-
rized in Table II. The wire modifications induce changes
in the peak means and widths in simulation typically in
the range of 1–2%, though as large as 6% in the case
of the diphoton invariant mass width. These variations
are consistent with the magnitude of the observed differ-
ences between the data and the simulation, suggesting
that systematic uncertainties derived from this method
are reasonable and not significantly overestimated.
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FIG. 12. Measured diphoton invariant mass distribution using
BNB beam data (points) and central value (CV) simulation
(black line), prior to additional shower energy corrections.
The distribution for the simulation modified based on the de-
tector response as a function of x (blue line) and θY Z (green
line) are also shown. The red band indicates the uncertainty
from the wire modification alone (with all wire modification
uncertainties included). The gray band indicates the full un-
certainty, including other detector uncertainties, as well as
uncertainties on the neutrino flux and the interaction model.
The bands represent the uncertainty on the number of events
in that bin, calculated using Equation 8, and are symmetric.
The error bars on the data are statistical only.

Value Peak Range

e− dE/dx 1.75–3.0 MeV/cm

γ dE/dx 3.5–5 MeV/cm

Mγγ 20–200 MeV/c2

TABLE I. Table summarizing the ranges used in calculating
the means and widths of the peaks in the dE/dx and diphoton
invariant mass distributions.

VII. FUTURE WORK

The methods described in this paper have been used
to estimate the impact of detector response uncertainties
in MicroBooNE physics analyses. There are a number
of potential improvements and extensions possible. The
method could be expanded to describe the dependence
on local ionization density. This would require a sam-
ple of particles with varying energy deposition profiles,
such as protons, with well-understood kinematic distri-
butions that are similar between data and simulation.
Additionally, the dependence of the hit properties on the
variables shown in this paper were shown to be separa-
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Value Data MC

e− dE/dx mean [MeV/cm] 2.17 ± 0.02 2.15 ± 0.05

e− dE/dx width [MeV/cm] 0.342 ± 0.017 0.326 ± 0.005

γ dE/dx mean [MeV/cm] 4.10 ± 0.03 4.08 ± 0.05

γ dE/dx width [MeV/cm] 0.425 ± 0.024 0.423 ± 0.010

Mγγ mean [MeV/c2] 106.5 ± 0.9 105.8 ± 2.3

Mγγ width [MeV/c2] 35.4 ± 0.6 36.6 ± 2.3

TABLE II. Table summarizing the mean and width of each of
the peaks in the dE/dx and diphoton invariant mass distri-
butions. The data uncertainties are statistical, and the MC
uncertainties are derived from the wire modified samples.

ble from each other, except for the y and z position de-
pendence which have strong correlations. The remaining
correlations are known to be small, but in principle the
dependencies could be measured simultaneously across
more than two variables. Considering correlations in this
way could further reduce the uncertainties on physics ob-
servables. Finally, rather than taking the full difference
between data and simulation, the methods described here
could be used to correct the nominal simulation with the
residual uncertainty on that correction being taken as the
uncertainty. This was not deemed necessary for recent
MicroBooNE physics analyses, but could be employed if
detector uncertainties became dominant.

VIII. SUMMARY AND CONCLUSIONS

This paper presents a novel method for applying data-
driven modifications to simulated LArTPC wire wave-
forms. The technique is based on comparisons between
the properties of Gaussian hits fitted to the wire wave-
forms in data and simulation as functions of the rele-
vant variables: x, (y, z), θXZ , and θY Z . The differences
in waveform properties between data and simulation are
used to modify simulated events, which are then used
to quantify systematic differences in reconstructed vari-
ables. This method is agnostic to the details of the sim-
ulation detector model and can capture mismodelling in
known effects as well as unknown contributions not in-
cluded in any model. Compared to generating modified
event samples repeating the full simulation with modi-
fied detector physics models, this method is more robust
against underlying model assumptions and significantly
more computationally efficient.

This paper has also shown how uncertainties on physics
observables can be evaluated with this method using two
MicroBooNE analyses as examples. From this study, it
was found that the wire waveform modification method
leads to variations in electromagnetic shower-based ob-
servables consistent with the small differences between
data and simulation, despite having been developed ex-
clusively using cosmic muon tracks. The method de-
scribed here is generally applicable to wire-based noble
liquid TPC detectors assuming the presence of a well-
understood source for calibration samples with sufficient
statistics. Such will be the case in the detectors of the
Short Baseline Neutrino program at Fermilab, which, like
MicroBooNE should have plentiful samples of cosmic-ray
muon tracks, and in the case of the Deep Underground
Neutrino Experiment far detector where laser or radioac-
tive source calibration samples could be used to perform
similar studies. Similar methods may be used for LArT-
PCs with different signal formation or readout mecha-
nisms, though the applicability to these detector readout
designs would have to be studied.
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