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Extremal Kähler metrics

and separable toric geometries

Roland Púček



Abstract

In this thesis we unify and find new, and recover all known, explicit local examples
of extremal toric Kähler metrics and describe how to compactify them. To do so,
we define explicitly a class of toric geometries of Sasaki type with toric Kähler quo-
tients, both called separable geometries, using factorization structures. We conjecture
factorization structures to be decomposable in which case we find their explicit de-
scription to be of Segre-Veronese type. A compatible factorization structure gives rise
to separable coordinates on the image of the momentum map of a given separable ge-
ometry. In such coordinates the extremality equation for separable Kähler geometries
becomes a functional system of ODEs which, in our case, is a system obtained from
a generalisation of the method for separation of variables for PDEs. We derive neces-
sary conditions for its solutions and find a complete set of solutions in the case of the
product Segre-Veronese factorization structure with a decomposable Sasaki structure.
We use generalised equipoised condition for extremal affine functions to geometrically
characterise some compactifications of such extremal metrics.
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Chapter 1

Introduction

This thesis concerns the construction of explicit toric extremal Kähler metrics on com-
pact manifolds and orbifolds. Extremal metrics were originally defined by Calabi in
[22, 23] as critical points of the L2-norm of the scalar curvature as a functional on
Kähler metrics corresponding to a fixed second cohomology class. The correspond-
ing Euler-Lagrange equations, called the extremality equation, express that a met-
ric g is extremal if and only if the symplectic gradient of its scalar curvature is a
Killing vector field. This is a challenging-to-solve PDE for which no general methods
are available. However, there is a formal picture due to Yau, Tian and Donaldson
[52, 30, 29, 24, 47, 53, 17, 33, 46, 51, 25, 26] motivated by geometric invariant theory
that suggests the existence of extremal Kähler metrics is equivalent to a stability con-
dition, called K-stability. To formulate and test such a conjecture it is valuable to have
explicit examples where the extremality and stability can be verified directly.

The known explicit examples of extremal Kähler metrics are either Calabi type
or toric. The Calabi type examples were introduced by Calabi as examples on CP1-
bundles and studied further in [13, 41, 15, 42, 43, 8, 7]. Toric geometries, geometries
carrying an action of a torus of maximal dimension preserving all geometric struc-
tures, are a standard class of explicit examples in algebraic and differential geometry.
We adopt differential-geometric approach and focus on sympelctic/Kähler and con-
tact/CR/Sasaki geometries. A toric symplectic geometry is a compact connected sym-
plectic geometry M (i.e. a manifold or orbifold) together with an effective hamiltonian
action of a torus of dimension 1

2 dim(M). In momentum-angle coordinates, a compati-
ble Kähler metric is given by the hessian of a function, called symplectic potential, on
the image of the momentum map [37, 36, 38]. Despite toric symmetries the extremality
equation remains a non-linear 4th order PDE in the symplectic potential [3, 2, 1].

The idea of separable toric geometry is to assume that the metric is given by
unknown functions of one variable so that the extremality equation reduces into a
functional system of ODEs. By this we mean a system obtained from a PDE system
by an Ansatz in which the unknown functions are expressed in terms of functions of
one variable. It is thus a generalization of the method of separation of variables for
PDEs. A class of separable toric examples, called orthotoric, was found in [11, 6, 12,
10] which were motivated by the work on Bochner-Kähler metrics in [21] and by the
previous work on weakly self-dual Kähler surfaces [5]. Another class of separable toric
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geometries, called ambitoric, was studied in [8, 7]. The second of these papers made
two observations which are important for this thesis. First a notion of factorization
structures was proposed to provide a common framework for ambitoric and orthotoric
geometries. Secondly, different ambitoric geometries were observed to be quotients of
a CR geometry with respect to different Sasaki structures.

Sasaki geometry is an odd-dimensional analogue of Kähler geometry. The notion of
extremal metric can be transferred to Sasaki geometry and is studied in [19, 49, 27, 9,
14]. A Sasaki geometry N of dimension 2m+ 1 is in particular a CR geometry, which
is a contact geometry with a compatible complex structure on the contact distribution.
It comes also equipped with a Sasaki-Reeb vector field which turns the corresponding
quotient (if it is a manifold or orbifold) into a Kähler geometry. In the toric case, the
image of contact momentum map was shown to be a convex polyhedral cone in h∗ (see
[44]) which we regard as a projective polytope in P(h∗), where h is the Lie algebra of the
torus acting upon the geometry N and dim(h) = m+ 1. Furthermore, the intersection
of the projective polytope with the affine chart determined by a Sasaki-Reeb vector
field Xβ, β ∈ h, is the image of the momentum map of the quotient of the toric N by
Xβ (being a toric Kähler geometry). The idea of studying separable toric geometries
as quotient Kähler metrics of CR geometries in [7] was further explored in [4] and this
is the approach we will take in this thesis.

Since the momentum map of a toric contact geometry is P(h∗)-valued, the idea of
factorization structures is to introduce coordinates on an open subset U of P(h∗) such
that a coordinate hypersurface (i.e. whenever one of the coordinates is fixed) is the
intersection of U with a hyperplane in P(h∗). Motived by [8, 7, 4] these coordinates
are introduced via a rational map P(V1) × · · · × P(Vm) 99K P(h∗), dim(Vj) = 2 for
j = 1, . . . ,m. For the coordinate hypersurfaces to be hyperplanes, the rational map is
constructed by composing the Segre embedding,

S : P(V1)× · · · × P(Vm)→ P(V1 ⊗ · · · ⊗ Vm)

([v1], . . . , [vm]) 7→ [v1 ⊗ · · · ⊗ vm],

with a projective map P(V1 ⊗ · · · ⊗ Vm) 99K P(h∗).

Having described the context of this thesis I will now detail the structure and results.

Chapter 2 surveys the background material used throughout this thesis on extremal
Kähler metrics, Sasaki-Kähler correspondence and its toric counterparts. It also in-
cludes a remark on Schubert varieties which will be used in chapter 3.

The first main results appear in chapter 3 where factorization structures are studied
in detail. They are defined via a linear injection ϕ : h→ V ∗1 ⊗· · ·⊗V ∗m, dim(h) = m+1,
such that P(ϕT ) is the projective map above. A complete classification of factoriza-
tion structures is at the moment out of reach, but we obtain detailed information on
factorization structures and a partial classification which includes all previously known
examples. A key ingredient is the observation that the coordinate hyperplane condi-
tion gives rise to maps [ψj ] : P(Vj) → P(h), j = 1, . . . ,m, which we call factorization
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curves. These curves have a degree dj , with 1 ≤ dj ≤ m. A factorization curve [ψj ] of
degree dj is said to be decomposable if the number of curves with the same image as
[ψj ] is dj . We conjecture all factorization curves are decomposable. We prove that if
all factorization curves in a given factorization structure are decomposable, then, up
to isomorphism, it is of Segre-Veronese type, i.e. there exists k ≥ 1 and d1, . . . , dk
positive integers such that for all i ∈ {1, . . . , k} there exists 1-dimensional subspace
〈Γi〉 ⊂

⊗k
b=1
b 6=i

SdbW ∗b such that

ϕ(h) =

k∑
i=1

insi

(
SdiW ∗i ⊗ 〈Γi〉

)
, (1.0.1)

where insi linearly inserts the first di slots of the tensor product into the missing slots
of Γi, and SdiW ∗i represents the dith symmetric power of the dual of a 2-dimensional
vector space Wi, i = 1, . . . , k. After establishing notions of a product, quotient and
isomorphism of factorization structures we describe in detail the behaviour of degree
in relation to quotient factorization structures. In particular, we show that any top
degree factorization curve is decomposable and determines the underlying factorization
structure to be of Veronese type, a special case of Segre-Veronese family, isomorphic
with ϕ : SmW ∗ → (W ∗)⊗m, dim(W ∗) = 2.

Chapter 4 demonstrates the effectiveness of factorization structures by deriving a
functional system of ODEs equivalent to the extremality equation, giving necessary
conditions for its solutions, and by finding new explicit examples generalising all pre-
viously known cases. We also explicitly describe their scalar curvature in terms of
momentum coordinates.

A factorization structure determines a contact and CR geometry, and a family of
Kähler geometries with separable coordinates as follows. A toric contact (2m + 1)-
geometry N with momentum map [µ] : N → P(h∗) is separable if there exist coor-
dinates, called separable, [xj ] : N → P(Vj), dim(Vj) = 2, j = 1, . . . ,m, such that
[µ] = P(ϕT )[x1 ⊗ · · · ⊗ xm], where ϕ : h→ V ∗1 ⊗ · · · ⊗ V ∗m is a linear map. This is well-
defined if and only if ϕ is a factorization structure. It is remarkable that the curves
arising from the definition of factorization structure are precisely what is needed to
define a compatible CR structure J on N using functions of one variable. It is given
by

Jdτ
∣∣
D =

m∑
j=1

−ψj(xj)
Aj(xj)

dxj
∣∣
D,

where τ : N → h/2πΛ are the angle coordinates, D is the contact distribution given by
the kernel of the one form 〈µ, dτ〉, and, in an affine chart on P(Vj), j = 1, . . . ,m, xj
is a separable coordinate, Aj is a function of one variable, ψj is an h-valued function
associated with the factorization curve [ψj ], and µ is similarly related to [µ].

A family of (explicit) separable toric Kähler geometries corresponding to a fixed
factorization structure is obtained as quotients of N by different Sasaki-Reeb vector
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fields. In particular, these Kähler metrics are given by unknown functions Aj of one
variable. For example, when m = 2, the family corresponding to the Segre factorization
structure,

V ∗1 ⊗ 〈Γ1〉+ 〈Γ2〉 ⊗ V ∗2 ↪→ V ∗1 ⊗ V ∗2 ,

consists of toric Kähler products, toric Calabi geometries and negative orthotoric ge-
ometries, while regular ambitoric structures correspond to the Veronese factorization
structure,

S2W ∗ ↪→W ∗ ⊗W ∗.

In addition, these are the only factorization structures up to an isomorphism when
m = 2 (see [7]). In general, Segre and Veronese factorization structures correspond
to twisted toric product ansatz and twisted orthotoric geometries, respectively, both
studied in [4]. These examples contain all known explicit extremal toric Kähler metrics.

In this chapter we mostly work with the decomposable Segre-Veronese factorization
structure (i.e. the tensors Γi, i = 1, . . . , k, from (1.0.1) are decomposable) whose special
case is the product Segre-Veronese factorization structure, a common generalisation of
factorization structures of Segre and Veronese type. It is called the product Segre-
Veronese factorization structure because the simplest examples of the corresponding
family of Kähler metrics are products of orthotoric geometries.

We exploit separable coordinates to the fullest by formulating the extremality equa-
tion for the class of separable toric Kähler geometries corresponding to a general Segre-
Veronese factorization structure. To do so we calculate the Laplace and scalar curvature
of such geometries which reveal the extremality equation to be a functional system of
ODEs (4.3.24). Then we derive necessary conditions on its solutions Ai in terms of
ODEs. In the case of the decomposable Segre-Veronese factorization structure, the
ODEs are straightforward to solve yielding polynomial or rational functions as their
solutions depending on the factorization structure. In particular, we use the generalised
Vandermonde identities to show that these necessary conditions are also sufficient in
the important case of the product Segre-Veronese factorization structure with Sasaki
structure

ϕ(β) = insi

(
(a, b)⊗di ⊗ (1, 0)⊗ · · · ⊗ (1, 0)

)
, (1.0.2)

and we speculate that similar techniques can be used even in more generality. In this
case, solutions are

Air(xir) = poli(xir) + (a+ bxir)
m+1(ν0

ir + ν1
irxir), r = 1, . . . , di, i = 1, . . . , k

with the natural indexing related to the number k of factorization curves and degrees
di, where ν1

ir, ν
2
ir ∈ R are arbitrary, and poli is an univariate r-independent polynomial

with degree depending on i, k, d1, . . . , dk and b. As a by-product of these computations
we express the scalar curvatures of these geometries in momentum coordinates and find
that they form 4 families, which will be needed in chapter 5.

Chapter 5 outlines a geometrical characterisation of compactifications of Kähler
metrics corresponding to the product Segre-Veronese factorization structure. We adopt
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an approach from [42], where compactifications are characterised as a class of Delzant
polytopes whose extremal affine functions belong to a particular family, called equipoised.

To describe compactifications we specify their Delzant polytopes under the Delzant
correspondence [28, 45] which associates a compact connected toric symplectic geome-
try to a Delzant polytope and vice versa. A Delzant polytope ∆ in a vector space t∗ is
defined via affine functions whose differentials are integral vectors in t which represent
normals of the hyperplanes bounding ∆, and if T is the torus acting on the geometry
corresponding to ∆, then Lie(T) = t. We note the hyperplanes bounding ∆, or their
normals, are defined by vectors rather than one-dimensional subspaces, and thus it
makes sense to talk about their scales. In fact, finding compactifications boils down to
finding suitable scales.

The condition for a Kähler metric to compactify was first computed by Abreu [3]
in terms of a symplectic potential on the polytope ∆. This condition turns out to be
equivalent to the first order boundary conditions on the inverse hessian of the symplec-
tic potential [11]. In separable toric geometries this inverse hessian is determined by
functions Aj of one variable which define the geometry. We compute these first order
boundary conditions on Aj explicitly. It follows that the polytope ∆ is compatible in
the sense that it is the image of the m-cube in separable coordinates and has at most
2m facets. It remains to study the case in which the geometry is extremal, i.e. Ajs
solve the extremality equation. We do this in the case of geometries of the product
Segre-Veronese type where we have an explicit description of Ajs as polynomials. We
derive that the boundary conditions form an over-determined system, call it (B), in
coefficients of the polynomials Air with the right hand side consisting of inverse scales
of normals of a Delzant polytope where it compactifies. This places conditions on scales
and thus determines what Delzant polytopes can occur as compactifications.

Any Delzant polytope ∆ has a unique extremal affine function which agrees with the
scalar curvature of the corresponding geometry, if the metric is extremal (see [30]). In
such case, the extremal affine function is also the L2-projection of the scalar curvature
into the space of affine functions on ∆, and thus satisfies a system (E) of linear equations
expressing this fact. If boundary conditions (B) are satisfied on a Delzant polytope ∆
for an extremal geometry given by Air, then Air determine the scalar curvature which
is also the extremal affine function of ∆ and thus satisfy (E).

In the case when ϕ(β) is as in (1.0.2) and (B) and (E) have both full ranks, we
show that compactifications can be described as Delzant polytopes with a particularly
shaped extremal affine functions which generalises the equipoised condition from [42].
There are four families of such extremal affine functions depending on a particular
choice of the product Segre-Veronese factorization structure and Sasaki structure: the
number of factorization curves is either one or more than one, and either b = 0 or b 6= 0
in (1.0.2). Furthermore, we explicitly describe the system (B) in the case when the
factorization structure has more than one factorization curve.
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Chapter 2

Background

In this chapter we recapitulate background material used throughout this thesis. We
start with recalling standard facts from Kähler, CR and Sasaki geometry on manifolds
(see [18, 19]) and define extremal metrics (see [22, 23]). A generalisation of these con-
structs from manifolds to orbifolds, which shall be used later in this text, can be found
in [19]. Then, we recall how the presence of a maximal torus action fits into this frame-
work, e.g. momentum-angle coordinates, Delzant construction and compactification,
and their relation to affine and projective geometry. At the end of this chapter we
prepare a lemma for later use which shows that certain sets arising in the theory of
factorization structures are Schubert varieties (see [31]).

2.1 (Toric) Kähler and (toric) Sasaki geometry

2.1.1 Kähler geometry. Kähler manifolds are smooth manifolds equipped with an
integrable complex structure, symplectic form and Riemannian metric in a compatible
way which makes their theory rich and interesting.

Definition 2.1.1. A Kähler manifold is a real manifold M equipped with an integrable
almost complex structure J and a Hermitian metric g, i.e. a Riemannian metric g such
that g(JX, JY ) = g(X,Y ) for any vector fields X,Y on M , for which the associated
Kähler form ω defined by ω(X,Y ) = g(JX, Y ) is closed.

Among almost direct consequences of this definition are properties such as dimR(M)
is even, say 2m, ω is a symplectic form, and the Riemannian volume form is given by
∧mω
m! . Standard references on Kähler geometry and extremal metrics include [40, 34,

18, 35, 48].
As the Kähler form ω is a closed 2-form it defines the cohomology class [ω] ∈

H2(M,R). For a fixed J , the set Ω of all J-compatible symplectic forms belonging to
[ω] is called the Kähler class. By definition each ω ∈ Ω has its associated metric g
via J , and we can ask if there is a notion of preferred/canonical metric within Ω. One
approach is via

Definition 2.1.2. Let M be a compact Kähler 2m-manifold and Ω the corresponding
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Kähler class. An extremal metric on M in Ω is a critical point of the functional

Cal(ω) =

∫
M

Scal(g)2 ∧m ω, (2.1.1)

for ω ∈ Ω, where g is the Kähler metric associated to ω. This functional is called the
Calabi functional.

This definition was introduced by Calabi in [22] and can be equivalently described
via its Euler-Lagrange equation: a metric g is extremal if and only if the scalar curvature
Scal(g) is a Killing potential, i.e. the vector field JgradgScal(g) is a Killing vector field
for g.

In order to calculate Scal(g) we shall use the Laplace operator. Thanks to Kähler
identities the Laplace operator for functions on a Kähler manifold takes the form

∆f = −〈ω], dJdf〉 (2.1.2)

where d is the exterior differential and J is the extension of the complex structure
to one-forms defined by (Jα)(X) = −α(JX), and 〈−,−〉 is the natural contraction.
Furthermore, for ω] we have

ω] = −ω−1 (2.1.3)

Indeed, for dual frames (εa) and (ea), 〈εa, eb〉 = δab , we calculate

ω] = ωab(ε
a)] ⊗ (εb)] = ωab(g

−1)arer ⊗ (g−1)bses

= J tagtb(g
−1)ar(g−1)bser ⊗ es = Jsa(g−1)arer ⊗ es = −ω−1. (2.1.4)

Analogously to the definition of Kähler form we define the Ricci form ρ by

ρ(X,Y ) = r(JX, Y ), (2.1.5)

where r is the Ricci curvature and X,Y are smooth vector fields on M . We infer

Scal(g) = 〈ω], ρ〉 (2.1.6)

Lemma 2.1.1. A local expression for the Ricci form ρ is

ρ = −1

2
dJd ln |l|2, (2.1.7)

where ln stands for the natural logarithm, l is a section of the anti-canonical line bun-
dle

∧m(TM, J), and |l|2 denotes the squared norm of l with respect to the induced
Hermitian metric from the metric g on TM .

The expression −1
2 ln|l|

2 is called the Ricci potential. In a neighbourhood of a point
on a Kähler manifold we have holomorphic coordinate system z1, . . . , zm in which the
corresponding holomorphic volume takes form v0 =

∏m
r=1

i
2dzr ∧ dz̄r and relates to the
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Riemannian volume form vg by

vg = 2m|∂z1 ∧ · · · ∧ ∂zm |2v0, (2.1.8)

where ∂z1 ∧ · · · ∧ ∂zm is a nowhere vanishing holomorphic section of the anticanonical
bundle. Thus

ρ = −1

2
dJd ln

vg
v0
. (2.1.9)

Finally, (2.1.9) and (2.1.2) give

Scal(g) =
1

2
∆ ln

vg
v0
. (2.1.10)

2.1.2 Sasaki geometry. Sasaki geometry is considered to be an odd-dimensional
analogue of Kähler geometry. We shall use it to realise some Kähler manifolds as
quotients of a given Sasaki manifold.

We start with a (2m + 1)-manifold N equipped with a corank 1 distribution D
and denote ηD : TN → TN/D the natural projection. We define the Levi form LD :
D × D → TN/D by LD(X,Y ) = −ηD([X,Y |]). If LD is non-degenerate, then (N,D)
is called a contact geometry. A contact vector field is a vector field X such that
LX(C∞(N,D)) ⊂ C∞(N,D). By [4] we have

Lemma 2.1.2. The map X 7→ ηD(X) from contact vector fields to sections of TN/D is
a linear isomorphism, whose inverse ξ 7→ Xξ is a first order linear differential operator.

As contact vector fields form a Lie algebra we may use the isomorphism from this
lemma to make sections of TN/D into a contact Lie algebra con(N,D) with the Lie
bracket defined by [ξ, χ] = ηD([Xξ, Xχ]).

The next ingredient in Sasaki geometry is a CR structure. A CR structure on
(N,D) is a complex structure J on D such that the subbundle {X ∈ D⊗C | JX = iX}
is closed under Lie bracket and LD is J-Hermitian. Contact vector fields which preserve
a CR structure J form a Lie subalgebra

cr(N,D, J) = {ξ ∈ con(N,D) | LXξJ = 0} (2.1.11)

of con(N,D). If a CR structure J is strictly pseudo-convex, i.e. LD(−, J−) is a definite
fibre-wise metric on D, then TN/D is orientable. We choose the orientation of TN/D
so that positive sections χ are those for which χ−1LD(−, J−) is positive definite. We
let con+(N,D) ⊂ con(N,D) be the open cone of positive sections χ of TN/D.

Definition 2.1.3. Let (N,D, J) be a strictly pseudo-convex CR manifold. Then the
Sasaki cone of (N,D, J) is cr+(N,D, J) = cr(N,D, J) ∩ con+(N,D). If cr+(N,D, J) is
nonempty then (N,D, J) is said to be of Sasaki type, an element χ ∈ cr+(N,D, J) is
called a Sasaki structure on (N,D, J), with Sasaki-Reeb vector field Xχ, and (N,D, J, χ)
is called a Sasaki manifold. We say χ is quasi-regular if the flow of Xχ generated an
S1 action on N , and moreover regular if this action is free.
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The main use of Sasaki geometry appearing in this text is as follows. First observe
LD = dηD|D. A choice of χ ∈ con+(N,D) provides us with a contact form ηχ charac-
terised by ηχ(Xχ) = 1, where ηχ = χ−1ηD. In a neighbourhood U of any point in N
the leaf space M of the flow of Xχ is a Kähler manifold with the symplectic form ω
given by π∗ω = dηχ and the complex structure J transferred via D|U ∼= π∗TM , where
π : U → M . If χ is (quasi-)regular, then N is a principal S1-bundle (or orbibundle)
π : N →M over a Kähler manifold (or orbifold) M .

This process can be inverted. For any Kähler manifold (M,ω, J, g) such that
[ω/2π] ∈ H2(M,Z) there exists S1-principal bundle π : N → M with a connection
form η such that dη = π∗ω. This bundle yields a Sasakian manifold (N,D, Ĵ , χ), where
D := Ker η, Ĵ is the pullback of J to D ∼= π∗TM , and χ is the image in TN/D of the
generator Xχ of the S1-action.

2.1.3 Toric sympectric/Kähler geometry. Let (M,ω) be a symplectic manifold,

i.e. ω is nondegenerate and closed 2-form, and let the torus Tk act effectively on (M,ω),
i.e. the action preserves ω and the only element of Tk which acts as idM is the identity
of Tk. Recall that for any vector a in the Lie algebra t of Tk there is a fundamental
vector field Xa on M given by

Xa(x) =
d

dt

∣∣∣
t=0

(exp(ta) · x) , (2.1.12)

where · represents the action. We say that the action is hamiltonian if there is a Tk-
invariant smooth map µM : M → t∗, called a momentum map for the action, such
that

d〈µM , a〉 = −ιXaω ∀ a ∈ t. (2.1.13)

Definition 2.1.4. A toric symplectic manifold is a compact connected symplectic
manifold (M,ω) together with an effective Hamiltonian action ρ of the torus Tm, where
2m = dimM .
Two toric symplectic manifolds (Mi, ωi,Ti, ρi), i = 1, 2, are isomorphic if there exist
a Lie-group isomorphism φ : T1 → T2 and a diffeomorphism Φ : M1 → M2 with
Φ∗ω2 = ω1 such that

M1 M1

M2 M2

ρ1(g)

Φ Φ

ρ2(g)

commutes for every g ∈ T1.

The image of the momentum map of a toric symplectic geometry is a compact
convex polytope, called the rational/integral Delzant polytope (see [38, 36, 37, 16]) as
described in
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Definition 2.1.5. Let t be anm-dimensional real vector space. Then a rational Delzant
polytope (∆,Λ, L1, . . . , Ln) in t∗ is a compact convex polytope ∆ ⊂ t∗ equipped with
normals uj , j = 1, . . . , n, belonging to a lattice Λ ⊂ t such that

∆ = {x ∈ t∗ | Lj(x) ≥ 0, j = 1, . . . , n} (2.1.14)

Lj(x) = 〈uj , x〉+ λj (2.1.15)

for some λ1, . . . , λn ∈ R, and such that for any vertex x ∈ ∆, the uj with Lj(x) = 0
form a basis for t. If the normals form a basis for Λ at each vertex, then ∆ is said to
be integral.
The natural action of the affine group Aff(t∗) provides the notion of isomorphism of
rational (integral) Delzant polytopes.

The rational Delzant theorem [28, 37] states that, up to an isomorphism, toric
symplectic orbifolds are classified by rational Delzant polytopes (with manifolds cor-
responding to integral Delzant polytopes). Given such a polytope, (M,ω) is obtained
as a symplectic quotient of Cn by an (n−m)-dimensional subgroup G of the standard
n-torus (S1)n = Rn/2πZn: G is the kernel of the map (S1)n → Tm = t/2πΛ induced
by the map (x1, . . . , xn) 7→

∑n
j=1 xjuj from Rn to t, and the momentum level for the

symplectic quotient is the image of (λ1, . . . , λn) ∈ (Rn)∗ in Lie(G)∗ under the transpose
of the natural inclusion Lie(G) ↪→ Rn = Lie((S1)n).

Complementary coordinates to the momentum map are angle coordinates which
arise from the extension of the Tm-action on a symplectic toric manifold to the holo-
morphic action of the algebraic torus T = (C×)m by choosing a compatible Kähler
metric. Fixing a point p0 ∈M0 we can identify M0 with the orbit T(p0) = (C×)m and
using polar coordinates (ri, ti) on each C× we get the angle coordinates

t = (t1, . . . , tm) : M0 → Tm, (2.1.16)

where M0 ⊂M is the open dense subset where the Tm-action is free (for transformation
groups see [20]).

On M0 = µ−1
M (∆0) (see [28]), ∆0 being the interior of ∆, compatible Kähler metrics

on toric symplectic orbifolds have an explicit description in momentum-angle coordi-
nates due to [38, 36, 37]. In these coordinates we have

ω = 〈dµM ∧ dt〉. (2.1.17)

Furthermore, they identify each tangent space with t∗ ⊕ t, and so any Tm-invariant
ω-compatible Kähler metric is given by

g = 〈dµM ,G, dµM 〉+ 〈dt,H, dt〉, (2.1.18)

where G is a positive definite S2t-valued function on ∆0, H is its inverse in S2t∗, and
〈−,−,−〉 denotes the pointwise contraction t∗ × S2t× t∗ → R or the dual contraction.
The corresponding complex structure is given by

Jdt = −〈G, dµM 〉 (2.1.19)

13



and it follows that J is integrable if and only if G is the hessian of a function on ∆0.
In order to understand how a Kähler metric compactifies from M0 to M we have

Theorem 2.1.3 ([11]). Let (M,ω) be a compact toric symplectic 2m-manifold or orb-
ifold with momentum map µM : M → ∆ ⊂ t∗ and H be a positive definite S2t∗-valued
function on ∆0. Then H comes from a T-invariant, ω-compatible Kähler metric via
(2.1.18) if and only if it satisfies the following conditions:

� [smoothness] H is the restriction to ∆0 of a smooth S2t∗-valued function on ∆;

� [boundary values] for any point y on the codimension one face Fj ⊂ ∆ with
inward normal uj, we have

Hy(uj ,−) = 0 and (dH)y(uj , uj) = 2uj , (2.1.20)

where the differential dH is viewed as a smooth S2t∗ ⊗ t-valued function on ∆;

� [positivity] for any point y in interior of a face F ⊂ ∆, Hy(−,−) is positive
definite when viewed as a smooth function with values in S2(t/tF )∗, where tF ⊂ t
is the vector subspace spanned by the normals uj ∈ t to all codimension one faces
of ∆ containing F .

Recall that a metric g is extremal iff JgradgScal(g) is a Killing vector field, and note
gradωScal(g) = JgradgScal(g). In the toric case, Scal(g) is torus invariant, and thus
its symplectic gradient commutes with the Killing vector fields from the torus action.
However the torus is maximal and hence the symplectic gradient is in their span.
Note that the definition of the momentum map shows that these Killing vector fields
are symplectic gradients of momentum coordinates. Thus the extremality equation for
toric Kähler geometry says that Scal(g) is affine linear function of µM . This affine linear
function is an important intrinsic characteristic of a Delzant polytope as explained in

Proposition 2.1.1. Suppose ∆ is a Delzant polytope. Then, there exists a unique
affine linear function ζ∆ on t∗, called the extremal affine function of ∆, such that for
any affine linear function f

2

∫
∂∆

fdσ −
∫

∆
ζ∆fdv = 0, (2.1.21)

where dv = dµ1 ∧ · · · ∧ dµm is the standard Lebesgue measure on t∗, and dσ is the
measure induced on each facet Fi ⊂ ∂∆ by dLi ∧ dσ = −dv. Furthermore, if g is
extremal, i.e. satisfies

Scal(g) = s = 〈µM , ζ〉+ ζ0 (2.1.22)

then the affine linear function s must be equal to ζ∆.

Remark 2.1.1. Observe that by introducing µ0 = 1, we have ζ∆ = 〈(µ0, µM ), (ζ0, ζ)〉.
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Equivalently, ζ∆ is the L2(∆, dv)-projection of Scal(g) (see [42]). Thus, it is the
unique solution ζ = (ζ0, . . . , ζm) of the linear system

Wζ = Z (2.1.23)

with Wij =

∫
∆

(µM )i(µM )jdv and Zi = 2

∫
∂∆

(µM )idσ, (2.1.24)

where we have Zi =
∫

∆ Scal(g)(µM )idv = 2
∫
∂∆(µM )idσ.

2.1.4 Toric contact geometry. Let (N,D, h/2πΛ) be a (2m+ 1)-dimensional con-
tact manifold with the action of (m + 1)-dimensional torus Tm+1 = h/2πΛ which
preserves the contact structure, i.e. N is toric contact manifold and each element of
h acts as a contact vector field. As before, we have angle coordinates τ : N0 → Tm+1

satisfying (dτ)(ã) = a ∈ h, where N0 ⊂ N is the open dense subset where the action is
free.

We assume that the tautological bundle homomorphism

N × h→ TN/D
(p, a) 7→ ξa(p)

(2.1.25)

is surjective, and define the momentum section µ : N → h∗ ⊗ (TN/D) by 〈a, µ(p)〉 =
ξa(p) for each a ∈ h and p ∈ N . Using the transpose of (2.1.25) we define the momentum
map [µ] : N → P(h∗) by [µ](p) being the image of (TN/D)∗p in h∗. Hence [µ]∗Oh∗(−1) ∼=
(TN/D)∗ and if z : P(h∗)→ h∗⊗Oh∗(1) denotes the tautological section, then under the
isomorphism [µ]∗Oh∗(1) ∼= TN/D we have µ = [µ]∗z, where Oh∗(−1) is the tautological
line bundle over P(h∗) and Oh∗(1) := Oh∗(−1)∗.

Any non-zero β ∈ h determines an affine chart

A = {v ∈ h∗ | 〈β, v〉 = 1} ↪→ P(h∗) (2.1.26)

and 〈β, z〉 restricts to a trivialisation of Oh∗(1)
∣∣
U

on any open subset U ⊂ P(h∗) of the
image of A. Thus we have z

〈β,z〉 : U → A and 〈β, d z
〈β,z〉〉 = 0, i.e.

d
z

〈β, z〉
: TU → U ⊗ β0, where β0 = {v ∈ h∗ | 〈β, v〉 = 0}, (2.1.27)

is the trivialisation of TU in this affine chart. In this setting, h can be naturally
identified with the space of affine function on U : v ∈ h defines the affine function
〈v, z
〈β,z〉〉 with β corresponding to the constant function 1. The duality t∗ ∼= β0 provided

by the short exact sequence

0→ span{β} → h
δ−→ t→ 0 (2.1.28)

identifies t with T ∗pU for any p ∈ U , while the quotient map δ sends an affine function
to (the constant value of) its derivative.

The momentum map [µ] : N → P(h∗) takes values in the affine chart determined by
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β if and only if ξβ ∈ con(N,D) is a non-vanishing section of TN/D. From the definition
of momentum section, for a ∈ h we have

ηD(Xa) = ξa = 〈a, µ〉 = 〈(dτ)(Xa), µ〉, (2.1.29)

which implies

ηD = 〈µ, dτ〉, (2.1.30)

since complementary vector field satisfy (2.1.29) trivially. Hence, in the trivialisation
provided by β we get

ηβ =

〈
µ

〈µ, β〉
, dτ

〉
=

ηD
〈µ, β〉

(2.1.31)

where we write ηβ instead of η〈µ,β〉. Using Cartan’s magic identity it is straightforward
to observe that dηβ isXβ-basic, and thus descends to the quotientMβ ofN by the vector
field Xβ where it plays a role of symplectic form ωβ. We claim that the momentum
map µβ for Mβ is given by

µβ =
µ

〈µ, β〉
(2.1.32)

Indeed for a ∈ t we have

d〈µβ, a〉 = d

〈
µ

〈µ, β〉
, a

〉
= −ιXaωβ (2.1.33)

We showed that (Mβ, ωβ) is a toric symplectic geometry with the momentum map µβ
given by (2.1.32) which also shows that its image, being a Delzant polytope, is the affine
slice of the image of µ, considered as a projectivisation of a convex polyhedral cone (see
[44]), by the affine chart given by β. In the case of a toric geometry of Sasaki type we
obtain toric Kähler metrics by the construction described below Definition 2.1.3 with
relations between momentum maps and their images as in the contact-symplectic case
above.

2.2 Schubert variety

In this section we show that sets Ud (2.2.4), which arise in the theory of factorization
structures investigated in the next chapter, are Zariski-closed. A convenient way how
to prove this is to show that these are Schubert varieties.

We denoteGr(k, V ) the Grassmannian of k-dimensional subspaces of an n-dimensional
vector space V equipped with Zariski topology, and V a complete flag in V , i.e. a nested
sequence of subspaces

0 ⊂ F1 ⊂ · · · ⊂ Fn−1 ⊂ Fn = V (2.2.1)

with dimFi = i. We define the Schubert variety Σa(V) indexed by a sequence of integers
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a = (a1, . . . , ak) with

n− k ≥ a1 ≥ a2 · · · ≥ ak ≥ 0 (2.2.2)

to be the Zariski-closed set

Σa(V) = {Λ ∈ Gr(k, V ) | dim(Fn−k+i−ai ∩ Λ) ≥ i for i = 1, . . . , k}. (2.2.3)

Lemma 2.2.1. For n ≥ 3 suppose 1 < k < n, 1 ≤ s < n, and 1 ≤ d ≤ min{s, k} are
such that n− k + d− s ≥ 0. If S ⊂ V is an s-dimensional subspace then the set

Ud = {Λ ∈ Gr(k, V ) | dim(S ∩ Λ) ≥ d} (2.2.4)

is the Schubert variety Σa(V), where a1 = · · · = ad = n − k + d − s, aj = 0 for
j = d + 1, . . . , k, and V is an arbitrary complete flag in V such that Fn−k+d−ad = S.
In particular, Ud is Zariski-closed.

Proof. First, note if s = 1, then d = 1 and the process described below becomes trivial
up to a point where the completion V is chosen.

If (2.2.4) is to be a Schubert variety, then (2.2.3) forces S = Fn−k+d−ad which
implies

s = dim(S) = dim(Fn−k+d−ad) = n− k + d− ad. (2.2.5)

We extend S into a complete flag V in V so that Ud becomes a Schubert variety Σa(V)
for some a.

Observe that for every hyperplane H in S and every Λ ∈ Ud we have dim(H ∩Λ) ≥
d− 1. Thus, for any such a fixed hyperplane H we have that Ud equals to

{Λ ∈ Gr(k, V ) | dim(S ∩ Λ) ≥ d and dim(H ∩ Λ) ≥ d− 1}. (2.2.6)

To proceed in defining the flag V we set Fn−k+d−1−ad−1
= H. By taking dimensions

we see n− k + d− 1− ad−1 = s− 1 which together with (2.2.5) yields ad = ad−1.
We observe once again that for any codimension 1 subspaces G in H the set Ud

equals to

{Λ ∈ Gr(k, V ) | dim(S ∩ Λ) ≥ d and dim(H ∩ Λ) ≥ d− 1 and dim(G ∩ Λ) ≥ d− 2}.
(2.2.7)

We define Fn−k+d−2−ad−2
= G which gives ad = ad−1 = ad−2 and proceed in the similar

way until we obtain a partial flag

0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fs−2 = G ⊂ Fs−1 = H ⊂ Fs = S ⊂ V (2.2.8)

with dimFi = i and ad = · · · = a1. Furthermore, Ud coincides with

Ud = {Λ ∈ Gr(k, V ) | dim(Fs−(d−i) ∩ Λ) ≥ i for i = 1, . . . , d} (2.2.9)

as before.
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Now consider an arbitrary completion V :

0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fs−1 = H ⊂ Fs = S ⊂ Fs+1 ⊂ · · · ⊂ Fn ⊂ V (2.2.10)

of (2.2.8) into a complete flag. If d < k we set ai = 0 for i = d + 1, . . . , k, and then
dim(Fn−k+i ∩ Λ) ≥ i are trivially satisfied. This shows Ud = Σa(V) for any complete
flag V such that S = Fn−k+d−ad .
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Chapter 3

Factorization structures:
Structure theory

The main topic of this chapter are factorization structures. The only place of their
occurrence in the literature is in [7] where were used in dimension 2 to establish what
rational Delzant quadrilaterals arise as compactifications of ambitoric geometries. Here
we analyse them in full generality. To study their structure we introduce quotients.
However, it is not straightforward to show that quotients are factorization structures,
so we define weak factorization structures which are easier to work with. Eventually we
show that weak factorization structures are factorization structures. First indications of
this phenomenon can be seen in examples of weak factorization structures we find. All of
them are factorization structures and include a crucial class of model examples called
Segre-Veronese factorization structures. The first examples of (weak) factorization
structures occur in dimension 2. In fact, there are two isomorphism classes of these,
called Segre and Veronese factorization structures, as it was found in [7]. Further
exploration of examples motivates notions of quotient and product of weak factorization
structures. The quotient construction together with an inductive argument with respect
to the dimension of a weak factorization structure, starting from the dimension 2, is
used as a main technique to show that weak factorization structures are factorization
structures.

As described in Chapter 1 (Introduction) a factorization structure is, in particular,
a map P(V1) × · · · × P(Vm) → P(h∗) from a product of m projective lines to projec-
tive m-space such that a generic coordinate hypersurface is sent onto a hyperplane.
Thus, for each `j ∈ P(Vj) we get a hyperplane in P(h∗) which we represent by its
normal [ψj ](`j) ∈ P(h). This way we obtain factorization curves [ψj ] : P(Vj) → P(h),
j = 1, . . . ,m. These are injective regular maps, have degrees and can be decompos-
able. In particular, factorization curves in factorization structures of Segre-Veronese
type are rational normal curves in subspaces they span in the usual sense of algebraic
geometry. Factorization curves carry substantial information on the underlying factor-
ization structure. For example, once we describe the behaviour of degree in relation
to quotient factorization structures, we prove that a factorization curve of degree m
(top degree) is decomposable and determines the whole factorization structure to be of
Veronese type. In addition, we show that a factorization structure has decomposable
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factorization curves if and only if it is of Segre-Veronese type. This underlines the im-
portance of factorization curves in the study of factorization structures. We conjecture
all factorization curves are decomposable, or equivalently, all factorization structures
are of Segre-Veronese type. We believe the language of factorization curves provides
the right context for this conjecture.

3.1 Definition, examples and some properties

In this section we define (weak) factorization structures, classify them in two dimen-
sions, and explore some examples.

Let m ≥ 2 be an integer and let V1, . . . , Vm be real/complex vector spaces with
dimension |Vj | = 2. For a fixed j ∈ {1, . . . ,m} and any 1-dimensional subspace ` ⊂ Vj
we define

Σj,` = V1 ⊗ · · · ⊗ Vj−1 ⊗ `⊗ Vj+1 ⊗ · · · ⊗ Vm (3.1.1)

and denote its annihilator in V ∗ := V ∗1 ⊗ · · · ⊗ V ∗m by Σ0
j,`. We denote the product

V1 ⊗ · · ·Vj−1 ⊗ Vj+1 ⊗ · · · ⊗ Vm by V̂j . Furthermore, we shall use the linear operator
insj : V ∗j ⊗ V̂ ∗j → V ∗ defined on decomposable tensors by

vj ⊗ (v1 ⊗ · · · ⊗ vj−1 ⊗ vj+1 ⊗ · · · ⊗ vm) 7→ v1 ⊗ · · · ⊗ vj−1 ⊗ vj ⊗ vj+1 ⊗ · · · ⊗ vm,
(3.1.2)

i.e. insj inserts the first slot into the missing slot of V̂ ∗j . For example, Σ0
j,`j

= insj(`
0
j ⊗

V̂ ∗j ). We consider the projective space P(Vk) to be the set of 1-dimensional subspaces
`k in the vector space Vk equipped with Zariski topology. We say a condition holds for
a generic point or generically if there exists an open non-empty subset U ⊂ P(Vk) such
that for each point in U the condition holds.

Definition 3.1.1. An inclusion (injective linear mapping) ϕ : h→ V ∗ of a real/complex
(m+ 1)-dimensional vector space h into real/complex V ∗ is called a weak factorization
structure of dimension m if

dk(`) := |ϕ(h) ∩ Σ0
k,`| ≥ 1 (3.1.3)

holds for every k ∈ {1, . . . ,m} and generic ` ∈ P(Vk). If dk(`) = 1 for every k and
generic `, then the weak factorization structure is called a factorization structure. An
isomorphism between two weak factorization structures is the commutative diagram

h1 h2

V ∗1 ⊗ · · · ⊗ V ∗m W ∗1 ⊗ · · · ⊗W ∗m

ϕ1

Φ

ϕ2

φ1⊗···⊗φm

where Φ and φj : V ∗j →W ∗j are linear isomorphisms for all j ∈ {1, . . . ,m}.
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A factorization structure gives rise to the rational map P(V1)×· · ·×P(Vm) 99K P(h∗)
defined by the composition of the Segre embedding,

S : P(V1)× · · · × P(Vm)→ P(V )

([v1], . . . , [vm]) 7→ [v1 ⊗ · · · ⊗ vm], (3.1.4)

and projectivised ϕT : V → h∗. Clearly, for any ` ∈ P(Vk) S maps the coordinate
hyperplane

P(V1)× · · · × P(Vk−1)× {`} × P(Vk+1)× · · · × P(Vm) (3.1.5)

onto the projective subspace P(Σk,`) which is further mapped onto the projective space
P(ϕTΣk,`). As outlined in the Introduction we want P(ϕTΣk,`) to be a hyperplane
so the rational map gives the desired coordinate system on an open subset of P(h∗).
Suppose P(ϕTΣk,`) is a hyperplane and, for now, denote P(ψk(`)) ∈ P(h) the projective
normal corresponding to it. Then, for their natural contraction we have

0 = 〈ϕTΣk,`, ψk(`)〉 = 〈Σk,`, ϕ ◦ ψk(`)〉, (3.1.6)

and thus ϕ◦ψk(`) ⊂ Σ0
k,`∩ϕ(h). Now, if Σ0

k,`∩ϕ(h) would be more than 1-dimensional,

then the first equality in (3.1.6) shows that ϕTΣk,` is annihilated by more than 1-
dimensional space and hence it could not be a hyperplane which contradicts assump-
tions. Thus, on an open subset we have ϕ ◦ ψk(`) = Σ0

k,` ∩ ϕ(h). This is how the
description of factorization structures from the Introduction fits Definition 3.1.1.

Remark 3.1.1. All results of this chapter hold for real and complex (weak) factoriza-
tion structures. Therefore, no distinction between these is made.

Lemma 3.1.1. For m = 2, ϕ : h → V ∗1 ⊗ V ∗2 is a weak factorization iff it is a
factorization structure.

Proof. It follows

2 ≥ |ϕ(h) ∩ `01 ⊗ V ∗2 | = |ϕ(h) ∩ Σ0
1,`1 | ≥ 1

for generic `1 ∈ P(V1). If this intersection were 2-dimensional in two distinct points
`1, ` ∈ P(V1), then two 2-dimensional subspaces `01 ⊗ V ∗2 and `0 ⊗ V ∗2 with the triv-
ial intersection must lie in the three dimensional space ϕ(h) which is a contradiction.
Therefore the intersection is two dimensional at most at one point and hence is gener-
ically one dimensional.
The other intersection is similar.

Example 3.1.1 (m = 2). Two-dimensional factorization structures were classified
in [7]. To recall this classification note that the image of a factorization structure
h→ V ∗1 ⊗ V ∗2 is the annihilator of an element χ ∈ V1 ⊗ V2.

If 〈χ〉 = 〈γ1 ⊗ γ2〉 is decomposable, the image of h is V ∗1 ⊗ γ0
2 + γ0

1 ⊗ V ∗2 , where
γ0
j ⊂ V ∗j is the annihilator of the 1-dimensional subspace 〈γj〉 ⊂ Vj . Clearly, this is a

factorization structure as intersections

21



(V ∗1 ⊗ γ0
2 + γ0

1 ⊗ V ∗2 ) ∩ `01 ⊗ V ∗2

and

(V ∗1 ⊗ γ0
2 + γ0

1 ⊗ V ∗2 ) ∩ V ∗1 ⊗ `02

are one dimensional for generic values `1 ∈ P(V1) and `2 ∈ P(V2), and |V ∗1 ⊗ γ0
2 + γ0

1 ⊗
V ∗2 | = 3.

To analyse the case when χ is indecomposable let e1 and e2 span V1, and let f1

and f2 span V2, and let {E1, E2} and {F 1, F 2} be the dual bases respectively. χ,
viewed as a map from V ∗1 to V2, is invertible and hence, by fixing any area form ω =
c(E1⊗E2−E2⊗E1) on V1, c ∈ R×, defines an isomorphism ω⊗χ−1 : V1⊗V2 → V ∗1 ⊗V ∗1 .
Under this isomorphism the image of h is annihilated by span{c(E1 ⊗E1 −E2 ⊗E2)}
which can be further transformed by T ⊗ Id into

∧2 V ∗1 , where T = e1 ⊗E2 + e2 ⊗E1

is considered as an automorphism of V ∗1 . This means that the image of h is isomorphic
in the sense of (weak) factorization structures to S2W ∗, where |W | = 2. Again, this is
a factorization structure as S2W ∗ ∩ `0⊗W ∗ and S2W ∗ ∩W ∗⊗ `0 are (generically) one
dimensional, and |S2W ∗| = 3.

By generalising the first of the two examples from above we get

Example 3.1.2 (Segre). Let 〈Γj〉 ⊂ V̂ ∗j , j ∈ {1, . . . ,m}, be such that the sum ϕ(h) :=∑m
j=1 insj

(
V ∗j ⊗ 〈Γj〉

)
has dimensionm+1. The inclusion ϕ : h→ V ∗ is a factorization

structure as ϕ(h) ∩ Σ0
j,`j

= insj

(
`0j ⊗ 〈Γj〉

)
is one dimensional for a generic `j . For

example, for each b ∈ {1, . . . ,m} we can choose a 1-dimensional subspace 〈vb〉 ⊂ V ∗b
and define 〈Γj〉 = 〈⊗mb=1

b 6=j
vb〉. When V1 = · · · = Vm we can choose 〈v1〉 = . . . = 〈vm〉.

Similarly, a generalisation of the second example in Example 3.1.1 is

Example 3.1.3 (Veronese). Let W be a 2-dimensional vector space. The natural
inclusion SmW ∗ → ⊗mW ∗ is a factorization structure. Indeed, |SmW ∗| = m+1 and for
` ∈ P(W ) the dimension of SmW ∗ ∩ Σ0

j,` = `0 ⊗ · · · ⊗ `0︸ ︷︷ ︸
m-times

is one for any j ∈ {1, · · · ,m}.

For easier description of a position of an element in a tensor product we establish
the following conventions. The position of a term in the tensor product of m elements
is referred to as a slot, e.g. terms a, b and c in a ⊗ b ⊗ c are in the first, second and
third slot, respectively. For partition of m, m = d1 + · · ·+ dk, dj ≥ 1, slots decompose
into k groups with jth group containing dj slots, j ∈ {1, . . . , k}. Slots belonging to the
jth group are referred to as grouped j-slots. In fact, positions in the tensor product
of m elements can be labelled by pairs (j, r), where j ∈ {1, . . . , k} and r ∈ {1, . . . , dj}.
For a partition of m as above and a fixed j ∈ {1, . . . , k} we define the operator

Insj : (W ∗j )⊗dj ⊗
k⊗
i=1
i 6=j

(W ∗i )⊗di →
k⊗
i=1

(W ∗i )⊗di
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on decomposable tensors by

w1
j ⊗ · · · ⊗ w

dj
j ⊗

k⊗
i=1
i 6=j

(
w1
i ⊗ · · · ⊗ w

di
i

)
7→

k⊗
i=1

(
w1
i ⊗ · · · ⊗ w

di
i

)

and extend it linearly. In other words, Insj inserts the first dj slots into the missing
slots in the same order. Note that for partition m = 1 + · · · + 1 operators Insj and
insj agree (see (3.1.2)). We regard Insj as a generalisation of insj and from now on
we shall denote both by insj .

Combining the two examples above we find

Example 3.1.4 (Segre-Veronese). Let d1 + · · · + dk = m, where dj are positive

natural numbers. Let 〈Γj〉 ⊂
⊗k

r=1,r 6=j(W
∗
r )⊗dr , j ∈ {1, . . . , k}, be such that

k∑
j=1

insj

(
SdjW ∗j ⊗ 〈Γj〉

)
(3.1.7)

has dimension m + 1. Clearly, the intersections are generically one dimensional, thus
it is a factorization structure. Note that when d1 = · · · = dk = 1 or k = 1 we recover
Segre or Veronese factorization structures respectively. To give another special case,
for each b ∈ {1, . . . , k} we can choose a 1-dimensional subspace 〈vb〉 ⊂ W ∗b and define

〈Γj〉 = 〈
⊗k

b=1
b6=j

(vb)
⊗db〉. The factorization structure corresponding to these particular

Γjs is called the product factorization structure because it corresponds to the product
of orthotoric geometries as observed later in the text. More generally, we say that a
Segre-Veronese factorization structure is decomposable if for each j ∈ {1, . . . ,m} we
can write 〈Γj〉 = 〈

⊗k
b=1
b 6=j

(vbj)
⊗db〉 for some vbj ∈W ∗b .

Example 3.1.5 (Product of (weak) factorization structures). Let ϕ : h →
V ∗1 ⊗ · · · ⊗ V ∗m and χ : g→ W ∗1 ⊗ · · · ⊗W ∗n be (weak) factorization structures, and let
〈S〉 ⊂ χ(g) and 〈T 〉 ⊂ ϕ(h) be one-dimensional subspaces. An (〈S〉, 〈T 〉)-product of
these (weak) factorization structures is defined to be the canonical inclusion

ϕ(h)⊗ 〈S〉+ 〈T 〉 ⊗ χ(g) ↪→ V ∗1 ⊗ · · · ⊗ V ∗m ⊗W ∗1 ⊗ · · · ⊗W ∗n .

This is a (weak) factorization structure. Indeed, it is an injection of (m + n + 1)-
dimensional vector space into a tensor product of m + n 2-dimensional vector spaces,
and hence dimensions follow Definition 3.1.1. Furthermore, as each intersection of the
(〈S〉, 〈T 〉)-product with Σ0

j,`j
≤ V ∗1 ⊗ · · · ⊗ V ∗m ⊗W ∗1 ⊗ · · · ⊗W ∗n for j ∈ {1, . . . ,m+ n}

reduces to an intersection with either ϕ(h) or χ(g), depending on the index j, it is clear
that the (〈S〉, 〈T 〉)-product satisfies (3.1.3) of Definition 3.1.1 or its stronger form in
the case of factorization structures.

For example, the product Segre-Veronese factorization structure can be written as
a product of two factorization structures in multiple ways. Let I ⊂ {1, . . . , k} be a
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non-trivial subset. Then we have decomposition(∑
j∈I

insj

(
SdjW ∗j ⊗

⊗
b∈I
b 6=j

〈vb〉⊗db
))
⊗
⊗
b∈Ic
〈vb〉⊗db+ (3.1.8)

+
⊗
b∈I
〈vb〉⊗db ⊗

(
insj

(∑
j∈Ic

SdjW ∗j ⊗
⊗
b∈Ic
b6=j

〈vb〉⊗db
))

(3.1.9)

where Ic stands for the complement of I.

Note that all these examples of weak factorization structures are in fact factoriza-
tion structures. As we shall see in the of the following section this is not a coincidence.
It turns out that any weak factorization structures is a factorization structure.

Using topological arguments we deduce that the generic condition (3.1.3) holds
globally. More precisely we have

Lemma 3.1.2. If m ≥ 2, then for every k ∈ {1, · · · ,m} the condition (3.1.3) from
Definition 3.1.1 holds on the whole P(Vk) and dk is constant on an open nonempty
subset of P(Vk).

Proof. For m = 2 this was solved in Example 3.1.1.
Suppose m = 3. At first, we shall show that the nested sets U1 ⊃ U2 ⊃ · · · defined by

Ud := {[`k] ∈ P(Vk) : |ϕ(h) ∩ Σ0
k,`k
| ≥ d}

are closed. Note if d > m+1, then Ud = ∅ and hence closed. Suppose now 1 ≤ d ≤ m+1.
The assumptions of Lemma 2.2.1 are satisfied and hence

Ud = {Λ ∈ Gr(2m−1, V ∗) | |ϕ(h) ∩ Λ| ≥ d} (3.1.10)

is closed. Note that Ud is the preimage of Ud via regular map (polynomial mapping)
P(Vk)→ Gr(2m−1, V ∗) defined by `k 7→ Σ0

k,`k
, and hence closed.

The set U1 is open and non-empty by the definition of weak factorization structure,
so U1 = P(Vk), and hence the condition (3.1.3) from Definition 3.1.1 holds on the whole
P(Vk).
Define

Ud := Ud\Ud+1 = {[`k] ∈ P(Vk) : |ϕ(h) ∩ Σ0
k,`k
| = d} (3.1.11)

The set U1 = U1\U2 = P(Vk)\U2 is open as U2 is closed. Thus, if there exists `k ∈ P(Vk)
such that |ϕ(h)∩Σ0

k,`k
| = 1, i.e. U1 6= ∅, then |ϕ(h)∩Σ0

k,`k
| = 1 holds for every `k ∈ U1,

i.e. for a generic `k. This means that dk is constant on an open nonempty set and has
value 1.
However, if the set U1 is empty, then U1 ⊂ U2 which amounts to P(Vk) = U1 = U2.
Now, the set U2 = U2\U3 = P(Vk)\U3 is open as U3 is closed. Again, if there exists
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`k ∈ P(Vk) such that |ϕ(h) ∩ Σ0
k,`k
| = 2, then |ϕ(h) ∩ Σ0

k,`k
| = 2 holds for a generic `k

which means dk is constant on an open nonempty set and has value 2.
Since h is a weak factorization structure this process gives the claim before d exceeds
dim(h) = m+ 1.

3.2 Weak factorization structures are factorization struc-
tures

The main motivation for quotient weak factorization structures, apart from the gen-
eral concept of a quotient structure, is that inductive arguments with respect to the
dimension of a weak factorization structure show that weak factorization structures are
factorization structures, and, in particular, establish the notion of quotient factorization
structure.

Examples from the previous section show that for a fixed j the contraction of a
1-dimensional subspace ` ⊂ Vj with ϕ(h) ≤ V ∗1 ⊗ · · · ⊗ V ∗m at the jth slot results in
a factorization structure. For example, the contraction of ` ⊂ W with any slot of
SmW ∗ ≤ ⊗mW ∗ is isomorphic with Sm−1W ∗. There are multiple ways how to for-
malise this idea in the setting of weak factorization structures and we adopt the one
which regards the aforementioned contractions as quotients. Based on these observa-
tions we shall define an object ϕj(`j) : hj(`j) → V̂ ∗j ⊗ `∗j which represents a quotient
weak factorization structure. However, it takes some time to show that this object is
an actual weak factorization structure.

Let ϕ : h→ V ∗ be a weak factorization structure. The following inclusion of short
exact sequences defines ϕj(`j) : hj(`j)→ V̂ ∗j ⊗ `∗j

0 ϕ−1(ϕ(h) ∩ Σ0
j,`j

) h hj(`j) 0

0 Σ0
j,`j

V ∗ insj(`
∗
j ⊗ V̂ ∗j ) 0

ϕ

π
`j
j

ϕ ϕj(`j)

ρ
`j
j

(3.2.1)

where V ∗/Σ0
j,`j
∼= V̂ ∗j ⊗ (V ∗j /`

0
j )
∼= V̂ ∗j ⊗ `∗j and |ϕ(h)∩Σ0

j,`j
| = 1. In the next exposition

ϕj is used instead of ϕj(`j). Note that taking quotient by Σ0
j,`j

as well as making the
contraction with `j ⊂ Vj at the jth slot gives the same result up to remembering `∗j .

Remark 3.2.1. We intend ϕj(`j) : hj(`j)→ insj(V̂
∗
j ⊗ `∗j ) to be a weak factorization

structure. This means that it is an inclusion of m-dimensional vector space into a tensor
product of m−1 2-dimensional vector spaces with desired property on intersections (see
Definition 3.1.1). At this point it is not clear what 2-dimensional spaces we work with
since an extra `∗j is attached to V̂ ∗j . We fix this by defining a new 2-dimensional vector
space V ∗j−1 ⊗ `∗j if the index j − 1 is valid, otherwise the new vector space is defined to
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be V ∗j+1 ⊗ `∗j . In what follows we keep the notation V̂ ∗j ⊗ `∗j with the aforementioned
meaning and drop the operator insj.

An equivalent approach for fixing this issue would be to tensor (3.2.1) with `j and
consider the inclusion hj(`j)⊗ `j → V̂ ∗j .

In order to understand if the quotient ϕj(`j) : hj(`j) → V̂ ∗j ⊗ `∗j is a weak factor-

ization structure the dimension of ϕj(hj) ∩ Σ
∧j0
k,`k
⊗ `∗j needs to be understood, where

Σ
∧j0
k,`k
⊗ `∗j = V ∗1 ⊗ · · · ⊗ V ∗k−1 ⊗ `0k ⊗ V ∗k+1 ⊗ · · · ⊗ V ∗j−1 ⊗ `∗j ⊗ V ∗j+1 ⊗ · · · ⊗ V ∗m,

(3.2.2)

i.e. Σ
∧j0
k,`k
⊗ `∗j is Σ0

k,`k
with `∗j in the j-th slot. These intersections are analogous to

intersections ϕ(h) ∩ Σ0
k,`k

. Notice that for k 6= j, and any `k ∈ P(Vk)

ρ
`j
j (ϕ(h) ∩ Σ0

k,`k
) ⊂ ρ`jj (ϕ(h)) ∩ ρ`jj (Σ0

k,`k
) = ϕj(hj) ∩ Σ

∧j0
k,`k
⊗ `∗j (3.2.3)

If moreover p 6= j and `p ∈ P(Vp), then

ρ
`j
j (ϕ(h) ∩ Σ0

k,`k
∩ Σ0

p,`p) ⊂ ϕj(hj) ∩ Σ
∧j0
k,`k
⊗ `∗j ∩ Σ

∧j0
p,`p
⊗ `∗j (3.2.4)

Using rank-nullity theorem and the fact that Ker ρ
`j
j = Σ0

j,`j
, the equation (3.2.3)

implies

|ϕj(hj) ∩ Σ
∧j0
k,`k
⊗ `∗j | ≥ |ρ

`j
j (ϕ(h) ∩ Σ0

k,`k
)| = |ϕ(h) ∩ Σ0

k,`k
| − |ϕ(h) ∩ Σ0

k,`k
∩ Σ0

j,`j
|

(3.2.5)

Hence, ϕj(`j) : hj(`j)→ V̂ ∗j ⊗ `∗j is a weak factorization structure if the RHS is at least

one. This amounts to knowing that any of ϕ(h) ∩ Σ0
k,`k

, ϕ(h) ∩ Σ0
j,`j

is not a subspace
of the other.

Lemma 3.2.1. Let ϕ : h→ (V1 ⊗ · · · ⊗ Vm)∗ be a weak factorization structure and fix
j ∈ {1, . . . ,m}. Then there exist an open nonempty set Aj ⊂ P(Vj) such that for each
`j ∈ Aj and each k ∈ {1, . . . ,m}\{j} there exists an open nonempty set Ak ⊂ P(Vk)
such that for each `k ∈ Ak

ϕ(h) ∩ Σ0
j,`j
6⊂ ϕ(h) ∩ Σ0

k,`k
(3.2.6)

and

ϕ(h) ∩ Σ0
k,`k
6⊂ ϕ(h) ∩ Σ0

j,`j
(3.2.7)

Proof. Fix `j ∈ P(Vj) and k 6= j. Let Uk ⊂ P(Vk) be the open nonempty set where dk
attains its minimal value, say d. Such Uk exists by Lemma 3.1.2. By Lemma 2.2.1 the
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set

Ud = {Λ ∈ Gr(2m−1, V ∗) | |(ϕ(h) ∩ Σ0
j,`j

) ∩ Λ| ≥ d} (3.2.8)

is closed. We define

ck(`j) = {`k ∈ Uk | |ϕ(h) ∩ Σ0
k,`k
∩ Σ0

j,`j
| ≥ d} (3.2.9)

= {`k ∈ Uk | ϕ(h) ∩ Σ0
k,`k
⊂ ϕ(h) ∩ Σ0

j,`j
} (3.2.10)

Note ck(`j) is the preimage of Ud via regular map P(Vk) → Gr(2m−1, V ∗) defined by
`k 7→ Σ0

k,`k
and hence closed. Thus ck(`j) is either equal to Uk, or it is closed and

proper in Uk.
For each k 6= j there is at most one `j ∈ P(Vj) such that ck(`j) = Uk. Indeed, if

there would exist two distinct `j , ˆ̀
j ∈ P(Vj) such that ck(`j) = Uk = ck(ˆ̀

j), then for
`k ∈ Uk we have 0 6= ϕ(h) ∩ Σ0

k,`k
⊂ ϕ(h) ∩ Σ0

j,`j
∩ Σ0

j,ˆ̀j
= 0 which is a contradiction.

Therefore there is an open nonempty set Aj ⊂ P(Vj) such that for each `j ∈ Aj and
each k 6= j the set

Ck(`j) = {`k ∈ P(Vk) | ϕ(h) ∩ Σ0
k,`k
⊂ ϕ(h) ∩ Σ0

j,`j
} (3.2.11)

is closed and proper in P(Vk).
Finally, for a fixed `j ∈ Aj the set

Bk(`j) = {`k ∈ P(Vk) | ϕ(h) ∩ Σ0
k,`k
⊃ ϕ(h) ∩ Σ0

j,`j
} (3.2.12)

is at most singleton and thus Ak := P(Vk)\ (Ck(`j) ∪Bk(`j)), k 6= j are the desired
open and nonempty sets from the statement of this lemma.

Corollary 3.2.1.1. Let h be a weak factorization structure. Then, for a fixed j ∈
{1, . . . ,m} there exist an open nonempty set Aj ⊂ P(Vj) such that for any `j ∈ Aj and
any k 6= j

|ϕ(h) ∩ Σ0
k,`k
| − 1 ≥ |ϕ(h) ∩ Σ0

k,`k
∩ Σ0

j,`j
| (3.2.13)

holds for generic `k ∈ P(Vk).

Proof. As ϕ(h)∩Σ0
k,`k

and ϕ(h)∩Σ0
j,`j

are not in an inclusion relation, their intersection

ϕ(h) ∩Σ0
k,`k
∩Σ0

j,`j
has dimension at least one less than dimension of ϕ(h) ∩Σ0

k,`k
.

Corollary 3.2.1.2. Let h be a factorization structure. Then, for a fixed j ∈ {1, . . . ,m}
there exist an open nonempty set Aj ⊂ P(Vj) such that for any `j ∈ Aj and any k 6= j

|ϕ(h) ∩ Σ0
k,`k
∩ Σ0

j,`j
| = 0 (3.2.14)

holds for generic `k ∈ P(Vk).

Proof. As h is a factorization structure, |ϕ(h) ∩ Σ0
k,`k
| = 1 holds for generic values of

`k. Substituting this into (3.2.13) gives the claim.
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Finally, we are able to show that our definition of the quotient object hj(`j) makes
sense in the framework of weak factorization structures.

Proposition 3.2.1. For a generic `j ∈ P(Vj) the quotient hj(`j) of a weak factorization
structure h is a weak factorization structure.

Proof. Let Aj be as in the Lemma 3.2.1 and let `j ∈ Aj . By Corollary 3.2.1.1

|ϕ(h) ∩ Σ0
k,`k
| − |ϕ(h) ∩ Σ0

k,`k
∩ Σ0

j,`j
| ≥ 1

holds for any k 6= j and generic `k. No that

|ρ`jj (ϕ(h) ∩ Σ0
k,`k

)| = |ϕ(h) ∩ Σ0
k,`k
| − |ϕ(h) ∩ Σ0

k,`k
∩ Σ0

j,`j
| (3.2.15)

is the dimension of image ρ
`j
j (ϕ(h) ∩ Σ0

k,`k
) of ϕ(h) ∩ Σ0

k,`k
under the linear map ρ

`j
j

since ker ρ
`j
j = Σ0

j,`j
.

Using (3.2.3) this results in

|ϕj(hj) ∩ Σ
∧j0
k,`k
⊗ `∗j | ≥ |ρ

`j
j (ϕ(h) ∩ Σ0

k,`k
)| = |ϕ(h) ∩ Σ0

k,`k
| − |ϕ(h) ∩ Σ0

k,`k
∩ Σ0

j,`j
| ≥ 1

(3.2.16)

for generic `k and k 6= j, which implies that the quotient hj(`j) is a wfs.

Observe that if a quotient ϕj(`j) : hj(`j)→ V̂ ∗j ⊗`∗j of a weak factorization structure

ϕ : h→ V ∗ is a factorization structure and if ϕ(h)∩Σ0
k,`k

meets Ker ρ
`j
j = Σ0

j,`j
trivially,

then

1 = |ϕj(hj) ∩ Σ
∧j0
k,`k
⊗ `∗j | ≥ |ρ

`j
j (ϕ(h) ∩ Σ0

k,`k
)| = |ϕ(h) ∩ Σ0

k,`k
|︸ ︷︷ ︸

≥1

− |ϕ(h) ∩ Σ0
k,`k
∩ Σ0

j,`j
|︸ ︷︷ ︸

0

(3.2.17)

by rank-nullity theorem and (3.2.3). In other words, this forces ϕ(h)∩Σ0
k,`k

to be one-
dimensional. Formalising this idea gives a sufficient condition when a weak factorization
structure is a factorization structure in terms of its quotients.

Lemma 3.2.2. Let h be a weak factorization structure. Let hj1(`j1) and hj2(`j2) be two
quotients of h which are factorization structures, j1 6= j2. If for all k ∈ {1, . . . ,m}\{j1}
the dimension of ϕ(h) ∩ Σ0

k,`k
∩ Σ0

j1,`j1
is zero for generic values of `k, and if the

dimension of ϕ(h)∩Σ0
j1,`
∩Σ0

j2,`j2
is zero for generic values of ` then h is a factorization

structure.

Proof. Rename j1 to be j. By assumptions for any k ∈ {1, · · · ,m}\{j} there exists an
open nonempty set

� Ak ⊂ P(Vk), where |ϕ(h) ∩ Σ0
k,`k
| ≥ 1 for `k ∈ Ak; (h is wfs)

� Bk ⊂ P(Vk), where |ϕ(h) ∩ Σ0
k,`k
∩ Σ0

j,`j
| = 0 for `k ∈ Bk;
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� Ck ⊂ P(Vk), where |ϕj(hj) ∩ Σ
∧j0
k,`k
⊗ `∗j | = 1 for `k ∈ Ck. (hj1(`j1) is fs)

For `k ∈ Ak ∩Bk ∩ Ck one has

1 = |ϕj(hj) ∩ Σ
∧j0
k,`k
⊗ `∗j | ≥ |ρ

`j
j (ϕ(h) ∩ Σ0

k,`k
)| = |ϕ(h) ∩ Σ0

k,`k
|︸ ︷︷ ︸

≥1

− |ϕ(h) ∩ Σ0
k,`k
∩ Σ0

j,`j
|︸ ︷︷ ︸

0

(3.2.18)

which amounts to

|ϕ(h) ∩ Σ0
k,`k
| = 1

for a generic `k and for k 6= j = j1, where a reasoning behind (3.2.18) is as in the proof
of Proposition 3.2.1.

To understand the dimension |ϕ(h) ∩ Σ0
j1,`
| one uses the same approach as above

with j2 in place of j and j1 in place of k. This results to |ϕ(h) ∩ Σ0
j1,`j1
| = 1 for a

generic `j1 .
As |ϕ(h) ∩ Σ0

k,`k
| = 1 for all k and for generic values of `k, h is a factorization

structure.

As a consequence we get

Proposition 3.2.2. Let h be a weak factorization structure (m ≥ 3) and let for all
j = 1, . . . ,m and generic `j the quotient hj(`j) be factorization structure. Then h is a
factorization structure.

Proof. In this proof we shall check that assumptions of Lemma 3.2.2 are satisfied which
proves the claim.

For fixed a ∈ {1, · · · ,m} we shall prove the existence of La ∈ P(Va) such that the
quotient factorization structure ha(La) exist and ϕ(h)∩Σ0

a,La
∩Σ0

j,`j
= 0 for every j 6= a

and generic `j ∈ P(Vj).
Let r ∈ {1, . . . ,m}\{a} and choose `r, ¯̀

r ∈ P(Vr) such that `r 6= ¯̀
r and quotients

ρ`rr (ϕ(h)) and ρ
¯̀
r
r (ϕ(h)) exist. These are factorization structures by assumptions, and

hence for ` ∈ {`r, ¯̀
r} we have by Corollary 3.2.1.2 that there exist an open nonempty

set A` ∈ P(Va) such that for any `a(`) ∈ A` and for any b ∈ {1, . . . ,m}\{r, a} there
exist an open nonempty set B` ⊂ P(Vb) such that

ϕr(hr(`)) ∩ Σ∧r0a,`a
⊗ `∗ ∩ Σ∧r0b,`b

⊗ `∗ = 0 (3.2.19)

holds for all `b ∈ B`. Note that here we used m ≥ 3. Therefore, eq. (3.2.4) implies

ϕ(h) ∩ Σ0
a,`a ∩ Σ0

b,`b
⊂ Ker (ρ`r) = Σ0

r,` (3.2.20)

Now, for `a ∈ A`r ∩A¯̀
r
⊂ P(Va) we have

ϕ(h) ∩ Σ0
a,`a ∩ Σ0

b,`b
⊂ Σ0

r,`r ∩ Σ0
r,¯̀r

= 0 (3.2.21)
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for any `b ∈ B`r ∩B¯̀
r
, where b ∈ {1, . . . ,m}\{r, a}.

Now, let q ∈ {1, . . . ,m}\{r, a} and again consider two quotients at distinct points
`q, ¯̀

q ∈ P(Vq). Similarly, we get the existence of an open nonempty set A`q∩A¯̀
q
⊂ P(Va)

such that for any ¯̀
a ∈ A`q ∩A¯̀

q
we have

ϕ(h) ∩ Σ0
a,¯̀a
∩ Σ0

r,`r = 0 (3.2.22)

for generic `r ∈ P(Vr) as before. Finally, choosing La ∈ A`r ∩ A¯̀
r
∩ A`q ∩ A¯̀

q
⊂ P(Va)

such that quotient ha(La) exist we get get the claim.
Since a ∈ {1, . . . ,m} was arbitrary the claim must hold in every slot and hence the

assumptions of Lemma 3.2.2 are satisfied.

At last we obtain

Theorem 3.2.3. A weak factorization structure is a factorization structure.

Proof. Use Proposition 3.2.2 inductively on m where the base case is m = 2 (see
Lemma 3.1.1).

Corollary 3.2.3.1. For each j ∈ {1, . . . ,m} a generic quotient hj(`j) of a factorization
structure h is a factorization structure.

Proof. As h is a factorization structure it is also a weak factorization structure. By
Proposition 3.2.1, hj(`j) is a weak factorization structure for a generic `j . Finally, by
Theorem 3.2.3, hj(`j) is a factorization structure.

Equipped with the notion of quotient factorization structure we can say more about
tensors Γi occurring in the example of the Segre-Veronese factorization structure. Re-
call that 〈Γi〉 ⊂

⊗k
j=1
j 6=i

(W ∗j )⊗dj , i ∈ {1, . . . , k}, define the Segre-Veronese factorization

structure if

ϕ(h) =

k∑
i=1

insi

(
SdiW ∗i ⊗ 〈Γi〉

)
(3.2.23)

has dimension m+ 1, where
∑k

i=1 di = m, di ≥ 1.

Lemma 3.2.4. In the notation established above, if {〈Γj〉}kj=1 define the Segre-Veronese

factorization structure, then 〈Γj〉 ⊂
⊗k

i=1
i 6=j

SdiW ∗i .

Proof. By induction on k.
When k = 1 Segre-Veronese factorization structure reduces to Veronese factoriza-

tion structure which does not contain any Γs and there is nothing to prove.
Let k = 2. Then

Sd1W ∗1 ⊗ 〈Γ2
1〉+ 〈Γ2

2〉 ⊗ Sd2W ∗2 (3.2.24)

has dimension d1 + d2 + 1 if and only if 〈Γ2
1〉 ⊂ Sd2W ∗2 and 〈Γ2

2〉 ⊂ Sd1W ∗1 .
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Suppose the claim holds for k ≥ 2 and fix j ∈ {1, . . . , k + 1}. For r1 ∈ {1, . . . , dj}
choose `r1 ∈ P(Wj) such that the quotient of

ϕ(h) =
k+1∑
i=1

insi

(
SdiW ∗i ⊗ 〈Γi〉

)
(3.2.25)

by `r1 exists. Now, choose r2 ∈ {1, . . . , dj}\{r1} such that quotient of (3.2.25) by `r2
exists. Repeat this process for each r ∈ {1, . . . , dj}. This way we eliminated all grouped
j-slots and we end with a factorization structure similar to (3.2.25) but without grouped
j-slots:

k+1∑
i=1
i 6=j

insi

(
SdiW ∗i ⊗ 〈LyΓi〉

)
(3.2.26)

where L = `1 ⊗ · · · ⊗ `dj and y denotes contraction in the jth slots. By construction,
〈Γj〉 belongs to (3.2.26). By the induction assumption we have

〈LyΓi〉 ⊂
k+1⊗
b=1
b 6=i,j

SdbW ∗b (3.2.27)

for i ∈ {1, . . . , k+1}\{j} and hence for any j ∈ {1, . . . , k+1} we have 〈Γj〉 ⊂ (3.2.26) ⊂⊗k+1
b=1
b 6=j

SdbW ∗b .

3.3 Curves

In this section we shall associate m curves, called factorization curves, to each m-
dimensional factorization structure. We show that these are given by homogeneous
polynomials of the same degree in homogeneous coordinates on P1, and establish the
notion of degree. We prove that these curves are injective and we analyse behaviour of
their degrees in relation to quotient factorization structures.

3.3.1 Definition of curves. Lemma 3.1.2 allows us to define P(h)-valued curves for
any factorization structure ϕ : h→ V ∗ on an open nonempty subset Uk of P(Vk), where
dk is constant and equals one, by

Uk → P(h)

`k 7→ ψk(`k) := ϕ−1
(
ϕ(h) ∩ Σ0

k,`k

) (3.3.1)

We have ϕ ◦ ψk(`k) = ϕ(h) ∩ Σ0
k,`k
∈ P(ϕ(h)).
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Example 3.3.1. In the case of Segre-Veronese we generically have

ϕ ◦ ψj(`j) = insj

(
(`0j )

⊗dj ⊗ 〈Γj〉
)
∈ P

 k∑
j=1

insj

(
SdjW ∗j ⊗ 〈Γj〉

) (3.3.2)

Note that some curves coincide. To clarify this and why they are only defined
generically consider the following example.

Example 3.3.2. The inclusion

S2W ∗1 ⊗ 〈Γ1〉+ 〈Γ2〉 ⊗W ∗2 ↪→W ∗1 ⊗W ∗1 ⊗W ∗2 (3.3.3)

defines a factorization structure if 〈Γ1〉 and 〈Γ2〉 are one dimensional subspaces in W ∗2
and S2W ∗1 , respectively. If there exist 〈v〉 ⊂W ∗1 so that 〈Γ2〉 = 〈v ⊗ v〉 then

ϕ ◦ ψ1(`) = ϕ ◦ ψ2(`) = `0 ⊗ `0 ⊗ 〈Γ1〉 ∀` ∈ P(W )\{〈v〉}
ϕ ◦ ψ3(`3) = 〈v ⊗ v〉 ⊗ `03 ∀`3 ∈ P(W ∗2 )

(3.3.4)

Thus, the curves ψ1 and ψ2 coincide and are defined generically: away from 〈v〉. Clearly,
the intersections

ϕ(h) ∩ 〈v〉 ⊗W ∗1 ⊗W ∗2 = ϕ(h) ∩W ∗1 ⊗ 〈v〉 ⊗W ∗2 = 〈v ⊗ v〉 ⊗W ∗2 (3.3.5)

are 2-dimensional and do not define a point in P(ϕ(h)). This demonstrates the gener-
icness.

On the other hand, if 〈Γ2〉 is indecomposable, then both curves are defined on whole
projective lines.

Suppose again 〈Γ2〉 = 〈v ⊗ v〉 and choose bases for W1 and W2 so that v = (v1, v2)
and Γ1 = (u1, u2). This allows us to represent curves (3.3.4) in homogeneous coordi-
nates

∀[x : y] ∈ P(W )\{〈(v1, v2)〉}:

ϕ ◦ ψ1([x : y]) = ϕ ◦ ψ2([x : y]) = (3.3.6)

[u1y
2 : u2y

2 : −u1xy : −u2xy : −u1xy : −u2xy : u1x
2 : u2x

2] (3.3.7)

∀[x : y] ∈ P(W ∗2 ) :

ϕ ◦ ψ3([x : y]) = [−v2
1y : v2

1x : −v1v2y : v1v2x : −v2v1y : v2v1x : −v2
2y : v2

2x] (3.3.8)

Note that on the domain of definition of these curves they are defined by homogeneous
polynomials of the same degree in homogeneous coordinates. Furthermore, they clearly
extend to whole projective line by the same formulae. Although we have not defined
degrees of curves yet, we can intuitively conclude deg(ϕ ◦ ψ1) = deg(ϕ ◦ ψ2) = 2
and deg(ϕ ◦ ψ3) = 1 by regarding degrees of curves as the degrees of the polynomials
which define them. In addition, note that curves (3.3.4) are rational normal curves in
subspaces P(S2W ∗1 ⊗ 〈Γ1〉) and P(〈v ⊗ v〉 ⊗W ∗2 ) of P(ϕ(h)), respectively.
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Observe that for more complicated examples of Segre-Veronese factorization struc-
ture curves may not be defined in finitely many points which agrees with the fact that
they are only defined generically.

Motivated by the analysis above we shall show that a curve defined by (3.3.1) is
given by homogeneous polynomials of the same degree in homogeneous coordinates
on Uk, i.e. it is a regular map on Uk, thus, by definition, it is a rational map
P(Vk) 99K P(ϕ(h)). In addition we shall recall from algebraic geometry that such a
rational map is uniquely extendable to a regular map on the whole of P(Vk). Then,
after establishing the notion of degree of these curves we define complexified factor-
ization structures which help us to understand the behaviour of degrees in quotient
factorization structures.

We start with showing that ϕ ◦ ψk is a rational map.

Lemma 3.3.1. Let h be a factorization structure of dimension m. Then, the factor-
ization curve ϕ ◦ ψk is a regular map on an open and non-empty subset of Uk = {`k ∈
P(Vk) | |ϕ(h) ∩ Σ0

k,`k
| = 1} of degree at most m.

Proof. In order to show that ϕ ◦ ψk is given by homogeneous polynomials of the same
degree in homogeneous coordinates on Uk let ` ∈ Uk and let ca1···am be standard coor-
dinates on V ∗ = V ∗1 ⊗ · · · ⊗ V ∗m with respect to bases of V ∗j ’s, where aj ∈ {1, 2}. The

subspace Σ0
k,` in V ∗ can be described by 2m−1 independent linear equations

xca1···ak−11ak+1···am = −yca1···ak−12ak+1···am (3.3.9)

where `0 = [−y : x] and for j 6= k we have aj ∈ {1, 2}. These are also homogeneous
polynomials of degree one in ` = [x : y] with coefficients c···’s. The subspace ϕ(h) in V ∗

can be described via 2m−(m+1) independent linear equations which do not depend on
`, call that system (E). Finally, the subspace ϕ(h)∩Σ0

k,`, which is one-dimensional for a

fixed `, is the solution to the system of 2m−1 +2m−(m+1) linear equations (3.3.9) and
(E). Clearly, there are only 2m−1 independent equations, and hence the system (3.3.9)
and (E) is equivalent to (E) and another m independent linear equations from (3.3.9).
The latter stay independent on an open subset U(`) ⊂ P(Vk) containing `. Thus,
knowing ϕ(h) ∩ Σ0

k,` is equivalent to a system of 2m − 1 independent linear equations
of out which m are homogeneous of degree one in ` and the others do not depend on
`. Using Cramer’s rule to solve the system of 2m− 1 equations in 2m variables and the
definition of determinant shows that ϕ(h) ∩ Σ0

k,` depends on ` in a homogeneous way
and the degree of homogeneity is at most m which, for example, is attained in the case
when ϕ(h) = SmW ∗. This shows that ϕ ◦ ψk is defined by homogeneous polynomials
of the same degree in homogenous variables on U(`) ∩ Uk, i.e. it is a regular map on
U(`)∩Uk. Now, observe that by varying ` the open sets U(`) cover Uk, and since ϕ◦ψk
is regular on U(`) ∩ Uk for a generic `, it is regular on Uk.

In fact, rational maps from P1 to Pm uniquely extend as explained in

Lemma 3.3.2. Let U be an open non-empty subset of P1. A regular map f : U → Pn
extends uniquely to P1.
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Proof. The map f is given by f([x : y]) = [f0(x, y) : · · · : fn(x, y)] where fj are
homogeneous polynomials of the same degree. The expression [f0(x, y) : · · · : fn(x, y)]
fails to define a point in Pn if and only if all fj vanish at [x : y]. However, this means
that all fj have a factor in common which can be removed. This way it extends to
whole P1.

This allows us to define factorization curves, the extension of (3.3.1).

Definition 3.3.1. Let ϕ : h→ V ∗ be a real/complex factorization structure. For each
j ∈ {1, . . . ,m} we define factorization curve ψj : P(Vj)→ P(h) as follows. On an open
and non-empty subset of {`j ∈ P(Vj) | |ϕ(h) ∩ Σ0

j,`j
| = 1} where the curve is regular

by Lemma 3.3.1 we set ψj(`j) = ϕ−1
(
ϕ(h) ∩ Σ0

j,`j

)
∈ P(h) and extend it to the whole

P(Vj) by Lemma 3.3.2.

3.3.2 Degree. In what follows we shall define a notion of degree for factorization
curves and investigate its behaviour with respect to quotient factorization structures.
To do so we shall need complexified factorization structures as the proof of Lemma 3.3.7
requires to work over an algebraically closed field.

Consider the complexification ϕC : h⊗C→ V ∗⊗C of a real factorization structure
ϕ : h→ V ∗, and denote

(V ∗1 ⊗ C)⊗C · · · ⊗C (V ∗k−1 ⊗ C)⊗C Lk ⊗C (V ∗k+1 ⊗ C)⊗C · · · ⊗C (V ∗m ⊗ C)

by CΣ0
k,Lk

for any complex 1-dimensional subspace Lk ⊂ V ∗k ⊗C. Such a complexifica-
tion is called a complexified factorization structure which is justified by

Lemma 3.3.3. A map ϕ : h→ V ∗ is a real factorization structure iff its complexifica-
tion ϕC : h⊗ C→ V ∗ ⊗ C is a complex factorization structure.

Proof. For Lk ∈ P(Vk ⊗ C) such that

|ϕC(h⊗ C) ∩ CΣ0
k,Lk
| = 1 (3.3.10)

define ϕC ◦ ψC
k (Lk) to be the one-dimensional intersection. Note that on an open

nonempty subset of P(Vk)

ϕ ◦ ψk(`k)⊗ C = (ϕ(h) ∩ Σ0
k,`k

)⊗ C = ϕ(h)⊗ C ∩ CΣ0
k,`k⊗C

= ϕC(h⊗ C) ∩ CΣ0
k,`k⊗C = ϕC ◦ ψC

k (`k ⊗ C) (3.3.11)

holds.
Now, if ϕ is a real factorization structure, then there exist `k ∈ P(Vk) such that

(3.3.2) holds, i.e. the open set O := {Lk ∈ P(Vk ⊗ C) | |ϕC(h ⊗ C) ∩ CΣ0
k,Lk
| = 1}

is nonempty as `k ⊗ C belongs there, and hence ϕC : h ⊗ C → V ∗ ⊗ C∗ is complex
factorization structure.

On the other hand, if ϕC : h⊗C→ V ∗⊗C is a complex factorization structure, then
O is nonempty and has nontrivial intersection with P := {`k ⊗ C ∈ P(Vk ⊗ C) | `k ∈
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P(Vk)}. Indeed, O is P(Vk ⊗ C) minus a finite set of points, however P is infinite and
hence P ∩ Q 6= ∅. This means that the open set {`k ∈ P(Vk) | |ϕ(h) ∩ Σ0

k,`k
| = 1} is

nonempty by (3.3.2), and therefore ϕ : h→ V ∗ is a real factorization structure.

To motivate the definition of degree we reinterpret ψk from Definition 3.3.1. By
pulling the tautological section τ : P(h)→ Oh(1)⊗ h back via a factorization curve ψk
we interpret the curve as a section of OVk(ek)⊗ h,

OVk(ek)⊗ h Oh(1)⊗ h

P(Vk) P(h)
ψk

τ ,

where ek is determined as follows. The pullback (ψk)
∗Oh(1) is a line bundle over P(Vk),

and thus the classification of line bundles over projective spaces implies (ψk)
∗Oh(1) ∼=

OVk(ek) for some ek ∈ Z.
Now we define degree for factorization curves.

Definition 3.3.2. Let h be a real/complex factorization structure. The degree degψk
of ψk is defined to be degψk = ek, where ek is such that (ψk)

∗Oh(1) ∼= OVk(ek).

We recall a lemma from algebraic algebraic geometry which discusses uniqueness of
overlapping curves.

Lemma 3.3.4. Suppose that two curves ϕ◦ψi : P1 → P(ϕ(h)) and ϕ◦ψj : P1 → P(ϕ(h))
are defined on the same projective line and that they agree on an open nonempty subset
U . Then they agree everywhere.

Proof. Since projective spaces are separated the set {` ∈ P1 | ϕ ◦ ψi(`) = ϕ ◦ ψj(`)}
is closed. Furthermore, it contains U , and therefore, since the only closed set which
contain an open nonempty set is the whole P1, it must be P1.

The following lemma shows that complexification does not change degrees of curves.

Lemma 3.3.5. Let ϕ ◦ ψk be a curve in a real factorization structure ϕ : h → V ∗.
Then deg(ϕ ◦ ψk) = deg(ϕC ◦ ψC

k ), where ϕC ◦ ψC
k is a k-th curve in the complexified

factorization structure.

Proof. Observe that equalities (3.3.2) can be extended to the whole P(Vk) by Lemma 3.3.2
and Lemma 3.3.4, and that they show

(
(ϕC ◦ ψC

k )∗OϕC(h⊗C)(−1)
)
`k⊗C

= {`k ⊗ C, ϕ ◦
ψk(`k)⊗C}. By definition of degree, the fibre

(
(ϕ◦ψk)∗Oϕ(h)(−1)

)
`k

= {`k, ϕ◦ψk(`k)}
is isomorphic to a deg(ϕ ◦ ψk)-fold product of `0k’s for any `k ∈ P(Vk). Thus (ϕC ◦
ψC
k )∗OϕC(h⊗C)(−1) is a line bundle over a projective line with the fibre over `k ⊗C iso-

morphic with deg(ϕ ◦ ψk)-fold product of `0k ⊗ C. We have (ϕC ◦ ψC
k )∗OϕC(h⊗C)(−1) ∼=

OVk⊗C(deg(ϕ ◦ ψk)) and therefore deg(ϕ ◦ ψk) = deg(ϕC ◦ ψC
k ).

The following lemma helps us prove that factorization curves are injective.
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Lemma 3.3.6. Let h be a real/complex factorization structure. Then ∀`k ∈ P(Vk) ∃T ∈
V̂ ∗k such that ϕ ◦ ψk(`k) = `0k ⊗ T .

Proof. On an open nonempty subset U ⊂ P(Vk) one has ϕ ◦ ψk(`k) = ϕ(h) ∩ Σ0
k,`k

,

`k ∈ U , and hence for such `k there exist T ∈ V̂ ∗k as required. Suppose deg(ϕ ◦ψk) = d
so the curve is given by homogeneous polynomials of degree d in variables x, y, where
`0k = [x : y], i.e. for `k ∈ U , ϕ ◦ ψk(`k) = `0k ⊗ T (`k) and T is given by homogeneous

polynomials of degree d − 1. Therefore the map T : U ⊂ P(Vk) → P(V̂ ∗k ) is regular,

so by Lemma 3.3.2 it extends to a map T : P(Vk) → P(V̂ ∗k ) which defines a curve
C : P(Vk) → P(V ∗) by C(`k) = `0k ⊗ T (`k). Since P(ϕ(h)) ↪→ P(V ∗), ϕ ◦ ψk : P(Vk) →
P(ϕ(h)) can be thought as a map with values in P(V ∗), and then C(`k) = ϕ ◦ ψk(`k)
on U . By Lemma 3.3.4 curves C and ϕ ◦ ψk coincide, so for `k ∈ P(Vk) one has
ϕ ◦ ψk(`k) = `0k ⊗ T (`k) ∈ P(ϕ(h)).

Corollary 3.3.6.1. Let h be a real/complex factorization structure. Curves are injec-
tive.

Proof. Supposing ϕ ◦ψk(`k) = ϕ ◦ψk(˜̀
k) we get `0k ⊗ T (`k) = ˜̀0

k ⊗ T (˜̀
k) which implies

`0k = ˜̀0
k, and thus `k = ˜̀

k.

We establish behaviour of degree of a factorization curve in quotients by

Lemma 3.3.7. Let h be a complex factorization structure and let hj(`j) be its quotient.
Let k 6= j and let ψk and ζk be k-th curves in h and hj(`j), respectively. Then

deg(ϕ
`j
j ◦ ζ

`j
k ) =

{
deg(ϕ ◦ ψk)− 1 if ∃ `k ∈ P(Vk) : ϕ ◦ ψk(`k) = ϕ ◦ ψj(`j)
deg(ϕ ◦ ψk) otherwise

Proof. Since (ϕ ◦ ψk)∗Oϕ(h)(−1) is uniquely determined by ϕ ◦ ψk (and its image), as
it can be seen from

(ϕ ◦ ψk)∗Oϕ(h)(−1) = {(`k, (`, v)) ∈ P(Vk)×Oϕ(h)(−1) | ϕ ◦ ψk(`k) = ` ∈ P(ϕ(h))},
(3.3.12)

we consider the map ϕ ◦ ψk : P(Vk) → P(Im(ϕ ◦ ψk)) without losing track of degree.

And similarly for the curve ϕ
`j
j ◦ ζ

`j
k .

We define a bundle map

OIm(ϕ◦ψk)(−1) O
Im(ϕ

`j
j ◦ζ

`j
k )

(−1)

P(Im(ϕ ◦ ψk)) P(Im(ϕ
`j
j ◦ ζ

`j
k ))

γj(`j)

Γj(`j)

.

Since curves are injective (Corollary 3.3.6.1) we can define Γj(`j) as the composition

(ϕ
`j
j ◦ ζ

`j
k ) ◦ (ϕ ◦ψk)−1 which means Γj(`j)((ϕ ◦ψk)(`k)) = (ϕ

`j
j ◦ ζ

`j
k )(`k). Note that on
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an open nonempty subset of P(Vk) the map Γj(`j) agrees with the restriction of ρ
`j
j to

Im(ϕ ◦ ψk) (see (3.2.1)), where we have ρ
`j
j (ϕ(h) ∩ Σ0

k,`k
) = ϕj(hj) ∩ Σ

∧j0
k,`k
⊗ `∗j .

The map γj(`j) defined by (ϕ ◦ψk(`k), v) 7→ (Γ(`j)(ϕ ◦ψk(`k)), v mod Σ0
j,`j

) covers

the map Γ(`j). Since fibres are one-dimensional γj(`j) is an isomorphism on fibres
unless there exist `k ∈ P(Vk) such that ϕ ◦ ψk(`k) ⊂ Σ0

j,`j
. This condition is equivalent

to existence of `k ∈ P(Vk) such that 0 6= ϕ ◦ ψk(`k) ∩ Σ0
j,`j

. Note

ϕ ◦ ψk(`k) ∩ Σ0
j,`j

= ϕ ◦ ψk(`k) ∩ ϕ(h) ∩ Σ0
j,`j

= ϕ ◦ ψk(`k) ∩ ϕ ◦ ψj(`j),

where the last equality comes from the fact that ϕ(h) ∩ Σ0
j,`j

is one-dimensional since

`j is such that quotient exist (see Definition 3.3.1 and (3.2.1)). To summarise, γj(`j)
is a linear isomorphism on fibres unless there exist `k ∈ P(vk) such that ϕ ◦ ψk(`k) =
ϕ ◦ ψj(`j). Now, as (j, `j) is fixed there exist at most one such `k. Indeed, if `k, `

′
k

are such that ϕ ◦ ψk(`k) = ϕ ◦ ψj(`j) = ϕ ◦ ψk(`′k), then since curves are injective
(Corollary 3.3.6.1) we have `k = `′k.

Pulling γj(`j) back to P(Vk) along maps ϕ◦ψk and ϕ
`j
j ◦ζ

`j
k as shown in the following

three-dimensional diagram

OIm(ϕ◦ψk)(−1) O
Im(ϕ

`j
j ◦ζ

`j
k )

(−1)

OVk(−deg(ϕ ◦ ψk)) OVk(−deg(ϕ
`j
j ◦ ζ

`j
k )) P(Im(ϕ ◦ ψk)) P(Im(ϕ

`j
j ◦ ζ

`j
k ))

P(Vk)

γj(`j)

γj(`j) Γj(`j)

ϕ◦ψk ϕ
`j
j ◦ζ

`j
k

allows us to interpret γj(`j) as a global section of

(OVk(−deg(ϕ ◦ ψk)))∗ ⊗OVk(−deg(ϕ
`j
j ◦ ζ

`j
k )) ∼= OVk

(
deg(ϕ ◦ ψk)− deg(ϕ

`j
j ◦ ζ

`j
k )
)

(3.3.13)

thanks to the isomorphism OVk(d)∗ ∼= OVk(−d), where OVk(d)∗ is the dual line bundle
to OVk(d).

Finally, the global section γj(`j) has either none or one single zero as established
above. Since we work over an algebraically closed field, this means that it must be a

section of OVk(0) or OVk(1) which shows deg(ϕ◦ψk)−deg(ϕ
`j
j ◦ζ

`j
k ) ∈ {0, 1} depending

on the kernel.

Corollary 3.3.7.1. Lemma 3.3.7 holds for a real factorization structure h as well.

Proof. Observe that complexification commutes with taking quotients,(
ρ
`j
j

)C ◦ ϕC(h⊗ C) =
(
ρ
`j
j

)C
(ϕ(h)⊗ C), (3.3.14)

which, by definition of complexification of a linear map, equals to (ρ
`j
j ◦ϕ(h))⊗C. Since
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complexification does not change the degree of curves (Lemma 3.3.5) one may consider
the complexification of h and apply Lemma 3.3.7 to get the claim.

3.4 Decomposability of curves

We define decomposability of curves, show its relation to the complexification, and
prove that top degree curves are decomposable, essentially unique, and determine the
whole factorization structure to be of Veronese type. In the case when all curves in a
given factorization structure h of dimensionm are decomposable we show that h must be
of Segre-Veronese type. We conjecture that factorization curves are decomposable. To
establish these ideas we use an equivalence relation on factorization curves (equivalently
on partitions of {1, . . . ,m}):

Definition 3.4.1. Two factorization curves are equivalent if they have the same image.

Recall that the Segre-Veronese factorization structure has form

ϕ(h) =
k∑
i=1

insi

(
SdiW ∗i ⊗ 〈Γi〉

)
, (3.4.1)

and the first factorization curve is

ϕ ◦ ψ1(`) = `0 ⊗ · · · ⊗ `0︸ ︷︷ ︸
d1 times

⊗〈Γ1〉 (3.4.2)

and has degree d1. We note that ϕ ◦ ψ1 = · · · = ϕ ◦ ψd1 and thus each of them has
degree d1. However, we wish to interpret this as one curve ` 7→ `0 ⊗ · · · ⊗ `0 ⊗ 〈Γ1〉 of
degree d1 with the property that in the each of the first d1 slots it is a factorization
curve. A way how to do this is to define an equivalence relation on factorization curves
and work with equivalence classes instead of curves: two curves are equivalent if they
have the same image. In addition, we can define a degree for any class of factorization
curves as two curves with the same image must have the same degree. For example,
(3.4.1) has k factorization curves classes with degrees d1, . . . , dk which add up to m.

We also observe from (3.4.2) that the tensor depending on ` in ϕ ◦ ψ1(`), namely
`0 ⊗ · · · ⊗ `0 ≤ (W ∗1 )⊗d1 , is decomposable in every slot. For example, for a fixed
2-dimensional vector space W consider the curve C1 : P1 → P(W ⊗W ) given by

C1([x : y]) = [y2 : −xy : −xy : x2]. (3.4.3)

This is a coordinate expression for the curve ` 7→ `0 ⊗ `0. Clearly the tensor `0 ⊗ `0 =
[y2 : −xy : −xy : x2] is decomposable in W ⊗W . On the other hand, the curve

C2([x : y]) = [y2 : −xy : −xy : −x2] (3.4.4)

is given by homogeneous polynomials of the same degree 2, but it is not decomposable
as can be checked by the determinant. In the case of tensor product of more than two
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vector spaces the situation may get more complicated. Some slots could be decompos-
able and some not. For a general factorization curve ϕ ◦ ψj it is not plain to see if the
tensor in ϕ ◦ ψj(`) depending on ` is decomposable as in (3.4.2).

Note that decomposability is tied with the aforementioned equivalence relation.
Suppose for k 6= j we have image(ϕ ◦ ψj) = image(ϕ ◦ ψk). This implies that every
curve in the class where they belong is decomposable in jth and kth slot because
ϕ ◦ ψj(`) must have `0 in the jth slot and similarly for ϕ ◦ ψk. We formalise this in

Definition 3.4.2. Let ϕ : h → V ∗ be a factorization structure of dimension m. A
factorization curve ψj of degree d ≥ 1 is called decomposable if the number of factor-
ization curves which have the same image as ψj is d. A factorization curve of degree
m is called a top degree factorization curve.

With respect to the equivalence relation, a curve is decomposable if the size of its
class equals to its degree. As an example we can take (3.4.2) which defines a class of
size d1, and thus is decomposable as expected.

Now we prove a lemma which helps us establish decomposability of top degree
factorization curves and give an alternative description of decomposability.

Lemma 3.4.1. Let ϕ : h → V ∗ be a complex factorization structure. The following
are equivalent.

(i) Factorization curves ϕ ◦ ψk and ϕ ◦ ψj are equivalent.

(ii) There exists an open non-empty subset U ⊂ P(Vk) such that for every `k ∈ U
there exists `j ∈ P(Vj) such that ϕ ◦ ψk(`k) = ϕ ◦ ψj(`j).

(iii) There exists an invertible projective transformation f : P(Vk) → P(Vj) such that
ϕ ◦ ψk(`k) = ϕ ◦ ψj(f(`k)).

Furthermore, if there exist ` ∈ P(Vj) such that ϕ`j ◦ ζ`k is decomposable, then ϕ ◦ψk and
ϕ ◦ ψj are decomposable.

Proof. Clearly, (i) implies (ii), and (iii) implies (i). If we prove that (ii) implies (iii) we
show the equivalence.

Suppose (ii) holds. Injectivity of curves allows us to describe the assignment `k 7→ `j
from (ii) by f(`k) = (ϕ ◦ ψj)−1 ◦ (ϕ ◦ ψk|U )(`k),

U

P(Vj) P(ϕ(h))

f
ϕ◦ψk|U

ϕ◦ψj

We show that f is an invertible projective transformation. To this end, we note that
since ϕ ◦ψj and ϕ ◦ψk are injective and regular, they are also bijective and rational as
maps onto their images, hence birational (see [39, 50, 32]). Thus, the map f is rational
and can be extended (Lemma 3.3.2) to the whole P(Vk). We call the extension again
f and prove that the extended f is an injective function. Let `0, `1 ∈ P(Vk) be such
that f(`0) = f(`1). Then ϕ ◦ ψj(f(`0)) = ϕ ◦ ψj(f(`1)) and the commutativity of the
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diagram yields ϕ ◦ ψk(`0) = ϕ ◦ ψk(`1). The injectivity of curves forces `0 = `1. Now,
since f is an injective birational maps between projective lines it must be an invertible
projective linear transformation between P(Vk) and P(Vj) which completes the proof
of the equivalence.

To address the decomposability note that Lemma 3.3.6 allows us to find for each
`k ∈ P(Vk) a one-dimensional subspace 〈S〉 such that ϕ ◦ ψk(`k) = ϕ ◦ ψj(`j) = `0k ⊗
`0j ⊗ 〈S〉 up to permutation of slots, where `j = f(`k). By assumptions, the curve

ϕ`j ◦ ζ`k(`k) = `0k ⊗ `∗⊗ 〈S〉 is decomposable which forces decomposability of 〈S〉 and so
of ϕ ◦ ψk.

We establish a characterisation of decomposable factorization curves in

Lemma 3.4.2. Let ϕ : h → V ∗ be a factorization structure of dimension m. A
factorization curve ϕ ◦ ψj of degree d ≥ 1 is decomposable if and only if there exist
pair-wise distinct i1, . . . , id ∈ {1, . . . ,m} such that for each r ∈ {1, . . . , d} there exists
invertible gr ∈ Hom(P(V ∗j ),P(V ∗ir)) such that for all ` ∈ P(Vj): ϕ◦ψj(`) has gr`

0 in the
ir-th slot. In other words, for some Γj we have

ϕ ◦ ψj(`) = g1`
0 ⊗ · · · ⊗ gd`0 ⊗ 〈Γj〉 (3.4.5)

up to permutation of slots. Clearly, one of these indices must be j for which gj must
be the identity.

Proof. The only if part is obvious. For the other implication note that since ϕ ◦ ψj
is decomposable of degree d there must exist d pair-wise distinct indices i1, . . . , id ∈
{1, . . . ,m} such that for each ` ∈ P(Vj) there exist `ir ∈ P(Vir) such that ϕ ◦ ψj(`) =
ϕ ◦ ψir(`ir) for all r = 1, . . . , d. Using Lemma 3.4.1 one can see that the assignments
` 7→ `ir are invertible projective transformations gr. We note that Γj cannot depend
on ` because it would contradict the degree. This proves the claim.

Now we focus on proving that top degree curves are decomposable.

Lemma 3.4.3. Let h be a complex factorization structure of dimension m. If top
degree curves in factorization structures of dimension m−1 are decomposable, then top
degree curves in h are decomposable.

Proof. Let ϕ◦ψk be a top degree curve in h, i.e. deg(ϕ◦ψk) = m. Let (j, `j), `j ∈ P(Vj),
be such that a quotient hj(`j) exist, where j 6= k. By Lemma 3.3.7, the projected curve

ϕ
`j
j ◦ ζ

`j
k has necessarily degree m − 1 as a curve of degree m does not exist in m-

factorization structure hj(`j). Again by Lemma 3.3.7, there exist `k ∈ P(Vk) such that
ϕ ◦ ψk(`k) = ϕ ◦ ψj(`j). Therefore, for any `j from an open nonempty subset U of
P(Vj) where a quotient exist, there exist `k ∈ P(Vk) such that ϕ ◦ ψk(`k) = ϕ ◦ ψj(`j).
Lemma 3.4.1 implies the claim.

Using this result inductively, starting from m = 2, we show that top degree curves
are decomposable. Note that for m = 2 a top degree curve occurs only in Veronese
factorization structure. In a sense it is one decomposable curve of degree 2.
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Corollary 3.4.3.1. Top degree curves are decomposable.

Proof. We prove this by induction of the dimension of a factorization structure involved
starting with the base case when m = 2. In such a case, a top degree curve exists in
Veronese factorization structure only,

S2W ∗ →W ∗ ⊗W ∗, (3.4.6)

it is one these

ϕ ◦ ψ1(`) = `0 ⊗ `0

ϕ ◦ ψ2(`) = `0 ⊗ `0, (3.4.7)

and has degree 2. Either of them is decomposable as both have the same image (see
Definition 3.4.2).

To progress in the induction argument we assume that any top degree curve in a
factorization structure of dimension m−1 is decomposable. Now applying Lemma 3.4.3
gives the claim.

In fact, a factorization structure with a decomposable top degree curve is of Veronese
type, and thus has only one equivalence class of factorization curves.

Corollary 3.4.3.2. If a factorization structure contains a decomposable top degree
curve ϕ ◦ ψj, then it is isomorphic to the Veronese factorization structure.

Proof. As the curve is of the top degree and decomposable we can use the characteri-
sation (3.4.5) from Lemma 3.4.2 to conclude

ϕ ◦ ψj(`) = g1`
0 ⊗ · · · ⊗ gm`0, (3.4.8)

where gr ∈ Hom(P(V ∗j ),P(V ∗r )), gr`
0 = `0r , are invertible projective transformations

and gj is the identity. Under the isomorphism of factorization structures provided by
g−1

1 ⊗· · ·⊗g−1
m , ϕ◦ψj becomes the rational normal curve ` 7→ (`0)⊗m, and hence ϕ◦ψj

spans (m+ 1)-dimensional space: the whole ϕ(h) = SmV ∗j .

The next result shows that factorization curves are decomposable if and only if their
complexifications are.

Lemma 3.4.4. A factorization curve in a real factorization structure is decomposable
if and only if its complexification in the complexified factorization structure is decom-
posable.

Proof. Fix a real factorization structure h and a degree d ≥ 1 of a curve ϕ ◦ ψk, and
consider their complexifications h⊗C and ϕC ◦ψC

k . Suppose ϕC ◦ψC
k is decomposable.

Then, the equation (3.3.2) shows that for any real line ` ∈ P(Vk) :

ϕ ◦ ψk(`)⊗ C = ϕC ◦ ψC
k (`⊗ C) =

insk

(
(`0 ⊗ C)⊗C g

(
(`0 ⊗ C)⊗C · · · ⊗C (`0 ⊗ C)

)︸ ︷︷ ︸
(d−1)−times

⊗〈T 〉
)

(3.4.9)
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up to a permutation of slots, where g = (g1, . . . , gd−1) are the corresponding trans-
formations of projective lines. The expression (3.4.9) is a complexification of a real
1-dimensional vector space, and hence there exists a real subspace 〈t〉 such that

ϕ ◦ ψk(`)⊗ C = `0 ⊗ g(`0 ⊗ · · · ⊗ `0)⊗ 〈t〉 ⊗ C (3.4.10)

which shows that ψk is decomposable. On the other hand, if ψk is decomposable, then
(3.4.10) together with (3.3.2) give the claim.

Now we show that if a factorization structure of dimension m contains only decom-
posable curves, then it must of Segre-Veronese shape and the corresponding degrees
sum to m.

Lemma 3.4.5.

(i) Suppose that any factorization structure of dimension m − 1 with decomposable
factorization curves is of Segre-Veronese type. Then, any factorization structure
of dimension m with decomposable curves is of Segre-Veronese type.

(ii) A factorization structure with decomposable curves is of Segre-Veronese type.

Proof. We start with proving (i). Suppose we are not in the Veronese situation as this
was dealt with in Corollary 3.4.3.2. Since every curve is decomposable we have by
Lemma 3.4.2

ϕ ◦ ψj(`) = insj
(
⊗g1`

0 ⊗ · · · ⊗ gdj`
0 ⊗ 〈Γj〉

)
(3.4.11)

up to a permutation of slots, for some gr ∈ Hom(P(V ∗j ),P(V ∗ir)), r = 1, . . . , dj . Clearly,
the span of {ϕ ◦ ψj(`) | ` ∈ P(Vj)} is the jth summands of (3.4.1), and hence the
sum over j = 1, . . . ,m, which results in (3.4.1), is a subspace of ϕ(h). We claim that
this subspace, whose preimage under ϕ we call SV, is the whole ϕ(h). Equivalently,
SV = h. To show so, we take v ∈ h. Observe that factorization curves ψr, r = 1, . . . ,m,
from h are mapped onto all factorization curves in a quotient π : h → h(j,`j), which
must be decomposable since ψj are. Therefore, by the assumption from the statement
of this lemma, h(j,`j) is of Segre-Veronese type and hence equals to the span of its
factorization curves. Thus, π(v) can be expressed as a linear combination of points
lying on factorization curves. In addition, π−1(π(v)) is spanned by a lift of this linear
combination to a linear combination of points lying on ψr, r 6= j, thus belonging to
SV, and kerπ. It follows

v ∈ π−1(π(v)) ⊂ SV + kerπ = SV (3.4.12)

as kerπ = ψj(`j) ⊂ SV.
To show (ii) use induction with respect to the dimension of a factorization structure

with the base case m = 2, where from their classification we know that both are of
Segre-Veronese type.

Conjecture 3.4.1. Factorization curves are decomposable.
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Chapter 4

Separable geometries and the
extremality equation

At the beginning of this chapter we establish the notion of separable toric Kähler
geometries: a factorization structure determines a class of separable CR structures
whose Sasaki-Reeb quotients are separable toric Kähler geometries. Then we calcu-
late the Laplace operator on functions and scalar curvature for separable geometries
corresponding to a general Segre-Veronese factorization structure. The presence of
factorization structures makes these calculations elegant and easy to perform. We for-
mulate the extremality equation as a functional system of ODEs, and derive families
of ODEs which must be satisfied by its solutions Apq. The ODEs which a fixed Apq
satisfies are parametrised by values of all other variables xir, i 6= p or r 6= q. Most of
these ODEs are derived via an extension of a differential identity used to calculate the
scalar curvature.

In the case of separable toric Kähler geometries corresponding to the decomposable
Segre-Veronese factorization structure,

ϕ(h) =
k∑
i=1

insi

(
SdiW ∗i ⊗ 〈Γi〉

)
, Γi =

k⊗
b=1
b6=i

(εbi)
⊗db , εbj ∈W ∗b ,

and a decomposable Sasaki structure β, i.e. ϕ(β) is a decomposable tensor, all the
ODEs are easy to solve and show that solutions Apq, p = 1, . . . , k, q = 1, . . . , dp, of the
extremality equation take form

Apq(xpq) =
polp(xpq) + (a+ bxpq)

m+1(ν0
pq + ν1

pqxpq)∏k
j=1
j 6=p
〈(1, xpq), εbj〉dj

, (4.0.1)

where polp is an univariate q-independent polynomial with degree depending on k,
d1, . . . , dk and vectors εbj , and ν1

pq, ν
2
pq ∈ R. However, if ϕ(β) does not decompose and

dp ≥ 3 then solutions are as in (4.0.1) with ν1
pq = ν2

pq = 0, while for dp = 2 they satisfy
ODE (4.4.59) which we do not solve here.
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For the product Segre-Veronese factorization structure, i.e. εbj = (1, 0) for all j and
b, with a decomposable Sasaki structure

ϕ(β) = insp

(
(a, b)⊗dp ⊗ (1, 0)⊗ · · · ⊗ (1, 0)

)
, a, b ∈ R : ab 6= 0,

we see that solutions (4.0.1) become polynomials. In this case we use previously derived
generalised Vandermonde identities to directly verify that these polynomials satisfy
the extremality equation, and hence we obtain its complete set of solutions. As a
by-product we find the expression for the scalar curvature as a linear combination of
momentum coordinates which we make use of in the next chapter.

4.1 Separable Sasaki and Kähler geometries

Let (N,D, h/2πΛ) be a toric contact (2m + 1)−manifold with the momentum section
µ : N → (TN/D)⊗h∗ and angle coordinates τ : N0 → h/2πΛ, where ι : N0 ⊂ N is the
dense open set where the action is free (see Section 2.1.4). We call N separable if there is
a factorization structure ϕ : h→ V ∗1 ⊗· · ·⊗V ∗m and coordinates [xj ] : N0 → Ij ⊂ P(Vj),
j = 1, . . . ,m, such that

µ = ϕTx : N0 → (TN0/ι∗D)⊗ h∗, (4.1.1)

where

x = x1 ⊗ · · · ⊗ xm, (4.1.2)

xj : N0 → [xj ]
∗OVj (1)⊗ Vj , (4.1.3)

and xj = [xj ]
∗zj is the pullback of the tautological section zj : P(Vj) → OVj (1) ⊗ Vj ,

which assigns to each class [v] the canonical inclusion span{v} ↪→ Vj viewed as an
element of span{v}∗ ⊗ Vj .

In addition to separable toric contact geometries we shall consider separable toric
CR and Sasaki geometries. In the spirit of orthotoric geometry ([4, 11]) we wish to
define a complex structure J on D by

Jdτ
∣∣
D =

m∑
j=1

ζj([xj ])d[xj ]
∣∣
D, (4.1.4)

where d[xj ] ∈ Ω1
N ([xj ]

∗O(2)⊗Λ2V ∗j ) and ζj are sections of OVj (−2)⊗Λ2Vj . Applying
J onto the identity 0 = ηD|D = 〈µ, dτ |D〉 we get

0 = 〈µ, ζj([xj ])〉 = 〈x, ϕ ◦ ζj([xj ])〉 (4.1.5)

Now for any j ∈ {1, . . . ,m}, x takes values in V1⊗· · ·⊗〈xj〉⊗· · ·⊗Vm. Fixing a value of
xj and letting vary xi, i 6= j, (4.1.5) shows ϕ◦ ζj([xj ]) ∈ ϕ(h)∩V ∗1 ⊗· · ·⊗x0

j ⊗· · ·⊗V ∗m
which, by the definition of factorization structure, is generically 1-dimensional and
spanned by ϕ ◦ ψj([xj ]) (see Definition 3.1.1 and Definition 3.3.1). Thus ζj([xj ]) must
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be a point-wise scalar multiple of ψj([xj ]) ∈ C∞(N0, [xj ]
∗OVj (dj)⊗ h) and we write

ζj([xj ]) = −ψj([xj ])
Aj([xj ])

, (4.1.6)

where Aj is a non-vanishing section of OVj (dj + 2) over Ij .
From now on we shall use charts on P(Vj), j = 1, . . . ,m, to trivialise all line bundles

over P(Vj) as well as we shall choose an area form on Vj to trivialise
∧2 Vj and its dual

for all j. More explicitly, we introduce an affine chart on each Vj so that xj = (1, xj)
for some real-valued function xj on N0.
We notice that by differentiating the identity

〈µ, ψk(xk)〉 = 〈x, ϕ ◦ ψk(xk)〉 = 0 (4.1.7)

we obtain

〈∂xjµ, ψk(xk)〉 = −δkj 〈x, ∂xjϕ ◦ ψk(xk)〉 = δkj 〈∂xjx, ϕ ◦ ψj(xj)〉, (4.1.8)

which is an essential identity used in many calculations to follow.
If J is to be a complex structure we must define

Jdxj |D =
Aj(xj)

〈∂xjµ, ψj(xj)〉
〈∂xjµ, dτ〉

∣∣
D (4.1.9)

Indeed, assuming J2 = −IdD and applying J on the identity

〈∂xjµ, Jdτ |D〉 = −
〈
∂xjµ,

ψj(xj)

Aj(xj)

〉
dxj |D (4.1.10)

gives the claim, where (4.1.8) was used. To check J is an almost complex structure
denote Jx and Jτ the corresponding parts of J which act on the two distributions
generated by dxj |D, j = 1, . . . ,m, and by dτ |D, respectively. We want[

0 Jx
Jτ 0

]2

= −IdD (4.1.11)

The equation JτJx = −Id is easy to see. Indeed,

J2dxj |D =
Aj(xj)

〈∂xjµ, ψj(xj)〉

〈
∂xjµ,−

m∑
r=1

ψr(xr)

Ar(xr)
dxr|D

〉
= −dxj |D. (4.1.12)

In the ring of m-by-m matrices, a left inverse is also a right inverse, thus JxJτ = −Id.
This shows that J is an almost complex structure, and furthermore we get

dτ |D =

m∑
r=1

ψr(xr)

〈∂xrµ, ψr(xr)〉
〈∂xrµ, dτ |D〉 (4.1.13)
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Now we verify the integrability of J .

Lemma 4.1.1. J is an integrable almost complex structure.

Proof. To show that J is integrable we use the following characterisation: J is integrable
if and only if for any one-form α ∈ T ∗N such that α|D is of type (1, 0) we have that
dα is in the differential ideal generated by such forms. Note that α|D must be a linear
combination of coordinates of dτ |D + iJdτ |D. However,

d(dτ |D + iJdτ |D) = −i
m∑
r=1

d

(
ψr(xr)

Ar(xr)
dxr|D

)
= 0 (4.1.14)

which gives the claim.

Now we explain how to obtain separable Kähler geometry from a separable Sasaki
geometry with Sasaki structure β ∈ h. We note

Jdxj |D =
Aj(xj)〈µ, β〉
〈∂xjµ, ψj(xj)〉

〈∂xjµ, dτ〉
〈µ, β〉

∣∣∣∣
D

=
Aj(xj)〈µ, β〉
〈∂xjµ, ψj(xj)〉

L∂xj
〈µ, dτ〉
〈µ, β〉

∣∣∣∣
D

(4.1.15)

since 〈µ, dτ〉|D = ηD|D = 0. Therefore

L∂xj
〈µ, dτ〉
〈µ, β〉

= L∂xj ηβ (4.1.16)

is a basic 1-form with respect to the Sasaki-Reeb vector field Xβ of β because it is
invariant and

(L∂xj ηβ)(Xβ) = L∂xj (ηβ(Xβ))︸ ︷︷ ︸
0

− ηβ(L∂xj (Xβ))︸ ︷︷ ︸
0

= 0 (4.1.17)

since ηβ(Xβ) = 1, Xβ is a contact vector field, and ∂xj ∈ C∞(N,D). Hence L∂xj ηβ =

π∗βθj for some 1-form θj on the quotient by Xβ. Thus (dηβ, J) is the pullback of the
Kähler structure

ωβ =
m∑
j=1

dxj ∧ θj , Jβdxj =
Aj(xj)〈µ, β〉
〈∂xjµ, ψj(xj)〉

θj , π∗βθj = L∂xj
〈µ, dτ〉
〈µ, β〉

(4.1.18)

on the (local) Sasaki-Reeb quotient πβ : N0 →M0
β by the Sasaki-Reeb vector field Xβ.

The associated Kähler metric is

gβ =
m∑
j=1

(〈∂xjµ, ψj(xj)〉
Aj(xj)〈µ, β〉

dx2
j +

Aj(xj)〈µ, β〉
〈∂xjµ, ψj(xj)〉

θ2
j

)
. (4.1.19)

Let t = h/〈β〉, and observe that

∂xj
µ

〈µ, β〉
=
〈µ, β〉∂xjµ− 〈∂xjµ, β〉µ

〈µ, β〉2
(4.1.20)
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is in β0 ∼= t∗, and that is Xβ-invariant. Furthermore, since dτ mod β is basic, it
descends to t-valued one-form dt on the quotient by Xβ. Thus we may write

θj = 〈∂xjµβ, dt〉, where µβ =
µ

〈µ, β〉
, (4.1.21)

and

gβ =

m∑
j=1

(〈∂xjµ, ψj(xj)〉
Aj(xj)〈µ, β〉

dx2
j +

Aj(xj)〈µ, β〉
〈∂xjµ, ψj(xj)〉

〈∂xjµβ, dt〉2
)

ωβ =

m∑
j=1

dxj ∧ 〈∂xjµβ, dt〉

Jβdxj =
Aj(xj)〈µ, β〉
〈∂xjµ, ψj(xj)〉

〈∂xjµβ, dt〉 Jβdt = −
m∑
j=1

ψj(xj) mod β

Aj(xj)
dxj

(4.1.22)

In the case of the Segre-Veronese factorization structure,

ϕ(h) =

k∑
j=1

insj

(
SdjW ∗j ⊗ 〈Γj〉

)
, (4.1.23)

we adapt labelling of variables to grouped slots; the variables corresponding to jth
grouped slot are xj1, . . . , xjdj . In this notation, the identity (4.1.8) takes form

〈∂xirµ, ψjs(xjs)〉 = δji δ
s
r〈x̂i,Γi〉∆ir, (4.1.24)

where

x̂i =

k⊗
j=1
j 6=i

dj⊗
s=1

(1, xjs), (4.1.25)

ψir(xir) =
〈
insi

(
(xir,−1)⊗di ⊗ Γi

)〉
, (4.1.26)

∆ir =

di∏
s=1
s 6=r

(xis − xir), (4.1.27)

(4.1.28)

δ is the Kronecker delta, and if di = 1 then ∆ir is defined to be 1. In the Veronese case
(4.1.24) yields also Vandermonde identities (see Remark 4.1.1). Furthermore,

〈∂xirµβ, ψjs(xjs) mod β〉 = δji δ
s
r

〈x̂i,Γi〉∆ir

〈µ, β〉
(4.1.29)

as the contraction on t∗ ⊗ t, since 〈µ, ψjs(xjs)〉 = 0 and ∂xirµβ ∈ β0.
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From now on we shall work with a general Segre-Veronese factorization structure.
Thus, an explicit form of separable Kähler geometry is given by

gβ =
k∑
i=1

di∑
r=1

(
∆ir〈x̂i,Γi〉

Air(xir)〈µ, β〉
dx2

ir +
Air(xir)〈µ, β〉

∆ir〈x̂i,Γi〉
〈∂xirµβ, dt〉2

)

ωβ =

k∑
i=1

di∑
r=1

dxir ∧ 〈∂xirµβ, dt〉

Jβdxir =
Air(xir)〈µ, β〉

∆ir〈x̂i,Γi〉
〈∂xirµβ, dt〉 Jβdt = −

k∑
i=1

di∑
r=1

ψir(xir) mod β

Air(xir)
dxir

(4.1.30)

Let T ∈ C∞(M0
β , TM ⊗ t∗) be the angular vector fields dual to dt, i.e. dt(T ) = Idt and

〈dt, T 〉 = IdTM0
β
. Using (4.1.29) we compute

g−1
β =

k∑
i=1

di∑
r=1

(
Air(xir)〈µ, β〉

∆ir〈x̂i,Γi〉
(∂ir)

2 +
1

Air(xir)
〈ψir(xir) mod β, T 〉2

)

ω−1
β =

k∑
i=1

di∑
r=1

〈µ, β〉∂ir ∧ 〈ψir(xir) mod β, T 〉
∆ir〈x̂i,Γi〉

JβT = −
k∑
i=1

di∑
r=1

Air(xir)〈µ, β〉
∆ir〈x̂i,Γi〉

∂xirµβ Jβ∂ir =
〈ψir(xir) mod β, T 〉

Air(xir)

(4.1.31)

We prepare this lemma for further use in the following sections.

Lemma 4.1.2. For each i ∈ {1, . . . , k} and r ∈ {1, . . . , di}, we have

k∑
j=1

dj∑
s=1

〈
∂xir∂xjsx,

ϕ ◦ ψjs(xjs) mod ϕ(β)

∆js〈x̂j ,Γj〉

〉
=

k∑
j=1

dj∑
s=1

〈
∂xir∂xjsx,

ϕ ◦ ψjs(xjs)
∆js〈x̂j ,Γj〉

〉
=

k∑
j=1

dj
∂xir〈x̂j ,Γj〉
〈x̂j ,Γj〉

+

di∑
s=1
s 6=r

∂xir∆is

∆is

(4.1.32)

In addition,

di∑
s=1
s 6=r

∂xir∆is

∆is
=
∂xir∆ir

∆ir
. (4.1.33)

Proof. Observe

〈∂xir∂xjs x̂, ϕ ◦ ψjs(xjs)〉 = ∆js〈∂xir x̂j ,Γj〉+ δji (1− δ
s
r)〈x̂j ,Γj〉∂xir∆js (4.1.34)
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the first term being zero if i = j. Indeed, if i = j and r = s, then both sides are
zero as ∂xir∂xjsx = 0. Other cases come from differentiation of (4.1.29) and the fact
∂xirϕ ◦ ψjs mod ϕ(β) = 0. Now divide by ∆js〈x̂j ,Γj〉 and sum over j, s.

The other identity follows from the fact that (
∏
s 6=r ∆is)/∆ir is independent of xir,

and thus by taking the ∂xir -logarithmic derivative we prove the claim.

The next remark connects (4.1.29) and (4.1.24) for the case of Veronese factorization
structure to Vandermonde identities which we use for calculations in the following
sections.

Remark 4.1.1. In the case of the Veronese factorization structure ϕ(h) = SmW ∗ we
write xj instead of x1j and ∆j instead of ∆1j. Using (4.1.24) for Veronese factorization
structure with ϕ(β) = (1, 0)⊗m we get

m∑
r=1

WirVrj = δij , (4.1.35)

where

W =


1

∆1

σ1(x̂1)
∆1

· · · σm−1(x̂1)
∆1

...
... · · ·

...
1

∆m

σ1(x̂m)
∆m

· · · σm−1(x̂m)
∆m

 V =


xm−1

1 · · · xm−1
m

−xm−2
1 · · · −xm−2

m
... · · ·

...
(−1)m−1 · · · (−1)m−1

,

σr is the rth elementary symmetric polynomial in variables x1, . . . , xm, and σr−1(x̂j) :=
∂xjσr, i.e. σr−1(x̂j) is the (r − 1)st elementary symmetric polynomial in variables
x1, . . . , xj−1, xj+1, . . . , xm. Observe, σr = σr(x̂j) + xjσr−1(x̂j) with σ0 = 1.

Reading (4.1.35) as VW = id provides us with Vandermonde identity

m∑
j=1

xm−sj σr−1(x̂j)

∆j
= (−1)s−1δrs for any r, s = 1, . . . ,m. (4.1.36)

This identity extends (see Appendix B in [6])

m∑
j=1

xm+k
j σr−1(x̂j)

∆j
=

k∑
s=0

(−1)shk−sσr+s, (4.1.37)

where k is a non-negative integer, r = 1, . . . ,m and hk is the kth complete homogeneous
symmetric polynomial (h0 = 1). In particular, for r = 1 we have

m∑
j=1

xm−1+p
j

∆j
= hp, (4.1.38)

where p is a nonnegative integer. In addition, the transformation xj 7→ 1/xj for r = 1
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in (4.1.36) and for p = 1 in (4.1.38), j = 1, . . . ,m, gives

m∑
j=1

xs−2
j

∆j
= (−1)m−1 δs1

σm
, s = 1, . . . ,m

m∑
j=1

x−2
j

∆j
= (−1)m−1σm−1

σ2
m

.

(4.1.39)

Finally, the transformation xj 7→ xj + t for s = 1 in (4.1.39) gives

m∑
j=1

(xj + t)−1

∆j
=

(−1)m−1∏m
j=1(xj + t)

m∑
j=1

(xj + t)−2

∆j
= (−1)m−1

∑m
i=1

∏m
j=1
j 6=i

(xj + t)∏m
j=1(xj + t)2

,

(4.1.40)

for r = 1 in (4.1.36)

m∑
j=1

(xj + t)m−s

∆j
= δ1s for any s = 1, . . . ,m, (4.1.41)

and for p = 1 in (4.1.38)

m∑
j=1

(xj + t)m

∆j
= σ1 +mt. (4.1.42)
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4.2 The Laplacian

Using (2.1.2), (2.1.3), (4.1.30) and (4.1.31) we calculate

df =

k∑
i=1

di∑
r=1

(∂xirf)dxir (4.2.1)

Jdf =
k∑
i=1

di∑
r=1

Air(xir)〈µ, β〉
∆ir〈x̂i,Γi〉

(∂xirf)〈∂xirµβ, dt〉 (4.2.2)

dJdf =
k∑
i=1

di∑
r=1

k∑
j=1

di∑
s=1

∂xjs

(
Air(xir)

〈x̂i,Γi〉
(∂xirf)

)
dxjs ∧

〈
〈µ, β〉∂xirµβ

∆ir
, dt

〉
+

+

k∑
i=1

di∑
r=1

Air(xir)

〈x̂i,Γi〉
(∂xirf)

k∑
j=1

dj∑
s=1

dxjs ∧
〈
∂xjs
〈µ, β〉∂xirµβ

∆ir
, dt

〉
(4.2.3)

∆f =ω−1
β (dJdf) =

k∑
i=1

di∑
r=1

〈µ, β〉
∆ir〈x̂i,Γi〉

∂xir (Air(xir)(∂xirf)) +

+
k∑
i=1

di∑
r=1

Air(xir)

〈x̂i,Γi〉
(∂xirf)

k∑
j=1

dj∑
s=1

〈µ, β〉
∆js〈x̂j ,Γj〉

〈
∂xjs
〈µ, β〉∂xirµβ

∆ir
, ψjs(xjs) mod β

〉
(4.2.4)

Remark 4.2.1. Note

k∑
i=1

di∑
r=1

Air(xir)

〈x̂i,Γi〉
(∂xirf)

k∑
j=1

dj∑
s=1

〈µ, β〉
∆js〈x̂j ,Γj〉

〈
∂xjs
〈µ, β〉∂xirµβ

∆ir
, ψjs(xjs) mod β

〉
=

=
k∑
i=1

di∑
r=1

Air(xir)(∂xirf)
k∑
j=1

dj∑
s=1

〈µ, β〉
∆js〈x̂j ,Γj〉

〈
∂xjs
〈µ, β〉∂xirµβ
∆ir〈x̂i,Γi〉

, ψjs(xjs) mod β

〉
(4.2.5)

Indeed, 〈x̂i,Γi〉 is constant with respect to xis for any s = 1, . . . , di. On the other hand,
if i 6= j then 〈(

∂xjs
1

〈x̂i,Γi〉

)
〈µ, β〉∂xirµβ

∆ir
, ψjs(xjs) mod β

〉
= 0 (4.2.6)

by (4.1.29).
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To simplify the contraction in ∆f , using (4.1.7), (4.1.8) and (4.1.29) we calculate〈
∂xjs(〈µ, β〉∂xirµβ), ψjs(xjs) mod β

〉
=

=

〈
∂xir∂xjsx−

〈∂xirµ, β〉∂xjsx
〈µ, β〉

, ϕ ◦ ψjs(xjs) mod ϕ(β)

〉
=

=
〈
∂xir∂xjsx, ϕ ◦ ψjs(xjs) mod ϕ(β)

〉
− 〈∂xirµ, β〉〈x̂j ,Γj〉∆js

〈µ, β〉
(4.2.7)

so Lemma 4.1.2 implies

k∑
j=1

dj∑
s=1

〈
∂xjs(〈µ, β〉∂xirµβ),

ψjs(xjs) mod ϕ(β)

∆js〈x̂j ,Γj〉

〉
=

=
k∑
j=1

dj
〈µ, β〉
〈x̂j ,Γj〉

∂xir
〈x̂j ,Γj〉
〈µ, β〉

+

di∑
s=1
s 6=r

∂xir∆is

∆is
(4.2.8)

Hence

k∑
j=1

dj∑
s=1

〈
∆ir∂xjs

〈µ, β〉∂xirµβ
∆ir〈x̂i,Γi〉

,
ψjs(xjs) mod ϕ(β)

∆js〈x̂j ,Γj〉

〉
=

1

〈x̂i,Γi〉

k∑
j=1

dj
〈µ, β〉
〈x̂j ,Γj〉

∂xir
〈x̂j ,Γj〉
〈µ, β〉

(4.2.9)

which can be seen as follows. When the numerator in the first slot is differentiated, the
contraction is given by (4.2.8), while if the denominator is differentiated, the contraction

is nonzero iff j = i and s = r due to (4.1.29) which leaves us with − 1
〈x̂i,Γi〉

∂xir∆ir

∆ir
as

〈x̂i,Γi〉 is constant in this case. By (4.1.33) this gives the claim.
We conclude

k∑
j=1

dj∑
s=1

〈µ, β〉
∆js〈x̂j ,Γj〉

〈
∂xjs
〈µ, β〉∂xirµβ
∆ir〈x̂i,Γi〉

, ψjs(xjs) mod β

〉
= (4.2.10)

=
〈µ, β〉

∆ir〈x̂i,Γi〉

k∑
j=1

dj
〈µ, β〉
〈x̂j ,Γj〉

∂xir
〈x̂j ,Γj〉
〈µ, β〉

= (4.2.11)

=
〈µ, β〉

∆ir〈x̂i,Γi〉
∂xirH

H
(4.2.12)

where

H =

∏k
j=1〈x̂j ,Γj〉dj

〈µ, β〉m
(4.2.13)
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Finally

∆f =

=
k∑
i=1

di∑
r=1

〈µ, β〉
∆ir〈x̂i,Γi〉

∂xir (Air(xir)(∂xirf)) +
k∑
i=1

di∑
r=1

〈µ, β〉Air(xir)
∆ir〈x̂i,Γi〉

∂xirH

H
∂xirf =

k∑
i=1

di∑
r=1

〈µ, β〉
∆ir〈x̂i,Γi〉H

∂xir (Air(xir)H(∂xirf)) (4.2.14)

4.3 Scalar curvature

We shall use the expression (2.1.10) to calculate scalar curvature of separable Kähler
geometry. For the symplectic volume we have

∧mωβ = det(∂xirµβ) ∧i,r dxir ∧ ∧mdt, (4.3.1)

while the holomorphic volume defined by dt− iJβdt is

det(ψir(xir) mod β)∏k
i=1

∏di
r=1Air(xir)

∧i,r dxir ∧ ∧mdt (4.3.2)

Furthermore, (4.1.29) implies

det(∂xirµβ) det(ψir(xir) mod β) = (4.3.3)

= det ((∂xirµβ)(ψir(xir) mod β)) =

∏k
i=1〈x̂i,Γi〉di
〈µ, β〉m

k∏
i=1

di∏
r=1

∆ir (4.3.4)

Therefore, the Ricci potential is −1/2 times logarithm of the ratio of these volumes,
the last being

det (〈µ, β〉∂xirµβ)2
(∏k

i=1

∏di
r=1Air(xir)

)
〈µ, β〉m

(∏k
j=1〈x̂j ,Γj〉dj

)(∏k
i=1

∏di
r=1 ∆ir

) (4.3.5)

where we changed the determinant det(∂xirµβ) by 〈µ, β〉 for convenience in the following
calculations. In order to use the formula (4.2.14) for Laplace and calculate the scalar
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curvature we need to understand ∂xir -log derivatives of (4.3.5). We have

∂xir ln
k∏
j=1

dj∏
s=1

Ajs(xjs) =
∂xirAir(xir)

Air(xir)
(4.3.6)

∂xir ln〈µ, β〉 =
〈∂xirµ, β〉
〈µ, β〉

(4.3.7)

∂xir ln

k∏
j=1

〈x̂j ,Γj〉dj =

k∑
j=1

〈∂xir x̂j ,Γj〉
〈x̂j ,Γj〉

(4.3.8)

∂xir ln
k∏
j=1

dj∏
s=1

∆js =

dj∑
s=1

∂xir∆is

∆is
= 2

∑
s=1
s 6=r

∂xir∆is

∆is
(4.3.9)

where the last equality follows from (4.1.33). The last factor to ∂xir -log differentiate is
det (〈µ, β〉∂xirµβ). To this end, we use the general formula d log det A = trA−1dA and
(4.1.29) to get

∂xir ln det (〈µ, β〉∂xirµβ) =

k∑
j=1

dj∑
s=1

〈
∂xir∂xjs (〈µ, β〉∂xirµβ) ,

ψjs(xjs) mod β

〈x̂j ,Γj〉∆js

〉
=

(4.3.10)

=

〈
∂xir∂xjsx−

〈∂xjsµ, β〉∂xirx
〈µ, β〉

,
ϕ ◦ ψjs(xjs) mod β

〈x̂j ,Γj〉∆js

〉
= (4.3.11)

=

〈
∂xir∂xjsx,

ϕ ◦ ψjs(xjs) mod β

〈x̂j ,Γj〉∆js

〉
− 〈∂xirµ, β〉
〈µ, β〉

(4.3.12)

which by Lemma 4.1.2 is

k∑
j=1

dj
∂xir〈x̂j ,Γj〉
〈x̂j ,Γj〉

+

di∑
s=1
s 6=r

∂xir∆is

∆is
− 〈∂xirµ, β〉
〈µ, β〉

(4.3.13)

Moreover, since

∂xir ln det
2 (〈µ, β〉∂xirµβ) = 2

k∑
j=1

dj
∂xir〈x̂j ,Γj〉
〈x̂j ,Γj〉

+ 2

di∑
s=1
s 6=r

∂xir∆is

∆is
− 2
〈∂xirµ, β〉
〈µ, β〉

=

(4.3.14)

= ∂xir ln

(∏k
j=1〈x̂j ,Γj〉dj

)2 (∏k
j=1

∏dj
s=1 ∆js

)
〈x̂, β〉2

(4.3.15)

for all i = 1, . . . , k and r = 1, . . . , di, where the second sum was split and sum via
(4.1.33), we obtain that det2 (〈µ, β〉∂xirµβ) is a constant multiple of
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(∏k
j=1〈x̂j ,Γj〉dj

)2 (∏k
j=1

∏dj
s=1 ∆js

)
〈x̂, β〉2

(4.3.16)

and hence the Ricci potential reads (up to a constant multiple)(∏k
j=1〈x̂j ,Γj〉dj

)(∏k
j=1

∏dj
s=1Ajs(xjs)

)
〈x̂, β〉m+2

(4.3.17)

whose ∂xir -log derivative is

k∑
j=1

dj
∂xir〈x̂j ,Γj〉
〈x̂j ,Γj〉

+
∂xirAir(xir)

Air(xir)
− (m+ 2)

〈∂xirµ, β〉
〈µ, β〉

=

〈µ, β〉m+2

Air(xir)

1∏k
j=1〈x̂j ,Γj〉dj

∂xir

 Air(xir)

〈µ, β〉m+2

k∏
j=1

〈x̂j ,Γj〉dj

 (4.3.18)

Thus the scalar curvature is a constant multiple of

k∑
i=1

di∑
r=1

〈µ, β〉m+1

∆ir〈x̂i,Γi〉
(∏k

p=1〈x̂p,Γp〉dp
)∂xir

〈µ, β〉2∂xir
 Air(xir)

〈µ, β〉m+2

k∏
j=1

〈x̂j ,Γj〉dj


(4.3.19)

Now if f ′′(x) = 0 then

d

dx

(
f2(x)

d

dx

h(x)

fm+2(x)

)
= (4.3.20)

=
h′′(x)

fm(x)
− 2(m+ 1)

f ′(x)h′(x)

fm+1(x)
+ (m+ 1)(m+ 2)

(f ′(x))2h(x)

fm+2(x)
= (4.3.21)

= f(x)
d2

dx2

h(x)

fm+1(x)
(4.3.22)

Thus we have

Theorem 4.3.1. The scalar curvature of separable Kähler geometry (4.1.30) is given
by

k∑
i=1

di∑
r=1

〈µ, β〉m+2

∆ir〈x̂i,Γi〉
(∏k

p=1〈x̂p,Γp〉dp
)∂2

xir

 Air(xir)

〈µ, β〉m+1

k∏
j=1

〈x̂j ,Γj〉dj

 , (4.3.23)
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and the extremality equation reads

k∑
i=1

di∑
r=1

〈µ, β〉m+3

∆ir〈x̂i,Γi〉
(∏k

p=1〈x̂p,Γp〉dp
)∂2

xir

 Air(xir)

〈µ, β〉m+1

k∏
j=1

〈x̂j ,Γj〉dj

 = 〈µ, α〉 (4.3.24)

for some α ∈ h.

Remark 4.3.1. In the case of the product Segre-Veronese factorization structure the
extremality equation reads

k∑
i=1

di∑
r=1

〈µ, β〉m+3

∆ir
∂2
xir

(
Air(xir)

〈µ, β〉m+1

)
= 〈µ, α〉 (4.3.25)

In particular, the Segre and Veronese factorization structures recover extremality equa-
tions formulated in [4] for twisted Kähler products and twisted orthotoric geometries,
respectively. In the case when k = 1 and m = 2 or when k = 2 and d1 = d2 = 1 we
recover the corresponding equations for ambitoric geometries (see [8, 7]).

4.4 Shape of solutions of the (separable) extremality equa-
tion

In this section we determine the shape of solutions of the separable extremality equa-
tion corresponding to the Segre-Veronese factorization structure of dimension m using
two methods. In the first method we show that a solution Apq satisfies a family of
ODEs parametrised by values of variables xir, where (i, r) 6= (p, q). In the case of de-
composable factorization structure we solve these and as a by-product we find that Apq
is a rational function and that Apq, q = 1, . . . , dp, have the same polynomial function
as the denominator,

Apq(xpq) =
polpq(xpq)∏k

j=1
j 6=p
〈(1, xpq), εpj 〉dj

,

where polpq is an univariate polynomial and εpj are the vectors determining the decom-
posable factorization structure. The degree and shape of polpq depend on a particular
choice of the factorization structure and decomposability of the tensor ϕ(β) determining
the separable Kähler geometry.

In the second method, when dp ≥ 2, we show that solutions Apq, q = 1, . . . , dp,
are even more related. In general, for q 6= r the difference of Apq and Apr restricted
to the diagonal, Apq(x)−Apr(x), satisfies a family of ODEs parametrised by values of
xir, where (i, r) 6= (p, q) and (i, r) 6= (p, r). For decomposable factorization structure
we find that ϕ(β) is either indecomposable and Apq(x) − Apr(x) = 0 which means
that Apq, q = 1, . . . , dp, are the same rational function, or decomposable, ϕ(β) =
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insp
(
(a, b)dp ⊗ (1, 0)m−dp

)
, and we get

Apq(xpq) =
polp(xpq) + (ν0

pq + ν1
pqxpq)(a+ bxpq)

m+1∏k
j=1
j 6=p
〈(1, xpq), εpj 〉dj

, ν1
pq, ν

2
pq ∈ R,

where polp is a q-independent univariate polynomial whose degree depends on a par-
ticular choice of the factorization structure and b.

4.4.1 Method I. In the previous section the extremality equation (4.3.24) for separa-
ble Kähler geometry was derived. Now we obtain necessary conditions for its solutions
Apq, p = 1, . . . , k, q = 1, . . . , dp. The idea is to multiply the extremality equation with
a term such that all summands but one become polynomials in a fixed variable xpq.
Thus, when the equation is differentiated enough times with respect to xpq, it yields a
family of ODEs in a single unknown Apq parametrised by values of the other variables.

First, we recall conventions that empty product is defined to be 1 ∈ R and empty
sum equals to 0 ∈ R. We assume k ≥ 1 and dj ≥ 1 for all j ∈ {1, . . . , k}. We fix
p ∈ {1, . . . , k} and multiply the extremality equation (4.3.24) by

∆p
Γ :=

 ∏
1≤a<b≤dp

(xpa − xpb)

 k∏
b=1

〈x̂b,Γb〉db , with convention
1∏
b=1

〈x̂b,Γb〉db = 1,

(4.4.1)

to get

k∑
i=1

di∑
r=1

±∆̂ir〈µ, β〉m+3〈x̂i,Γi〉di−1∂2
xir

 Air(xir)

〈µ, β〉m+1

k∏
b=1
b 6=i

〈x̂b,Γb〉db

 = 〈µ, α〉∆p
Γ (4.4.2)

where

∆̂ir =
∆p

Γ

∆ir

(∏k
p=1〈x̂p,Γp〉dp

) =



∏
1≤a<b≤dp

a6=r
b 6=r

(xpa − xpb), if i = p

∏
1≤a<b≤dp(xpa − xpb)

∆ir
, if i 6= p

(4.4.3)

The term 〈x̂i,Γi〉di−1 comes from the cancellation of 〈x̂i,Γi〉di from the product behind
the differentiation sign in (4.3.24) against 〈x̂i,Γi〉, since 〈x̂i,Γi〉 does not depend on
xir.

Remark 4.4.1. When k = 1 (4.4.2) reads

m∑
r=1

±∆̂r〈µ, β〉m+3∂2
xr

(
Ar(xr)

〈µ, β〉m+1

)
= 〈µ, α〉

∏
1≤a<b≤m

(xa − xb), (4.4.4)
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where we used notation from Remark 4.1.1.

We show that the degree with respect to xpq of the RHS and of the coefficients
at Air(xir), ∂xirAir(xir) and ∂2

xirAir(xir), (i, r) 6= (p, q), in (4.4.2) is at most m which
further implies

Lemma 4.4.1.

∀p ∈ {1, . . . , k} ∀q ∈ {1, . . . , dp} :

∂m+1
xpq

〈µ, β〉m+3∂2
xpq

 Apq(xpq)

〈µ, β〉m+1

k∏
j=1

〈x̂j ,Γj〉dj

 = 0. (4.4.5)

Proof. To this end we observe

degxpq
(
〈µ, β〉2

)
= degxpq

(
〈µ, β〉m+3∂xir

1

〈µ, β〉m+1

)
=

degxpq

(
〈µ, β〉m+3∂2

xir

1

〈µ, β〉m+1

)
≤ 2

degxpq

 k∏
j=1
j 6=i

〈x̂j ,Γj〉dj

 ≤
{
m− dp, i = p

m− di − dp, i 6= p

if dp ≥ 2, then degxpq

(
∆̂ir

)
≤

{
dp − 2, i = p

dp − 1, i 6= p
,

if dp = 1, then degxpq

(
∆̂ir

)
= 0

degxpq

(
〈x̂i,Γi〉di−1

)
≤

{
0, i = p

di − 1, i 6= p

(4.4.6)

and

degxpq (〈µ, α〉) ≤ 1

degxpq
(
∆p

Γ

)
≤ m− 1.

(4.4.7)

Thus, when i = p the degree is 2 + m − dp + dp − 2 + 0 = m, while if i 6= p we get
2 +m− di − dp + dp − 1 + di − 1 = m as claimed.

To deal with (4.4.5) note by direct calculation that operators Dj,p defined by

Dj,pg = fp+1∂xj
g

fp
p = 0, 1, . . . (4.4.8)

commute [Dj,p, Dj,q] = 0, where f and g are multivariate functions and f is such that
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∂2
xjf = 0. Applying this with f = 〈µ, β〉 we have

∂lxpq

〈µ, β〉m+3∂2
xpq

 Apq(xpq)

〈µ, β〉m+1

k∏
j=1

〈x̂j ,Γj〉dj

 =

=
1

〈µ, β〉l
Dpq,l−1 ◦ · · · ◦Dpq,0 ◦Dpq,m+2 ◦Dpq,m+1

Apq(xpq) k∏
j=1

〈x̂j ,Γj〉dj

 =

=
1

〈µ, β〉l
Dpq,m+2 ◦Dpq,m+1 ◦Dpq,l−1 ◦ · · · ◦Dpq,0

Apq(xpq) k∏
j=1

〈x̂j ,Γj〉dj

 =

= 〈µ, β〉m+3−l∂2
xpq

 1

〈µ, β〉m+1−l ∂
l
xpq

Apq(xpq) k∏
j=1

〈x̂j ,Γj〉dj



(4.4.9)

In particular, for l = m+1 we reformulated (4.4.5) and see that Apq(xpq)
∏k
j=1〈x̂j ,Γj〉dj

is a polynomial in xpq of degree at most m + 2. As not all factorization structures of
Segre-Veronese type attain the bounds in degree estimates (4.4.6) and (4.4.7) (see
e.g. Remark 4.4.2), we describe how the exact values of these degrees shape solutions
Apq. Since Γj ∈

⊗k
i=1
i 6=j

SdiW ∗i (see Lemma 3.2.4), we note that degxpa(〈x̂j ,Γj〉) =

degxpb(〈x̂j ,Γj〉) for any a, b = 1, . . . , dp and j = 1, . . . , k, i.e. the degree is the same
with respect to any variable belonging to grouped p-slots. This and the exact values
of degrees in (4.4.6) and (4.4.7) allow us to find the smallest `p ∈ {1, . . . ,m+ 1} such
that

∂
lp
xpq

〈µ, β〉m+3∂2
xpq

 Apq(xpq)

〈µ, β〉m+1

k∏
j=1

〈x̂j ,Γj〉dj

 = 0 ∀q = 1, . . . , dp, (4.4.10)

similarly as in (4.4.5) where the upper estimate, `p = m + 1, was used. Using (4.4.9)
we conclude (4.4.10) is equivalent to

∂2
xpq

 1

〈µ, β〉m+1−lp ∂
lp
xpq

Apq(xpq) k∏
j=1

〈x̂j ,Γj〉dj

 = 0 ∀q = 1, . . . , dp (4.4.11)

Notation 4.4.1. From now on for p ∈ {1, . . . , k} let lp ∈ {1, . . . ,m+1} be the smallest
value such that (4.4.11) holds.

Remark 4.4.2. In the case of the product Segre-Veronese factorization structure we
have 〈x̂j ,Γj〉 = 1 for all j = 1, . . . , k which allows us to improve estimates (4.4.6)
and (4.4.7). For dp ≥ 2 the degree of the coefficients at Air(xir), ∂xirAir(xir) and
∂2
xirAir(xir) with respect to xpq, (i, r) 6= (p, q), behaves in the same way and can be
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summarised as follows;

if i = p, then degxpq ≤ dp
if i 6= p, then degxpq ≤ dp + 1,

(4.4.12)

while

degxpq
(
〈µ, α〉∆p

Γ

)
≤ dp. (4.4.13)

This case corresponds to lp = dp + 2 in (4.4.11). If we restrict ourselves further and
consider 〈µ, β〉 to be constant, then lp = dp + 1. In particular, these estimates hold if
k = 1.

Thus if ϕ(β) = insj
(
(a, b)⊗dj ⊗ (1, 0)⊗ · · · ⊗ (1, 0)

)
for some j ∈ {1, . . . , k} and

(a, b) ∈W ∗j , then

degxpq (〈µ, β〉) =

{
1, p = j

0, p 6= j
(4.4.14)

and we get lp = dp + 1 if j 6= p, and lp = dp + 2 if j = p.
Finally, if dp = 1 we get lp = 3 if 〈µ, β〉 depends on xp1 and lp = 2 otherwise.

Remark 4.4.3. Since ϕ(β) ∈ ⊗kb=1S
dbW ∗b (see Lemma 3.2.4) we note that if ϕ(β)

decomposes in (p, q)th slot, then it decomposes in the grouped p-slots. Furthermore,

ϕ(β) decomposes in (p, q)th slot if and only if 〈µ, β〉 = κ
∏dp
r=1〈(1, xpr), (a, b)〉, where κ

does not depend on any xp1, . . . , xpdp and (a, b) ∈W ∗p .

Recall Γj ∈
⊗k

b=1
b 6=j

SdbW ∗b (see Lemma 3.2.4). If Γj =
⊗k

b=1
b 6=j

(εbj)
⊗db for some εbj ∈W ∗b ,

j = 1, . . . , k, i.e. all Γjs are decomposable, then we solve (4.4.11) as follows.
When lp = m+ 1 we immediately get

∀q ∈ {1, . . . , dp} : Apq(xpq) =
polm+2

pq (xpq)∏k
j=1
j 6=p
〈(1, xpq), εpj 〉dj

(4.4.15)

for any 〈µ, β〉, where polm+2
pq is an univariate polynomial of degree at most m+ 2.

Now, when lp < m+ 1 the equation (4.4.11) gives

∂
lp
xpq

Apq(xpq) k∏
j=1
j 6=p

〈(1, xpq), εpj 〉
dj

 = (a0
pq + a1

pqxpq)〈µ, β〉m+1−lp , where aipq ∈ R.

(4.4.16)

As the LHS of (4.4.16) depends on xpq only we infer either ϕ(β) decomposes in the
(p, q)th slot, or does not decompose and a0

pq = a1
pq = 0.
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If ϕ(β) does not decompose, then

∀q ∈ {1, . . . , dp} : Apq(xpq) =
pol

lp−1
pq (xpq)∏k

j=1
j 6=p
〈(1, xpq), εpj 〉dj

, (4.4.17)

where pol
lp−1
pq is an univariate polynomials of degree at most lp − 1.

If ϕ(β) decomposes in the (p, q)th slot then by Remark 4.4.3 (4.4.11) reduces to

∂
lp
xpq

Apq(xpq) k∏
j=1
j 6=p

〈(1, xpq), εpj 〉
dj

 = (a0
pq + a1

pqxpq)〈(1, xpq), (a, b)〉m+1−lp , (4.4.18)

where aipq ∈ R. Thus

Apq(xpq)
k∏
j=1
j 6=p

〈(1, xpq), εpj 〉
dj =

=

∫
· · ·
∫

︸ ︷︷ ︸
lp

(a0
pq + a1

pqxpq)〈(1, xpq), (a, b)〉m+1−lp dxpq · · · dxpq︸ ︷︷ ︸
lp

(4.4.19)

Now, if 〈µ, β〉 is constant with respect to xp1, . . . , xpdp , equivalently wrt some xpq, then
b = 0 and (4.4.19) gives

∀q ∈ {1, . . . , dp} : Apq(xpq) =
pol

lp+1
pq (xpq)∏k

j=1
j 6=p
〈(1, xpq), εpj 〉dj

. (4.4.20)

On the other hand, if 〈µ, β〉 is not constant with respect to xp1, . . . , xpdp , equivalently
wrt some xpq, then b 6= 0 and (4.4.19) gives

∀q ∈ {1, . . . , dp} : Apq(xpq) =
pol

lp−1
pq (xpq) + (a+ bxpq)

m+1(ν0
pq + ν1

pqxpq)∏k
j=1
j 6=p
〈(1, xpq), εpj 〉dj

, (4.4.21)

where νipq ∈ R.

Lemma 4.4.2. Let Air be solutions of the extremality equation (4.3.24) with Γj =⊗k
b=1
b 6=j

(εbj)
⊗db, j = 1, . . . , k, i.e. all Γjs are decomposable. Let p ∈ {1, . . . , k} and

let lp − 1 be the highest degree with respect to xpq of coefficients in (4.4.2) for some
q = 1, . . . , dp, equivalently for all q = 1, . . . , dp (see Notation 4.4.1 and the discussion
above). Let poldpq denote an univariate polynomial of degree at most d. Then if
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(I) lp − 1 = m, then

∀q ∈ {1, . . . , dp} : Apq(xpq) =
polm+2

pq (xpq)∏k
j=1
j 6=p
〈(1, xpq), εpj 〉dj

(4.4.22)

(II) lp − 1 < m, then

(IIa) either ϕ(β) does not decompose and we have

∀q ∈ {1, . . . , dp} : Apq(xpq) =
pol

lp−1
pq (xpq)∏k

j=1
j 6=p
〈(1, xpq), εpj 〉dj

, (4.4.23)

(IIb) or ϕ(β) decomposes in (p, q)-slot for some q ∈ {1, . . . , dp} and we distin-
guish:

(IIbi) 〈µ, β〉 is constant wrt xp1, . . . , xpdp (equivalently wrt some xpr)

∀q ∈ {1, . . . , dp} : Apq(xpq) =
pol

lp+1
pq (xpq)∏k

j=1
j 6=p
〈(1, xpq), εpj 〉dj

(4.4.24)

(IIbii) 〈µ, β〉 is not constant wrt xp1, . . . , xpdp (equivalently wrt some xpr)

∀q ∈ {1, . . . , dp} : Apq(xpq) =
pol

lp−1
pq (xpq) + (a+ bxpq)

m+1(ν0
pq + ν1

pqxpq)∏k
j=1
j 6=p
〈(1, xpq), εpj 〉dj

,

(4.4.25)

where νipq ∈ R.

4.4.2 Method II. If dp ≥ 2 for some p, then we can derive more information from
the extremality equation on the solutions Ap1, . . . , Apdp . In Section 4.4.1 we found that
all solutions Air are rational functions (for decomposable case see Lemma 4.4.2). This
allows us to interpret the extremality equation as an equation in the field of rational
functions where our formal analysis takes place. Thus we can fix p ∈ {1, . . . , k} and
multiply (4.3.24) by xpq − xpr, where q, r ∈ {1, . . . , dp} are distinct. The resulting
equation does not have poles at xpq = xpr and hence we can evaluate at xpq = xpr = x
to get

A
[
〈µ, β〉2P ′′ − 2(m+ 1)〈µ, β〉〈µ, β〉′P ′ + (m+ 1)(m+ 2)(〈µ, β〉′)2P

]
+

2A′
[
〈µ, β〉2P ′ − (m+ 1)P〈µ, β〉〈µ, β〉′

]
+

A′′P〈µ, β〉2 = 0,

(4.4.26)

62



where

A =Apq(x)−Apr(x) (4.4.27)

P(l) =∂lxpq

∣∣∣
xpq=xpr=x

k∏
j=1

〈x̂j ,Γj〉dj = ∂lxpr

∣∣∣
xpq=xpr=x

k∏
j=1

〈x̂j ,Γj〉dj , l = 0, 1, 2

(4.4.28)

〈µ, β〉′ =∂xpq
∣∣∣
xpq=xpr=x

〈µ, β〉 = ∂xpr

∣∣∣
xpq=xpr=x

〈µ, β〉. (4.4.29)

These equalities are well-defined since 〈µ, β〉 and 〈x̂j ,Γj〉, j ∈ {1, . . . , k}, are symmetric
in variables xp1, . . . xpdp (see Lemma 3.2.4). Note this also implies that (4.4.26) takes
the same shape for any distinct q, r ∈ {1, . . . , dp}.

Note that for a general 〈µ, β〉 and Γi, i = 1, . . . , k, (4.4.26) depends on variables
other than x. A direct observation reveals that if either {〈µ, β〉2, 〈µ, β〉〈µ, β〉′, (〈µ, β〉′)2}
or {P,P ′,P ′′} is a linearly independent set in the vector space F pq,r of rational functions
depending on all variables xjs except xpq and xpr with coefficients in the field of rational
functions R(x) of variable x, then (4.4.26) has trivial solutions only, i.e. Apq = Apr,
q, r = 1, . . . , dp, subjected to (4.4.11) and the degrees of 〈x̂i,Γi〉, i 6= p.

We shall focus again on the case when Γb =
⊗k

i=1
i 6=b

(εib)
⊗di , b = 1, . . . , k, i.e. all Γbs

are decomposable. Then dividing (4.4.26) by 〈µ, β〉2P yields

A

[
S2 + S ′ − 2(m+ 1)

〈µ, β〉′

〈µ, β〉
S + (m+ 1)(m+ 2)

(
〈µ, β〉′

〈µ, β〉

)2
]

+

2A′
[
S − (m+ 1)

〈µ, β〉′

〈µ, β〉

]
+

A′′ = 0,

(4.4.30)

where

S =

k∑
j=1
j 6=p

dj
〈(0, 1), εpj 〉
〈(1, x), εpj 〉

∈ R(x) (4.4.31)

is the ∂xpq -logarithmic derivative of
∏k
j=1〈x̂j ,Γj〉dj evaluated at xpq = xpr = x, i.e.

P ′ = PS. We also note

S = ∂x ln

 k∏
j=1
j 6=p

〈(1, x), εbj〉dj

 (4.4.32)

First we deal with a special case of (4.4.30)
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Remark 4.4.4. If 〈µ, β〉′ = 0, then (4.4.30) reduces to

A′′ + 2A′S +A(S2 + S ′) = 0, (4.4.33)

where, this time, the prime differentiation agrees with differentiation with respect to x.
Hence (4.4.33) is equivalent with (

e
∫
SA
)′′

= 0 (4.4.34)

whose solutions are

A =
β0 + β1x

e
∫
S . (4.4.35)

Using (4.4.32) we see that e
∫
S is

k∏
j=1
j 6=p

〈(1, x), εbj〉dj , (4.4.36)

up to a constant. Thus, since we already know the shape of Apqs ( (4.4.22), (4.4.24))
and their differences at the diagonal ( (4.4.35)) we conclude (seeNotation 4.4.1)

(i) if lp − 1 = m, then

∀q ∈ {1, . . . , dp} : Apq(xpq) =
polm+2

p (xpq) + β0
pq + β1

pqxpq∏k
j=1
j 6=p
〈(1, xpq), εpj 〉dj

, (4.4.37)

where βipq ∈ R and polm+2
p is q-independent polynomial of degree at most m+ 2,

(ii) if lp − 1 < m, then

∀q ∈ {1, . . . , dp} : Apq(xpq) =
pol

lp+1
p (xpq) + β0

pq + β1
pqxpq∏k

j=1
j 6=p
〈(1, xpq), εpj 〉dj

, (4.4.38)

where βipq ∈ R and pol
lp+1
p is q-independent polynomial of degree at most lp + 1.

Observe that linear independence of {1, 〈µ,β〉
′

〈µ,β〉 ,
(
〈µ,β〉′
〈µ,β〉

)2
} in F pq,r is equivalent to

linear independence of 〈µ, β〉 and 〈µ, β〉′. From this and the fact that (4.4.30) is a

linear combination 1, 〈µ,β〉
′

〈µ,β〉 and
(
〈µ,β〉′
〈µ,β〉

)2
we conclude that (4.4.30) has trivial solutions

if and only if 〈µ, β〉 and 〈µ, β〉′ are linearly independent in F pq,r over R(x). In order to
understand this linear independence we derive

Lemma 4.4.3. Let dj ≥ 3 and let Γ ∈ SdjW ∗ ⊗
⊗a

b=1
b6=j

⊗db
r=1 V

∗
br, i ∈ {1, . . . , k}, where

W and Vbr are two dimensional spaces. If we denote xb = (1, xb1) ⊗ · · · ⊗ (1, xbdb),
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b = 1, . . . , a, and

γ := 〈Γ,xj ⊗
a⊗
b=1
b 6=j

xb〉, (4.4.39)

then

∂xjp

∣∣∣
xjp=xjq=x

γ = ∂xjq

∣∣∣
xjp=xjq=x

γ (4.4.40)

Furthermore

γ
∣∣∣
xjp=xjq=x

and ∂xjp

∣∣∣
xjp=xjq=x

γ (4.4.41)

are linearly dependent over rational functions R(x) if and only if

γ = κj
dj∏
r=1

(a+ bxjr), (4.4.42)

where κj does not depend on xj1, . . . , xjdj and a, b ∈ R.

Proof. Note that γ is symmetric polynomial in xj1, . . . , xjdj .
For σr the rth elementary symmetric polynomial in variables xj1, . . . , xjdj denote

∂xjpσ
r by σr−1(x̂jp), i.e. (r − 1)st elementary symmetric polynomial in variables

xj1, . . . , xj(p−1), xj(p+1), . . . , xjdj . Note since σr = σr(x̂jp) + xjpσ
r−1(x̂jp) one has

γ =

dj∑
r=0

αrσr = α0 + α1

[
σ1(x̂jp) + xjp

]
+ α2

[
σ2(x̂jp) + xjpσ

1(x̂jp)
]

+ · · ·

+αdj−1

[
σdj−1(x̂jp) + xjpσ

dj−2(x̂jp)
]

+ αdjxjpσ
dj−1(x̂jp),

(4.4.43)

where αr does not depend on x1
j , . . . , x

dj
j for each r. Applying (4.4.43) twice yields

γ =

dj−1∑
r=0

(αr + xjpαr+1)σr(x̂jp) =

dj−2∑
r=0

[αr + (xjp + xjq)αr+1 + xjpxjqαr+2]σr(x̂jp, x̂jq)

(4.4.44)

The statement (4.4.40) follows from

∂xjpγ =

dj−2∑
r=0

[αr+1 + xjqαr+2]σr(x̂jp, x̂jq)

∂xjqγ =

dj−2∑
r=0

[αr+1 + xjpαr+2]σr(x̂jp, x̂jq)

(4.4.45)
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Now we look for coefficients {αr}
dj
r=0 so that (4.4.44) and (4.4.45) are linearly dependent

when evaluated at xjp = xjq = x. The dependence relation is given by existence of
rational functions s̄, t̄ ∈ R(x), not both zero, so that

∀r ∈ {0, . . . , dj − 2} : t̄(αr+1 + xαr+2) = s̄(αr + 2xαr+1 + x2αr+2) (4.4.46)

which, after clearing the denominators, is equivalent with

∀r ∈ {0, . . . , dj − 2} : t(αr+1 + xαr+2) = s(αr + 2xαr+1 + x2αr+2), (4.4.47)

where s, t ∈ R[x].
If t = 0, then αr + 2xαr+1 + x2αr+2 = 0 for all r = 0, . . . , dj − 2. Taking two

derivatives in x shows α2 = · · · = αdj = 0. Plugging back to the equation for r = 0
gives α0 + 2xα1 = 0. Taking one derivative in x shows α1 = 0 which further implies
α0 = 0. Hence γ = 0.

If s = 0, then αr+1 + xαr+2 = 0 for all r = 0, . . . , dj − 2. Proceeding analogously
to the previous paragraph we get α1 = · · · = αdj = 0, and thus γ = α0, i.e. γ does not
depends on xj1, . . . , xjdj .

If t 6= 0 and s 6= 0, then considering (4.4.47) as an equality of two polynomials
in the variable x we compare coefficients at the top and the second top degree. This
gives stop = stop =: c 6= 0 and ttopαr+1 + ttop−1αr+2 = 2αr+1stop + stop−1αr+2. Thus,
if ttop−1 = stop−1, then α1 = · · · = αdj−1 = 0 and plugging back to (4.4.47) for r = 0
forces α0 = 0. The solution is αr = 0 for r = 0, . . . , dj − 1 and αdj can be arbitrary.

This solution corresponds to γ = κj
∏dj
r=1 xjr, where κj = αdj .

Finally, if ttop−1 6= stop−1

kαr+1 = αr+2, r = 0, . . . , dj − 2, (4.4.48)

where

k =
c

ttop−1 − stop−1
6= 0. (4.4.49)

So,

αr = kr−1α1, r = 1, . . . , dj . (4.4.50)

In order to determine α0 we consider (4.4.47) for r = 0 and r = 1. The latter gives

α1kt(1 + kx) = α1s(1 + kx)2. (4.4.51)

If α1 = 0, then αr = 0 for r = 1, . . . , dj and (4.4.47) for r = 0 forces α0 = 0. Thus
γ = 0. However, if α1 6= 0, then

t/s = (1 + kx)/k (4.4.52)
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which shows ((4.4.47) for r = 0)

α1
(1 + kx)2

k
= α0 + 2xα1 + x2kα1 (4.4.53)

and αr = krα0 for r = 0, . . . , dj . This solution corresponds to γ = κj
∏dj
r=1( 1

k+xjr).

Remark 4.4.5. In the case when dj = 2 an analogous but rather lengthy proof shows
γ = κj(a+ b(xj1 +xj2) + cxj1xj2), where a, b, c ∈ R, i.e. γ splits but (a+ b(xj1 +xj2) +
cxj1xj2)-part does not have to be a product of linear terms.

Remark 4.4.6. Thus, if dj ≥ 3, then 〈µ, β〉
∣∣
xpq=xpr=x

and ∂xpq
∣∣
xpq=xpr=x

〈µ, β〉 are

linearly dependent over R(x) if and only if 〈µ, β〉 = κp
∏dp
s=1(a + bxps), where κp does

not depend on xp1, . . . , xpdp. This means that ϕ(β) is decomposable in grouped p-slots.

In order to get non-trivial solutions of (4.4.30) we suppose 〈µ, β〉
∣∣
xpq=xpr=x

and

∂xpq
∣∣
xpq=xpr=x

〈µ, β〉 are linearly dependent over R(x), i.e.
∂xpq

∣∣
xpq=xpr=x

〈µ,β〉

〈µ,β〉
∣∣
xpq=xpr=x

∈ R(x).

For dj ≥ 3 we have

∂xln(a+ bx) =
∂xpq

∣∣
xpq=xpr=x

〈µ, β〉

〈µ, β〉
∣∣
xpq=xpr=x

(4.4.54)

while for dj = 2

∂xln(a+ 2bx+ cx2) = 2
∂xpq

∣∣
xpq=xpr=x

〈µ, β〉

〈µ, β〉
∣∣
xpq=xpr=x

(4.4.55)

Therefore for dj ≥ 3 since (4.4.30) is an ODE of type (4.4.33) with S replaced by
S − (m+ 1)∂xln(a+ bx) the solutions are

A = (β0 + β1x)
(a+ bx)m+1∏k
j=1
j 6=p
〈(1, x), εpj 〉dj

, (4.4.56)

where we assume b 6= 0 as the other case was solved in Remark 4.4.4, and thus (see
Notation 4.4.1)

(i) if lp − 1 = m, then

∀q ∈ {1, . . . , dp} : Apq(xpq) =
polm+2

p (xpq) + (a+ bxpq)
m+1(β0

pq + β1
pqxpq)∏k

j=1
j 6=p
〈(1, xpq), εpj 〉dj

,

(4.4.57)

where βipq ∈ R and polm+2
p is q-independent polynomial of degree at most m+ 2.
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(ii) if lp − 1 < m, then

∀q ∈ {1, . . . , dp} : Apq(xpq) =
pol

lp−1
p (xpq) + (a+ bxpq)

m+1(β0
pq + β1

pqxpq)∏k
j=1
j 6=p
〈(1, xpq), εpj 〉dj

,

(4.4.58)

where βipq ∈ R and pol
lp−1
p is q-independent polynomial of degree at most lp − 1.

For dj = 2 we rewrite (4.4.30) as

A

[
S2 + S ′ − (m+ 1)S∂xln(a+ 2bx+ cx2) +

(m+ 1)(m+ 2)

4

(
∂xln(a+ 2bx+ cx2)

)2]
+

2A′
[
S − m+ 1

2
∂xln(a+ 2bx+ cx2)

]
+

A′′ = 0,

(4.4.59)

This ODE is not of type (4.4.33) and we do not solve it in this text.
Note that the tensor Γ which gives rise to the decomposition (4.4.42) has form

Γ = insj((a, b)
⊗dj ⊗K). To obtain more information on K we derive

Lemma 4.4.4. Let T be a non-zero element of (〈A〉, 〈B〉)-product factorization struc-
ture ϕ(h)⊗ 〈B〉+ 〈A〉 ⊗ χ(g) (see Example 3.1.5). Then

T = ι⊗ κ (4.4.60)

for some ι ∈ ϕ(h) and some κ ∈ χ(g) if and only if

〈T 〉 = 〈ι⊗B〉 or 〈T 〉 = 〈A⊗ κ〉. (4.4.61)

Proof. Note that any element of the product factorization structure can be written as
τ1 ⊗B +A⊗ τ2, where τ1 ∈ ϕ(h) and τ2 ∈ χ(g). Thus we need to solve

τ1 ⊗B +A⊗ τ2 = ι⊗ κ (4.4.62)

for τ1 and τ2. Cases when τ1 ∈ span{A} or τ2 ∈ span{B} readily satisfy (4.4.61). The
cases when τ1 /∈ span{A} and τ2 /∈ span{B} lead to contradiction as illustrated in the
following.

Supposing that ι is in the 2-dimensional space span{τ1, A} we can express it as
ι = a1τ1 + a2A for some constants a1, a2 ∈ R. This transforms (4.4.62) into

τ1 ⊗ (B − a1κ) +A⊗ (τ2 − a2κ) = 0, (4.4.63)

which is a contradiction as τ1 and A are independent.
Suppose τ1, A and ι span 3-dimensional space and complete them into a basis.

Then, the contraction of (4.4.62) with any of the dual vectors to τ1, A or ι, leads to a
contradiction.
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As the product Segre-Veronese factorization structure is a product factorization
structure in various ways (see Example 3.1.5) we have

Corollary 4.4.4.1. A non-zero element ϕ(β) of the product Segre-Veronese factoriza-
tion structure is decomposable in (p, q)th slot if and only if it is decomposable in the
grouped p-slots if and only if

(i) ϕ(β) = insp

(
(a, b)⊗dp ⊗

⊗k
b=1
b 6=p

(1, 0)⊗db
)

for some (a, b) ∈W ∗p , or

(ii) there exists a non-trivial subset I ⊂ {1, . . . , k} such that ϕ(β) =
⊗

i∈I(1, 0)⊗dp ⊗
T , where T cannot be split as in (4.4.60) into a tensor product of two factors
coming from a product factorization structure

Gathering all results together we get

Lemma 4.4.5. Let Apq be a solution of the extremality equation (4.3.24) with Γj =⊗k
b=1
b 6=j

(εbj)
⊗db, j = 1, . . . , k, i.e. all Γjs are decomposable. Let p ∈ {1, . . . , k} and

let lp − 1 be the highest degree with respect to xpq of coefficients in (4.4.2) for some
q = 1, . . . , dp, equivalently for all q = 1, . . . , dp (see Notation 4.4.1 and the discussion
above). Let poldp denote a q-independent univariate polynomial of degree at most d. If

(I) lp − 1 = m, then

(Ia) either ϕ(β) decomposes in (p, q)-slot for some q ∈ {1, . . . , dp}, dp ≥ 1, (this
case includes 〈µ, β〉 being constant) we have

∀q ∈ {1, . . . , dp} : Apq(xpq) =
polm+2

p (xpq) + (a+ bxpq)
m+1(β0

pq + β1
pqxpq)∏k

j=1
j 6=p
〈(1, xpq), εpj 〉dj

,

(4.4.64)

where a, b, βipq ∈ R,

(Ib) or ϕ(β) does not decompose and dp ≥ 3, then solutions are of the form
(4.4.64) with β0

pq = β1
pq = 0.

(Ic) or ϕ(β) does not decompose and dp = 2, then solutions satisfy (4.4.59) and
Lemma 4.4.2

(II) lp − 1 < m, then

(IIa) either ϕ(β) does not decompose and dp ≥ 3, then we have

∀q ∈ {1, . . . , dp} : Apq(xpq) =
pol

lp−1
p (xpq)∏k

j=1
j 6=p
〈(1, xpq), εpj 〉dj

, (4.4.65)

(IIb) or ϕ(β) does not decompose and dp = 2, then solutions satisfy (4.4.59) and
Lemma 4.4.2
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(IIc) or ϕ(β) decomposes in (p, q)-slot for some q ∈ {1, . . . , dp}, dp ≥ 1, and we
distinguish:

(IIci) 〈µ, β〉 is constant wrt xp1, . . . , xpdp (equivalently wrt some xpr)

∀q ∈ {1, . . . , dp} : Apq(xpq) =
pol

lp+1
p (xpq) + β0

pq + β1
pqxpq∏k

j=1
j 6=p
〈(1, xpq), εpj 〉dj

, (4.4.66)

where βipq ∈ R,

(IIcii) 〈µ, β〉 is not constant wrt xp1, . . . , xpdp (equivalently wrt some xpr)

∀q ∈ {1, . . . , dp} : Apq(xpq) =
pol

lp−1
p (xpq) + (a+ bxpq)

m+1(ν0
pq + ν1

pqxpq)∏k
j=1
j 6=p
〈(1, xpq), εpj 〉dj

,

(4.4.67)

where νipq ∈ R.

4.5 Product Segre-Veronese extremality equation

In this section we shall describe and verify the complete set of solution of the product

Segre-Veronese extremality equation with ϕ(β) = insp

(
(a, b)⊗dp ⊗

⊗k
b=1
b 6=p

(1, 0)⊗db
)

for

some (a, b) ∈ W ∗p , and characterise the corresponding affine extremal functions. To
this end, we recall that the extremality equation in this situation reads

dp∑
q=1

〈µ, β〉2(a+ bxpq)
m+1

∆pq
∂2
xpq

(
Apq(xpq)

(a+ bxpq)m+1

)
+

k∑
i=1
i 6=p

di∑
r=1

〈µ, β〉2

∆ir
∂2
xirAir(xir) = 〈µ, α〉

(4.5.1)

since 〈µ, β〉 =
∏dp
q=1(a+ bxpq). By counting degrees we see that when b 6= 0 and k ≥ 2

possible solutions are Apq of the form (4.4.67) for l = dp + 2 and q = 1, . . . , dp, and Air
of the form (4.4.66) for l = di + 1, where i 6= p and r = 1, . . . , di. When b = 0 and
k ≥ 2 possible solutions Air are of the form (4.4.66) for l = di + 1 as before. Finally, if
k = 1, i.e. l − 1 = m, then possible solutions are of the form (4.4.64).

Now we test whether functions of this form really are solutions. First, we focus on
evaluating the first sum in (4.5.1). We note that (a + bxpq)

m+1(β0
pq + β1

pqxpq)-part of
solutions does not contribute. In order to evaluate

dp∑
q=1

〈µ, β〉2(a+ bxpq)
m+1

∆pq
∂2
xpq

(
poldp(xpq)

(a+ bxpq)m+1

)
, d ∈ {dp + 1,m+ 2}, (4.5.2)

when b 6= 0 we express poldp in powers of (a+ bxpq). To do so we use Taylor expansion
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(binomial formula)

xt =
t∑
l=0

(
t

l

)
ct−l(x− c)l, where t = 0, 1, . . . (4.5.3)

which gives

poldp(xpq) =
d∑
t=0

αpt (xpq)
t =

=
d∑
t=0

t∑
l=0

(
t

l

)
ct−lαpt (x− c)l =

d∑
l=0

d∑
t=l

(
t

l

)
ct−lαpt (x− c)l

(4.5.4)

For fixed l ∈ {0, . . . , dp + 1}, k ≥ 2 and dp ≥ 2 we calculate

dp∑
q=1

(ab + xpq)
m+1

∆pq
∂2
xj

(
(ab + xpq)

l

(ab + xpq)m+1

)
= (4.5.5)

= (m+ 1− l)(m+ 2− l)
dp∑
q=1

(ab + xpq)
l−2

∆pq
= (4.5.6)

=



(m+ 1)(m+ 2)(−1)dp−1

∑dp
ν=1

∏dp
q=1
q 6=ν

(ab + xpq)∏dp
q=1(ab + xpq)2

, if l = 0

(−1)dp−1m(m+ 1)∏dp
q=1(ab + xpq)

, if l = 1

0, if 2 ≤ l ≤ dp
(m− dp)(m+ 1− dp), if l = dp + 1

(4.5.7)

using Vandermonde identities from Remark 4.1.1. When k = 1 we observe that l =
m + 1 and l = m + 2 evaluate to zero in (4.5.5), while for l = 0, l = 1 and 2 ≤ l ≤ m
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we get results as in (4.5.7) with dp = m. Thus for c = −a/b, k ≥ 2 and dp ≥ 2 we have

dp∑
q=1

(ab + xpq)
m+1

∆pq
∂2
xj

(
pol

dp+1
p (xpq)

(ab + xpq)m+1

)
= (4.5.8)

=

dp+1∑
l=0

dp+1∑
t=l

(
t

l

)(
−a
b

)t−l
αpt (m+ 1− l)(m+ 2− l)

dp∑
q=1

(ab + xpq)
l−2

∆pq
= (4.5.9)

= (m+ 2)(m+ 1)(−1)dp−1

∑dp
ν=1

∏dp
q=1
q 6=ν

(ab + xpq)∏dp
q=1(ab + xpq)2

dp+1∑
t=0

(
−a
b

)t
αpt+

+(m+ 1)m
(−1)dp−1∏dp
q=1(ab + xpq)

dp+1∑
t=1

t
(
−a
b

)t−1
αpt + (m+ 1− dp)(m− dp)αpdp+1, (4.5.10)

Although a separate but straightforward computation for k ≥ 2 and dp = 1 is needed,
the result is the same as the expression (4.5.10) for dp = 1. For k = 1 a similar
calculation yields

(m+ 2)(m+ 1)(−1)m−1

∑m
ν=1

∏m
q=1
q 6=ν

(ab + xq)∏m
q=1(ab + xq)2

m+2∑
t=0

(
−a
b

)t
αt+

+(m+ 1)m
(−1)m−1∏m
q=1(ab + xq)

m+2∑
t=1

t
(
−a
b

)t−1
αt (4.5.11)

Thus when k ≥ 2 (4.5.2) equals

(m+ 2)(m+ 1)(−1)dp−1b2dp

 dp∑
ν=1

dp∏
q=1
q 6=ν

(
a

b
+ xpq)

 dp+1∑
t=0

(
−a
b

)t
αpt+

+(m+ 1)m(−1)dp−1bdp

 dp∏
q=1

(a+ bxpq)

 dp+1∑
t=1

t
(
−a
b

)t−1
αpt+

+(m+ 1− dp)(m− dp)αpdp+1

dp∏
q=1

(a+ bxpq)
2, (4.5.12)

while for k = 1 we have

(m+ 2)(m+ 1)(−1)m−1b2m

 m∑
ν=1

m∏
q=1
q 6=ν

(
a

b
+ xq)

m+2∑
t=0

(
−a
b

)t
αt+
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+(m+ 1)m(−1)m−1bm

 m∏
q=1

(a+ bxq)

m+2∑
t=1

t
(
−a
b

)t−1
αt (4.5.13)

In order to evaluate

k∑
i=1
i 6=p

di∑
r=1

〈µ, β〉2

∆ir
∂2
xir

(
poldi+2

i (xir) + β0
ir + β1

irxir

)
(4.5.14)

for k ≥ 2 with poldi+2
i (xir) =

∑di+2
t=0 αit(xir)

t we calculate for di ≥ 1

di∑
r=1

∂2
xirpol

di+2
i (xir)

∆ir
= αidi+1di(di + 1) + αidi+2(di + 2)(di + 1)σ1(xi1, . . . , xidi),

(4.5.15)

where for di ≥ 2 we used Vandermonde identities Remark 4.1.1. Thus (4.5.14) equals

〈µ, β〉2
k∑
i=1
i 6=p

αidi+1di(di + 1) + αidi+2(di + 2)(di + 1)σ1(xi1, . . . , xidi) (4.5.16)

In order to ensure that the sum of (4.5.2) and (4.5.14) is affine linear in µ as required
by the extremality equation (4.5.1) we are forced αdi+2 = 0 for all i 6= p and

(m+ 1− dp)(m− dp)αpdp+1 +
k∑
i=1
i 6=p

αidi+1di(di + 1) = 0 (4.5.17)

When b = 0 the situation is slightly different and governed by (4.5.16) for any
k ≥ 1. Thus we have

Theorem 4.5.1. Let pold denote an univariate polynomial of degree at most d with
coefficients αr, r = 0, . . . , d. The complete set of solutions of the product Segre-Veronese

extremality equations with ϕ(β) = insp

(
(a, b)⊗dp ⊗

⊗k
b=1
b6=p

(1, 0)⊗db
)

for some (a, b) ∈

W ∗p are as follows.

k = 1 :

b = 0

∀j ∈ {1, . . . ,m} : Aj(xj) = polm+2(xj) + β0
j + β1

j xj (4.5.18)

with the extremal affine function

m(m+ 1)a2αm+1 + (m+ 1)(m+ 2)a2αm+2σ1(x1, . . . , xm) (4.5.19)
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b 6= 0

∀j ∈ {1, . . . ,m} : Aj(xj) = polm+2(xj) + (a+ bxj)
m+1(β0

j + β1
j xj)

(4.5.20)

with the extremal affine function

(m+ 2)(m+ 1)(−1)m−1b2m

 m∑
ν=1

m∏
q=1
q 6=ν

(
a

b
+ xq)

m+2∑
t=0

(
−a
b

)t
αt+

+(m+ 1)m(−1)m−1bm

 m∏
q=1

(a+ bxq)

m+2∑
t=1

t
(
−a
b

)t−1
αt (4.5.21)

k ≥ 2 :

b = 0

∀i ∈ {1, . . . , k} ∀r ∈ {1, . . . , di} : Air(xir) = poldi+2
i + β0

ir + β1
irxir

(4.5.22)

with the extremal affine function

a2
k∑
i=1

di(di + 1)αidi+1 + (di + 1)(di + 2)αidi+2σ1(xi1, . . . , xidi) (4.5.23)

b 6= 0

∀q ∈ {1, . . . , dp} : Apq(xpq) = pol
dp+1
p + (a+ bxpq)

m+1(β0
pq + β1

pqxpq)

(4.5.24)

∀i ∈ {1, . . . , k}\{p} ∀r ∈ {1, . . . , di} : Air(xir) = poldi+1
i + β0

ir + β1
irxir,

(4.5.25)

where

(m+ 1− dp)(m− dp)αpdp+1 +

k∑
i=1
i 6=p

αidi+1di(di + 1) = 0, (4.5.26)
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with the extremal affine function

(m+ 2)(m+ 1)(−1)dp−1b2dp

 dp∑
ν=1

dp∏
q=1
q 6=ν

(
a

b
+ xpq)

 dp+1∑
t=0

(
−a
b

)t
αpt+

+(m+ 1)m(−1)dp−1bdp

 dp∏
q=1

(a+ bxpq)

 dp+1∑
t=1

t
(
−a
b

)t−1
αpt (4.5.27)

For latter purposes we expand products from the above theorem in

Lemma 4.5.2. For d ≥ 1 we have

d∑
ν=1

d∏
q=1
q 6=ν

(
a

b
+ xpq) =

d−1∑
t=0

(d− t)
(a
b

)d−t−1
σt (4.5.28)

Proof. Taking ∂xpν -derivative of the identity

d∏
q=1

(
a

b
+ xpq) =

d∑
t=0

(a
b

)d−t
σt(xp1, . . . , xpdp) (4.5.29)

we find

d∏
q=1
q 6=ν

(
a

b
+ xpq) =

d−1∑
t=0

(a
b

)d−t−1
σt(x̂pν) (4.5.30)

We note

d∑
ν=1

σt(x̂pν) = kσt for some k ∈ R (4.5.31)

since the LHS of (4.5.31) is symmetric in xp1, . . . , xpd and has degree t. To specify k
we restrict (4.5.31) to the diagonal, i.e. xp1 = · · · = xpd = x, and get k = d− t. Thus
summing (4.5.30) over ν = 1, . . . , d we get (4.5.28).
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Chapter 5

Compactification

The purpose of this chapter is to outline a geometrical characterisation of compactifi-
cations of separable toric Kähler geometries of the product Segre-Veronese type. The
main idea is to describe these compactifications via Delzant polytopes with extremal
affine functions belonging to a particular family. This approach originates in [42] where
equipoised extremal affine functions were considered. Here we work with Delzant poly-
topes compatible with the factorization structure. Such a polytope is the image of the
m-cube in separable coordinates and has the number of facets between m+ 1 and 2m.

We derive a version of compactification theorem (Theorem 2.1.3) which shows that
a separable geometry compactifies only if boundary conditions are satisfied. These form
a system (B) of linear equations which involves functions Air defining the metric and
scales of normals of a Delzant polytope where the geometry compactifies. In the case of
extremal metric, (B) is over-determined. In order to characterise compactifications of
extremal geometries via extremal affine functions we consider a linear system (E) which
expresses the fact that the extremal affine function of a Delzant polytope ∆ is the L2-
projection of the scalar curvature of the corresponding extremal metric. Furthermore,
Proposition 2.1.1 reveals that if an extremal metric g compactifies, i.e. (B) is satisfied,
then Scal(g) is the extremal affine function, and hence (E) is satisfied.

For extremal separable toric Kähler metrics corresponding to the product Segre-
Veronese factorization structure with a decomposable Sasaki structure we characterise
their extremal affine functions which, with the use of system (E), imposes constraints
on scales, like the system (B). We show that if (B) and (E) have both full ranks, then
compactifications of such a geometry can be characterised via Delzant polytopes with
extremal affine functions belonging to a particular family.

We start with a description of compatible (Delzant) polytopes.

5.1 Delzant polytopes and factorization structure

For a toric symplectic geometry (M,Tm) the corresponding Delzant polytope ∆̄ ⊂ t∗,
t = Lie(Tm), associated via Delzant correspondence ([28, 36]) is, in particular, a set of
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integral vectors uj ∈ t, j = 1, . . . , n, together with constants λ1, . . . , λn ∈ R such that

∆̄ = {x ∈ t∗ | Lj(x) ≥ 0, j = 1, . . . , n} (5.1.1)

where the affine functions Lj are given by

Lj(x) = 〈uj , x〉+ λj . (5.1.2)

Moreover, ∆̄ is the image of the momentum map µM : M → t∗ of M and the vectors
uj are understood to be normals of affine hyperplanes bounding ∆̄. On the other hand,
according to [44], the image of the momentum map µN : N → h∗ of a toric contact
geometry (N,Tm+1), Lie(Tm+1) = h, is a good convex polyhedral cone ∆ in h∗ which
is associated to N via the contact version of Delzant correspondence. Such a cone is
given by a set of integral vectors vj ∈ h which are normals to the hyperplane bounding
the cone.

Furthermore, if M is the quotient of N by a Reeb vector field Xβ, β ∈ h, then there
is a geometric correspondence between ∆ = im(µN ) and ∆̄ = im(µM ). In fact, we have

µM =
µN
〈µN , β〉

showing that ∆̄ is the intersection of ∆ with the affine chart Aβ given by β (see
Section 2.1.4). The linear forms on h∗ corresponding to normals vj ∈ h restrict to
affine functions on Aβ which correspond to the affine functions Lj in an identification
of t∗ with Aβ.

Remark 5.1.1. The following discussion works for a general factorization structures
too, but we restrict ourselves to the product Segre-Veronese factorization structure in
order to establish notation for what follows.

Recall that if N and M are separable then their momentum maps satisfy 〈µN , ψir〉 =
0 and 〈µM , ψir mod β〉 = 0 for i = 1, . . . , k, r = 1, . . . , di (see (4.1.7)), where ψir
represents a 1-parametric family of hyperplanes in h∗. We require ∆ to be compatible
with the underlying factorization ϕ in the following sense. We say that the product
Segre-Veronese factorization structure ϕ is compatible with ∆ if the product of intervals
I := ×ki=1×

di
r=1 Iir maps bijectively onto ∆ via the composition of the Segre embedding

P(V1)× · · · × P(Vm)→ P(V )

([v1], . . . , [vm]) 7→ [v1 ⊗ · · · ⊗ vm], (5.1.3)

with the dual projection P(V ) 99K P(h∗) induced by the transpose ϕT (see Appendix
A in [7]). Thus, when ϕ and ∆ are compatible, the boundary of I is mapped onto the
boundary of ∆, so the number of facets for ∆ is at most 2m, and {ψir(λνir)} represent
these as can be seen from (4.1.7), where λ1

ir and λ1
ir are endpoints of Iir. A Delzant

polytope ∆̄ is called compatible with ϕ if it is an affine slice of a compatible ∆ by Aβ.

As an example of compatible polytopes we describe a class of quadrilaterals corre-
sponding to ambitoric compactifications studied in [8]. These are compatible with the
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Veronese factorization structure ϕ(h) = S2W ∗ and originate from a projective quadri-
lateral ∆ ⊂ P(h∗) given by 4 points on a rational normal curve of degree 2, i.e. the
factorization curve, corresponding to the projective normals of facets of compatible ∆.
A rational normal curve of degree 2 is determined by 5 points, or, equivalently by a
single quadric, and hence there is a family of Veronese factorization structures com-
patible with such a polytope. On the other hand, the local classification of ambitoric
geometries reveals that the corresponding extremal affine functions must be of partic-
ular shape which imposes a linear relation on quadrics and fixes a compatible Veronese
factorization structure uniquely.

Now we describe a class of projective polytopes ∆ which are compatible with the
product Segre-Veronese factorization structure of dimension m with k factorization
curves. We start with cases when this compatibility is determined uniquely. These can
be described as a choice of dj + 3 + nj points on the factorization curve ψj for each
j = 1, . . . , k, which represent projective normals of hyperplanes bounding ∆, where
dj−3 ≥ nj ≥ 0 are integers and ψj represents the curve ψj1 = · · · = ψjdj . Indeed, since
ψj , j = 1, . . . , k, is a rational normal curve of degree dj , it is determined by dj+3 points,
which, in the end, fixes the factorization structure. To illustrate how this projective
polytope ∆ looks we take the affine slice of ∆ given by ϕ(β) = (1, 0)⊗m+1 ∈ ϕ(h) which
results in a product of k polytopes with dj + 3 + nj facets. This can be seen from the
shape of momentum map in this case (see (5.3.2)). The reason for nj to be bounded
from above by dj − 3 is related with domains of definition for ψir, or, equivalently, Air.
Recall that normals of facets are of the form ψir(λ

ν
ir). For a fixed i there are at most

2di of them and at least di + 1 which happens when Iir ∩ Ii,r+1 = {λ2
ir} = {λ1

i,r+1} for
all r = 1, . . . , di, hence the bound on nj .

In general, if there is an underdetermined factorization curve, then the correspond-
ing polytope is compatible with families of factorization structures. Sometimes, how-
ever, this freedom can be compensated by restricting the class of extremal affine func-
tions as in ambitoric situation.

5.2 Boundary conditions

We derive a version of Theorem 2.1.3 for separable Kähler metrics corresponding to the
product Segre-Veronese factorization structure h. Compactifications of such a metric
are defined for Delzant polytopes compatible with the factorization structure; these
are images of compatible projective polytopes in the affine chart determined by β ∈ h.
Thus, a compatible Delzant polytope has normals of the form

Cλνirψir(λ
ν
ir) mod β

for some Cλνir ∈ R×.

Lemma 5.2.1. Let (M,ω) be a toric compact symplectic geometry and the correspond-
ing Delzant polytope ∆ be compatible with the product Segre-Veronese factorization
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structure. Let H : ∆0 → S2t∗ defined by

H =

k∑
i=1

di∑
r=1

Air(xir)〈µ, β〉
〈∂xirµ, ψir(xir)〉

〈∂xirµβ, dt〉2, (5.2.1)

be positive definite. Then H is the torus part of a Tm-invariant, ω-compatible Kähler
metric on M via (4.1.22) if and only if

� [smoothness] Air is a smooth function on Iir for all i = 1, . . . , k and all r =
1, . . . , di;

� [boundary values] ∀ i = 1, . . . , k ∀ r = 1, . . . , di ∀ν = 1, 2 :

Air(λ
ν
ir) = 0 (5.2.2)

and

CλνirA
′
ir(λ

ν
ir) = 2; (5.2.3)

� [positivity] for any point y in interior of a face F ⊂ ∆, Hy(−,−) is positive
definite when viewed as a smooth function with values in S2(t/tF )∗, where tF ⊂ t
is the vector subspace spanned by the inward normals uj ∈ t to all codimension
one faces of ∆ containing F .

Proof. We check that formulation of this lemma fits into the framework of Theo-
rem 2.1.3.
The first thing to check is smoothness. Using µ = ϕTx, 〈µ, β〉 > 0 and 〈∂xirµ, ψir(xir)〉 =
∆ir we see that all expressions in (5.2.1) are explicit. The only part to comment on is
the denominator ∆ir as it may get zero on facets. However, the terms which are zero
on facets cancel against the numerator since Air(λ

ν
ir) = 0 as we shall see now.

At the facet corresponding to ψjs(λ
ν
js) (i.e. at xjs = λνjs) we have

0 = H(Cλνjsψjs(λ
ν
js) mod β,−) = CλνjsAjs(λ

ν
js)〈µ, β〉〈∂xjsµβ, dt〉

∣∣
xjs=λνjs

(5.2.4)

by (4.1.29). We claim Ajs(λ
ν
js) = 0. Indeed, since 〈∂xjsµβ, dt〉

∣∣
xjs=λνjs

= 0 if and only if

〈µ, β〉∂xjsµ = 〈∂xjsµ, β〉µ at xjs = λνjs (5.2.5)

we conclude that the contraction of (5.2.5) with ψjs(λ
ν
js) gives

〈µ, β〉∆js = 0 at xjs = λνjs (5.2.6)

which is a contradiction as 〈µ, β〉 > 0 and ∆js at xjs = λνjs cannot be zero for all values
of xjr where r 6= s.
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By (5.2.1) we have

H(Cλνjsψjs(λ
ν
js) mod β,Cλνjsψjs(λ

ν
js) mod β) =

= C2
λνjs

k∑
i=1

di∑
r=1

Air(xir)〈µ, β〉
〈∂xirµ, ψir(xir)〉

〈∂xirµβ, ψjs(λνjs) mod β〉2 (5.2.7)

Taking the exterior derivative at xjs = λνjs and make use of (4.1.29) we get

C2
λνjs
A′js(λ

ν
js)〈∂xjs

∣∣
xjs=λνjs

µβ, ψjs(λ
ν
js) mod β〉dxjs =

= C2
λνjs
A′js(λ

ν
js)d

∣∣
xjs=λνjs

〈µβ, ψjs(λνjs) mod β〉 (5.2.8)

since Ajs(λ
ν
js) = 0. Computing the differential of the affine function yields

d
∣∣
xjs=λνjs

〈µβ, Cλνjsψjs(λ
ν
js) mod β〉 = Cλνjsψjs(λ

ν
js) mod β, (5.2.9)

which further gives

CλνjsA
′
js(λ

ν
js) = 2. (5.2.10)

Corollary 5.2.1.1. If H is positive definite, then Air does not change sign on its
domain of definition Iir, i = 1, . . . , k, r = 1, . . . , di.

Proof. Working on the interior of intervals Iir, i.e. xir ∈ I0
ir, i = 1, . . . , k, r = 1, . . . , di,

we find

0 < H(ψjs(xjs) mod β, ψjs(xjs) mod β) =

= Ajs(xjs)〈∂xjsµβ, ψjs(xjs) mod β〉 = Ajs(xjs)∆js (5.2.11)

Since Ajs is continuous we see that Ajs does not change sign on Ijs.

As we see from Lemma 5.2.1 a separable Kähler metric corresponding to the product
Segre-Veronese factorization structure compactifies only if the system of 4m equations
(5.2.3) and (5.2.2) is satisfied. When the system has full rank we get

Lemma 5.2.2. Let ∆ be an n-facets polytope compatible with the product Segre-Veronese
factorization structure with k factorization curves. Suppose that the system of all bound-
ary conditions (5.2.3) and (5.2.2) has the full rank and that the positivity condition from
Lemma 5.2.1 holds. Then for the separable Kähler metric corresponding to

1. Veronese factorization structure with ϕ(β) = (a, b)⊗m such that 〈µ, β〉 > 0 there
exist (n−m+ 1)-parametric family of compactifications,

2. ϕ(β) = insp

(
(a, 0)⊗dp ⊗

⊗k
b=1
b6=p

(1, 0)⊗db
)

, k ≥ 2, such that 〈µ, β〉 > 0 there exist

(n−m+ k)-parametric family of compactifications,

80



3. ϕ(β) = insp

(
(a, b)⊗dp ⊗

⊗k
b=1
b 6=p

(1, 0)⊗db
)

, b 6= 0 and k ≥ 2, such that 〈µ, β〉 > 0

there exist (n−m+ 1)-parametric family of compactifications.

Furthermore, their extremal affine functions belong to one of the four families of ex-
tremal affine functions as described in Theorem 4.5.1.

Proof. Since the polytope has n facets we need to determine n scales Cλνjs corresponding

to normals of the facets in order to describe a compactification (see Lemma 5.2.1). We
start with counting free parameters in solutions to the extremality equation in each
case (see (4.5.1))

1. Veronese case has 3m+ 1 parameters

2. k ≥ 2 and b = 0 case has
∑k

i=1 di + 1 + 2di = 3m+ k parameters

3. k ≥ 2 and b 6= 0 case has −1 + dp + 2 + 2dp +
∑k

i=1
i 6=p

di + 2di = 3m+ 1 parameters,

where the −1 comes from the linear constrain (4.5.26).

Thus, supposing the boundary system (5.2.3) and (5.2.2) consisting of 4m equations
has the full rank we find that the n scales satisfies m− 1, m− k and m− 1 equations,
respectively, which shows the claim.

Remark 5.2.1. Some equations in (5.2.3) and (5.2.2) can be naturally combined us-
ing the nature of solutions of the product Segre-Veronese extremality equation (see Sec-
tion 4.4.2). If we consider a compatible polytope which has strictly less than 2m facets,
then necessarily there exist i ∈ {1, . . . , k} and r ∈ {1, . . . , di} such that λ2

ir = λ1
i,r+1 =:

λ. Then we have

A′ir(λ
2
ir)−A′i,r+1(λ1

i,r+1) = (Air −Ai,r+1)′(λ) =

(m+ 1)(a+ bλ)mb(β0 + β1λ) + (a+ bλ)m+1β1 =

(a+ bλ)m
(
(m+ 1)b(β0 + β1λ) + β1

)
(5.2.12)

for some β0 and β1 which can be found explicitly, and similarly for the difference
Air(λ

2
ir)−Ai,r+1(λ1

i,r+1).

In Section 5.4 we explicitly derive the boundary conditions system in the case of
the product Segre-Veronese factorization structure with more than one curve.

5.3 The generalised equipoised condition

We know that the compactifications described in Lemma 5.2.2 have extremal affine
functions belonging to one of the four types described in Theorem 4.5.1. In com-
pactifications, these become extremal affine functions and we discuss if the class of
Delzant polytopes with extremal affine functions from one of these types comes from
such compactifications.
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First we derive a characterisation of the aforementioned types of extremal affine
functions. To this end we fix coordinates on the product Segre-Veronese factorization
structure h by pulling back the coordinates on its image

k∑
j=1

insj

(
SdjW ∗j ⊗ 〈

k⊗
b=1
b6=j

(1, 0)⊗db〉
)

corresponding to the basis consisting of elements

(1, 0)⊗m+1

insj

(
εsj ⊗

k⊗
b=1
b 6=j

(1, 0)⊗db
)

for s = 1, . . . , dj and j = 1, . . . , k (5.3.1)

via ϕ : h→ V ∗, where εsj , s = 0, . . . , dj , is the standard basis of SdjW ∗j . Since µ = ϕTx
we get

µ0 = 1

µjs = σs(xj1, . . . , xjdj ) (5.3.2)

For i, j such that di, dj ≥ 2 and for all r = 1, . . . , di − 1 and s = 1, . . . , dj − 1 we define
ϕ∗Qir,js ∈ S2h∗ to be the ϕ-pullback of the bilinear forms

Qir,js(u, v) =
1

2
(uirvjs + ujsvir − ui,r−1vj,s+1 − uj,s+1vi,r−1) , (5.3.3)

where we adopt convention ui0 = u0 for all i = 1, . . . , k. Note that in the case when
k = 1 and m ≥ 2 the corresponding quadratic forms define the factorization curve
ψ1 = · · · = ψm which is a rational normal curve of degree m.

Using notation for separable Kähler geometries as quotients of Sasaki geometries,
recall that affine functions in the affine chart given by β ∈ h, and in particular affine
functions on ∆β, are given by elements of h. This way any bilinear form on h provides
a notion of orthogonality for affine functions on ∆β.

Lemma 5.3.1. For the product Segre-Veronese factorization structure with ϕ(β) =

insp

(
(a, b)⊗dp ⊗

⊗k
b=1
b6=p

(1, 0)⊗db
)

for some (a, b) ∈W ∗p we have:

An affine function on ∆β given by ζ ∈ h is an extremal affine function if and only if

b = 0:
ϕ∗Qir,js(β, ζ) = 0

for all i, j = 1, . . . , k, r = 1, . . . , di − 1, s = 1, . . . , dj − 1

a = 0:
ϕ∗Qpr,ps(β, ζ) = 0

for all r, s = 1, . . . , dp − 1 and ζia = 0 for all i 6= p and all a = 1, . . . , di.
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a 6= 0 and b 6= 0:
ϕ∗Qpr,ps(β, ζ) = 0

for all r, s = 1, . . . , dp − 1 and ζia = 0 for all i 6= p and all a = 1, . . . , di.

Proof. With respect to the coordinate system defined above β has coordinates as fol-
lows: β0 = adp , βpq = adp−qbq for q = 1, . . . , dp, and βir = 0 otherwise.

Note that equations characterising ζ are valid if the corresponding degree is at least
2. Thus, it places no conditions in the degree 1 situation.
We start with examining what ζ satisfy ϕ∗Qpr,ps(β, ζ) = 0 when dp ≥ 2. There are a
few cases to consider.

b = 0: The only non-trivial equations are

∀j ∈ {1, . . . , k} : dj ≥ 2 ∀s ∈ {1, . . . , dj − 1} : −β0ζj,s+1 = 0 (5.3.4)

and thus ζ0, ζj1 ∈ R and ζir = 0 otherwise. Comparing this with Theorem 4.5.1
shows that it completely characterises extremal affine functions when b = 0.

a = 0: The only non-trivial equations are

∀r ∈ {1, . . . , dp − 1} : −βpdpζp,r−1 = 0 (5.3.5)

which shows ζp,dp−1, ζp,dp ∈ R and ζpr = 0 for r = 0, . . . , dp − 2. Now Theo-
rem 4.5.1 shows that ζ is an extremal affine function iff ζia = 0 for all i 6= p and
all a = 1, . . . , di, which proves the claim.

a 6= 0 and b 6= 0: If dp ≥ 2, then equations with indices p = i = j and q = r = s yield

ζpq = −(q − 1)

(
b

a

)q
ζ0 + q

(
b

a

)q−1

ζp1, where q = 0, 1, . . . , dp and ζ0, ζp1 ∈ R.

(5.3.6)

A straightforward calculation shows that these values satisfy the equations for
indices p = i = j and r, s = 1, . . . , dp. Once again, comparing with Theorem 4.5.1
gives the claim.

Now we use this characterisation to describe compactifications of separable toric
Kähler geometries of the product Segre-Veronese type with decomposable Sasaki struc-
ture. Let ∆β be a Delzant polytope compatible with the product Segre-Veronese fac-
torization structure. Recall that ∆β has a unique extremal affine function ζ which is
also the L2(∆β)-projection of Scal(g) to the space of affine-linear functions (see [42]
and Section 2.1.3), i.e.

Wζ = Z

with Wij =

∫
∆β

µiµjdv and Zi = 2

∫
∂∆β

µidσ (5.3.7)
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Let F1, . . . , Fn be all facets of ∆β, and since ∆β is compatible with the factorization
structure, these are given by normals ψir(λ

ν
ir) mod β, where only n of them are unique.

Notice that if we rescale the normals by Cλνir , then the matrix W does not depend on
scales, while the right hand side depends linearly on inverse scales. Indeed, if we call
the unique scales C1, . . . , Cn, then we can write Zi =

∑n
j=1 aijrj , where aij =

∫
Fj
µidσ

and rj = 2/Cj (see [42]). Thus the system (5.3.7) is equivalent to

ζ = W−1Ar, (5.3.8)

where Aij = aij . The characterisation of extremal affine functions from Lemma 5.3.1
(namely (5.3.4),(5.3.5),(5.3.6)) impose linear relations on the inverse scales via (5.3.8).
These systems can be summarised as follows: if

� [k = 1 and b = 0] then ζp = 0, p = 2, . . . ,m,

� [k = 1 and b 6= 0] then ζ satisfies (5.3.6)

� [k ≥ 2 and b = 0] then ζir = 0 for i = 1, . . . , k and r = 2, . . . , di,

� [k ≥ 2 and b 6= 0] then ζpq satisfies (5.3.6) for q = 1, . . . , dp and ζir = 0 for i 6= p
and r = 1, . . . , di,

In the case when this system has the full rank we have

Lemma 5.3.2. Let ∆ be an n-facets polytope compatible with the product Segre-Veronese
factorization structure with k curves and decomposable Sasaki structure, i.e. k and b
are fixed. Suppose that the system (B) and the corresponding system on extremal affine
functions described above have both full ranks. Then they have the same solution set.
In other words, compactifications of such a separable toric Kähler geometry can be
described via Delzant polytopes with underlying polytope ∆ and with extremal affine
functions belonging to the corresponding family of extremal affine functions described
above.

Proof. We treat all the cases at the same time. We see that system described above
the lemma consist of

� m− 1 equations

� m− 1 equations

� m− k equations

� m− 1 equations

respectively. These are equations in the inverse scales and we assume these systems
have full ranks. Comparing with Lemma 5.2.2 we see that solution sets for the inverse
scales have the same dimension. In addition, we know that any solution of (B) is a
solution for (E), thus in these cases, these systems have the same solution sets.
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5.4 Appendix calculations

We describe explicitly the boundary conditions for the extremal separable Kähler met-
rics corresponding to the product Segre-Veronese factorization structure with k factor-
ization curves of degrees d1, . . . , dk, and

ϕ(β) = insp
(
(a, b)⊗dp ⊗

k⊗
b=1
b6=p

(1, 0)⊗db
)
, (5.4.1)

where k ≥ 2 and m ≥ 3. Recall that such an extremal metric compactifies only if there
exist polynomials Air, i = 1, . . . , k, r = 1, . . . , di, of degree at most m+ 2 such that for
all indices we have

Air(λ
ν
ir) = 0 (5.4.2)

CλνirA
′
ir(λ

ν
ir) = 2 (5.4.3)

Air satisfies the extremality equation, (5.4.4)

see Theorem 4.5.1 and Lemma 5.2.1. The polynomial

Air(xir) = (xir − λ1
ir)(xir − λ2

ir)
m∑
q=0

αqirx
q
ir, (5.4.5)

solves (5.4.2). Comparing coefficients in

(xir − λ1
ir)(xir − λ2

ir)

m∑
q=0

αqirx
q
ir = poli(xir) + (a+ bxir)

m+1(β0
ir + β1

irx) (5.4.6)

and solving for {αqir}mq=0 shows what polynomials (5.4.5) solve the extremality equa-
tion, where d = deg(poli) ∈ {di + 1, di + 2, }. The other-degree cases can be done
similarly as in what follows. In turns out that the expression for αqir depends linearly
on the coefficients of poli, and λ1

ir and λ2
ir occur as rational functions in the complete

homogenous polynomials in variables λ1
ir and λ2

ir. Furthermore, such Air solve (5.4.3)
if and only if the coefficients αqir satisfy

2

Cλ1ir
= (λ1

ir − λ2
ir)

m∑
q=0

αqir(λ
1
ir)

q, (5.4.7)

2

Cλ2ir
= (λ2

ir − λ1
ir)

m∑
q=0

αqir(λ
2
ir)

q. (5.4.8)

Now we compare coefficients in (5.4.6)

5.4.1 Polynomials satisfying the product Segre-Veronese extremality equa-
tion explicitly. Since the conditions (5.4.2)-(5.4.4) concern a single polynomial Air
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we simplify notation where possible. First we note

(a+ bx)m+1(β0 + β1x) =

R0 +
m+1∑
r=1

xrRr +Rm+2x
m+2, (5.4.9)

where

R0 = β0am+1 (5.4.10)

Rr = br−1am+1−r
(
bβ0

(
m+ 1

r

)
+ aβ1

(
m+ 1

r − 1

))
, r = 1, . . . ,m+ 1 (5.4.11)

Rm+2 = β1bm+1. (5.4.12)

Furthermore,

Apq(x) = (x− λ1)(x− λ2)

m∑
r=0

αrx
r =

λ1λ2α0 + (−(λ1 + λ2)α0 + λ1λ2α1)x+
m∑
n=2

(αn−2 − (λ1 + λ2)αn−1 + λ1λ2αn)xn+

+ (αm−1 − (λ1 + λ2)αm)xm+1 + αmx
m+2 (5.4.13)

for some α0, . . . , αm, where λ1 and λ2 are fixed roots. By comparing coefficients in
Apq(x) = pol(x) + (a+ bx)m+1(β0 + β1x) we get

p0 +R0 =λ1λ2α0 (5.4.14)

p1 +R1 =− (λ1 + λ2)α0 + λ1λ2α1 (5.4.15)

∀ r ∈ {2, . . . ,m} :

pr +Rr =αr−2 − (λ1 + λ2)αr−1 + λ1λ2αr (5.4.16)

and

bm
(
β0b+ (m+ 1)β1a

)
=αm−1 − (λ1 + λ2)αm (5.4.17)

β1bm+1 =αm, (5.4.18)

where pi = 0 for d + 1 ≤ i ≤ m. Thus we have m + 3 equations which we solve for
α0, . . . , αm, β

0, β1. Using (5.4.14)-(5.4.16) we find the solution for α0, . . . , αm,
∀ r ∈ {0, . . . ,m} :

αr =
r∑
i=0

hr−i(λ1, λ2)

(λ1λ2)r+1−i (pi +Ri) , (5.4.19)
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where hj(λ1, λ2) is the jth complete homogenous polynomials in two variables λ1 and
λ2, and pi = 0 for d+ 1 ≤ i ≤ m.

In order to solve for β0 and β1 we use equivalent formulation of (5.4.17) and (5.4.18),

β0bm+1 + β1
(
(m+ 1)abm + (λ1 + λ2)bm+1

)
=αm−1 (5.4.20)

β1bm+1 =αm. (5.4.21)

Combining the above with (5.4.19) yields

β0

(
−bm+1 +

m−1∑
i=0

hm−1−i
(λ1λ2)m−i

biam+1−i
(
m+ 1

i

))
+

+β1

(
−(λ1 + λ2)bm+1 − (m+ 1)abm +

m−1∑
r=1

hm−1−r
(λ1λ2)m−r

br−1am+2−r
(
m+ 1

r − 1

))
=

= −
d∑
i=0

hm−1−i
(λ1λ2)m−i

pi (5.4.22)

β0
m∑
i=0

hm−i
(λ1λ2)m+1−i b

iam+1−i
(
m+ 1

i

)
+

+β1

(
−bm+1 +

m∑
r=1

hm−r
(λ1λ2)m+1−r b

r−1am+2−r
(
m+ 1

r − 1

))
= −

d∑
i=0

hm−i
(λ1λ2)m+1−i pi

(5.4.23)

We start with summing coefficients for these equations. First we change variables in

m−1∑
r=1

hm−1−r
(λ1λ2)m−r

br−1am+2−r
(
m+ 1

r − 1

)
=

m−2∑
i=0

hm−2−i
(λ1λ2)m−1−i b

iam+1−i
(
m+ 1

i

)
(5.4.24)

and in

m∑
r=1

hm−r
(λ1λ2)m+1−r b

r−1am+2−r
(
m+ 1

r − 1

)
=

m−1∑
i=0

hm−1−i
(λ1λ2)m−i

biam+1−i
(
m+ 1

i

)
(5.4.25)

Now for l = 0, 1, 2 we evaluate

m−l∑
i=0

hm−l−i
(λ1λ2)m−l+1−i b

iam+1−i
(
m+ 1

i

)
(5.4.26)
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Since hd−i =
λd+1−i
1 −λd+1−i

2
λ1−λ2 , (5.4.26) equals

m−l∑
i=0

λm−l+1−i
1 − λm−l+1−i

2

(λ1λ2)m−l+1−i(λ1 − λ2)
biam+1−i

(
m+ 1

i

)
= (5.4.27)

=
1

λ1 − λ2

m−l∑
i=0

(
λl2

λm+1−i
2

− λl1
λm+1−i

1

)
biam+1−i

(
m+ 1

i

)
= (5.4.28)

=
λl2

λ1 − λ2

[(
a

λ2
+ b

)m+1

−
m+1∑

r=m+1−l
br
(
a

λ2

)m+1−r (m+ 1

r

)]
− (5.4.29)

− λl1
λ1 − λ2

[(
a

λ1
+ b

)m+1

−
m+1∑

r=m+1−l
br
(
a

λ1

)m+1−r (m+ 1

r

)]
(5.4.30)

Now, if l = 0, then the result is

1

λ1 − λ2

[(
a

λ2
+ b

)m+1

−
(
a

λ1
+ b

)m+1
]

(5.4.31)

If l = 1,

1

λ1 − λ2

[
λ2

(
a

λ2
+ b

)m+1

− λ1

(
a

λ1
+ b

)m+1

+ bm+1(λ1 − λ2)

]
(5.4.32)

If l = 2,

1

λ1 − λ2

[
λ2

2

(
a

λ2
+ b

)m+1

− λ2
1

(
a

λ1
+ b

)m+1

+ bm+1(λ2
1 − λ2

2) + (m+ 1)abm(λ1 − λ2)

]
(5.4.33)

Therefore, the system (5.4.22) and (5.4.23) is equivalent to

[
λ2`2 − λ1`1 λ2

2`2 − λ2
1`1 −(λ1 − λ2)

∑d
i=0

hm−1−i
(λ1λ2)m−i

pi

`2 − `1 λ2`2 − λ1`1 −(λ1 − λ2)
∑d

i=0
hm−i

(λ1λ2)m+1−i pi

]
, (5.4.34)

where `1 =
(
a
λ1

+ b
)m+1

and `2 =
(
a
λ2

+ b
)m+1

. For the determinant D of (5.4.34) we

have

D = (λ1`1 + λ2`2)2 −
[
(λ2`2)2 +

(
λ2

1 + λ2
2

)
`1`2 + (λ1`1)2

]
= −(λ1 − λ2)2`1`2

(5.4.35)
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Now we use Cramer’s rule to solve this system which yields

−(λ1 − λ2)2`1`2β
0 =

−(λ1 − λ2) (λ2`2 − λ1`1)
d∑
i=0

hm−1−i
(λ1λ2)m−i

pi + (λ1 − λ2)
(
λ2

2`2 − λ2
1`2
) d∑
i=0

hm−i
(λ1λ2)m+1−i pi

(5.4.36)

and

−(λ1 − λ2)2`1`2β
1 =

−(λ1 − λ2) (λ2`2 − λ1`1)

d∑
i=0

hm−i
(λ1λ2)m+1−i pi + (λ1 − λ2) (`2 − `1)

d∑
i=0

hm−1−i
(λ1λ2)m−i

pi

(5.4.37)

We observe

hm−1−i
(λ1λ2)m−i

− λ2
hm−i

(λ1λ2)m+1−i =
1

λ1 − λ2

(
λm−i1 − λm−i2

(λ1λ2)m−i
− λ2

λm+1−i
1 − λm+1−i

2

(λ1λ2)m+1−i

)
=

=
λi1
λm+1

1

, for i = 0, . . . , d (5.4.38)

Thus (5.4.36) and (5.4.37) become

`1`2β
0 = (λ1 − λ2)−1

d∑
i=0

(
λ2

λi1
λm+1

1

`2 − λ1
λi2
λm+1

2

`1

)
pi (5.4.39)

and

`1`2β
1 = (λ1 − λ2)−1

d∑
i=0

(
− λi1
λm+1

1

`2 +
λi2
λm+1

2

`1

)
pi (5.4.40)

Remark 5.4.1. Plugging β0 and β1 back into the expression (5.4.19) for αr and rewrit-
ing (5.4.7) and (5.4.8) in these terms yields a linear system of equations in αqir whose
solutions determine polynomials Air satisfying (5.4.2)-(5.4.4). The system can be writ-
ten explicitly which may shed light on its rank.

5.4.2 Summing some sums. Here we address the condition (5.2.3) in a different
way. The main purpose of this part is to show how to sum certain coefficients naturally
occurring in the computation of boundary conditions. We use expression

Apq(x) = (x− λ1)(x− λ2)

m∑
r=0

αrx
r (5.4.41)
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as before and investigate the equation A′pq(λ1) = 2κ(λ1), where κ(λ1) is a scale de-
pending on the endpoint λ1 (as in (5.4.3)). We have

2κ(λ1)

λ1 − λ2
=

=

m∑
r=0

αrλ
r
1 =

m∑
r=0

λr1

r∑
i=0

hr−i
(λ1λ2)r+1−i (pi +Ri) =

m∑
i=0

(pi +Ri)

m∑
r=i

hr−i
(λ1λ2)r+1−iλ

r
1 =

=
d∑
i=0

pi

m∑
r=i

hr−i
(λ1λ2)r+1−iλ

r
1 + β0

[
m∑
i=0

biam+1−i
(
m+ 1

i

) m∑
r=i

hr−i
(λ1λ2)r+1−iλ

r
1

]
+

+β1

 m∑
j=1

bj−1am+2−j
(
m+ 1

j − 1

) m∑
l=j

hl−j
(λ1λ2)l+1−j λ

l
1

 . (5.4.42)

First we sum coefficients at β0 and β1. To this end, we find

m∑
r=i

hr−i
(λ1λ2)r+1−iλ

r
1 =

λi−1
1

λ1 − λ2

m∑
r=i

λr+1−i
1 − λr+1−i

2

λr+1−i
2

=

=
λi−1

1

λ1 − λ2

m∑
r=i

[(
λ1

λ2

)r+1−i
− 1

]
=

λi−1
1

λ1 − λ2

[
−(m+ 1− i) +

λ1

λ2

m−i∑
l=0

(
λ1

λ2

)l]
=

=
λi−1

1

λ1 − λ2

−(m+ 1− i) +
λ1

λ2

1−
(
λ1
λ2

)m+1−i

1− λ1
λ2

 =

1

λ1 − λ2

[
−(m+ 1− i)λi−1

1 − 1

λ1 − λ2

(
λi1 −

(
λ1

λ2

)m+1

λi2

)]
. (5.4.43)

We recall that by differentiating the binomial identity we obtain

(m+ 1)(p+ q)m =
m∑
i=0

piqm−i(m+ 1− i)
(
m+ 1

i

)
. (5.4.44)

Thus the coefficient at β0 is

m∑
i=0

biam+1−i
(
m+ 1

i

) m∑
r=i

hr−i
(λ1λ2)r+1−iλ

r
1 =

− m+ 1

λ1 − λ2

a

λ1
(a+ λ1b)

m − 1

(λ1 − λ2)2

(
(a+ λ1b)

m+1 − (λ1b)
m+1

)
+

+
1

(λ1 − λ2)2

(
λ1

λ2

)m+1 (
(a+ λ2b)

m+1 − (λ2b)
m+1

)
=

− m+ 1

λ1 − λ2

a

λ1
(a+ λ1b)

m +
λm+1

1

(λ1 − λ2)2
(`2 − `1) . (5.4.45)
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Furthermore, the coefficient at β1 can be expressed as

m∑
j=1

bj−1am+2−j
(
m+ 1

j − 1

) m∑
l=j

hl−j
(λ1λ2)l+1−j λ

l
1 =

=

m−1∑
i=0

biam+1−i
(
m+ 1

i

)[( m∑
l=i

hl−j
(λ1λ2)l+1−j λ

l
1

)
− λi1
λ1λ2

]
=

− m+ 1

λ1 − λ2

a

λ1
((a+ λ1b)

m − (λ1b)
m)−

− 1

(λ1 − λ2)2

(
(a+ λ1b)

m+1 − (λ1b)
m+1 − (m+ 1)a(λ1b)

m
)

+

+
1

(λ1 − λ2)2

(
λ1

λ2

)m+1 (
(a+ λ2b)

m+1 − (λ2b)
m+1 − (m+ 1)a(λ2b)

m
)
−

− 1

λ1λ2

(
(a+ λ1b)

m+1 − (λ1b)
m+1 − (m+ 1)a(λ1b)

m
)

=

− m+ 1

λ1 − λ2

a

λ1
(a+ λ1b)

m +
λm+1

1

(λ1 − λ2)2
(`2 − `1)− λm1

λ2

(
`1 − bm+1

)
. (5.4.46)
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