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Abstract

This thesis focuses on the research areas of crystallisation and solid-state chemistry and stud-

ies the relationship between crystallisation parameters and the resultant formation of a solid

form (e.g. crystal nucleation, growth and morphology) and its associated attributes (e.g. dis-

order, solubility and stability), focusing on Active Pharmaceutical Ingredients (APIs). The

work falls into the Healthcare theme of the Centre for Sustainable and Circular Technologies

(CSCT) and focuses on approaches that have the potential to extract the maximum value out

of pharmaceutical drugs by establishing methods to enhance a solid form under development.

In Chapter 1, an introduction into the research areas tackled in this work are discussed includ-

ing context of research, background theory and the scope of research conducted. In Chapters

2 and 3, accounts of the experimental methods implemented in this work are reported and the

theory behind the analytical methods utilised discussed.

Chapter 4 focuses on the development of a new crystallisation method, electrospraying, and

investigates the influence of several crystallisation parameters on the electrosprayed product.

This chapter focuses on gaining a higher level of control over the resulting solid form, including

polymorphic control of paracetamol (PCM) via a templating approach and the formation of

a novel multi-component complex of PCM and metacetamol (MCM). In addition, Chapter 4

explores the resultant physical properties and particle attributes of the electrosprayed product.

The successful transfer of the material produced by electrospraying into a cooling crystallisation

platform via crystal seeding is demonstrated, also showing that deploying electrosprayed seeds

is to date the only established conventional route to access the PCM-MCM co-crystal.

Chapter 5 explores the co-crystallisation and characterisation of a series of molecular com-

plexes of the API salbutamol (SA). Dicarboxylic acids of increasing chain length are used to

facilitate the study of the effect of small changes in the molecular nature of the co-former on

crystallographic disorder in the resulting co-crystal structure. Different crystallisation meth-

ods and conditions are studied and the presence of crystallographic disorder is identified in

each multi-component complex of interest. A structural informatics assessment is conducted

alongside a number of physical property studies that compare and contrast each form.

In Chapter 6, single crystals from a series of small scale crystallisations containing salbutamol

sulfate (SAS) and the structurally similar salbutamol oxalate are analysed by X-ray crystal-

lography to obtain a portfolio of crystallographic data. A systematic approach is used to

characterise the presence of solid-state disorder in individual single crystals in a batch, quanti-

fying variations in disorder between these single crystals. The crystallographic data collected

is paired with a bulk analysis technique (solid-state NMR spectroscopy) to promote further

understanding of the nature of disorder. The influence of different crystallisation and process

parameters is investigated to study if the crystallisation conditions utilised can be used to

control variations of disorder seen in a batch of crystals.

The research discussed in Chapter 7 looks to establish a simple empirical method of quantifying

the extent of diffuse scattering in a material. A portfolio of crystallographic data is collected

for a solid form known to show signs of stacking disorder, phloroglucinol dihydrate (PhG dihy-
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drate), from single crystals prepared by evaporative, cooling and vapour diffusion methods. An

investigation into the degree of disorder seen in a batch as a function of crystallisation method

is presented alongside the establishment of a new empirical methodology for quantifying the

amount of diffuse scattering seen in single crystals, the counting spots method.

The final chapter, Chapter 8, presents concluding remarks from the results presented in Chap-

ters 4 to 7, pulling the findings together. The potential of future work in this area of research

is discussed.
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Chapter 1

Background

1.1 Context of research

The understanding and control of solid state behaviour in pharmaceutical materials is of im-

portance; it is especially important within the crystallisation process, a vital step in the man-

ufacture of pharmaceuticals and fine chemicals.1–3 Gaining control over the crystallisation

process is vital to obtain the desired solid form (molecular level solid-state structure, usually

crystalline) and particle attributes of a compound, since different solid forms have different

chemical and physical properties.2,4–6 Because of this, there has been a vast amount of research

into the prediction, characterisation and control of the solid form of Active Pharmaceutical

Ingredients (APIs) to enhance their properties; experimental investigations of the solid form of

API compounds include extensive and systematic screening for new polymorphic forms7–9 in

addition to salt10,11 and co-crystal formation5,12,13. These processes are routinely investigated

during drug development and are currently under strict regulation by licensing authorities such

as the Food and Drug Administration (FDA) in the USA. In contrast, the understanding and

control of disorder and defects in the solid-state structure of pharmaceutical materials has not

been researched to a large extent, is not routinely investigated during drug development and

is not required or monitored by the FDA.14 This is a surprisingly overlooked area of research

given that it is commonly recognised that disorder and defects in crystals have an influence on

the solid state properties of materials, including pharmaceuticals and excipients.15 This is not

simply an oversight but is a result of a lack of analytical tools for the complete identification

and characterisation of crystallographic disorder in pharmaceutical materials.

The work presented in this thesis was carried out as part of the EPSRC Centre for Doctoral

Training in Sustainable Chemical Technologies (CSCT). The training and research programme

of CSCT is interdisciplinary, bringing together science and engineering to carry out research

in collaboration with industry. Research outputs from related work carried out during this

doctoral programme are available in section 1 of the Appendix (Chapter 9) including publica-

tions, work presented at conferences, research collaborations and crystal structures deposited

by the author into the Cambridge Structural Database (CSD).
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1.2 The crystallisation process

Crystallisation is one of the most important steps in the manufacture of pharmaceuticals. It is

the method used both for the purification and separation of APIs from a reaction mixture and

for the production of primary crystalline products suitable to be used directly in downstream

formulation. The methodology used in a crystallisation process is key to gaining control over

the crystal structure, including the production of crystals with desired properties and macro-

scopic characteristics of the crystalline particle.1,16 Crystallisation processes can yield both

crystalline and amorphous solid forms. A crystalline solid exhibits long range order with a reg-

ular repeating structure that forms an infinite three-dimensional array, whereas an amorphous

solid is a system that exhibits short range order in which molecules arrange with no particular

regularity on longer length scales.17 The length scale of the order in a crystal (short range

or long range) is of high importance for crystallisation, as it is the arrangement of molecules

within the solid state that is responsible for the building block interactions and stability of a

solid form.16 Various different crystallisation methods exist; the work conducted in this project

focuses on crystallisation from solution, the primary production method of crystalline solids

in the fine chemical and pharmaceutical industry. A solution-mediated crystallisation process

can be characterised by three stages: supersaturation, nucleation and crystal growth. A crys-

tallisation process is designed through the understanding of these three stages. A successful

crystallisation process is determined by the thermodynamics of the system and the kinetics

behind nucleation and growth of the solid form.17

1.2.1 Supersaturation

Supersaturation is the driving force behind crystal nucleation and therefore crystal growth.

The range over which crystallisation can occur is dependent on the solubility of the API.

The solubility of a material is defined as the maximum amount of solute that can dissolve in

a given solvent at a given temperature.18 When the solubility of a material is measured at

different temperatures a solubility curve can be created for that solid form. A solubility curve,

shown in figure 1-1, is thermodynamically driven and is not dependent on the crystallisation

environment. The curve shows the equilibrium points, where at any given temperature the

solution of a compound is saturated. A solution is supersaturated when it lies above the

solubility curve and undersaturated when it lies below the solubility curve. A supersaturated

solution contains a larger amount of dissolved solute than the solution at equilibrium.

Just above the solubility curve lies a kinetically controlled metastable region (the dotted line

in figure 1-1). This region corresponds to a solution that is supersaturated, however no spon-

taneous (primary) nucleation can occur, only crystal growth. The metastable zone width

(MSZW) describes two boundaries between the solubility line and the line which indicates

when spontaneous nucleation can occur, above which the supersaturated solution is labile.18
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Figure 1-1: A schematic solubility curve, showing the solubility of a compound as a function
of temperature and the metastable region.

The supersaturation of a solution can be calculated in multiple ways when the concentration

of the solution (c) and the concentration of the solution at equilibrium saturation (c*) are

known. Equation 1.1 calculates the difference between c and c* and is used to determine the

supersaturation of a solution (∆c) when both values are at the same temperature. The greater

the value of ∆c the stronger the driving force for crystallisation. Equation 1.2 calculates the

supersaturation ratio (S) of the c and c* values, where a value of 1 describes a supersaturated

system. Finally, equation 1.3 calculates the relative supersaturation (σ), a dimensionless value.

Supersaturation may also be described thermodynamically by calculating the difference in the

chemical potential (µ) of a molecule in an equilibrium (µeq) and supersaturated (µss) state

(equation 1.4).18–20

∆c = c− c∗ (1.1)

S =
c

c∗
(1.2)

σ =
∆c

c∗
= S − 1 (1.3)

∆µ = µss − µeq (1.4)

1.2.2 Nucleation

Nucleation is the first step in crystallisation. It describes the process that initiates the cre-

ation of a new solid phase from a supersaturated solution, starting from a crystal nucleus.

Once formed, the crystal nuclei can grow during the crystallisation process. There are two

types of nucleation, primary16,17 and secondary16, in addition to two different ways in which

nucleation can be induced, homogeneously and heterogeneously. Figure 1-2 shows a schematic

representation of the pathways for each type of nucleation; each pathway is discussed in detail

below.
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Figure 1-2: Pathways for the types of nucleation in a crystallisation process.

1.2.2.1 Primary nucleation

Primary nucleation is a spontaneous process that can be homogeneous or heterogeneous. Het-

erogeneous nucleation occurs in the presence of a solid foreign interface16 (such as dust or a

surface such as the vessel walls), whilst homogeneous nucleation is a result of supersaturation

alone.17 There are two mechanisms used to describe the kinetics behind primary nucleation

from a saturated solution, classical nucleation theory and two step nucleation (also known as

non-classical nucleation theory)21, illustrated in figure 1-3.

Figure 1-3: An illustration of two pathways that describe the mechanism behind nucleation;
classical nucleation theory (bottom) and two-step nucleation theory (top).

Both classical nucleation theory and two step nucleation rely on cluster formation and are

dependent on the Gibbs free energy (∆G). Nucleation is dependent on a ratio between the

interface free energy (surface area) and the bulk free energy (volume); figure 1-4 shows the

relationship between these factors in contributing towards the value of ∆G. The formation of

a nucleus is dependent on overcoming the system’s free energy barrier. Initially, the interface

free energy is dominant, however once the critical nuclei radius is reached the bulk free energy

is dominant and results in a negative, thermodynamically favourable, ∆G. Clusters are formed

in a stochastic process from molecule collisions in solution; as the size of the cluster increases

the surface area to volume ratio decreases until a critical size is reached (known as the critical

nuclei radius, r*). The critical nuclei can sustain crystal growth as dissolution becomes less
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favourable in free energy terms than the addition of new molecules and the tendency for the

nuclei to dissolve back into solution is overcome. Beyond this point (the maximum of the ∆G

curve in figure 1-4), crystal growth becomes favoured and the intermolecular forces within the

nuclei counteract the forces from the surrounding particles. The total free energy of nucleation

in a homogeneous solution as a function of radius is shown in figure 1-4 (blue line).17,21,22

Figure 1-4: The free energy diagram of a droplet for nucleation, as a function of radius.

Classical nucleation theory assumes that nucleation occurs in a droplet-like system, where r

is the droplet radius.16 In this case, the bulk term refers to the droplet volume and is always

negative and the interface term refers to the surface area of a droplet and is always positive.

The height of the free energy barrier depends on the supersaturation of the system, a lower

supersaturation increases the free energy barrier and decreases the rate of nucleation.16,22,23

Two step nucleation is an alternative theory that involves a two-step mechanism. It builds on

a limitation to classical nucleation theory that assumes individual molecules add to a cluster

one at a time. In the two-step model, clusters are described as rearranging as they are being

assembled. Two step nucleation theory suggests the formation of a highly disordered liquid-like

cluster in areas of the solution with a high concentration of solute. This disordered cluster

reorganizes to form an ordered crystal nucleus that is larger than the critical size for crystal

growth that hence will subsequently grow.17,21,22

1.2.2.2 Secondary nucleation

Secondary nucleation describes nucleation of crystals induced from the surface of deliberately

introduced foreign particles (such as dust or additives) or solute crystals (known as seeding).

Nucleation on a surface (in this case of one of the introduced particles) is energetically favoured

and has a lower energy barrier than homogeneous nucleation due to a smaller interface energy,

since the material can absorb onto a surface. Heterogeneous nucleation can therefore occur

at a lower level of supersaturation (in the metastable zone)16 than homogeneous (primary)

nucleation which requires a higher level of supersaturation, in the labile region. The width of

the metastable zone is kinetically driven and is dependent on experimental conditions, such as:
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size and type of crystallisation vessel, rate of cooling, concentration of additive and agitation

(e.g. stirring). There are three main mechanisms by which secondary nucleation can occur:

1) originating from the crystal, in which crystalline dust shed from the addition of a crystal

seed can act as a secondary nucleus; 2) shear nucleation, which is caused by shear forces in the

system that produce secondary nuclei from the seed surface; and 3) contact nucleation, the

most common mechanism, in which secondary nuclei are created from collisions, for example,

crystal-crystal, crystal-wall and crystal-stirrer bar collisions.17,22,24

1.2.3 Crystal growth

After the formation of stable nuclei from nucleation, crystal growth can begin and will lead

to visible crystals in the crystallising solution. Crystal growth is dependent on two main

parameters. The first parameter relates to the exposure of the crystal nucleus surface to

a supersaturated environment and the second to the number of growth units (atoms, ions,

molecules) reaching the surface, which must outweigh the number leaving.25 The ability of

a nucleus to grow by capturing growth units is dependent upon the number and strength of

interactions between the nucleus surface and growth unit. Hartman and Perdok proposed that

a growth unit can form a maximum of three bonds with a crystal surface. The formation of

three bonds in this way is described as kinked (K), while the situation with two bonds formed

is termed stepped (S) and that with one bond flat (F) crystal growth;16,26 these are illustrated

in figure 1-5.

Figure 1-5: A three-dimensional crystal, showing the three types of crystal growth
mechanisms, flat (F), surface (S) and kinked (K).

Crystal growth theory suggests that crystal growth is not solely led by flat growth units, as

the strength of intermolecular interactions would be too low in comparison to covalent bonds.

For a flat face to grow at a reasonable rate, a high interaction energy site must be created, for

example through the removal of a surface growth unit to create a K or S site to start a new

layer; the initial step involves an unfavourable positive Gibbs energy change. Crystal growth

at a kinked face is the most energetically favoured (under a linear growth rate). In this case,

three interactions contribute to an existing step and do not form a new step.26 The term α

(equation 1.5) describes the ease for a crystal surface to promote crystal growth by the creation

of steps and kinks. The lower the value of α, the faster the formation of steps and kinks on

the surface will be and in turn crystal growth rates will be faster.

α = ∆E / kT (1.5)

The extent to which a crystal can grow depends on several parameters: 1) the number of nuclei
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formed; 2) where the system lies in relation to the solubility curve (in the supersaturated zone

or in the metastable zone); and 3) the width of the metastable zone.27 Figure 1-6 displays

an example of how these parameters can affect crystal growth. Upon initial nucleation (A),

the concentration of solution will decrease due to formation of stable nuclei, at constant tem-

perature. Crystal growth will then start and continue until the equilibrium concentration of

solution is reached (B). The relative growth rate of each crystal face directly determines the

resultant crystal’s morphology.

Figure 1-6: Schematic of key steps in crystal growth. A) initial nucleation. B) crystal growth

will occur until equilibrium concentration is reached.

Crystal growth mechanisms consider the possible pathways that can lead to crystal growth,

from which a molecule in solution becomes integrated into a particular lattice position on a

crystal growth face. Figure 1-7 shows the free energy barriers that are overcome during the

process of crystal growth, where growth units are transformed from the liquid state to the

solid state. The Gibbs-Volmer theory describes crystal growth as a process that occurs layer

by layer. Three Gibbs free energy barriers are overcome in this process including desolvation

(∆Gdesolv), diffusion (∆Gdif f ) and further desolvation to a kinked site position (∆Gk). The

first energy barrier, ∆Gdesolv, is overcome when solute molecules are able to adsorb onto the

crystal surface once some of its solvent molecules are lost. At this point the growth unit is left

partially desolvated and can enter the absorption layer (position 1 in figure 1-7). The second

energy barrier, ∆Gdif f is overcome when the growth unit can diffuse across the surface to a

step position (position 2 in figure 1-7). Further desolvation must occur to overcome the final

energy barrier, ∆Gk, and a growth unit can absorb onto a kinked site (most favourable) or

step site (less favourable).26
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Figure 1-7: The free energy barriers that are overcome during crystal growth: desolvation
(∆Gdesolv), diffusion (∆Gdif f ) and further desolvation to a kinked site position.

*This figure was modified from Davey et al26

1.2.3.1 Crystal growth mechanisms

There are a number of possible pathways that lead to crystal growth: continuous growth,

surface nucleation and spiral growth. In each case, the crystal growth mechanism is dependent

on the value of α from equation 1.5.

A low value of α (less than three) corresponds to a low ∆E value. At this point the crystal

surface will contain many step and kink sites and every growth unit that approaches the surface

can attach to a growth site. In this case the crystal growth mechanism is known as continuous

growth since the growth rate is linearly proportional to the supersaturation.26

At an α value between three and five, not all growth units that approach the surface can

find a growth site to absorb onto. These growth units can return to the liquid phase or can

form stable clusters or nuclei on a flat surface; once the clusters have reached the critical

size for crystal growth an additional surface layer is formed. A new surface layer can become

an additional source for growth sites.25,26 This crystal growth mechanism is known as two-

dimensional surface nucleation. An example of this crystal growth method is illustrated in

figure 1-8a.

At an α value above five, the crystal surface is flat due to the enhancement of intermolec-

ular interactions. Crystal growth may now only occur from the creation of a step from an

“energetically cheap process”.26 This route can take place in the presence of lattice defects

such as screw dislocations (a self-generated step). A perfect crystal lattice does not exist for

real crystals and an array of defects will be observed.16 Therefore, to obtain a perfectly flat

crystal face that would require two-dimensional surface nucleation to grow is highly unlikely.

A dislocation can form on a surface as a result of stresses from crystal growth. Once a surface

has a dislocation, the crystal face will grow in a spiral, shown in figure 1-8b.25,26
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Figure 1-8: Illustrations of crystal growth mechanisms: a) two-dimensional surface nucleation
and b) spiral growth.

*This figure was taken from Davey et al26

1.2.4 Crystal morphology

Crystal morphology, often referred to as habit, describes the external shape of a crystal. The

morphology of a crystal depends on two factors. First, the symmetry of the internal crystal

structure which governs the type and strength of intermolecular interactions present. Secondly,

the relative growth rates of crystal faces, which are bound by the slowest growing face. Crystal

growth and therefore growth rates are dominated by intermolecular interactions. A crystal face

with the formation of strong interactions, for example hydrogen bonds, will have a faster growth

rate than a face with weaker interactions, for example van der Waals forces.28 This dependent

nature means that the morphology of a crystal can be influenced by external factors, such as

the temperature, nature of solvent, pH and the level of supersaturation used in a crystallisation

method. In addition, the presence of impurities (or additives) and crystallographic defects can

influence the morphology of a crystal, the effect being dependent on the nature, number and

distribution of defects present.25,28

Crystal morphology is an important property in the fine chemicals and pharmaceutical indus-

try. The shape and size of a crystal has a large influence on the ease of product processing

and formulation; it can directly affect the flowability and compressibility of a system and

downstream processes, for example filtration and drying. Figure 1-9 illustrates a common

problem with filtration in the chemical industry. Crystals with a needle-like, plate-like or

fibrous-like habit are undesirable since they have a tendency to pack and create an impervious

layer (known as cake formation) that limits filtration and washing. In contrast, crystals of a

cuboid-like habit are desirable and do not limit the flow of filtration and washing. The solution

flow during filtration is represented in the image by arrows.29,30

The particle size of a crystal is another important property in the fine chemicals and phar-

maceutical industry; it can influence many physical and chemical properties that can affect a

material’s behaviour. These properties include solubility, dissolution, bioavailability, bulk den-

sity and the segregation of powder mixtures. Typically, pharmaceutical materials in powder

form have a variety of particle sizes; the range of sizes present in a material is described as the

particle size distribution (PSD). The PSD may be a symmetrical bell curve with a maximum
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Figure 1-9: Comparison of the ease of filtration with (a) a plate-like morphology and (b) a
cuboid-like morphology. An impervious layer is created in (a) that limits the flowability in

comparison to (b).

frequency value, or an asymmetrical curve that suggests an increased amount of smaller or

larger particles that result in a skewed distribution.25 A small uniform particle size with a

narrow distribution is highly desired. It allows for uniform dissolution rates of particles and an

increased ease of compaction for tablet formation. Manufacturing processes such as milling,

micronisation and spray-drying are extra steps that are commonly used to gain a desired par-

ticle size with a uniform distribution in cases where these desired properties are not achieved

by the primary crystallisation method.31,32

1.3 Crystallisation methods

For crystal nucleation and growth to occur from solution, a crystallisation method must be

designed for a system to reach supersaturation. As previously discussed in section 1.2.1, the

solubility of a material must be fully characterised in a chosen solvent before an efficient

crystallisation process can be designed. Once the solubility of a material is determined, the

type of crystallisation method can be chosen.7 Five solution mediated crystallisation techniques

and one mechanical crystallisation technique are discussed below and are used in this work.

These are evaporative, cooling, solution-mediated (slurry), vapour diffusion, electrospraying

crystallisation and mechanical grinding. The translation of a target solid form into a different

crystallisation platform is routinely investigated, as presented in chapters 4, 5 and 6.

1.3.1 Evaporative crystallisation

Evaporative crystallisation is typically used as a screening method in solid-state materials dis-

covery; many small scale crystallisations are set up with differing values of a range of variables

that are known to affect crystal growth, such as the temperature, saturation and solvent sys-

tem. In evaporative crystallisation, supersaturation is reached through solvent evaporation at

a fixed temperature. As the solvent evaporates an undersaturated system will become more

saturated and pass through the MSZW into the labile supersaturated zone, where spontaneous

nucleation will start to occur, illustrated by path A in figure 1-10.
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Figure 1-10: The generation of a supersaturated environment by evaporative crystallisation
(arrow A).

Continual evaporation ensures that the system remains in the supersaturated region upon

nucleation and crystal growth, where the system’s concentration will decrease, illustrated by

the red arrow in figure 1-10. Slow evaporation at low temperatures provides good conditions for

single crystal growth.33 Evaporative crystallisation is used in this work as a screening method

for the production of new multi-component complexes and as a method of growing strongly

diffracting large single crystals in chapters 5, 6 and 7.

1.3.2 Cooling crystallisation

Cooling is typically the preferred crystallisation method in the pharmaceutical industry for

both batch and continuous platforms. It is favoured due to a relatively high level of control

over the final product and the ease of scale up.25 However, a material must be significantly

soluble in the chosen solvent in order to achieve a satisfactory product yield. A cooling profile is

designed and optimised to gain control over the crystallisation process; this uses the solubility

curve of the material. In a typical cooling profile, supersaturation is reached by decreasing the

temperature of crystallisation at a fixed rate. A decrease in temperature causes a decrease in

solubility of the solute and pushes the system into a supersaturated state, where spontaneous

nucleation and crystal growth can occur, illustrated by path B in figure 1-11.

1.3.2.1 Seeded cooling crystallisation

If the system’s MSZW is known, a seeded cooling crystallisation can be designed. This strategy

is often introduced to gain a higher level of control over the crystallised solid form including

selectivity and reproducibility and to improve the PSD of the resultant material. A seed of

the desired crystal form (crystal seeding) is introduced when the system is held in the MSZW.

This ensures the occurrence of secondary nucleation alone, which promotes crystal growth of

the seed, and the suppression of spontaneous nucleation.34 For a successful process with a

high level of control, a cooling profile is usually designed such that the concentration of the

solution remains in the MSZW after initial nucleation has taken place. An important factor
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Figure 1-11: The generation of a supersaturated environment by cooling crystallisation
(arrow B).

in the design of a cooling profile is the temperature at which the seeds are added. Figure 1-12

shows four different temperatures (A, B, C and D) at which crystal seeds may be added to a

crystalliser.

Figure 1-12: The addition of seeds at different temperatures: in the undersaturated
temperature zone (A); in the MSZW, close to the solubility curve (B), or close to the

metastable limit curve (C); in the supersaturated labile zone (D).

The addition of seeds at point A, an unsaturated solution, will lead to dissolution of the seeds

and no crystal growth. In-contrast, seed addition at point B and C, in the metastable zone,

leads to crystal growth. Seed addition at point B is most favoured since the supersaturation

is low at this point, therefore, secondary nucleation is minimal. This leads to slow crystal

growth conditions and the formation of larger crystals. Seed addition at point C occurs close

to the metastable zone limit. At this point there is a higher level of supersaturation in the

solution and secondary nucleation may occur. This leads to the generation of numerous small

crystals and rapid crystal growth rates. Crystal seeding at point D, in the labile supersaturated

zone, will lead to the occurrence of secondary and primary nucleation. This may introduce an
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undesired solid form and can cause a broad particle size distribution. Crystal seeding is used

in this work for the controlled crystallisation of elusive solid forms in chapter 4.

1.3.3 Solution-mediated crystallisation (slurrying)

Solution-mediated crystallisation, also known as slurrying, is a technique that is based upon

solution-mediated phase transformations that can occur due to the thermodynamic relationship

between different solid forms in solution, such as polymorphs and multi-component complexes.

Slurrying is an efficient method for identifying new polymorphic forms, salts and co-crystals

(and determining their relative thermodynamic stabilities). Figure 1-13 shows the solubility

curves of two components, A (black) and B (red). In a slurrying crystallisation an excess of

A and B is added to a chosen solvent until the solution is saturated with respect to both

components. In this case, a co-crystal of A and B, termed AB (blue), is more stable in solution

than the components as single entities and is therefore less soluble. At this point the system is

saturated with components A and B and supersaturated with respect to the co-crystal (AB).

Spontaneous nucleation of the co-crystal can thus occur (assuming the system is in the labile

supersaturated region). Upon co-crystal nucleation, the concentration of components A and

B will start to deplete from solution. This will result in a continuous cycle of A and B further

dissolving in solution, leading to further nucleation of the co-crystal (AB), until all of the

starting material is converted into the least soluble form, in this case AB.35 Slurrying is used

in this work for the co-crystallisation of multi-component complexes in chapters 4 and 5.

Figure 1-13: Solubility curves of starting components A (black), B (red) and a co-crystal AB
(blue).

1.3.4 Vapour diffusion

Vapour diffusion uses a binary solvent system, with two solvents that are miscible. The solute

to be crystallised must be soluble in the solvent with the higher boiling point and insoluble in

the solvent with the lowest boiling point (anti-solvent). The solvent containing the solute is

contained in a smaller open beaker that is placed inside a larger closed beaker that contains the

anti-solvent. The more volatile anti-solvent will diffuse into the second solvent that contains the
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solute. This decreases the solubility of the solute and pushes the system into a supersaturated

state, illustrated by A in figure 1-10, hence inducing crystallisation. The diffusion speed can

be controlled by the crystallisation temperature.

1.3.5 Electrospraying

Electrospraying is an electrohydrodynamic atomisation technique that has been extensively

studied for pharmaceutical applications. It has been acknowledged to be a promising approach

due to a high level of flexibility with the ability to tailor the particle size and change the

morphology of an API.36 The use of electrospraying is emerging in a wide range of industries for

advanced pharmaceutical and biomedical applications, particularly drug encapsulation.37,38 A

similar technique, electrospinning, utilises the same working principle as electrospraying and is

extensively used in a wide range of industries such as the textiles39 and food.40 Electrospinning

is different from electrospraying: during electrospinning the charged liquid does not break up

into droplets (discussed below) but is elongated by the applied electrical potential to afford

ultra-fine micro to nano scale fibers upon solvent evaporation. This outcome is usually due to

the dissolution of high molecular weight polymers in the liquid.41

Electrospraying may currently be lagging behind this counterpart technology, but it promises

to become more prominent with the growth of nanotechnology as an emerging tool within the

pharmaceutical industry. Nanotechnology, in terms of crystallisation, can be defined as the

manipulation of materials at the nanometer scale, to gain control of how individual molecules

and atoms arrange.42 Electrospraying is a technique that can achieve a micro to nano scale

crystallisation environment through liquid droplets and is therefore of interest. The capabilities

of electrospraying for polymorphic control and co-crystallisation are investigated in chapter 4.

The theory of electrospraying involves phenomena known as the Taylor cone and Rayleigh

disintegration, discussed below.

1.3.5.1 The Taylor cone-jet

A standard electrospray set up consists of a pump, a metal emitter that is connected to a

voltage supply and a grounded collector plate. The set up is usually contained within a closed

environment that can control temperature. In the course of electrospraying, a liquid is slowly

pumped through a metal emitter where electrical potential is applied.41 Upon contact, a liquid

parent droplet formed at the emitter becomes statically charged with an even distribution over

the surface. At this point, there is an accumulation of charge which distorts the droplet into

a conical shape43 known as the Taylor cone (figure 1-14). A critical electrical potential is

reached once repulsive electrostatic forces overcome the attractive surface tension forces of the

distorted parent droplet and the liquid breaks up into smaller primary droplets at the tip of the

Taylor cone; this is known as the Taylor limit.41,44,45 These primary droplets are electrically

charged, evaporating and unstable and therefore undergo Rayleigh disintegration.
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1.3.5.2 Rayleigh disintegration

Rayleigh disintegration (or Coulomb fission) describes the journey of the primary droplets

to the collector plate (figure 1-14). The primary droplets undergo solvent evaporation and

shrink, this leads to an increase in their charge concentration. The primary droplets continue

to rupture into smaller droplets until they reach a micro or nano droplet size. Complete

solvent evaporation occurs effectively instantaneously at these sizes, yielding micro or nano

particulates within the liquid droplet that accumulate on the collector plate.41,46

Figure 1-14: The formation of a Taylor cone and the resultant Rayleigh disintegration from
an electrospraying set up.

1.3.5.3 The importance of a stable Taylor cone-jet

Electrospraying as a crystallisation technique can offer desired properties for drug performance

and processability including small sized particles with a narrow PSD range,41 and control over

morphology,47,48 polymorphism47 and solid form.49 However, a high level of control over these

properties may only be achieved with the formation of a stable Taylor cone-jet. This is arguably

one of the biggest limitations of electrospraying, which usually offers a narrow window for

obtaining a stable cone-jet. The achievement of a stable cone-jet is highly dependent on the

crystallisation media (for example solvent properties such as conductivity, viscosity, surface

tension) and system parameters such as the applied voltage and flow rate. Usually, high

voltages and low flow rates are more likely to produce a stable Taylor-cone jet. Trial and error

is often used to unravel the parameters required to reach the narrow window.41

1.3.6 Mechanical grinding

Mechanical grinding is a crystallisation technique that uses mechanical energy (e.g. com-

pression, shear and friction) to achieve chemical transformations. It is often used in the

co-crystallisation of multi-component complexes where target components are ground together

in defined stoichiometric amounts. Mechanochemical grinding is often conducted as a solvent-

free method, which is of particular significance in the context of sustainable chemistry,50 or

with small amounts of solvent, known as liquid assisted grinding (LAG). In the case of LAG
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the solvent is used as a lubricant to assist the occurrence of phase transitions.50,51 In this

work mechanical grinding is conducted both manually, with a pestle and mortar, and through

automation with a ball mill to investigate possible transformations between a target API and

co-former in chapters 4 and 5.

1.4 Types of solid state materials

Crystalline solid state materials can exist in a number of different forms; each of these forms

are defined by a different repeating array of molecules that can significantly alter the physical

properties of a material. If a given crystalline solid can form different arrangements in the solid

state, it is defined as polymorphic. A crystalline solid that can incorporate a solvent is known

as a solvate or hydrate. The incorporation of another molecule to form a multi-component

complex is known as a co-crystal or salt.52,53 Figure 1-15 illustrates the possible crystalline

forms in the solid state that are described above.

Figure 1-15: An illustration of possible crystalline forms in the solid-state.

1.4.1 Polymorphism

Approximately 90% of small organic molecules are known to be polymorphic.16,54 This means

that the molecular building blocks that form the crystal structure pack together differently.53

The different packing arrangements can lead to physical property differences, such as solubil-

ity,55 since each polymorphic form has a different free energy. The physical property differences

that polymorphic forms often possess can have substantial benefits in the production of APIs.

However, an in-depth knowledge of the polymorphic landscape of a solid must be known and

control of the desired polymorphic form is essential for drug development. This is because

the thermodynamic stability of different polymorphic forms varies; it is thus vital to know the

thermodynamics behind polymorphic forms to avoid unexpected transformations. The case of

Ritonavir,56,57 an anti-HIV drug, is a prime example that highlights the importance of gaining

a full understanding of the thermodynamic stability of polymorphs and gaining control over

polymorphism. Only one polymorphic form (form-I) of Ritonavir was initially discovered, the

drug was produced and marketed as Norvir. A new polymorphic form (form-II) was later

discovered after two years. The new form had an increased thermodynamic stability and a
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reduced solubility in comparison to form-I. The enhanced stability of the more thermodynam-

ically stable form-II caused problems in reproducing the desired, more soluble, form-I. As a

consequence Norvir was withdrawn from the market and much time and effort was expended

to reformulate and re-design the manufacturing process of this important drug.

1.4.1.1 Thermodynamics of polymorphism

The stability of a polymorphic form is determined by its free energy, G, which is dependent

on the thermodynamic functions enthalpy (H), entropy (S) and temperature (T), as shown in

equation 1.6.

∆G = ∆H − T∆S (1.6)

Polymorphic forms have different non-covalent interactions and therefore also have different

molar heat capacities (Cm). The enthalpy and entropy of a polymorph can be calculated

from the integration of the Cm with respect to temperature at a constant pressure, shown

in equations 1.7 and 1.8. The differences in enthalpy and entropy can be calculated between

two polymorphs, in this case at absolute zero polymorph I is more stable than polymorph

II, shown in equations 1.9 and 1.10.58,59 The Gibbs free energy difference can be calculated

between two polymorphs with these equations, however a monotropic relationship is assumed;

additional terms are required to calculate the change in enthalpy and entropy for a enantiotropic

relationship (in which a solid-solid transformation between the polymorphs is possible, see

below).

HT 1 =

∫ T1

0
Cm.pdT +H0 (1.7)

ST 1 =

∫ T1

0

Cm.p
T

dT + S0 (1.8)

∆HT1
II−I =

∫ T1

0
∆Cm.p(II − I)dT + ∆H0

II−I (1.9)

∆ST1II−I =

∫ T1

0

∆Cm.p(II − I)

T
dT + ∆S0

II−I (1.10)

At a given temperature, the polymorphic form with the lowest free energy is termed the

thermodynamically most stable form and other polymorphic forms with higher free energies

are termed metastable.16 Metastable forms can have enhanced physical properties such as

solubility54 and can therefore be desirable solid forms for drug development. Solubility is an

important property to enhance since approximately 90% of molecules in the discovery pipeline

are poorly water-soluble.60 However, the formulation of a metastable form is complicated and

the requirement for stabilisation of a metastable form adds an additional risk. Polymorphic

systems are thermodynamically driven to transform into a more stable form and reduce their

free energy, obeying Ostwald’s Law of Stages.61 In a polymorphic system, this Law states that

the least stable form will nucleate first. This initial form may be a metastable (unstable)
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crystalline form, amorphous solid or oil. The unstable form is thermodynamically driven to

transform into a more stable form through a solution mediated phase transformation (SMPT)

and Ostwald’s Law further states that the system will pass through the successively more

stable forms en route to reaching the thermodynamic form (figure 1-16).16,53,61

Figure 1-16: A summary of Ostwald’s Law of Stages, where form III is the most unstable and
form I the most stable polymorphic form.

In order to crystallise the relevant polymorph, the thermodynamic relationship between the

forms must be known, to minimise unwanted polymorphic transitions. Polymorphic systems

tend to fall into two categories that explain their thermodynamic behaviour: monotropic or

enantiotropic.59 Plotting an energy-temperature diagram indicates which category describes

the polymorphic system, illustrated in figure 1-17.

Figure 1-17: An example energy-temperature plot for an enantiotropic (left) and monotropic
(right) polymorphic related system. G is the free energy, T is the temperature, I and II refer
to the polymorphs, liq refers to the liquid phase, Tm refers to the melting point and Tt refers

to the transition point.

The relationship between two polymorphs is described as enantiotropic if the point at which

one polymorphic form transforms into another polymorphic forms occurs in the solid state i.e.

below the melting point of both polymorphs. In contrast, the relationship between two poly-

morphs is considered to be monotropic if the point at which one polymorphic form transforms

into another is after the melting temperature of the forms; in this case the forms will melt be-

fore a polymorphic transition can occur. It is important to determine if a polymorphic system

exhibits enantiotropic or monotropic behaviour before the design of a crystallisation method to

eliminate unwanted polymorphic transitions.58,59 In addition to an energy-temperature plot,
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the thermodynamic relationship between polymorphic forms can be identified from their sol-

ubility curves. In a monotropic system, the solubility curves of the forms do not cross and

their relative values are independent of temperature. In an enantiotropic system, the solubil-

ity curves of the forms intersect and their relative values are thus dependent on temperature;

at the transition temperature the relative stability of the polymorphic forms will switch and

reversible transformations can occur, as shown in figure 1-18.53,62

Figure 1-18: The solubility curves of monotropic and enantiotropic polymorphic systems.

In the pharmaceutical industry the ultimate goal is to develop a drug with optimal qualities

for the proposed use. The most stable polymorphic form (thermodynamic) is usually chosen

as the active ingredient, since it does not convert to a different form over time. However, a

compromise between thermodynamic stability versus desired properties such as solubility and

compressiblity is often a consideration. A metastable form may be considered if the ther-

modynamically stable form suffers from poor properties that are improved in the metastable

form.9 The optimal polymorphic form is found by a polymorph screen, to identify all solid

forms of the drug.7 Screening for potential solid form candidates based on the polymorphic

landscape of an API determines the amount of potential solid-state variations available for a

given substance; other systems such as multi-component, solvates and hydrates offer a larger

range of solid forms to explore.

1.4.2 Multi-component systems

Multi-component crystalline complexes offer the potential to manipulate a drug’s solid form to

fine-tune its properties, such as solubility, dissolution rate, chemical stability, melting point and

hygroscopicity.52 Different types of multi-component systems are used in the pharmaceutical

industry, which are dependent on the properties of an API. These multi-component systems

can form as salts, co-crystals and solvates.
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1.4.2.1 Salt formation

If the API possesses ionisable functional groups, salt formation can be considered. A salt

describes a crystalline solid that contains more than one type of ion, with one of the ionic

components on the free API. Most APIs contain an acidic or basic group11 which is required

for salt formation. The formation of a salt relies upon proton transfer between the free API

and the other component. Equation 1.11 shows an example of proton transfer for a weak

base (B) in water. pKa describes acid dissociation and is used to indicate the strength of

an acid. The pKa value is the negative base-10 logarithm of the acid dissociation constant

(Ka) of a solution (equation 1.12).63 The pKa values of the acidic and basic groups that

belong to both components can be used as a rough guide to estimate the likely success of

salt formation, where ∆pKa = pKabase − pKaacid. A value above zero suggests that the

components have an increased potential to form an ionic bond and therefore a salt. A value

below or equal to zero suggests that proton transfer is unlikely and co-crystallisation may be

considered more favourable. Values within the range of zero and three are categorised as a salt-

co-crystal continuum; the formation of a salt or neutral complex is difficult to predict within

this range. The majority of approved drug molecules are salts3 as they possess the superior

properties discussed above in-comparison to the free API. For example, the active ingredient in

the Nurofen Rapid brand is ibuprofen and the amino acid lysine in a salt formulation. Nurofen

Rapid has an enhanced water solubility because of the salt formation in comparison to free

ibuprofen and therefore an increased bioavailability. The main limitation of salt formation is

the requirement of an API to be ionisable and the addition of a synthesis step.52

B +H2O 
 BH+ +OH− (1.11)

pKa = −log10Ka (1.12)

1.4.2.2 Co-crystallisation

A co-crystal describes a crystalline multi-component complex that contains two or more distinct

molecular components that are uncharged. For pharmaceutical co-crystals, one component

must be an API, the other components may be another API or a co-former.52,64 Unlike salts,

co-crystals do not need the API to be ionisable since the formation of a co-crystal solely

relies on intermolecular interactions, usually hydrogen bonding. Target drug molecules usually

contain several functional groups containing hydrogen bond donors and acceptors and are

therefore likely to favor co-crystallisation with a compatible second component, such as a co-

former. The driving force for co-crystallisation is reliant upon the formation of intermolecular

interactions that are stronger between the two distinct molecular components than those in

the single component.25,64

In some cases, co-crystallisation is more desirable than salt formation especially in the de-

velopment of APIs with non-ionisable functional groups. Co-crystallisation opens a vast new

range of potential API-co-former or API-API combinations and has led to a recent rise in
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the number of known pharmaceutical co-crystals that have a higher solubility than the free

API.64–66 The method of co-crystallisation can therefore be used to increase the bio-availability

of a drug, a common limitation in many pharmaceutical compounds. The enhancement of an

API’s physical properties by the method of co-crystallisation is desirable since it is achieved

without compromising the structural integrity of the free API.52,64

1.4.2.3 Solvates and hydrates

A solvate describes a crystalline multi-component complex that incorporates one or more sol-

vent molecules into the crystal structure; a free API, salt or co-crystal can incorporate these

solvent molecules and become solvated. A hydrate is the most common form of solvate and

describes the incorporation of water molecules into the crystal structure. Solvents may be

incorporated into a crystal structure during crystallisation due to their small size and natural

tendency to form hydrogen bonds. The incorporation of a solvent changes the crystal struc-

ture which leads to a new solid form with different physicochemical properties in comparison

to the free API, including melting point, solubility, processability, stability and dissolution.62

The main limitation of solvate formation is the lack of stability of the solvent in the crystal

structure. Solvent loss can occur over time which can cause degradation or a change of solid

form. In some cases, solvate formation is unavoidable and if not the intended outcome, solvates

can be desolvated through drying. However, desolvation may have a destructive effect on the

solid form, including loss of crystallinity or destruction of the unit cell.67

Multi-component systems, including salts, co-crystals, solvates and hydrates all possess the

ability to be polymorphic, which can lead to further physicochemical changes in the system.52,62

Similar to free APIs, all polymorphic forms of these systems must be investigated, before a

drug can be added to the commercial market. All the different types of solid-state materials

discussed have enabled a vast increase in the amount of emerging pharmaceutical compounds.

The principles of crystal engineering have been in many case key to achieving this, coupled

with a quality by design (QbD) approach, with clear impacts observed on the production and

marketing of APIs.68

1.5 Crystal Engineering

Crystal engineering: the understanding of intermolecular interactions in the context

of crystal packing and in the utilisation of such understanding in the design of new

solids with desired physical and chemical properties- Desiraju69

Crystal engineering is a term that describes the controlled design of organic solids. In contrast

to synthetic chemistry which exploits the making and breaking of covalent bonds, crystal engi-

neering considers the non-covalent (intermolecular) interactions that hold molecules together

in the solid state. This controls crystal packing and describes the arrangement of molecu-

lar components that are held in position by intermolecular interactions. The intermolecular

interactions within a crystal structure are responsible for a solid-state system’s free energy

and physical properties. The manipulation of these interactions can lead to the possibility
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of controlling the physical properties of a solid form. This is the fundamental basis of crys-

tal engineering, which can deliver an optimised material from the prediction of possible new

bonding motifs, from the knowledge of intermolecular interactions and the use of computational

methods.52,70

1.5.1 Supramolecular synthons

The process of crystal engineering looks at the self assembly of molecular synthons (inter-

molecular interactions between molecular fragments) to predict possible crystalline systems

that may lead to desired properties. Synthons are described as building blocks in a crystal

lattice that regularly repeat and define the crystal structure.70,71 Supramolecular synthons can

be described as either homosynthons, which are composed of two identical functional groups or

heterosynthons, which are composed of two different functional groups. Figure 1-19 displays

examples of homosynthons (a and b) and heterosynthons (c and d) between carboxylic acid,

amide, amine and alcohol dimers.72

Figure 1-19: Supramolecular synthons. a) homosynthon of a carboxylic acid dimer, b)
homosynthon of an amide dimer, c) heterosynthon of an amide-carboxylic acid dimer and d)

heterosynthon of an amine-alcohol dimer.

Etter et al developed a method called graph set notation that can be used to describe the

characteristics of complex hydrogen bonded networks present in such synthons and hence in

crystal packing arrangements. The graph set notation approach simplifies these networks with

four simple designators: chains (C), rings (R), intramolecular hydrogen bonded patterns (S),

and other finite patterns (D). A general graph set descriptor can be seen from equation 1.13,

where G is one of the designators, a is the number of hydrogen bond acceptors, d is the number

of hydrogen bond donors, and n is the number of atoms in the motif.73,74 For example the

homosynthon in figure 1-19a has graph set notation R2
2 (8).

Gad(n) (1.13)

Hydrogen bonds are arguably the most important interactions within such synthons for crystal
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engineering of solid-state pharmaceuticals. Nonetheless, weaker forces such as π − π and van

der Waals interactions are also of importance in crystal engineering.

1.5.2 Intermolecular interactions

1.5.2.1 Hydrogen bonding

A hydrogen bond (X-H...Y) is defined as an electrostatic force of attraction involving a hy-

drogen atom (H) that is covalently bonded to a molecule or fragment (X-H); X must be an

electronegative atom, such as O, N or F and can belong to the same or a different molecule.

The electronegativity of X induces a partial positive charge in the H atom (Hδ+). Once the H

atom has a partial positive charge it can form an attraction to an atom (Y) that has a partial

negative charge, or an electron lone pair.75 The X atom is termed the hydrogen bond donor

since it is bonded to the H atom, while the Y atom is termed the hydrogen bond acceptor.

Hydrogen bonds can be classified as strong, moderate or weak interactions. The strength of

a hydrogen bond can conveniently be classified by the bond lengths and angles of X-H...Y;

table 1.1 summarises the properties of each bond strength class. The position of the hydrogen

atom within the bond can affect the strength; the H atom in a strong bond often has equal

attraction to X and Y, whilst the H atom in moderate and weak bonds is situated closer to

the X atom. The formation of strong hydrogen bonds occurs when the Y atom is electron rich

and the X atom is electron deficient,76 as a result the interaction strength of X-H and H...Y

becomes almost equal (with the hydrogen atom tending to become centred in the hydrogen

bond) and the overall distance between X...Y is shortened.77

Table 1.1: The properties of strong, moderate and weak hydrogen bonds.

Property Strong Moderate Weak

interaction affect
(X-H...Y)

primarily covalent primarily
electrostatic

electrostatic

bond length X-H ≈ H ...Y X-H < H...Y X-H << H...Y

bond angles (o) 175-180 130-180 90-150

X...Y (Å) ≈ 2.2− 2.5 ≈ 2.5− 3.2 ≈ 3.2− 4.0

H...Y (Å) ≈ 1.2− 1.5 ≈ 1.5− 2.2 ≈ 2.2− 3.2

bond energy
(kJmol−1)

62-167 16-62 4-16

* This table was modified from the book: An Introduction to Hydrogen Bonding76

1.5.2.2 π − π interactions

π − π, or π − π stacking, interactions are an attractive force prominently found in aromatic

systems and can be a dominant supramolecular interaction for crystal engineering.78 π − π
interactions are weaker than hydrogen bonds but can be a powerful force through the cumula-
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tive effect of multiple interactions: for example the π− π interactions in aromatic amino acids

play a significant role in the binding of RNA.79 Sanders and Hunter proposed a model that

explains the interaction between two π systems; each system contains two partial negatively

charged clouds of electron density with a partial positively charged σ-framework in between,

displayed in figure 1-20. Sanders and Hunter stated that two π systems within proximity will

form one of four geometries; the preferred geometries are edge-to-face (T-shaped) and parallel

displaced, over a stacked geometry or a reversal of polarisation. A reversal of polarisation will

only occur if the aromatic ring is attached to a strong electron withdrawing group, such as in

hexafluorobenzene. In this case the system contains two partial positively charged clouds of

electrostatic potential with a partial negatively charged cloud of electrostatic potential in be-

tween. An electron-deficient aromatic ring may form an electrostatic attraction to an aromatic

ring that has undergone reversal of polarisation, in which case the system forms a stacked

geometry.78,80

Figure 1-20: The different types of geometries and electrostatic interactions between two
aromatic systems. The arrows in the image point to forces of attraction.

*This image was modified from Matthews et al80

1.5.2.3 Weak interactions

Weak electrostatic forces are commonly termed van der Waals interactions and can be cate-

gorized into three groups: Keesom forces, Debye forces, and London (dispersion) forces, sum-

marised in figure 1-21. Keesom forces describes a system with two polarised molecules that

interact due to difference in their charge distribution. Debye forces describes a system with a

molecule that holds a permanent dipole and can induce charge redistribution to neighboring

molecules that do not have dipole moments. London forces arise between molecules that do

not have permanent dipoles.81
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Figure 1-21: The different types of van der Waals interactions: Keesom forces, Debye forces,
and London (dispersion) forces.

*This image was modified from Hadjittofis et al81

Halogen atoms are generally considered to be sites of higher electron density due to their

electronegativity. The electron density in halogen atoms is anisotropically distributed when

covalently bound to another atom.82 Figure 1-22 shows the electron distribution around a

halogen (Hal) when covalently bound to an atom (X) with a region of higher electron density

(and a negative electrostatic potential) and a region of lower electron density (a σ-hole) with

a positive electrostatic potential. A σ-hole is a positive charge (δ+) that can form interactions

with lone pairs on adjacent Halogen atoms and is typically opposite to the X atom along a

X-Hal bond.

Figure 1-22: The electron distribution around a halogen when covalently bound to another
atom (X)

In addition to utilising crystal engineering to gain a higher level of control in a crystallisation

process, the type of crystallisation process used is also key for gaining control.
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1.6 Industrial crystallisation. Batch versus Continuous

Traditionally, in the majority of industries including the pharmaceutical, batch processes are

used for production and manufacturing. However, recently there has been a significant amount

of interest in industry and academia towards moving from a batch into a continuous crystalli-

sation platform. Continuous crystallisation provides significant advantages and disadvantages

compared to batch processes. By design (and because of their modes of operation), continuous

platforms are usually smaller and have lower operating expenses. These advantages can lead

to a significant reduction in production cost (approximately 20%20 when compared to batch

platforms) and a decrease in the carbon footprint. The design of continuous crystallisers also

eases the scale-up from laboratory to industry. Continuous platforms tend to have a higher

level of control and can therefore offer enhanced reproducibility of API products and their

physical properties.22 Table 1.2 summarises the advantages and disadvantages of continuous

crystallisation compared to batch crystallisation.20,22,83

Table 1.2: Batch versus continuous crystallisation, advantages and disadvantages.

Advantages Disadvantages

Reduction in equipment size and cost and
improved mass heat transfer

Higher initial start-up cost for plants with
existing batch equipment

More sustainable platform from solvent and
energy reduction

Batch processes are well understood and
trusted, while continuous platforms are
currently difficulty to design and develop

Reduction in batch to batch variation Fouling and encrustation issues exist for
many continuous methods

Higher continuous yields which are feasible
with a recycling strategy

Generally a batch process produces a higher
product yield in terms of a once through
system

Increased level of control over particle
attributes such as crystal size distribution
and polymorphic form

The procedure and equipment used is
dependent on each individual system, no
‘one size fits all’ platform exists

Increased level of control over physical
properties

The main batch reactor currently used for crystallisation in the pharmaceutical and fine chem-

ical industry is a stirred tank reactor (STR), which consists of a jacketed vessel that can hold

large volumes, in which a motor facilitates mixing with an impeller. Although STRs are well

established and have many benefits, challenges currently exist in obtaining homogeneous con-

ditions at large scales. In an STR, as the scale increases, the amount of of issues that can lead

to significant batch to batch variability also increase, such as mass and heat transfer. Overall,

this decreases the level of control and increases reaction times.84,85 The large size of a STR

requires significant amounts of plant space as well as substantial time for cleaning the vessel

between batches. This has a direct impact on the amount of downtime and solvent that is

required to maintain the process.22
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1.7 The importance of controlling the properties of a solid form

Oral pharmaceuticals are the most common route of administration, such as tablets or cap-

sules.6 The properties of these drugs are highly influenced by the chosen solid form of the active

ingredient. The physical nature of a solid form can determine many properties that are impor-

tant for solid state pharmaceuticals, especially in the stages of preclinical drug development

and the manufacturing process.86 Solubility, morphology and stability (physical and thermal)

are the properties investigated in the new solid forms discovered in this work. These properties

are of importance and can have a large influence on a drug’s performance and processability.

1.7.1 Solubility

Approximately 90% of molecules in the discovery pipeline have poor water-solubility,60 with

40% of these insoluble in water.6 Drugs that are poorly water soluble absorb slowly into

the body, this leads to an undesired bioavailability in aqueous gastrointestinal fluids that

is inadequate and in some cases can lead to gastrointestinal toxicity (including nausea and

abdominal pain).6 The Biopharmaceutics Classification System (BCS) classifies drugs into

four groups based on their solubility and permeability: a class I drug has a high permeability

and a high solubility, a class II drug has a high permeability and low solubility, a class III

drug has a low permeability and high solubility and a class IV drug has a low permeability

and low solubility.87 Overcoming poor bioavailability of an API is one of the largest challenges

for formulation scientists in drug development. Solubility, permeation and dissolution are

properties that affect the bioavailability of a drug. In this work, the solubility of new solid

forms is investigated and compared to the free, thermodynamically stable, API.

1.7.2 Morphology and particle size

Morphology and particle size are properties that can affect a number of important physical

properties of a drug in addition to manufacturing processability and quality attributes. The

morphology of a solid form can significantly influence the filterability, dissolution and compress-

ibility of a drug. If a drug has poor filterability during solid -liquid separations in downstream

processes, cake formation can occur upon filtration which can cause blockages. If the solid

form is prone to agglomeration, the efficiency of the washing process can decrease; the mother

liquor is unable to reach and wash inside the agglomerate. An irregular shape can affect how

a material packs and therefore ease of compressibility.29,88 The particle size and shape can

have influences on the manufacturability of a solid form. A small particle size with a narrow

distribution range is desired as it affords a material with a larger surface area to volume ratio

and increases the dissolution rate and drying rate of a material. In addition, it increases the

efficiency of flowability and packing properties which affect downstream process such as mix-

ing, filtration and compression into tablets.4 In this work, the morphology of new solid forms

is investigated.
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1.7.3 Stability

Knowledge of stability of a solid form is important for the manufacture and processing of a

drug and for the prediction of shelf life and storage conditions.89 The stability of a solid form

is generally evaluated under conditions that cover the requirements for storage, shipment and

subsequent use. Stability studies usually test the thermal stability, thermodynamic stability

and sensitivity to moisture or solvent loss (in the case of a solvated solid form). Hygroscopicity

describes the absorption or adsorption of water, the water is taken from the atmospheric air

present in the surrounding environment.90 The amount of water an API adsorbs or desorbs

is an important factor: in some cases the water molecules may bond with the solid form and

transform into a hydrate, while in contrast, a hydrate formulation may desolvate; a physical

change in the solid form may occur such as an increase in volume, boiling point and viscos-

ity.29,88,90 This work investigates the thermal and physical stability of new solid forms. The

thermal behaviour of a solid form is investigated to identify exothermic and endothermic tran-

sitions. A low thermal stability (e.g. 60oC) is undesired, due to an enhanced risk of melting

during downstream processes, shipping or storage. The thermodynamic stability of a solid

form is investigated to identify any polymorphic transitions of metastable forms and / or the

stability of new multi-component complexes of target APIs over a period of time.

1.8 Disordered pharmaceutical materials

The majority of pharmaceutical drugs are formulated in the solid state as crystalline or amor-

phous solid forms; these are susceptible to the presence of disorder, which can be particularly

evident in crystalline solids. The nature of disorder that exists in organic solids can be placed

into two categories: long and short range translational order, shown in figure 1-23. Crystalline

compounds possess long range translational order and therefore adopt a particular external

shape. Despite possessing this long range order, crystalline compounds can suffer from varying

degrees of disorder; this includes apparently ordered crystals which have a degree of intrinsic

disorder from the thermal motion of atoms and molecules.14 Amorphous compounds do not

have long range translational order and have no particular external shape. An amorphous

material can be either a solid or liquid; a solid amorphous material is commonly called glassy.

An amorphous solid lacks the three symmetry operators that give rise to long range order

(conformational, orientational and translational or positional order) but contains local short

range order.91 The degree of molecular mobility over time in a solid form changes with the

range of order present; amorphous solids are known to have a large degree of molecular mobility

whereas crystalline solids have a very low degree of molecular mobility.14

1.8.0.1 The implications of disordered pharmaceutical materials in drug

development

Disordered materials can have similar implications for product performance within the drug

development process as polymorphism, and as such the presence of disorder is a product

quality that must be strictly controlled. Disordered materials generally vary in their degree of

disorder and can therefore display different batch to batch bulk sample properties.92 The case
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Figure 1-23: Examples of materials that possess long to short range order.

of Eniluracil93, a potential anticancer agent under development by GlaxoSmithKline in the

1990s, is a classic example that highlighted the implications disordered materials have in drug

development. In this case, problems in the development of a successful production process

was arguably due to a lack of understanding of the structural disorder in the material. At the

time of development, differences between samples were interpreted as polymorphism, however

later studies from systematic single crystal X-ray diffraction (SCXRD) data revealed that the

degree of disorder was uncontrollable and varied under different crystallisation conditions. It

is clear that the identification of disorder is important, however in order to relate structures

to their bulk properties, disordered materials must be fully characterised and understood.

Unfortunately, the link between disordered organic materials and their physical properties is

limited in the literature.

This work focuses on disorder, or instabilities, in crystalline solids, an aspect that can arise

from the level of crystallographic disorder within a solid form. Varying levels of crystallo-

graphic disorder can change the thermodynamic (free energy) and kinetic (molecular mobility)

properties of a solid form and result in physical and chemical property instabilities.14,91 Such

instabilities can lead to a decrease in bioavailability and dissolution rates and to chemical

degradation.91

1.9 Different types of disorder in crystalline materials

In this section different types of disorder that are relevant to this work are categorised and

discussed, including structural disorder (static and dynamic) and crystalline defects.

1.9.1 Structural disorder

Structural disorder describes a system where an atom or functional group appears to occupy

more than one position in a unit cell based on an average representation of a model determined

from crystallographic data.94 The occurrence of structural disorder can arise from mobility

(dynamic disorder) or from the freedom to access multiple configurations or conformations

(static disorder). Rotational disorder and whole molecule disorder are examples of structural

disorder. Rotational disorder is the term used when a group with a high level of rotational

freedom, for example a tert-butyl group, exists in different rotated conformations. In whole

molecule disorder, the molecule is typically disordered around a symmetry element; it is often

found in co-crystallised solvent systems. Figure 1-24 contains an illustrated example of whole
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molecule disorder. The disordered molecule allows the average symmetry of the crystal to be

kept; even though the single molecule does not contain the same symmetry itself. As a note of

caution, whole molecule disorder can often be a misrepresentation of other effects such as the

selection of an incorrect space group or twinning.94

Figure 1-24: An illustrated example of whole molecule disorder.

1.9.1.1 Static and dynamic disorder

Structural disorder can be divided into two categories termed static and dynamic. Static

disorder describes a system where the deviation from a uniform arrangement exists between

unit cells. The disordered site is variant amongst each unit cell in the crystal lattice.95 Static

disorder is created during the crystallisation process. During crystal growth, the growth units

that join the system find a position with the lowest energy. If there are multiple sites with

comparable low energy for a growth unit to attach, a combination of these will exist throughout

the crystal, leading to functional groups with partial chemical occupancy between unit cells.

An absence of intermolecular interactions to hold the functional group in place is responsible

for the random freedom in orientation.96

Dynamic disorder describes a system with atoms in a molecule that are not fixed but gain

potential mobility through their vibrations within the lattice. The atoms are able to move and

change their positions in the lattice through enhanced harmonic oscillations that increase with

temperature and are effectively able apparently to access multiple sites in a single unit cell.97

In this case, the disorder deviation is the same in every unit cell.96

The final diffraction pattern of a disordered API differs due to the freedom of movement around

multiple positions. Since this movement cannot be resolved, the refined structure represents

an average of all the possible positions (figure 1-25 a). In the case of static disorder, further

refinement that allows partial occupancy of atomic sites is required and offers an improved

crystal structure model. Partial occupancy allows parts of a molecule to have several orien-

tations (corresponding to partial occupancy of multiple atomic sites) that may have different

interactions and hence physical parameters. The sum of each partial occupancy position will

equal one and contribute to description of a single atom in the disordered region (figure 1-25

b). Static disorder is often independent of changes in the conditions under which the crystal

is studied, the disordered parts will remain in position. For example, a decrease in tempera-

ture would not necessarily affect the disordered regions; in some cases only the displacement

parameters may be affected. However, static disorder can be dependent on external condi-

tions (e.g. temperature); temperature-dependent static disorder is sometimes loosely termed

dynamic disorder, but should be distinguished from true dynamic disorder as defined above.

30



Temperature dependent static disorder is sensitive to ambient condition changes, an decrease

in temperature will affect the level of site disorder refined during structure determination.

Figure 1-25: A disordered ethyl group. a) model with a single site representing the average of
all possible positions. b) model allowing for partial site occupancy of each position.

1.9.2 Crystal defects

Crystal defects can arise both during crystallisation and from downstream processing steps. It

is widely recognised that crystal defects exist in pharmaceutical materials; however, the nature

behind defects in a crystal is not yet fully understood, particularly in molecular materials.15

Crystalline defects generally fall into three categories based on their geometry: point defects,

line or linear (dislocations) and planar defects (stacking disorder).

1.9.2.1 Point defects

A point defected lattice can describe several imperfections of a crystal lattice, illustrated in

figure 1-26: 1) a vacancy, in this case either an atom or whole molecule is missing; 2) an

interstitial, where a molecule may occupy a non-lattice site; and 3) an impurity, which replaces

an atom or whole molecule.15

Figure 1-26: An illustration of a variety of point defects in a crystal lattice including a
perfect lattice, a lattice vacancy, an interstitial and a lattice impurity.

1.9.2.2 Line defects

Line defects, also known as dislocations, are caused by the displacement of atoms from a

lattice position at equilibrium. Line defects are usually generated by the application of shear
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stress, this creates motion and allows the lattice planes to slip.15 Figure 1-27a displays an edge

dislocation, where an extra half-plane of atoms is present in the lattice above the dislocation

core (red dashed line). In this case, it is only the atoms towards the edge of the core that become

displaced, any atoms away from the dislocation core remain ordered. The Burgers vector ’b’

indicates the direction and magnitude of the shear distortion and always lies perpendicular to

the dislocation core. Figure 1-27b displays a screw dislocation, in this case the Burgers vector

lies parallel to the dislocation core. The movements of a screw dislocation are not constrained

by a single slip plane.15

Figure 1-27: An illustration of an edge dislocation (a) and a screw dislocation (b). The blue
arrow represents the Burgers vector which runs either perpendicular (edge) or parallel

(screw) to the dislocation core (red dashed line).
*This image was taken and modified from Jones et al and Nondestructive Testing

resource.15,98

1.9.2.3 Planar defect

Stacking disorder describes a crystal system that consists of defined layers in its structure.

A stacking fault within these layers causes the layers to stack in a disordered manner. A

stacking fault commonly occurs in layered materials that have strong chemical bonding within

their layers and weak interactions between their layers.99 However, stacking disorder can exist

in chemical systems where the bonding is very similar within and between their layers, for

example in ice.100 Stacking disorder is known to influence the physical properties of materials.

For example, stacking disorder in ice has been reported to affect the material’s morphology.101

Figure 1-28 shows an example of stacking disorder in ice;100 the image displays sequences of

the hexagonal structure of ice disordered with cubic sequences.101

Aspirin is an example of a pharmaceutical compound that exhibits stacking disorder. In this

case, two known polymorphic arrangements of aspirin, form I and form II, have very closely

related structures. The two polymorphs have identical hydrogen-bonded arrangements that

form layers; the arrangement of these layers differs between the two forms. As a result, the

two polymorphic forms are able to crystallise as inter-growth structures that contain domains

of both form I and form II, illustrated in figure 1-29. The distribution ratio of domains is

reported to vary between samples.102

Although it is out of scope of this project, it is important to note a second example of a planar
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Figure 1-28: An illustration of stacking disorder in ice. The connection of oxygen atoms by
hydrogen bonds illustrates either the cubic (C) or hexagonal (H) stacking of layers.

*This image was modified from Bond et al.102

Figure 1-29: An illustration of stacking disorder in aspirin where two inter-growth
arrangements within a crystal are illustrated. The resulting diffuse scattering in the

diffraction patterns is also shown.
*This image was modified from Malkin et al.100

defect - a grain boundary. This type of defect is similar to a stacking fault but can occur in

solid crystallites instead of single crystals as discussed for stacking disorder. A grain boundary

describes the border at which one crystal domain stops and another starts. The orientation of

a crystal domain can differ with respect to a neighboring one.15

1.9.3 Current bulk analysis techniques used to characterise disordered or-

ganic materials

The majority of tools used to characterise a disordered material look at the surface or partic-

ulate level of a material and are limited in the characterisation of disorder at the molecular

level. These include: isothermal micro-calorimetry,103,104 to study the adsorption behaviour

of partially amorphous materials; dynamic vapour sorption,104,105 to characterise the crys-

tallinity of a bulk material; atomic force microscopy,106–108 to visualise signs of disorder on

a surface of a crystalline material; and transmission electron microscopy,108 to characterise

defects within the bulk of crystals. Such methods are limited to the identification of small

degrees of amorphous content in a crystalline material or the observation of variations on the

surface of a crystalline material. In-addition to the characterisation of disorder at the surface
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and particulate level, molecular level disorder is of importance. Its presence can influence the

overall Gibbs free energy of a material and create an environment with instabilities; this can

cause weaker molecular packing and an increase in molecular motion.91 Molecular disorder at

the bulk level can be characterised by: powder X-ray diffraction (PXRD),109,110 to estimate

lattice strain through X-ray line broadening and characterise the crystallinity of a bulk ma-

terial; solid-state nuclear magnetic resonance spectroscopy (SS-NMR spectroscopy),93,111,112

to provide information on the nature of disorder (e.g. static or dynamic) and estimate in-

tramolecular motions of functional groups; and Raman spectroscopy,113 to analyse internal

and external molecular motions between molecules and their neighbors. Disorder can cause an

increase in molecular flexibility which, in this case, can reduce the gap between internal and

external vibrational modes.

Alternatively, single crystal X-ray diffraction (SCXRD) is a crystallographic method that is

routinely used to gain detailed information with respect to the internal lattice of a crystalline

material and to distinguish the nature of disorder (e.g. static or dynamic). However, SCXRD

can only produce long range structural data from selected single crystals and is not a bulk

analysis technique.114 The ability of SCXRD to distinguish subtle changes of molecular level

disorder remains a challenge since standard structure refinement using the technique is limited

to an average value from one single crystal with no clear picture of molecular disorder across a

bulk material. It is clear that there is a large knowledge gap in the understanding of molecular

disorder in single crystals and their influence on the bulk. This work studies a combination of

characterisation methods including SCXRD (to gain long range structural data in individual

crystals) and bulk analysis techniques to help build a methodology that can provide a com-

prehensive picture of molecular disorder in a material and expand the perspective we have of

molecular disorder; including the identification of parameters that influence and define disorder

in both single crystal and bulk material.
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1.10 Research scope

The research presented in this thesis falls into the Healthcare theme of the Centre for Sustain-

able and Circular Technologies (CSCT) and focuses on extracting the maximum value from

pharmaceutical drugs by optimising the manufacturing process to improve product attributes

and efficacy and in turn increasing profit, energy efficiency and the development of more envi-

ronmentally friendly approaches. The alteration of solid forms of the same parent molecule, is

investigated in a number of systems through the modification of a range of parameters. Figure

1-30 outlines a workflow that is used in this work to influence and control the properties of a

solid form through the alteration of various input properties and process parameters during

the crystallisation process. The relationship between these crystallisation parameters and the

resultant transformation of the solid form (e.g. crystal nucleation, growth and morphology)

and attributes (i.e. disorder, solubility and stability) is investigated. Gaining an understand-

ing of the crystallisation process is of importance since it directly affects the performance of a

solid form drug (e.g. solubility, dissolution rate, stability and melting point) and processability

(e.g. morphology, filterability and drying efficiency).

Figure 1-30: The crystallisation parameters investigated in this thesis and their influence on
solid form performance.
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Chapter 2

Theory of analytical methods

2.1 X-ray crystallography

X-ray crystallography is currently the most favoured scientific method used for the analysis

of crystal structures. It can determine the arrangement of atoms of a crystalline solid-state

material in three dimensional space. When a crystal is exposed to an X-ray beam, the atoms

and their regular arrangement cause the X-rays to diffract into specific directions, unique to

the material. The angles and intensities of the diffracted beam are related to the symmetry

of the crystal and to the electron density of its contents through Fourier transformation. The

average position and thermal motion of each atom in a material can be determined from the

electron density determined by structure solution methods in crystallography, in addition to

chemical bonding behaviour and disorder.115,116 Two X-ray crystallography techniques are

used for analysis within this thesis: SCXRD and PXRD.

In a crystalline solid, constituents such as atoms, molecules, or ions are arranged in a highly

regular repeating three-dimensional pattern, that extends in all directions. Each structural

unit in the repeating pattern can be represented by a single point, the lattice point, and the

regular array of equivalent points forms the crystal lattice. The full three-dimensional crystal

is produced when neighbouring lattice points are linked in three-dimensional space, creating a

volume which is repeated by translation; this volume is defined as the unit cell.115,117

2.1.1 The unit cell

The unit cell is the building block of a crystal; it contains the smallest repeating unit and

highest symmetry within a crystal structure. The unit cell is a parallelepiped, which is con-

structed by joining adjacent lattice points together. There are many different possible ways to

link the lattice points, which would afford different lattice types for the unit cell; the unit cell

that offers the highest internal symmetry is chosen. Unit cell parameters, consisting of three

lengths (a,b,c) and three angles (α, β, γ), describe the unit cell,115,116,118 displayed in figure

2-1.

Four different crystal lattice types exist. The simplest type is a primitive (P) lattice, which
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Figure 2-1: An illustration of a unit cell, showing lengths (a,b,c) and angles (α, β, γ) and a
crystal lattice.

has one lattice point and only the unit cell holds translational symmetry. In contrast, other

lattice types have additional lattice points at the faces or within the unit cell. This means each

lattice type holds a different number of lattice points and additional translational symmetry.

These lattice types are known as centred (C), face centred (F) and body centred (I) and are

illustrated in figure 2-2.116–118

Figure 2-2: An illustration of the four lattice types and the positions of lattice points.

The relations between unit cell lengths and angles vary depending on the lattice symmetry,

and each unit cell can be assigned to one of seven crystal systems, summarised in table 2.1. A

combination of the four lattice types and seven crystal systems gives rise to 14 Bravais lattices,

to which all crystal structures belong.116–118

2.1.1.1 Unit cell symmetry

The minimum building block within the unit cell from which the whole crystal can be gener-

ated by symmetry is defined as the asymmetric unit. The asymmetric unit relates to the unit

cell by the internal unit cell symmetry present and can contain one or several whole molecules

or molecule fragments. A unit cell can be generated from the asymmetric unit via symmetry

operations which can be categorised into two groups, known as non-translational and trans-

lational symmetry elements (a symmetry element is a reference point for which a symmetry

operation can take place). Non-translational symmetry elements include rotation around an

axis (n-fold, n= 2, 3, 4 and 6), reflection across a mirror plane, inversion through a specific

point and roto-inversion: rotation followed by inversion. Translational symmetry elements

include translation of the asymmetric unit within the unit cell, combined with other internal
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Table 2.1: The unit cell parameters for each crystal system and the distribution of lattice
types.

crystal system unit cell parameters Bravais lattice

triclinic a 6= b 6= c α 6= β 6= γ 6= 90o P

monoclinic a 6= b 6= c α = γ = 90o β 6= 90o P, C

orthorhombic a 6= b 6= c α = β = γ = 90o P, C, I, F

tetragonal a = b 6= c α = β = γ = 90o P, I

trigonal a = b 6= c α = β = 90o γ = 120o P

hexagonal a = b 6= c α = β = 90o γ = 120o P

cubic a = b = c α = β = γ = 90o P, I, F

symmetries. There are two types of translational symmetry elements which combine both non-

translational and translation symmetry elements, known as screw axes and glide planes. A

screw axis describes the translation of an object followed by a rotation, whereas a glide plane

describes the translation of an object followed by a reflection.118,119 Illustrations of each type

of symmetry element are displayed in figure 2-3a. Overall there are six symmetry elements

which can co-exist to yield a crystal structure with a more complex symmetry; there are 32

possible combinations defined as crystallographic point groups. Furthermore, a combination

of the 32 point groups and 14 Bravais lattices types previously discussed affords a space group,

with 230 combinations possible. Every crystal structure possesses the symmetry of only one

space group and an entire crystal structure can be built with the knowledge obtained from the

asymmetric unit and appointed space group,116,118 summarised in figure 2-3b.

Figure 2-3: A summary of each symmetry element (a) and the combination of translational
symmetry of a unit cell and the point group symmetry operations (b).
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2.1.1.2 Lattice planes (direct space)

Lattice points connected in three-dimensions afford a unit cell and lattice planes are afforded

when lattice points are connected in two-dimensions. A lattice plane can be defined in a

crystal by connecting lattice points to produce two-dimensional planes in a large number of

orientations, with a corresponding range of interplanar separations. The orientation of a plane

defines where it intercepts the three cell axes (a, b, c), known as Weiss indices (x, y, z).

However, the more common indices used in crystallography are Miller indices (h, k, l), which

are integers calculated from the reciprocal of the Weiss indices (a/h, b/k and c/l).116 Miller

indices describe a set of parallel planes that are separated by the same spacing, d-spacing (dhkl)

within a crystal lattice,120 in comparison to Weiss indices which only describe individual planes.

Figure 2-4 illustrates an example of Miller planes within a unit cell.

Figure 2-4: An example of two different Miller planes (100) and (010), separated by different
d-spacings (dhkl) in two and three dimensions.

2.1.1.3 The reciprocal lattice

The reciprocal lattice is a mathematical space constructed from direct space with vectors

relating to the orientation and separations of the real space Miller planes, as shown in figure

2-5. The construction is related to Bragg’s Law (see below), which states that sinθ (which is

proportional to the distance of each diffraction spot) is directly proportional to 1/d. In this

case, the vectors have a length (d*) that is the inverse of dhkl (1/dhkl) and a direction that is

normal to the planes in direct space. As a result, the reciprocal lattice is defined as a*, b* and

c* in contrast to a, b and c in direct space.120 A family of Miller planes can be represented by

a reciprocal lattice point, labelled ‘O’ in figure 2-5. For example, the vector for a reciprocal

point with indices (210) would be located perpendicular to the (210) plane and its distance to

the origin (O) will be 1/d210.
120,121
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Figure 2-5: The construction of reciprocal space from direct space.

2.1.2 X-ray diffraction

Crystalline materials that possess long range order produce regular and unique patterns under

X-ray diffraction, that contain structural information. X-rays are used since they have a wave-

length that is comparable to interatomic bond distances in molecules (0.8 - 3.0 Å). Laboratory

diffractometers generally use Cu or Mo as the X-ray source since they provide characteristic

X-rays with wavelengths of 1.5418 Å (Cu-Kα) and 0.71073 Å (Mo-Kα) respectively. During

a diffraction experiment, the crystal under investigation is irradiated with X-rays. An inter-

action between the electrons in each atom of the crystal and the X-ray beam causes X-ray

scattering, leading to the observed diffraction. The amount of X-ray scattering is dependent

on the number of electrons in each atom. Naturally, hydrogen atoms have weak scattering

and it is therefore difficult to determine their position within a crystal structure.115,122 The

X-ray diffraction data are usually collected by a charge coupled device (CCD) detector, which

affords distinctive diffraction spots that are unique to the crystal. The positions of the spots

depend on the unit cell dimensions and symmetry while the intensities of diffraction spots

can be used to solve and refine a crystal structure as they are related to the electron density

through Fourier transformation.115,117,123

2.1.2.1 Bragg’s law

For X-ray diffraction to take place Bragg’s law must be satisfied, equation 2.1. W. L. Bragg

(1912) studied the conditions for diffraction and determined that the diffraction of X-rays in

a crystal could be analysed by comparison with the reflection of light in a mirror. It was

determined that the diffraction of X-rays by electrons can be considered as a reflection from

sets of planes (Miller planes) within a crystal. Upon diffraction, X-rays interact with sets of

Miller planes, which are described by Miller indices h, k and l (discussed in section 2.1.1.2). The

separation of each set of Miller planes is given by the characteristic distance (dhkl). Bragg’s law

concludes that for a reflection to be observed as a high intensity peak in the diffraction pattern,

the path difference between the incident and diffracted beam (2dsinθ) must be equal to an

integer number of wavelengths (nλ) in order that the reflected waves for successive parallel
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planes remain in phase to yield constructive interference. Figure 2-6 illustrates Bragg’s law.

When Bragg’s law is not satisfied, the emergent beams are out of phase and cancel each other

out, in this case no reflection is observed.117,124,125

nλ = 2dsinθ (2.1)

Bragg’s law is applied in diffraction geometry by noting that the angle through which the X-ray

beam is scattered is 2θ, that the wavelength is usually constant for each experiment and the

value of n can be taken as 1. The Ewald construction, discussed in the next section, is used to

determine when the conditions are met for Bragg’s law.117,120

Figure 2-6: The conditions for X-ray diffraction from a set of Miller planes, as described by
Bragg’s law.

2.1.2.2 The Ewald sphere

The Ewald sphere is a geometric construction used in X-ray crystallography to understand

the appearance of diffraction spots when Bragg’s law is satisfied for a set of hkl lattice planes,

figure 2-7. The sphere is constructed with a radius of 1/λ, where λ is equal to the wavelength

of the incident X-ray beam. The crystal is located at the centre of the sphere and the origin

(O) of the reciprocal lattice is located at the edge of the sphere at the point of the transmitted

beam. The Ewald construction can determine when Bragg’s law is satisfied for a set of hkl

lattice planes by the rotation of the reciprocal lattice around the origin. Diffraction will only

occur when a reciprocal lattice point lies exactly on the edge of the sphere, labelled x in figure

2-7. The direction of diffraction is shown by a line starting at the centre to the set of planes at

point x. Although the reciprocal lattice is rotated during a diffraction experiment to maximise

the amount of lattice points intersecting the sphere, not all reflections are able to be observed.

This is determined by the limiting sphere of radius 2/λ, shown in the figure 2-7.117,120

Each diffraction spot is representative of a specific Miller plane, hkl. The intensities of the

diffracted beam are measured for each hkl value during an X-ray diffraction experiment.117

Once these data are collected crystal structure solution can be used to determine the crystal

structure from the obtained X-ray diffraction pattern.
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Figure 2-7: The Ewald sphere, a construction for satisfying the Bragg equation and the
limiting sphere for observable reflections.

2.1.3 Crystal structure solution

Crystals contain atoms which scatter X-rays from their electrons, discussed in section 2.1.2.

Information on the type of atoms and their arrangement in the unit cell (i.e. the molecular

structure in the crystal) can be gained from the intensity of scattered X-rays, Ihkl, via a term

called the structure factor. The structure factor describes the contributions to a particular

reflection intensity from all atoms in the unit cell (n) and is the sum of all waves that are

scattered in the hkl direction. It is dependent on the position of each atom in the unit cell

(xj , yj , zj) and the atomic scattering factor of each (fj).
126

2.1.3.1 The atomic scattering factor

The atomic scattering factor (fj) represents the amount of scattering from each atom; it relates

to the number of electrons in the atom and varies with the scattering angle (figure 2-8). A

scattering angle of zero yields scattered X-rays that are all in phase; as the scattering angle

increases the scattered X-rays become increasingly out of phase as the scattering from different

parts of the extended electron cloud becomes less constructive. The atomic scattering factor is

also directly dependent on the number of electrons (see equation 2.2). Hydrogen, for example,

has one electron and therefore has a low scattering intensity (even at low scattering angles).

This means that it is harder to locate a hydrogen atom position from an electron density

map gained with an X-ray diffraction source.125 It should be noted that the measured atomic

scattering also falls off due to thermal motion of the atom, and indeed the diffraction intensities

are used to quantity these thermal motions.

fj =
amplitude scattered by the atom

amplitude scattered by a single electron
(2.2)
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Figure 2-8: The relative atomic scattering factors of fluorine, carbon and hydrogen atoms.

2.1.3.2 The structure factor and electron density map

The structure factor, Fhkl (equation 2.3) is used in crystal structure determination to establish

the distribution of electron density within the unit cell. The Fhkl can be calculated from

the observed intensities Ihkl (equation 2.4), however this only provides a magnitude of the

structure factor and not its phase. The addition of phase information is required to access

a three dimensional image of the crystal structure. This is known as the phase problem

and is discussed further below. If the phases are known, the Fhkl can be recombined via

Fourier transformation to obtain the electron density at position x,y,z in the unit cell, ρxyz

(equation 2.5) expressed with units e Å−3. The summation considers the contribution of all

the reflections in a diffraction pattern and yields an electron density map of the whole crystal

structure.123,125,127

Fhkl =
N∑
j=1

fiexp[2πi(hxj + kyj + lzj)] (2.3)

Ihkl = (Fhkl)
2 (2.4)

ρxyz =
1

V

∑
hkl

Fhkl.e
−2πi[hx+ky+lz−φ(hkl)] (2.5)

When ρxyz is evaluated, areas of high electron density concentrations in the unit cell are

revealed which relate to the location of atoms. In order to evaluate equation 2.5, the phases for

at least some Fhkl reflections must be known.123,127 This well known problem in crystallography

is termed the phase problem. Several methods have been devised to overcome this problem

including: Patterson methods, direct methods and duel space methods.123 Direct methods are

used to solve crystal structures in this work, as it is ideally suited for light organic molecules.
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2.1.3.3 Direct methods

Direct methods are commonly used to solve organic small molecules with no heavy atoms. It

is a trial and error based approach that exploits the relationship between the phase values of

different reflections and their intensities, which are based on statistical relations between the

reflections. The method works in reciprocal space to solve the phase problem, working with

normalised structure factor values (Eh). Two assumptions regarding the electron density are

made in direct methods: 1) the electron density must be positive and can never equal zero;

and 2) concentrated electron density areas relate to atomic positions. The simplest statistical

relationship employed in direct methods is the triplet relationship between between triples of

reciprocal lattice vectors of the type Eh, Ek and Eh−k, which allows for the phases of strong

reflections to be estimated126 from the Sayre Equation128 (equation 2.6). There are other

such sets of reflections that can also be utilised to generate phase relationships. The strongest

Eh reflections with the largest number of phase relationships are used in an automated direct

methods calculation to determine a set of potential phases. These initial phases are then

used to derive new phases using statistical relationships such as the tangent formula (equation

2.7). The tangent formula utilises a vast number of triplet relationships for each phase set;

the phase sets generated are ranked by a figure of merit and the highest values are used to

calculate possible electron density maps by a Fourier transformation calculation similar to that

in equation 2.5.126 Examination of these maps can reveal potential atomic positions based on

recognisable molecular fragments, such as an aromatic ring. Once a structure has been solved

the refinement process begins, to generate the best structural model.126,129

φh ≈ φh−k + φk (2.6)

tanφh ≈
∑

k |EkEh−k|sin(φk + φh−k)∑
k |EkEh−k|cos(φk + φh−k)

(2.7)

2.1.4 Crystal structure refinement

Structural solution through direct methods yields an initial, possibly incomplete model of the

crystal structure; the model will contain inaccuracies from errors in the data collected and

the fact that not all atoms may initially be identified. These errors are minimised through

crystal structure refinement to improve the model to obtain best agreement with the observed

data. The most common method used is the least squares method, where structural param-

eters such as atom types, positions and displacement parameters are optimised. Structure

factors calculated from the structure solution model (Fc) are compared to the structure factor

values observed in the experiment (Fo); the phases for each of Fo and Fc can be calculated

from the structural model and used in evaluating observed and calculated density maps and,

importantly, the difference map which may reveal further atomic positions or features. The

least squares refinement method aims to minimise the difference between Fc and Fo (equation

2.8) by adjusting various parameters, including the positions and thermal motions of the atoms

in the model, to improve the fit and further optimizes the refinement by assigning a weight to
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each reflection (w). The weight represents the accuracy of each measured intensity which has

a inversely proportional relationship to the amplitude of F, and estimated variance (equation

2.9).123,130,131

∑
w(|Fo|2 − |Fc|2)2 (2.8)

w =
1

σ2(Fo 2)
(2.9)

The agreement between the structural model obtained from solution and least squares refine-

ment methods and the data set obtained from an X-ray diffraction experiment is quantified by

the R-factors. A weighted R-factor (wR2, equation 2.10) with a value less than 0.2, an R-factor

(R, equation 2.11) with a value range of 0.02-0.05 and a goodness of fit (GooF, equation 2.12)

value of close to 1 are highly desired and conclude a good structural model fit to the data

set.123,130,131

wR2 =

[∑
w|Fo 2 − Fc2|2∑

w|Fo 2|2

]1/2
(2.10)

R =

∑
||Fo| − |Fc||∑
|Fo|

(2.11)

GooF =

[∑
w(Fo

2 − Fc 2)2

N − P

]1/2
(2.12)

Where N is equal to the number of data and P is equal to the number of refined parameters.

2.1.5 Powder X-ray diffraction (PXRD)

Not all crystallisation experiments yield single crystals, more often a polycrystalline powder

is crystallised. PXRD is a method used to analyse polycrystalline material and the patterns

obtained from PXRD analysis are commonly used as a tool to determine the composition of

a sample. A polycrystalline powder contains a large number of small crystallites in random

orientations; each individual crystallite in the powder will produce a diffraction pattern. When

a powder sample is exposed to an X-ray beam, diffraction will occur in all directions. As a

result, a cone of diffraction that represents each Bragg reflection at an angle corresponding to

its d-spacing is produced, governed by Bragg’s Law (figure 2-9). A detector is used to measures

the intensity of each diffraction cone at different 2θ values. The result is a ring of intensity,

which is plotted against the angle (2θ) to afford a one-dimensional PXRD pattern.117,132,133

Valuable information can be gathered from the peak positions in a PXRD pattern; these

will be unique to the unit cell dimensions of the material or materials present (there may be

more than one material present in a multi-phase sample). In this work the peak positions

are used to identify different solid forms, using the pattern as a fingerprinting tool. PXRD

patterns can be used for quantitative assessment of a sample and can measure the degree of
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crystallinity, phase composition, unit cell parameters and can sometimes be used to solve and

refine the crystal structure. High quality data is required to refine a crystal structure through

Rietveld refinement; this method was not used in this work. There are limitations with PXRD

analysis. One example is preferred orientation, which can occur when each Miller plane is not

fairly represented in the randomised orientations of the crystallites and lead to variation of the

diffraction peak intensities; the sample is rotated during data collection to minimise this.117,133

Figure 2-9: An illustration of X-ray diffraction of a polycrystalline powder, PXRD.

2.2 Thermal analysis

Thermal techniques were used to analyse the thermal behaviour of materials and to identify dif-

ferent solid forms. The qualitative technique hot-stage microscopy (HSM) and the quantitative

technique Differential Scanning Calorimetry (DSC) were used in this work.

2.2.1 Differential Scanning Calorimetry (DSC)

DSC measures the difference in heat flow between two aluminium pans, an empty reference

pan and a pan with 1-5 mg of sample enclosed. The two pans are heated or cooled at a set rate.

The technique measures the heat flow required to keep both pans at the same temperature, to

identify the occurrence of thermal events. In the case of an exothermic event, heat is released

and less heat is required to increase the temperature of the sample pan compared to a reference

pan; the opposite is the case for endothermic events.134. This allows for the temperature

(and the enthalpy changes) of exothermic events (e.g. crystallisation) and endothermic events

(e.g. melting) to be measured. Figure 2-10 shows an example DSC trace with a number of

different thermal events that can be observed in a material including: glass transition (a),

recrystallisation (b), phase transition or desolvation (c), melting (d) and decomposition (e).
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Figure 2-10: An example DSC trace that includes the follow thermal properties: glass
transitions (a), recrystallisation (b), phase transitions or desolvation (c), melting (d) and

decomposition (e).

2.2.2 Hot-stage microscopy (HSM)

HSM is a method used to visualise (live and recorded) the effect of temperature on a material.

It is a thermal analysis tool that provides a visual aid for the interpretation of thermal events,

such as melting and phase transitions and is often paired with DSC.134

2.3 Microscopy

2.3.1 Optical microscopy

Optical microscopy was used as a tool to examine the product gained from crystallisation

experiments. An optical microscope uses visible light and magnifying lenses. Polarised lenses

are used to determine if a sample is crystalline through optical extinction; a rotation of 90o

yields extinction of light for a single crystal sample. Optical microscopy can be used to examine

crystal morphology, size and colour. A change in one of these properties may indicate the

formation of a different solid form. In this work an integrated camera is used to capture an

image of the magnified sample.30

2.3.2 Scanning Electron Microscopy (SEM)

SEM is used for the production of highly detailed images that capture the topography of a

sample. It uses an electron beam to illuminate the sample in the place of visible light. Upon

impact, the sample ejects secondary electrons or X-rays which are detected. The detector

converts this into a signal that is converted into an image and allows the morphology and

surface of a material to be visualised. It is important that samples submitted for SEM analysis

do not contain water since the system is operated under a vacuum. All non-metallic samples are

pre-coated with a thin layer of gold to increase the resolution and to prevent the accumulation

of charge when the sample is illuminated by an electron beam.135
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2.4 Spectroscopy

2.4.1 Circular dichroism spectroscopy (CD)

The technique of CD spectroscopy is used in this work as a method to study chiral molecules

in solution and to establish the enantiomeric excess of the product yielded from various crys-

tallisation methods. CD spectroscopy uses wavelengths of light, typically from the ultraviolet

and visible regions (190-750 nm), that are manipulated to travel in a circular pattern with

simultaneous clockwise and anti-clockwise light waves.30 Figure 2-11 displays these polarised

light waves which are represented by the combination of two spiralling waves. Chiral chro-

mophores are capable of optical rotation (optically active) and will only absorb one direction

of the circularly polarised light. CD spectroscopy can measure and quantify the difference in

absorption (∆A) of the left and right-handed circularly polarised light from equation 2.13.136

A chromophore describes a molecule that can absorb particular wavelengths of ultraviolet and

visible light due to the possession of conjugated π bonds which interact with the radiation.137

Figure 2-11: An illustration of the clockwise (left handed, L) and anti-clockwise (right
handed, R) waves of circular polarised light.

∆A can be converted into ellipticity, θ, a value that describes the extent of rotation of polarised

light after interaction with a chiral sample, through equation 2.14. Equation 2.15 calculates

the molar ellipticity, [θ], a value independent from the concentration of solution and an ex-

tension of the Beer-Lambert Law (equation 2.16).138 Figure 2-12 displays an example of the

measurement [θ] as a function of wavelength. The method in this example is used to distinguish

the proportion of enantiomers present in solution including racemic mixtures, from which the

absorption of both enantiomers are cancelled out (black trace). The blue trace in figure 2-12

represents a solution that contains a higher proportion of S(+)enantiomers and the red trace

a higher proportion of R(-) enantiomers of salbutamol sulfate.

∆A = AL −AR (2.13)

θ = ∆A.(32.98) (2.14)

[θ] = ∆ε.(3298) (2.15)

c =
∆A

∆ε.l
(2.16)

where AL and AR are the difference in absorption of the left and right-handed circularly
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polarised light, θ is the ellipticity in in millidegrees, ε is the extinction coefficient for absorbance

spectroscopy in mol−1 cm−1 dm3, [θ] is the molar ellipticity in deg cm2/dmol, 32.98 is a scale

factor, c is the concentration in mol dm−3 of solution and l is the path length in cm.

Figure 2-12: A molar ellipticity verses wavelength plot with three traces that represent: 1) a
racemic solution (black); 2) a solution with a higher proportion of R enantiomers (red); and

3) a solution with a higher proportion of S enantiomers (blue) of salbutamol sulfate.

2.4.2 Proton nuclear magnetic resonance (1H-NMR spectroscopy)

1H NMR spectroscopy is an analytical method used in this work to analyse quantitatively the

composition of components in a material by peak identification and integration. The technique

is based on the principle that proton nuclei contain a magnetic moment which can lead to a

splitting of nuclear energy levels when an external magnetic field is applied. Under these

conditions, the nuclei can undergo an energy transfer from a low to a higher energy level when

an external field is applied (which is at radio wave frequencies). When the nuclei return to a

low energy state, energy is emitted at the relevant radio wave frequency. Peaks are observed

at different positions for protons in different molecular environments, as the local electron

density variations in a molecule mean that the localized magnetic field experienced by protons

in different environments are slightly altered, leading to the phenomenon of chemical shift.

The emitted frequencies are processed to yield a 1H NMR spectroscopy spectrum from which

the chemical shifts and peak intensities allow the proton-containing groups to be characterised

and hence allow for molecular identification.139
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Chapter 3

Techniques and instrumentation

This chapter contains a description of the routine techniques and instrumentation used to

prepare and characterise the materials that are studied during this research project. A general

overview is presented in this chapter and more specific details for each experiment can be

found in the experimental section of each results chapter. The theory behind the various

crystallisation methods employed is explained in section 1.3.

3.1 Crystallisation methods used for material preparation

A large portion of the research conducted in this project was reliant upon SCXRD for material

characterisation. As a result, the preparation of target materials in chapters 5 and 6 focused

on growing single crystals with the required characteristics; consistent sets of well diffracting

crystals with a size of 100 to 200 µm required for in-house laboratory source diffractome-

ters. The use of micro crystalline powders was sufficient for other material characterisation

techniques used in this project such as PXRD, DSC, SEM, 1H NMR spectroscopy and CD

spectroscopy. A number of crystallisation methods were employed in this research project

including slow evaporation of solvent (referred to as evaporative crystallisation), slow cool-

ing, solution-mediated (referred to as slurrying), mechanical grinding, vapour diffusion and

electrospraying crystallisation.

3.1.1 Evaporative crystallisation

The samples for evaporative crystallisation were prepared and placed into 7 mL glass vials.

Milligram quantities of the sample was added to the appropriate solvent. Sonication in a

temperature-controlled water bath (set at the temperature of evaporation) was used to aid

dissolution. After dissolution, the vial lids were pierced with ten small holes (unless stated

otherwise) to ensure slow evaporation of solvent. The vials were left in hotplates at a controlled

set temperature to crystallise or a refrigerator for experiments at 4oC (figure 3-1a). To access

different conditions for crystal nucleation and growth, several input properties and crystalli-

sation parameters were altered including the concentration, solvent system, temperature and

speed of crystallisation. The speed of crystallisation was varied by altering the surface area
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allowing evaporation and pressure of crystallisation at a set temperature (figure 3-1b). The

surface area was altered with the use of vial lids which were pierced with either 1 hole, 10 holes

or with no lid. An increase in pressure of crystallisation to slightly higher than ambient was

afforded by the use of a fan.

Figure 3-1: The set up and equipment used under (a) general evaporative crystallisation
methods and (b) evaporative crystallisation with control over the speed of crystallisation at a

set temperature.

3.1.2 Cooling crystallisation

A Cambridge Reactor Design Polar Bear Plus heating and cooling platform (figure 3-2b) was

used to implement batch cooling crystallisations at different scales (figure 3-2c). The crys-

talliser enforced a high level of control over a programmable heating and cooling profile in ad-

dition to magnetic bottom stirring rates. Various crystallisation scales were accessed through

changeable vial holders; scales of 1.5 mL, 7 mL and 20 mL were used in this work. Cooling

experiments were carried out at various cooling temperature ranges, ramping speeds, concen-

trations and solvent systems. The product gained from crystallisation was filtered and left to

dry at room temperature.

Seeded crystallisation experiments were used as a method to reduce the solution mediated phase

transformation kinetics of the crystallisation process. The aim of adding a crystal seed to a

cooling crystallisation process is to encourage the formation and stabilisation of elusive solid

forms. The cooling profile and protocol for each experiment is available in the experimental

section of the relevant results chapter.
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Figure 3-2: The set up used for cooling crystallisation methods (a), an image of the
Cambridge Reactor Design Polar Bear Plus platform (b) and an image of the adaptors used

(c).

3.1.3 Solution-mediated crystallisation (slurrying)

Solution-mediated crystallisation (slurrying) experiments were prepared in 7 or 20 mL glass

vial. An excess amount of sample that contained the desired molar ratios of the target multi-

component materials were added to 3-5 mL of the chosen solvent system. It was ensured that

enough sample was added to create a suspension that remained in solution. The vials were

left in hotplates at a controlled set temperature and agitated with a magnetic bottom stirrer

at 700 rpm. The vials were left undisturbed for a set amount of time before product gained

from crystallisation was filtered and left to dry at room temperature.

Figure 3-3: The set up used for solution-mediated crystallisation methods (slurrying).

3.1.4 Mechanical grinding

Grinding crystallisation experiments were conducted manually with the use of a pestle and

mortar and mechanically with a Retsch cryomill (figure 3-4). An appropriate amount of mate-

rial (2-5 mg) that contained the desired molar ratios of the target multi-component materials

was placed into a pestle and mortar or cryomill. Experiments conducted with a pestle and

mortar were ground by hand for 15 minutes and experiments that were conducted with a cry-

omill were paired with a metal ball of 5 mm and ran at a frequency of 30 s−1 for 15 minutes.

All grinding crystallisations were conducted neat (neat grinding) or with a few droplets of

solvent (LAG).
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Figure 3-4: The Retsch cryomill used for grinding crystallisation experiments.

3.1.5 Vapour diffusion crystallisation

Vapour diffusion crystallisation experiments consisted of a solution that contained a saturated

amount of sample in a highly soluble solvent. This solution was placed into a 1 mL glass vial.

Sonication in a temperature controlled water bath (set at the temperature of crystallisation)

was used to aid dissolution. The 1 mL glass vial was left unsealed and placed inside a larger

sealed glass vial. The larger glass vial contained enough anti-solvent to ensure that the solvent

level was raised above the level of the solvent in the 1 mL vial but did not enter it. Figure 3-5

contains an illustration of the vapour diffusion set up used in this work. The larger vials were

left in hotplates at a controlled set temperature to crystallise or a refrigerator for experiments

at 4oC. Upon crystallisation the product was filtered and left to dry at room temperature.

Figure 3-5: The set up used for vapour diffusion crystallisation methods.

3.1.6 Electrospraying crystallisation

The electrospray unit was purchased from SPRAYBASE; figure 3-6 displays an image of the

unit used and a schematic depiction of the crystalliser. The set up consists of a syringe pump,

which was programmed to a set flow rate (0.1-0.5 mL h−1) and transported the solution to a

metallic emitter. A high voltage (12-16 kV) was supplied to the emitter which atomised the

solution, generating an electrostatic repulsion within highly charged micro-nano sized droplets.

The atomised solution then entered a drying chamber, set at 40oC and atmospheric pressure,

where crystallisation occurred. An E-field ensured that resulting product crystals deposited on

to a cathodic collector plate that is covered in a single layer of aluminium foil. A set distance

of 12 cm between the emitter and collector plate was used for each experiment, which allowed

the E-field generated to be dependent on the voltage supplied, calculated from equation 3.1.
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E-field (kV cm−1) =voltage (kV) / distance (cm) (3.1)

Figure 3-6: The SPRAYBASE unit used for electrospraying and a schematic of the
electrospray set up.

The electrospray set up is a method capable of inducing electrical confinement within the

crystallisation media from the influence of electric fields, that are created from the addition of

voltage to the system. The voltage applied charges the crystallisation solution and generates an

electrostatic repulsion which counteracts the surface tension of the liquid meniscus produced

at the tip of the metal emitter.47 As a result of the electrostatic repulsion, nano-droplets

are formed that confine the crystallisation solution.140 These resultant nano-confined droplets

affect the surface and volume free energies of crystal formation.141

3.2 Solubility and metastable zone width measurements

Information on a material’s solubility is a vital parameter required for any solution based

crystallisation method. In this work, the solubility curves and in some cases MSZW for all

model systems were taken from the literature or determined by gravimetric or observational

methods using a Cambridge Reactor Design Polar Bear Plus crystallisation platform.

3.2.1 Determination of sample solubility

3.2.1.1 Gravimetric methods

Gravimetric analysis was used to calculate a material’s solubility at a fixed temperature. All

measurements were prepared in a 20 mL glass vial that contained 10 mL of the chosen solvent.

An excess amount of sample was added to the vial until the solution was vastly over saturated

and a suspension was created. The glass vial was sealed and put into the Polar Bear Plus

at a set temperature and the system was agitated with a magnetic bottom stirrer for over

12 hours at 700 rpm. After 12 hours, the stirring was turned off and the remaining solid

suspended in solution was left to settle at the bottom of the vial, leaving a clear solution at the

top. 1 mL aliquots of the clear solution were taken. The aliquots were placed into previously

weighed empty vials by a syringe fitted with a filter that ensured no solid was present. The

vials containing the solution aliquots were left to evaporate at 40oC on a hot plate. Upon

complete evaporation the vials were weighed and the concentration of sample dissolved in the
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1 mL aliquots was calculated at the set temperature. Solubility measurements were taken at

three or more temperatures between 4-60oC to yield a solubility curve plot; the temperature

range depended on the solvent boiling point. At least three repeats were taken for each sample

at each temperature to calculate an average solubility value and estimated error bar for the

solubility curve plots.

3.2.1.2 Observational methods

Observational solubility methods were used to calculate a material’s solubility from the addition

of material increments of known mass. All measurements were prepared in a 20 mL glass vial

that contained 3 mL of the chosen solvent. The sealed glass vial was placed in the Polar Bear

Plus platform and left to equilibrate at 4oC for 1 hour at a set magnetic bottom stirring rate

of 700 rpm. Upon solvent equilibrium, small increments of the sample were added to the glass

vial. The solution was subjected to a slow heating profile of 0.2oC min−1 at a stirring rate

of 700 rpm. The temperature was noted once all of the sample had dissolved from the first

increment addition; this value represented the first solubility point on the solubility curve.

Further fixed sample increments were added to the solution; the temperature at which all the

sample had fully dissolved was recorded before the addition of the next sample increment. This

method was repeated until the desired end temperature was reached, usually 50 or 60oC. The

solubility curves were calculated from the sum of the known masses added from each increment

of sample in the solution at the recorded temperature.

3.2.2 Determination of metastable zone width

MSZW measurements were used as a guide in the preparation of cooling crystallisation exper-

iments utilising crystal seeding. All measurements were prepared in the same crystalliser as

the subsequent seeded experiments and the same conditions were used (e.g. type and rate of

agitation). This ensures that the MSZW afforded reflects the same crystallisation kinetics as

the seeded crystallisation experiments. Saturated concentrations of the sample were added to

the chosen solvent, based on data taken from a solubility curve. The solution was cooled at a

controlled rate of 1oCmin−1 until the first instance of spontaneous nucleation was observed.

The temperature of nucleation was recorded for the known concentration of sample. Various

saturation temperatures were explored in a range of 4-60oC. At least three temperatures were

investigated in order to obtain a MSZW plot. 2-3 repeats were taken for each sample at each

temperature to calculate an average value.

3.3 X-ray diffractometers

3.3.1 Single crystal X-ray diffraction (SCXRD)

Three in-house laboratory diffractometers were used in this work for the collection of crystal-

lographic data: a Rigaku Oxford Diffraction SuperNova, Xcalibur and Gemini A Ultra. All

diffractometers are equipped with a four-circle kappa goniometer and a graphite monochro-

mator. The SuperNova and Gemini A Ultra have dual sources Mo-Kα (λ = 0.71073 Å) and

Cu-Kα (λ = 1.54045 Å) of X-rays. The Xcalibur has a sealed tube Mo-Kα X-ray source. Both
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the SuperNova and Xcalibur are equipped with an Eos S2 detector and the Gemini A Ultra

diffractometer is equipped with an Atlas CCD detector.

The four-circle kappa goniometer enables a complete data set to be collected through movement

of the crystal via diffractometer positions (κ, ω, ψ, 2θ). Data were collected at 150 K or 298 K;

the temperature was controlled with a Oxford Diffraction Cryostream 700 series or an Oxford

Instruments CryoJetXL. All data collected were processed with the CrysAlisPro142 software

package. All structures were solved by direct methods using SHELXS-2013143 and refined

using SHELXL-2015144 with the software package Olex2.145 Crystal structures were visualised

using Mercury 4.3.146

3.3.2 Powder X-ray diffraction (PXRD)

PXRD data were collected with a STOE STADI P diffractometer equipped with monochro-

matic Cu-Kα1 radiation (λ = 1.54045 Å). Sample preparation involved placing a polycrys-

talline sample (2-5 mg) into a sample holder. The sample was secured into the holder by a

non-diffracting transparent thin film material. The sample was placed between two of the thin

films and secured into place with a metal plate that was screwed into the sample holder. Sam-

ples were carefully ground with a pestle and mortar before analysis to achieve a homogeneous

powder mixture and to minimize the preferred orientation of crystallites, which can affect

diffraction peak intensities. All samples were analysed at 298 K by transmission PXRD, with

a range of 2θ = 2− 60o. The identity of the polycrystalline sample was evaluated by visually

comparing the resultant pattern to known patterns in the CSD. The reference and resultant

pattern were stacked or overlapped in the software package diffractWD for the comparison

of peak positions. All samples characterised by PXRD in this work were submitted to the

materials and chemicals characterisation service (MC2) for PXRD pattern measurement. The

analysis and interpretation of results were conducted by the author.

3.4 Thermal analysis

3.4.1 Differential Scanning Calorimetry (DSC)

A Thermal Advantage Q20 Instrument was used with a Thermal Advantage Cooling System 90.

It was operated with a dry nitrogen purge gas that had a flow rate of 18 cm3 min−1. 2-10 mg of

sample were placed into a sealed Tzero aluminium pan. The pans (sample and reference) were

heated at a controlled temperature program with a rate of 5oC min−1 within a temperature

range that varied between -20 and 300oC; the maximum temperature was dependent on the

melting point of the material being studied. Data were collected with the software package

Advantage for Qseries and analysed with the TA Universal Analysis program.
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3.5 Microscopy

3.5.1 Optical microscopy

An Infinity 2 microscopy camera fitted to a Leica DM1000 microscope with a polarising lens

was used to assess the crystallinity of a material and observe the morphology and size of a

solid form crystals. Optical extinction was used to find a crystalline single crystal suitable for

SCXRD experiments. Extinction is a term that describes the effect polarised light has on a

material. Anisotropic materials (crystalline) demonstrate clear extinction of light for every 90o

rotation. Isotropic materials (amorphous) show no light variation on rotation due to constant

extinction.147

3.5.2 Scanning Electron Microscopy (SEM)

All images were taken on a JEOL JSM-6480LV instrument and samples were prepared with

an Edwards 150B sputter coater. The sample surface or an area of the sample is scanned with

a focused beam of electrons. Atoms in the sample interact with the electrons and produce

various signals including X-rays, backscattered electrons and secondary electrons. These signals

are used to construct an image that shows the sample surface topography.148 All samples

characterised by SEM in this work were submitted to the MC2 service for measurement; the

interpretation of results was conducted by the author.

3.6 Spectroscopy

3.6.1 Circular dichroism spectroscopy (CD)

A Chirascan Circular Dichroism Spectrometer was used, coupled with a nitrogen-cooled 150

watt Xenon arc lamp with a dual polarising and dual dispersing monochromator and a pho-

tomultiplier detector. All samples were diluted with water and placed into a Quartz cuvette

of either 1 cm or 0.1 cm path length. All experiments were conducted at 20 oC with a scan

range of 205 to 300 nm; a step size of 1 nm and a bandwidth of 2 nm were used. CD spec-

troscopy and UV-visible absorption spectra were collected for each sample which provided the

relevant information required to calculate the concentration and molar ellipticity (enantiomeric

composition) of the solution.

3.6.2 Proton nuclear magnetic resonance (1H-NMR spectroscopy)

An Agilent Technologies 300 MHz 1H-NMR spectroscopy instrument was used for all proton
1H NMR spectroscopy studies. 2-5 mg of sample were dissolved in an appropriate deuterated

solvent before analysis. The data were analysed with the software package MestReNova.
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3.7 Stability studies

3.7.1 Humidity studies

Two closed glass chambers were set at a relative humidity of 80 and 10% with saturated salt

solutions of KCl and NaOH respectively. The relative humidity percentage (%RH) in each

chamber was tested by a humidity sensor made in house, shown in figure 3-7. 0.01 g of sample

were placed inside a 1 mL glass vial without a lid, and removed and monitored by PXRD

measurements at intervals over a 6 week time period.

Figure 3-7: The relative humidity chamber in house set up used to measure the stability of
samples.

3.7.2 Temperature studies

0.01 g of sample were placed inside a 7 mL open glass vial and placed onto a hotplate set at

70oC. The sample was removed and monitored by PXRD measurements at intervals over a 6

week time period.
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Chapter 4

Exploring the capabilities of

electrospraying, a novel

crystallisation method.

Parts of this chapter have been published as journal articles in Crystal Growth

and Design:

A. J. Al-Ani, P. Sugden, C. C Wilson, and B. Castro-Dominguez, Elusive Seed Formation

via Electrical Confinement: Control of a Novel Cocrystal in Cooling Crystallization, Cryst.

Growth Des., 2021, 6, 3310–3315.

A. J. Al-Ani, C. Herdes, C. C. Wilson, and B. Castro-Dominguez, Engineering a New Access

Route to Metastable Polymorphs with Electrical Confinement, Cryst. Growth Des., 2020, 20,

1451-1457.
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4.1 Introduction

One of the hardest challenges to overcome in crystallisation science is to gain a high level

of control over the crystallisation process and modify the critical quality attributes (CQAs)

of a drug product. The work presented in this chapter investigates the influence of an E-

field and confinement on the crystallisation process, using an electrospray set-up, and focuses

on the formation and stabilisation of elusive solid forms. Through process development, a

new crystallisation technique, known as electrospraying, is investigated as a method with the

capability to control and tune the formation of different solid forms, including polymorphic

and multi-component complexes, through parametric optimisation. This promises to provide a

tool and capability that directly relates to the control of physical properties in the solid state.

The basis of electrospraying is the application of an E-field to a solution which causes atomisa-

tion. The atomised solution is charged and produces an electrostatic repulsion that generates

a confined solution of nanodroplets.140 As a result, the surface and volume crystal formation

free energies decrease.141 Modifications to the surface-to-volume ratios in the crystallisation

milieu, due to electrical confinement, seems to show favorability towards the formation of

higher energy solid forms, for example metastable polymorphs47,49 and co-crystals.149,150 An

in-depth discussion on the theory of electrospraying is available in the background chapter of

this thesis, section 1.3.5.

4.1.1 Project aim

Aim: To design, develop and optimise a novel crystallisation technique, electrospraying, and

to study the effect of an electrical confined environment on the crystallisation process.

The research in this chapter focuses on method development and investigates the influence of

a number of crystallisation parameters on the product of electrospray crystallisation, includ-

ing polymorphic control of metastable forms and the formation of elusive solid forms. The

investigation aims at decoupling the roles of an E-field and confinement within electrospraying

on formation of new electrosprayed solid forms and evaluating if the solid form is accessible

through other crystallisation methods. A new solid form discovered by electrospraying is fully

characterised and translated into a cooling crystallisation platform with crystal seeding. Ta-

ble 4.1 displays the crystallisation parameters investigated in this chapter and the resultant

product qualities studied.

Table 4.1: Crystallisation parameters investigated in this chapter under electrospray crystalli-
sation and other crystallisation methods and the product qualities studied.

input properties process parameters product qualities

temperature electric field solid form

multi-component composition flow rate purity

solvent agitation morphology

seeded vs unseeded seeding protocol particle attributes

dwell time and temperature physical properties

60



4.1.2 Model API systems investigated

Two model API systems are used in this work to investigate the effect of electrical confinement

on the crystallisation process. Acetaminophen, the API in paracetamol (PCM), used to treat

moderate pain relief and metacetamol (MCM), a non-toxic regioisomer of PCM with analgesic

properties that has not yet been marketed as a drug. Figure 4-1 displays the chemical structure

of the model systems.

Figure 4-1: The chemical structures of PCM and MCM.

4.1.2.1 Paracetamol (PCM)

There are three experimentally known polymorphic forms of PCM. In 1973, the structure

of the thermodynamically stable form I (PCM-I) was discovered,151 closely followed by the

metastable form II (PCM-II) in 1974152 and a second metastable form III, proven to be difficult

to isolate,153 characterised in 2002.154 The isolation of PCM-II via electrospraying is the focus

of this work due to its elusive nature and enhanced physical properties in comparison to the

thermodynamically stable form I.

The layered packing arrangement in PCM-II (figure 4-2b) is responsible for the increased

solubility and compressibility over those of the herringbone arrangement observed in PCM-I

(figure 4-2a). PCM-II is a potentially more attractive polymorph for formulation as these

properties aid a drug’s bioavailability and processability into a tablet, which increases the

efficiency of energy usage and waste production for the manufacturing process.6,155

Figure 4-2: The packing of paracetamol forms I and II. a) PCM-I, a herringbone
arrangement, viewed along the a axis (CSD code: HXACAN01). b) PCM-II a layered

arrangement, viewed along the a axis (CSD code: HXACAN).

4.1.2.2 Metacetamol (MCM)

There are two experimentally known polymorphic forms of MCM. The thermodynamically

stable form I was discovered in 2006156 and has a zig-zag-like packing arrangement, followed by

the metastable form II, discovered in 2015157 with a layered s-shape-like packing arrangement

(figure 4-3).
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Figure 4-3: The packing of metacetamol. a) metacetamol form I, a zig-zag-like arrangement,
viewed along the b axis (CSD code: MENSEE). b) metacetamol form II, a layered

arrangement, viewed along the b axis (CSD code: MENSEE04).

4.1.3 The influence of a second component, MCM, in the crystallisation of

PCM

The mechanistic behaviour between PCM and MCM during crystallisation has been extensively

studied in the literature. The influence of MCM on PCM has been described as a templating

approach,55,158,159 and as a blocking approach termed surface docking.160

4.1.3.1 A templating approach

A template can be defined as a structurally similar molecule that influences the structure of

another molecule without being present in the final product. Template molecules are thought

to aid the formation of metastable polymorphs by decreasing their free energy barrier of nu-

cleation. The kinetics are enhanced which delivers a more favourable, higher, rate constant for

production of the metastable form. The literature shows that template molecules with a lattice

match to APIs have been reported to lower the energy barrier to nucleation due to favourable

interactions between, in this case MCM and PCM-II’s pre-nucleation aggregate.161

Thomas et al (2011)158 first proposed a templating mechanism between PCM and 4-halobenzoic

acids as a multi-component system. It was suggested that the template molecule altered the

solution environment. Agnew et al in 2016-1755,159 developed the templating approach with

the structurally-similar MCM molecule, further suggesting that the template molecule affected

the solution-mediated phase transition that would occur in a single component cooling crys-

tallisation with PCM. However, it was noted that “the mechanism of this templating process

is unknown”.55

Previously, MCM was studied in relation to its effect on the morphology of PCM by Hendriksen

et al, (1998)162 Thompson et al (2004)163 and Saleemi et al (2013).164 All three authors

reported that small amounts of MCM (1-4wt%) acted as an inhibitor when added to PCM

crystallisations. The structurally similar additive, MCM, influenced the nucleation and crystal

growth process of PCM.162–164 Moreover, an increased mole percentage of MCM reduced the

nucleation time of PCM-I.164
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4.1.3.2 A blocking approach

A recent study by Liu et al (2020)160 described the impact of MCM as an additive molecule

that inhibits crystallisation of the stable PCM-I phase. The evidence reported from adsorption

simulations suggested that MCM is able to stabilise the formation of PCM-II by adsorbing onto

the (011) face of PCM-I in the wrong orientation (displayed in figure 4-4). Thus, PCM-I growth

units start to attach in the wrong orientation and growth along the 011 direction is blocked,

influencing the overall crystal growth volumes. Increased amounts of MCM selectively inhibit

the formation of PCM-I and allow the growth of PCM-II to dominate.

Figure 4-4: a) The 011 face of PCM form I. b) An example of MCM adsorbing onto the 011
face of PCM form I in the wrong orientation.

All images in this figure were taken from Liu et al.160

The findings of Liu et al160 are relevant and in agreement with this work. It is reported that

5wt% of MCM slows down the formation of PCM-I, this inhibiting effect increases with the

addition of MCM until an additive concentration of >25wt%, at which point the formation of

PCM-II is found to be dominant and PCM-I was unable to grow and possibly nucleate. In a

single component system without MCM, the growth rate of PCM-I was faster than PCM-II

and therefore polymorphic form I dominated, as calculated from experimental growth volumes.

The nature of this kinetic effect explains why PCM-II has been previously described as elusive

(difficult to crystallise)160,165 as a single component system.

Overall two mechanisms are discussed: 1) inhibition of nucleation, in which the emerging nu-

cleus was disrupted;162 and 2) blocking, adsorption of the solute PCM-I molecules is blocked.160

Both of these mechanisms are in agreement and suggest that low concentrations of MCM have

an impact on PCM’s growth kinetics and high concentrations of MCM (>25wt%) impact the

nucleation kinetics of PCM.

4.1.4 Polymorphic control of PCM with MCM

Previous studies have successfully isolated PCM-II through an additive approach in a batch55

and continuous159 cooling crystallisation platform. In both cases, a second component, MCM,

was added to the crystallisation media and used as a template (or inhibitor) molecule; the

purpose of a templating molecule is to isolate a desired solid form. Crystal engineering meth-

ods can be used as a method to choose a template molecule that is structurally similar (e.g.

similarity in size and intermolecular interactions) to the first component. This templating

approach offers a simple route to isolate PCM-II and overcomes the limitations of other iso-

lation methods. Previous single component crystallisation techniques investigated for PCM-II
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production, such as reaction coupling,166 crash cooling crystallisation167 and heterogeneous

nucleation,161 suffered from poor control and a lack of scalability. To emphasise the poten-

tial of these approaches, other multi-component systems have been successful in the isolation

of PCM-II, including benzoic acid derivatives55,165 and polymer additives.168 In this work

polymorphic control of PCM was investigated both through a multiple-component templating

approach with MCM and with PCM as a single entity.

4.1.5 PCM MCM co-crystallisation

As noted above, the multi-component system of PCM and MCM has previously been ex-

tensively studied, and the second component MCM described as interacting with PCM as a

template,55,159 an additive163 and an inhibitor.160 While it is clear from these studies that

PCM and MCM interact when in solution, there have been no reports of co-crystal formation

between the two components; a potential PCM-MCM co-crystal is yet to be discovered and

can be regarded as an elusive solid form.
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4.2 Experimental information

PCM was obtained from Sigma Aldrich, MCM from Tokyo Chemical Industry and iso-propanol

(IPA) from VWR.

4.2.1 Gaining polymorphic control of paracetamol (PCM)

4.2.1.1 Electrospraying experiments

The effect of electrical confinement as a method of gaining the elusive PCM-II as product was

investigated with PCM as a single component (experiments 01-03, table 4.2) and in multi-

component co-crystallisations with MCM (experiments 04-14, table 4.2). A range of molar

compositions of PCM and MCM, with a total weight of 0.75 g, were dissolved in 13 mL of IPA

and water (4:6). The influence of crystallisation parameters, E-field, flow rate, stoichiometric

ratios of components, solvent and concentration were explored. The polymorphic form obtained

for each experiment was characterised by PXRD; the traces are available in the Appendix

(figure 9-1 displays PCM-II patterns and figure 9-2 displays PCM-I patterns).

Table 4.2: An investigation into how electrical confinement and second component MCM
influences polymorphism in PCM.

experiment
PCM
MCM
ratio

flow rate E-field polymorphic
form(mL h−1) (kV cm−1)

01a b c 100 : 0 0.5 1.0 PCM-I

02b 100 : 0 0.5 1.10 PCM-I

03b 100 : 0 0.25 1.30 PCM-I

04b 75 : 25 0.5 1.00 PCM-I

05b 75 : 25 0.15 1.00 PCM-I

06b 75 : 25 0.5 1.30 PCM-I

07b 75 : 25 0.15 1.30 PCM-II

08b 75 : 25 0.25 1.30 PCM-II

09b 75 : 25 0.25 1.29 PCM-II

10b 75 : 25 0.25 1.25 PCM-I

11b 90 : 10 0.25 1.30 PCM-I

12b 85 : 15 0.25 1.30 PCM-I

13b d e 50 : 50 0.15 1.30 PCM-II

14b 50 : 50 0.25 1.30 PCM-II

a) solvent system = water b) binary solvent system = IPA and water (4:6) c) solvent system
= IPA d) saturated solution e) undersaturated solution.
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4.2.1.2 Confinement crystallisation

Confinement crystallisation was used to gain an insight into the individual role of confinement

within electrospraying, eliminating the effect of an E-field that is present in the full electro-

spraying method. Ideally, the method of spray drying would have been used to achieve a

confined crystallisation environment in absence of an E-field. Unfortunately, suitable equip-

ment was not available for use and an in-house set up was created as an alternative. A 50

µm stainless-steel sieve from Endecotts (certified to align to the ISO3310-1 specification) was

fixed inside the electrospray environmental chamber (figure 4-5). The chamber was set to

the same temperature (40oC) and humidity (30 %RH) as when used in electrospraying experi-

ments. Confinement crystallisation experiments were conducted under the same electrosprayed

conditions as experiment 08 (table 4.2), but without the supply of voltage being applied.

Figure 4-5: The confinement crystallisation set up.

4.2.1.3 Evaporative crystallisation

A crystallisation solution was prepared which consisted of 0.31 g of PCM and MCM (25 w/w%,

MCM) dissolved in 3.5 mL of a 4:6 binary IPA:water solvent mixture. The solution was placed

into 7 mL glass vials with ten small holes pierced into the vial lids, to ensure slow evaporation

of the solvent. The vials were placed into hotplates set at 40oC and left to crystallise.

4.2.1.4 Mechanical grinding

PCM and MCM (0.31 g, 25 w/w%, MCM) were placed into a cryomill for 30 minutes with a

5 mm metal ball at a frequency of 30 s−1.
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4.2.2 Co-crystallisation of PCM and MCM

4.2.2.1 Solubility measurements

The solubility curve was measured for a 1:1 mixture of starting materials (PCM and MCM, in

the binary IPA and water (4:6) system) by gravimetric methods, as described in the general

experimental section 3.2.1.1. The resultant solubility curve is available in the Appendix (figure

9-5) and was used in the design of electrospraying, evaporative, vapour diffusion and slurrying

experiments.

In addition, the solubility curve of the PCM-MCM co-crystal, discovered in this work (see

below), was measured in IPA and water (4:6). The solubility curve of PCM and MCM, as

single entities, were measured in IPA and water (4:6) to allow for the solubilities of each

system to be compared. Observational methods, as described in the general experimental

section 3.2.1.2, were used to determine the solubility of each form. The solubility curve of

the PCM-MCM co-crystal is shown in figure 4-6 (black) and was used in the design of seeded

cooling crystallisation experiments, alongside the MSZW.

Figure 4-6: The measured solubility curve (black) and MSZW (red) for the PCM-MCM
co-crystal in IPA and water.

4.2.2.2 Metastable zone width (MSZW) measurements

The MSZW of the crystallisation solution, used to crystallise the PCM-MCM co-crystal through

crystal seeding, was determined with a working volume of 5 mL, in IPA and water (4:6), in a

7 mL sealed glass vial. The mass of the starting components (PCM-MCM, 1:1) was based on

the measured solubility curve of the co-crystal. Four different saturation temperatures were

studied (15, 30, 35 and 40oC) to gain a curve that resembled the MSZW limit for this system.

The starting components were added to the solvent system at the same time and the system

was heated to 10oC above the saturation temperature. The system was held for 10 minutes

under a magnetic bottom stirring rate of 700 rpm to ensure full dissolution. The stirring

was turned off and the solution was cooled at a controlled rate of 1oC min−1 until the first

instance of spontaneous nucleation was observed. At the point of observed nucleation, the
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crystallisation was stopped and the resultant product was filtered, dried and characterised by

PXRD to identify the solid forms present (figure 9-6 in the Appendix). A mixture of PCM-I,

PCM-II, MCM-I and MCM mono-hydrate was observed in the isolated products. The tem-

perature of nucleation was recorded for the known concentration of sample and two repeats

were conducted for each sample at each temperature to calculate an average value. Figure 4-6

shows the measured MSZW of the co-crystal in red.

4.2.2.3 Electrospraying experiments

The effect of electrical confinement on samples comprising different compositions of PCM and

MCM (100:0, 90:10, 75:25, 50:50, 25:75, 10:90, 0:100 % of each component) were investigated.

All process parameters were kept constant; a flow rate of 0.5 mL h−1 and an E-field of 1.30 kV

cm−1 were used for each experiment at a set temperature of 40oC. The crystallisation media of

each experiment contained a total solid weight of 0.75 g dissolved in 13 mL of IPA and water

(4:6).

4.2.2.4 Evaporative crystallisation

A saturated solution of 3.5 mL (at 40oC) of PCM and MCM (1:1) in a binary solvent system

of IPA and water (4:6) was placed into 7 mL glass vials with ten small holes pierced into the

vial lids, to ensure slow evaporation of the solvent. The vials were placed into hotplates set at

40oC and left to crystallise.

4.2.2.5 Cooling crystallisation

A solution of 5 mL, containing PCM and MCM (1:1) in a binary solvent system of IPA and

water (4:6) was placed into a sealed 7 mL glass vial. The concentration of solution was saturated

at 40oC and was based on the measured solubility curve of the PCM-MCM co-crystal. The

solution was heated to 10oC above the temperature of saturation and held for 10 minutes,

stirred at 700 rpm. The stirring was turned off and the solution was cooled at 1oC min−1 in

accordance to the stepped cooling profile in figure 4-7. The crystallisation solution was left to

dwell for 72 h after reaching a temperature of 4oC.

4.2.2.6 Seeded cooling crystallisation

A solution of 5 mL, containing PCM and MCM (1:1) in a binary solvent system of IPA and

water (4:6) was placed into a sealed glass 7 mL glass vial. The concentration of solution was

saturated at 40oC based on a measured solubility curve of the PCM-MCM co-crystal. The

solution was heated to 50oC at a rate of 1oC min−1 and held for 10 minutes under a magnetic

bottom stirring rate of 700 rpm. Upon complete dissolution the stirring was switched off and

the solution was cooled to 40oC at a rate of 1oC min−1 and held for 1 h. The solution was

then cooled to 30oC at a rate of 1oC min−1 and held for 2 h. Crystal seeds were added to the

solution after 1 h. A crystal seeding temperature of 30oC was chosen based on the measured

MSZW of the co-crystal. At this point, the supersaturation level is low, secondary nucleation

is minimal, and crystal growth is favored. These conditions favor the growth of larger single
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Figure 4-7: The cooling profile used in cooling crystallisation experiments.

crystals, suitable for characterisation by SCXRD. After seed addition the solution was cooled

to a temperature of either 15oC or 4oC at a rate of 1oC min−1 and left to dwell for up to 144

h. Figure 4-7 shows the seeded cooling profile utilised. A stainless-steel sieve from Endecotts,

certified to align to the ISO3310-1 specification, was used to prepare crystal seeds from the

electrosprayed co-crystal. A variety of crystal seed sizes were tested (25-150 µm) alongside

different seed loadings (0.5-5%).

Figure 4-8: The cooling profile used in crystal seeding experiments.

4.2.2.7 Vapour diffusion

A 0.7 mL solution, saturated at 40oC, containing PCM and MCM (1:1), dissolved in IPA and

water (4:6), was placed into a 1 mL glass vial. Sonication in a temperature-controlled water

bath set at 40oC was used to aid dissolution. The 1 mL glass vial was left unsealed and placed

inside a larger sealed glass vial. The larger glass vial contained hexane (anti-solvent); the level

of hexane was raised above the level of the solvent in the 1 mL vial but did not enter it. The
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large glass vial was sealed and was left to crystallise in a hotplate set at 40oC.

4.2.2.8 Solution-mediated crystallisation (slurrying)

A solution containing an excess amount of PCM and MCM (1:1) in a binary solvent system

of IPA and water (4:6) was stirred at 700 rpm and left at 40oC for 2 weeks. A sample of the

solution was taken after 1 day, 3 days, 7 days and 14 days to monitor the crystallisation media.

4.2.2.9 Mechanical grinding

A 1:1 mixture of PCM and MCM was used for grinding experiments. Neat grinding experiments

were carried out manually with a pestle and mortar, LAG experiments followed the same

procedure with the addition of two drops of solvent.
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4.2.3 Single crystal structure determination of the new PCM-MCM multi-

component complex

Single crystals of the new multi-component molecular complex, the PCM-MCM co-crystal,

were formed under seeded cooling crystallisation. The crystal structure was characterised by

SCXRD; the structure was solved with direct methods using SHELXS-2013143 and refined with

SHELXL-2015144 with the software package Olex2.145 Table 4.3 displays the crystallographic

data for the complex.

Table 4.3: The unit cell and refinement parameters of the PCM-MCM co-crystal.

complex code PCM-MCM co-crystal

formula C16H18N2O4

g mol−1 302.32

T (K) 150 (2)

radiation Mo Kα(λ = 0.71073)

2θ range (o) 5.81 - 58.73

crystal system orthorhombic

space group Pbca

a (Å) 13.3570(4)

b (Å) 13.7805(5)

c (Å) 16.4780(5)

α(o) 90

β(o) 90

γ(o) 90

volume (Å3) 3033.04(17)

Z 8

density (g cm3) 1.324

µ(mm−1) 0.096

completeness (%) 99.9

reflections collected 25754

independent reflections 3813

data/restraints/parameters 3813/0/226

R int 0.0433

GooF 1.070

R1 (obs) 0.0532

R1 (all) 0.0765

wR2 (all) 0.1132

ρmax,min (e Å−3) 0.28, -0.24
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4.3 Gaining polymorphic control of paracetamol

This section identifies the key factors that were found to have an influence on the selective for-

mation of the metastable form of PCM (PCM-II). The influence of crystallisation parameters,

a confined environment and an E-field during electrospraying, on the formation of PCM-II is

discussed in section 4.3.1. In addition, reference crystallisation methods (evaporative crystalli-

sation and neat mechanical grinding) were investigated under similar conditions to ensure that

the formation of PCM-II was solely induced by electrical confinement, discussed in section

4.3.2. The bulk material of PCM-II gained from electrospraying is analysed and the stability

and reproducibility of the metastable form is discussed in section 4.3.3.

4.3.1 An investigation into the key factors that influence the formation of

PCM-II during electrospraying

4.3.1.1 The influence of crystallisation parameters

Polymorphic control in PCM was successfully achieved with the electrospray set-up using a

multi-component templating approach with MCM. It was found that a template molecule was

needed to stabilise the formation of PCM-II. The formation of PCM-I was observed for all

experiments that utilised PCM as a single component (experiments 01-03 in table 4.2). This

study successfully identifies the parameters that influence the formation of PCM-II during

electrospraying. A methodology was developed that could predict the selective formation of

either PCM-II or PCM-I under a range of conditions; this allows for polymorphic control of

PCM with a templating approach. Table 4.4 contains a summary of the parameter ranges

found to isolate PCM-II, the formation of PCM-I results when one or more of the parameter

ranges are not met.

Table 4.4: The experimental parameter ranges required for the isolation of PCM-II.

experimental parameter parameter range

flow rate ≤ 0.25 mL h−1

weight % metacetamol ≥ 25%

E-field ≥ 1.29* - 1.30 kV cm−1

saturation of solution no effect

* trace amounts of PCM-I were observed alongside PCM-II under an E-field of 1.29 kV cm−1.
This data was obtained from experiments 01-14 in table 4.2.

Slower flow rates with a maximum of 0.25 mL h−1 and a large E-field of at least 1.30 kV cm−1

stabilised and isolated PCM-II. A system with reduced flow rates and a higher E-field affords a

higher level of confinement in a droplet produced and a more concentrated charge surrounding

the droplet’s surface. The quantity of MCM required to stabilise PCM-II, of at least 25%, is in

strong agreement with the findings of Liu et al.160 The presence of smaller weight % quantities

of MCM merely slows down the formation of PCM-I; larger concentrations of at least 25% are

needed to inhibit the formation of PCM-I.

It can be postulated that the kinetics and thermodynamics of formation of metastable PCM-II

are favored under the electrical confined conditions outlined in table 4.4 due to a combination of
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the parameters: 1) a larger surface-to-volume ratio of the crystallisation media (nano-droplets);

2) the formation of droplets with a high surface charge; and 3) a stabilising effect gained from

the second component (MCM) during nucleation.

4.3.1.2 The influence of confinement

In order to study the influence of the confinement component within electrical confinement,

pure confinement crystallisation experiments in the absence of electric field were conducted

to detach any effects that are influenced by the E-field alone. It was found that confinement

crystallisation successfully afforded PCM-II. However, trace amounts of PCM-I were also ob-

served in the PXRD pattern alongside MCM. It is well known that in the presence of PCM-I,

PCM-II is unstable and transforms into the thermodynamically stable form. As expected,

PCM-II obtained from confinement crystallisation alone was not stable due to the presence of

the thermodynamic polymorphic form in the product material. The bulk material was moni-

tored by PXRD and clear Bragg reflections for PCM-I were observed after eleven days. Figure

4-9 shows the PXRD patterns of the material after zero and eleven days; the blue boxes show

Bragg reflections for PCM-II, the green boxes MCM-I and the red boxes PCM-I. After zero

days, trace amounts of PCM-I were observed close to the background of the pattern, however

they are not visible in the figure. After eleven days, visible Bragg reflections for PCM-I are ob-

served. It is clear that PCM-II is not stable in the product mixture from the confinement-only

experiment and slowly converts into the more thermodynamically stable form, PCM-I.

Figure 4-9: The PXRD patterns of the bulk material from confinement crystallisation
monitored after zero days and eleven days. The blue boxes show Bragg reflections for

PCM-II, the green boxes MCM-I and the red boxes PCM-I.

This study provides evidence that confinement plays an important role in polymorphic control

of PCM under electrospraying. However, confinement crystallisation alone was unable to

achieve polymorphic control of PCM. Pure PCM-II was not isolated without the presence of

PCM-I as an impurity. This is particularly problematic as the results confirm previous findings

that trace amounts (seeds) of the thermodynamic polymorph can induce a solid mediated
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polymorphic transition from PCM-II to PCM-I. Confinement crystallisation may have yielded

PCM-II, however the product was unstable. As will be seen below, the extra energy available

in the additional presence of electrical confinement ensures there is no PCM-I present in the

material to catalyse the PCM-II to PCM-I conversion; electrosprayed PCM-II was found to be

stable for at least one year, see section 4.3.4.

It can be argued that a confined environment of ≈50 µm gained under confinement crys-

tallisation is not a direct comparison to the nano-scale confined environment achieved with

electrospraying. Nevertheless, studies in the literature suggest that a nano-confined crystalli-

sation environment under mild temperatures and atmospheric pressure cannot in itself stabilise

PCM-II. Rengarajan et al169 were successful in the formation of PCM-II from melt crystallisa-

tion methods in nanoporous glasses (approximately 43 nm pore diameter). However, to obtain

PCM-II under nano-confinement harsh conditions were required; five thermal cycles between

90 and 120oC were required for the selective formation of PCM-II. The addition of extra en-

ergy (in the form of heat) was thus an additional factor required to obtain PCM-II, alongside

a nano-confined environment. In electrospraying as described below, the additional energy

comes from the presence of an electric field at mild temperatures.

4.3.1.3 The influence of an electric field

Two electric fields are formed in the electrospray set-up, illustrated in figure 4-10. The first is

an external E-field (Eex), formed between the metal emitter and sample collector plate. At the

start of electrospraying, neutral droplets elongate along the field’s axis and form a spheroidal

shape. When the critical Eex is reached (corresponding to the Taylor limit) a confined jet

consisting of nano-droplets is formed.43,44 The second is an internal E-field inside each droplet

(Ein). The Ein produced is dependent on the droplet’s diameter and therefore Eex. At a

constant voltage, an increased droplet diameter will afford a decreased Ein. The crystallisation

solution’s geometry is altered by an E-field and directly influences the surface energy of the

confined system.

Figure 4-10: An illustration of the two electric fields formed under electrical confinement
with the electrospray set-up.

Each nano-droplet contains an Ein that is able to influence a material’s orientation and mo-
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bility inside a droplet at the molecular level. Both PCM and MCM contain positive and

negative dipolar constituents; the positively charged dipoles are thought to align towards the

droplet’s core whilst the negatively charged dipoles migrate towards the positively charged

droplet surface. This would lead to a change in the droplet’s surface free energy, since charged

groups would reside at the surface of the liquid. This hypothesis is supported by a molecular

dynamics simulation study conducted by Dr Carmelo Herdes from the University of Bath.

The simulations conducted by Dr Herdes were designed to mimic the experimental parame-

ters from experiments that afforded PCM-II in this chapter. Dr Herdes found that under an

electrical confined crystallisation environment the molecular mobility is significantly altered.

Confinement was found to play a key role within electrical confinement; when an E-field was

applied to an unconfined environment no change in molecular mobility or the orientation of

PCM and MCM was observed. The results from the study conducted by Dr Herdes have been

published.47

4.3.2 Benchmark crystallisation methods

To confirm further that the electrical confinement combination utilised in the electrospray ex-

periment was critical in enabling the formation of PCM-II (in pure form) in these experiments,

reference crystallisation methods (evaporative crystallisation and neat mechanical grinding)

were investigated under similar crystallisation conditions (see experimental section 4.2.1) and

the polymorphic form of PCM identified; the polymorphic form for each method was charac-

terised by PXRD. Figure 4-11 shows the patterns obtained from samples produced from each

method. The blue box highlights the presence or absence of Bragg reflections for MCM-I, the

green box PCM-II and the red box PCM-I.

Figure 4-11: The PXRD patterns from reference crystallisation methods, evaporative
crystallisation and neat mechanical grinding.

A concomitant mixture of PCM-I, PCM-II and MCM was found under evaporative crystalli-

sation. Previous studies in the literature have shown that PCM-I is formed at the bulk of an
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aqueous solution, while PCM-II is formed around the edge of the reactor or the meniscus.170

The edge provides higher concentrations of PCM due to an increased evaporation rate, caused

by a concave meniscus, providing a possible explanation to why PCM-II nucleated around

the edge. Similarly, electrical confined droplets produce a convex configuration (according

to the Taylor limit)43,44 which could drive the nucleation of PCM-II at the droplet surface,

while MCM plays a role in inhibiting the formation of PCM-I. Only PCM-I and MCM were

found under neat mechanical grinding, therefore, a structural rearrangement from the starting

material was not induced.

4.3.3 Analysis of the bulk material

The bulk material of PCM-II formed under electrospraying (the product from experiment 08

in table 4.2) was characterised by PXRD, DSC, 1H NMR spectroscopy and SEM. The selective

formation of PCM-II was confirmed by PXRD; Bragg reflections were solely observed for the

metastable form II, highlighted with red boxes in figure 4-12.

Figure 4-12: The PXRD pattern of electrosprayed PCM-II.

A single endotherm was observed in the DSC trace and the melting point of the material was

found to be close to 150oC (onset). This confirmed the formation of PCM-II which is reported

to have melting endotherm onset of 140-150oC with a ‘small shoulder peak observed’.171 The

DSC traces of PCM-II and PCM-I (onset= 169oC)171,172 are displayed in figure 4-13.
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Figure 4-13: The DSC trace of electrosprayed PCM-II (onset= 155oC) and the starting
material used corresponding to PCM-I (onset= 169oC).

MCM was not observed in the PXRD pattern. However, it was detected via 1H NMR spec-

troscopy (figure 4-14). A 3:1 multi-component ratio of PCM and MCM was found in the

product by peak integration (figure 9-3 in the Appendix) and it was concluded that MCM may

have turned amorphous under electrical confinement, as a consequence not being evident in

the PXRD.

Figure 4-14: The 1H NMR spectrum of electrosprayed PCM-II compared to the spectrum of

PCM and MCM gained from starting material in DMSO (d6).
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The bulk material of electrosprayed PCM-II was further characterised by SEM (figure 4-15).

The electrosprayed material showed an irregular plate-like precipitate with particles that were

prone to agglomeration. The topography appeared to be rough and porous, with visible voids,

an “imperfection” that may reside from an inter-phase boundary of crystallising solid particles

separated by regions of solvent pockets that migrate through diffusion, resulting in a vacancy

within the solid material. The electrosprayed PCM-II material was thus found to be signifi-

cantly different to the starting material (PCM-I), for which a tabular morphology was found

with a smooth surface.

Interestingly, the literature reports a different morphology for PCM-II. When the product was

crystallised as a single component, a needle shaped habit is observed.168,173 Moreover, when

PCM-II was formed under cooling crystallisation with MCM a rhombic habit was reported.159

The habit observed here demonstrates that electrospraying is a technology capable of influenc-

ing the morphology and hence an important CQA of a material, a factor that is important in

crystal engineering for desirable downstream processing properties.

Figure 4-15: Images from SEM analysis of electrosprayed PCM-II and starting material.
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4.3.4 Stability and reproducibility studies

The metastable form, PCM-II, was successfully reproduced three times under identical exper-

imental conditions with electrospraying (figure 9-4 in the Appendix). Electrosprayed PCM-II

was found to be stable at room temperature and atmospheric pressure for at least one year

(figure 4-16). No signs of polymorphic transformations into the thermodynamically stable form

were observed by PXRD during the time-frame of 0 to 12 months. The stability of electro-

sprayed PCM-II suggests the formation of only PCM-II in the bulk material, and specifically

the absence of PCM-I to avoid a polymorphic transformation into the thermodynamically

stable form.

Figure 4-16: The PXRD patterns of electrosprayed PCM-II shown to be stable for up to 12
months.
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4.4 Electrospraying vs other crystallisation methods for the

co-crystallisation of PCM and MCM

4.4.1 Co-crystallisation by electrospraying

The effect of electrical confinement on crystallisation media containing different stoichiometric

ratios of the two components, PCM and MCM, was investigated. The solid form crystallised

and the crystalline quality of the material was studied. Table 4.5 contains a summary of the

results. The bulk material from each experiment was characterised by PXRD (figure 4-17).

It was discovered that electrospraying facilitated the amorphisation (the process of making

a material structurally amorphous) of either PCM or MCM, a factor which was found to be

dependent on the stoichiometric ratio of components present. In addition, a novel, crystalline

form was discovered in these experiments. The new form was identified as a multi-component

co-crystalline complex that contained PCM and MCM; the full characterisation of the complex

is discussed in section 4.5.

Table 4.5: An investigation into how electrical confinement and different stoichiometric ratios
of PCM and MCM influence the solid form and crystalline quality of product material.

experiment MCM (%) PCM (%) solid form observed via PXRD

15 100 0 MCM-I

16 90 10 MCM-I

17 75 25 MCM-I, co-crystal

18 50 50 co-crystal

19 25 75 PCM-I

20 10 90 PCM-I

21 0 100 PCM-I

Figure 4-17: The PXRD patterns of electrospraying of experiments 15-21 in table 4.5. The
pattern of a new solid form is highlighted in blue.

80



The selective isolation of this newly discovered solid form was successfully achieved from a

50:50 multi-component ratio of PCM and MCM (experiment 18). The new solid form was also

observed in experiment 17, from a multi-component ratio of 75:25, however, the material was

found to be impure and contained starting material. An interesting phenomenon was observed

in experiments 16, 19 and 20. Bragg reflections for PCM-I were solely observed for experiments

19 and 20 that used low loadings of MCM (10-25%). In-contrast, Bragg reflections for MCM-I

were solely observed for experiment 16 with a higher loading of MCM (90%). Further analysis

by 1H NMR spectroscopy confirmed that both PCM and MCM were present in the material for

each experiment in table 4.5 (figure 9-10, 9-11 and 9-12 in the Appendix). From this finding,

it seemed that a higher loading of MCM stabilised the amorphisation of PCM and vice versa.

The material from each experiment was characterised by DSC to investigate the thermal be-

haviour of the seemingly amorphous material. There are no reports of a glass transition tem-

perature (Tg) for MCM in the literature, however, PCM is reported to have a Tg of 23oC.174

No Tg endotherm was observed in the DSC traces that would correspond to amorphous PCM

(around 23oC) or amorphous MCM, in the studied temperature range between -15 and 200oC.

The DSC traces for each experiment are available in the Appendix (figure 9-13). Interest-

ingly, although no sign of co-crystal formation was observed in the PXRD trace of experiment

19, evidence of the presence of the co-crystal form was suggested by DSC. Figure 4-18 shows

the DSC trace of experiment 19 (25% MCM) compared to the trace of experiment 18 (50%

MCM) and experiment 21 (100% PCM). A small endotherm at 104oC is observed (highlighted

in red) for experiment 19. This suggests that trace amounts of co-crystal may be present in

the crystalline state or as a poorly crystalline form. Re-crystallisation (highlighted in blue) is

then observed in the trace of experiment 19, followed by the melting of PCM-I. The material

was further analysed by HSM (figure 9-14 in the Appendix); trace amounts of material were

observed to melt between 110 and 140oC, followed by visible melting of the bulk material at

160oC. In this case, re-crystallisation was not visible by HSM.

Figure 4-18: The DSC trace of experiment 19, showing a endotherm for the co-crystal (red)
followed by re-crystallisation (blue) and the melting of PCM-I. The DSC trace of experiment

18 (50% MCM) and 21 (100% PCM) is shown for comparison.
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4.4.2 Co-crystallisation by other crystallisation methods

The translation of co-crystal production was explored using several different crystallisation

methods including cooling and evaporative crystallisation, slurrying, LAG, neat grinding and

vapour diffusion. Table 4.6 contains a summary of the results. The material gained from each

method was characterised by PXRD, apart from vapour diffusion, in which case no crystalli-

sation occurred. No sign of co-crystal formation was observed for any of the crystallisation

methods tested. Figure 4-19 displays the PXRD traces from each method; the absence of

Bragg reflections characteristic of the co-crystal is highlighted in red.

Table 4.6: An investigation into different types of crystallisation methods, screened for the
formation of the PCM-MCM co-crystal.

crystallisation method solvent solid forms observed

evaporative IPA : water PCM-I, MCM-I

cooling IPA : water PCM-I, PCM-II, MCM-I

vapour diffusion IPA : water -

slurrying IPA : water PCM-I, MCM-I

grinding - PCM-I, MCM-I

LAG IPA PCM-I, MCM-I

LAG IPA : water PCM-I, MCM-I

Figure 4-19: The PXRD traces from products of several different crystallisation methods
targeting the formation of PCM:MCM co-crystal. The red box highlights the absence of

characteristic co-crystal Bragg reflections in each material.

This study demonstrates that electrospraying is a technology capable of generating elusive solid

forms that seem unobtainable by other crystallisation methods. However, it is important to be

able to translate the formation of elusive solid forms into conventional crystallisation methods,

such as a cooling crystallisation platform, for their large scale manufacturing. Crystal seeds

from the elusive co-crystal gained under electrospraying were therefore used to investigate if

co-crystal production is accessible in a seeded cooling crystallisation platform.
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4.4.3 Translation of the electrosprayed co-crystal into a cooling crystallisa-

tion platform with crystal seeding.

Crystallisation trials were prepared with two objectives: 1) a method development study to

identify the crystallisation parameters required for successful co-crystal formation; and 2) a

seeding protocol to produce a single crystal of the co-crystal suitable for crystal structure

determination by SCXRD methods.

Five crystallisation parameters were investigated to determine the optimal seeding protocol

including seed size, seed loading, dwell time, dwell temperature and solvent; it should be noted

that, importantly, these initial seeded experiments used seeds produced from the electrospray

experiments. The material from each experiment was characterised by optical microscopy, to

assess the crystallinity and crystal size for objective 2 (figure 9-7 in the Appendix) and PXRD,

to identify the solid form(s) of a material for objective 1. All PXRD traces are available

in the Appendix, including traces from experiments that show the influence of seed loading

(figure 9-8) and seed size (figure 9-9). Table 4.7 summarises the results. The influence of each

crystallisation parameter on the success or failure of co-crystallisation is discussed below.

Table 4.7: Cooling crystallisation experiments with the electrosprayed PCM-MCM co-crystal
as crystal seeds.

seed seed solvent stir dwell solid form(s) single

size load system rate time observed crystals

(µm) (%) (rpm) (h)

influence of dwell time (held at 4oC)

150 2

IPA : water

x 12 MCM, PCM -

150 2 x 24 co-crystal, MCM, PCM X

150 2 x 72 co-crystal X

influence of dwell temperature (held at 15oC)

150 2

IPA : water

x 48 co-crystal, MCM, PCM X

150 2 x 24 co-crystal, MCM, PCM X

150 2 x 144 MCM, PCM -

influence of seed loading

150 0

IPA : water

x 72 MCM, PCM, MCM-hy* -

150 0.5 x 72 co-crystal X

150 1 x 72 co-crystal X

influence of solvent

150 2
IPA

x 24 no product -

150 2 700 24 co-crystal x

influence of seed size

100 2

IPA : water

x 72 co-crystal X

75 2 x 72 co-crystal, MCM, PCM X

50 2 x 72 co-crystal, MCM, PCM X

25 2 x 72 co-crystal, MCM, PCM X
*MCM-hy = MCM hydrate, CSD code KOTDUV.
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4.4.3.1 The influence of dwell time and temperature on co-crystallisation.

Dwell time and temperature were found to have a significant influence on the formation and

stabilisation of the co-crystal. The products from two co-crystallisation experiments were

characterised by PXRD, one held at 4oC and another held at 15oC under the cooling profile

shown in figure 4-8 in section 4.2.2.6. A seed size of 150 µm and a seed loading of 2% were

used in a solvent system of IPA and water (4:6).

When the system is held at a dwell temperature of 4oC, PCM and MCM initially crystallise as

single phases and are observed after 12 h (Bragg reflections for PCM are highlighted in green

and MCM in blue in figure 4-20). Co-crystal formation is then observed by PXRD after 24

h alongside starting material. Co-crystal formation continues over time and pure co-crystal

is observed within 48 h at which point the co-crystal is stable in solution for at least 120 h

(Bragg reflections for the co-crystal are highlighted in red in figure 4-20).

Figure 4-20: The PXRD traces of a monitored co-crystallisation experiment held at a dwell
temperature of 4oC. Bragg reflections for the co-crystal are highlighted in red, PCM in green

and MCM in blue.
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When the system is held at a dwell temperature of 15oC, co-crystallisation occurs after 48 h;

however, the co-crystal is unstable, recrystallising back into the starting material after 144 h,

as shown in figure 4-21. In this figure, Bragg reflections for the co-crystal are highlighted in

red, PCM in green and MCM in blue.

Figure 4-21: The PXRD traces of a monitored co-crystallisation experiment held at a dwell
temperature of 15oC. Bragg reflections for the co-crystal are highlighted in red, PCM in

green and MCM in blue.

These results suggest that temperature plays a large role in stabilising co-crystal production.

The results suggest that at 4oC the energy barrier for co-crystallisation is decreased relative

to that at 15oC where both the kinetics and extent of co-crystallisation are limited. The

temperature dependency for co-crystal formation implies that the thermodynamic and kinetic

stabilities cross over with a temperature change. It is important to note that in each of the

experiments mentioned above, the samples were in open air and not purged under nitrogen.
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4.4.3.2 The influence of seed size and seed loading on co-crystallisation.

A crystal seed size of 100-150 µm, with a seed loading of 0.5-2%, was required to obtain a

single crystal of the co-crystal without any impurities, in a solvent system of IPA and water

(4:6) with a dwell time of 72 h. This suggests larger seed sizes that have a decreased surface-

area-to-volume ratio are favored during co-crystallisation. Usually crystal seeds with a larger

surface-area-to-volume ratio are desired to ensure the formation of small particles with a narrow

distribution range. However, small particles can agglomerate and decrease the effect of surface

area. Furthermore, a crystal seed’s surface can easily become poisoned, from exposure to

ambient air.175 A poisoned surface would halt crystal growth at low supersaturation and could

induce spontaneous nucleation of an unwanted form, in this case the additional formation of

PCM and MCM as single entities, as observed here with a seed size range between 25 and

75 µm. Seed loading was not found to have a significant effect on the success or failure of

co-crystallisation, in the explored range of 0.5-2%. Real-time microscopy would offer a better

understanding of seeding events in this crystallisation system, however, such equipment was

not available during this work.
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4.4.3.3 Analysis of the co-crystal material obtained from seeded cooling crystalli-

sation and electrospraying

Optical microscopy was initially used to characterise the co-crystal material obtained from

seeded cooling crystallisation and electrospraying. Figure 4-22 shows an image of the co-

crystal formed under seeded cooling crystallisation, where large single crystals with a cube-like

morphology were crystallised, and from electrospraying which afforded poly-crystallites. In

the absence of co-crystal seeds (0% seed loading), crystals needle and plate-like morphologies

were observed, identified as PCM and MCM. Single crystals suitable for crystal structure

determination by SCXRD were successfully crystallised under seeded cooling crystallisation

methods.

Figure 4-22: Microscopy images of the co-crystal formed under seeded cooling crystallisation
(left) and electrospraying (centre), compared to an non-seed cooling crystallisation that

formed PCM and MCM (right).

The co-crystal products obtained from seeded-cooling and electrospraying were further charac-

terised by SEM (figure 4-23). Under electrospraying, the co-crystal particles have a sponge-like

appearance. A porous, rough topography was observed that have a similar frame-work to that

seen in electrosprayed PCM-II (discussed in section 4.3.3). In contrast, under the seeded

cooling crystallisation environment the co-crystal particles have a smooth topography with

visibly fewer crests on the surface. The electrosprayed co-crystal particles appear to have a

larger surface area than the particles formed under seeded-cooling crystallisation; this is an

important property that would likely enable faster dissolution rates of the APIs crystallised in

this manner. The surface area of both materials was measured by Brunauer–Emmett–Teller

(BET) sorption (the samples were submitted to the University of Bath materials characterisa-

tion service, MC2, and the analysis and interpretation of results was conducted by Dr. Rémi

Castaing). The electrosprayed material was found to have a surface area of 6.313 m2 g−1, a

value 2.5x larger than the surface area of the material formed under seeded-cooling crystallisa-

tion with an area of 2.446 m2 g−1. A summary of the BET results is available in the Appendix

(figure 9-15).
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Figure 4-23: Images from SEM analysis of the PCM-MCM co-crystal formed under
electrospraying and seeded-cooling crystallisation.

The next section of this chapter discusses if these observed particle differences between elec-

trospray produced seeds and those from seeded cooling have an influence on the use of the

materials as a crystal seed.

4.4.3.4 The influence of particle attributes on crystal seeding

Crystal seeds obtained from the cooling co-crystallisations were explored, with sizes ranging

from 25-150 µm alongside seed loadings of 1-5%. Each experiment was conducted in a solvent

system of IPA and water (4:6), and was held at a dwell temperature of 4oC for 144 h. A

sample was taken from each crystallisation after 12, 24, 48, 72 and 144 h and characterised

by PXRD. Figure 4-24 displays the PXRD traces gained from each experiment after 144 h.

In contrast to the findings for the seeds obtained from electrospray, all of these experiments

were unsuccessful in co-crystal formation (table 4.8). A mixture of PCM-II, MCM-I and a

hydrate of MCM were identified in the product material from each experiment that explored

seed loading using these seeds (figure 4-24a). Similarly PCM-II and a hydrate of MCM was

identified in the product material from each experiment that explored seed size (figure 4-24b).
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Figure 4-24: PXRD traces from experiments that used crystal seeds from the seeded-cooling
co-crystal product. The influence of seed loading (a) and seed size (b) is studied. The

absence of Bragg reflections for the co-crystal is highlighted in red.

The difference in topography observed between the two co-crystal products (from electro-

spraying and from seeded cooling using the electrospray products as seeds) may provide an

explanation for these unsuccessful results. Upon crystal seeding, the ease of contact between

a particle in the bulk material and the crystal seed can be strongly related to the roughness of

the crystal seed’s surface. A rough (or porous) surface can significantly impact the strength of

contact and degree of adhesion during the crystallisation process. The study of dwell time re-

vealed that PCM and MCM first crystallise as single entities and co-crystallise over a period of

72 h. When two particles collide in solution, the chance of particulate interactions is increased

when a particle, in this case the electrosprayed seed, has a rough surface. The surface energy

of the seeds is another possible difference between the two co-crystal products as it may cause
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a charge difference; this could be electrospray-induced or due to the difference in surface area.

The modification of a particle’s surface energy can influence crystal growth.

Table 4.8: Cooling crystallisation experiments with the PCM-MCM co-crystal obtained from
cooling crystallisation as crystal seeds.

seed seed solvent stir dwell solid form(s)

size load system rate time observed

(µm) (%) (rpm) (h)

influence of seed loading

150 1

IPA : water

x 72 MCM, PCM, MCM-hy*

150 2 x 144 MCM, PCM, MCM-hy*

150 5 x 144 MCM, PCM, MCM-hy*

influence of seed size

150 2

IPA : water

x 72 PCM, MCM-hy*

100 2 x 144 PCM, MCM-hy*

75 2 x 144 PCM, MCM-hy*

50 2 x 144 PCM, MCM-hy*

25 2 x 144 PCM, MCM-hy*

*MCM-hy = MCM hydrate, CSD code KOTDUV.
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4.5 Characterisation of the new PCM-MCM multi-component

complex (co-crystal).

The structural nature of the PCM-MCM co-crystal was characterised with a range of analytical

methods. X-ray crystallography (SCXRD and PXRD) and 1H NMR spectroscopy were used

to determine the structure of the new solid form and the purity of the bulk material.

4.5.1 Structural characterisation

The multi-component complex crystallises in the orthorhombic, centrosymmetric, space group

Pbca. Figure 4-25a displays the asymmetric unit with one molecule of each component, PCM

(blue) and MCM (green). The packing arrangement of the co-crystal, shown in figure 4-

25c, shows molecules of PCM packed in a herringbone arrangement and sandwiched between

molecules of MCM which are packed in a cross like arrangement. The herringbone packing

of PCM in the co-crystal is similar to that observed in PCM-I. In contrast, MCM-I displays

a zigzag-like packing arrangement as a single entity (figure 9-16 in the Appendix). There

are no hydrogen bond interactions between the two components and the main interactions

are Van der Waals forces (figure 4-25b), including a C-C contact of 3.275(2) Å and a H-C

contact of 2.81(3) Å. It is not uncommon for two components in a co-crystal system to not

interact by hydrogen bonding; the CSD contains many examples176 which display π−π stacking

interactions between planar complexes. However, a rare case is presented for the PCM-MCM

co-crystal studied here, where the two components are not linked by significant interactions

between planar constituents.

Figure 4-25: The unit cell and structure of PCM (blue)-MCM (green) co-crystal including a)
the asymmetric unit viewed along the c axis, b) Van der Waals forces observed between the

two components and c) the packing arrangement viewed along the b axis.

Within the identified “single component” segments of the co-crystal, hydrogen bonds are key

interactions and are observed between PCM-PCM and MCM-MCM molecules. There are

four unique hydrogen bonds, two link the molecules of PCM and two link the molecules of

MCM. The first hydrogen bond for each molecule is between an amine group and a para/meta

hydroxyl group, N-H...O-C (labelled 1 and 4 in figure 4-26), with a distance of 1.80(3) Å and

1.76(3) Åfor PCM and MCM respectively. The second bond for each molecule is between a

para/meta hydroxyl group and a carbonyl group, O-H...O=C (labelled 2 and 3 in figure 4-26),
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with a distance of 2.10(2) Å and 2.11(2) Å, respectively.

Figure 4-26: The hydrogen bond framework within the single components, showing
interacting molecules in the PCM-MCM co-crystal.

The hydrogen bond framework observed between the single component molecules in the co-

crystal was found to mimic the frameworks seen in different polymorphic forms of PCM and

MCM as single entities. Figure 4-27 displays the hydrogen bond frame work observed between

PCM molecules in PCM-I (CSD code: HXACAN01), PCM-II (CSD code: HXACAN) and

the co-crystal. In this case, all three solid forms show the same hydrogen bond arrangement

between molecules of PCM.

Figure 4-27: A comparison of the hydrogen bond framework between PCM molecules in
PCM-I, PCM-II and the co-crystal.

Figure 4-28 shows a comparison of the hydrogen bond framework between the molecules of

MCM in MCM-I (CSD code: MENSEE), MCM-II (CSD code: MENSEE04) and in the co-

crystal. It is observed that the hydrogen bond framework in the co-crystal comprises a com-

bination of both polymorphic forms of MCM. In this figure, elements of the hydrogen bond
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framework that are observed in the co-crystal and polymorphic forms of MCM are highlighted

in black.

Figure 4-28: A comparison of the hydrogen bond framework between MCM molecules in
MCM-I, MCM-II and the co-crystal.

The 1H NMR spectroscopy spectrum of the co-crystal showed peaks that related to the hy-

drogen environments of both PCM and MCM. Integration of these peaks suggested a 1:1

multi-component ratio between the two molecules (figure 9-17 in the Appendix), consistent

with the crystallographic structure determination and with no evidence of proton transfer.

PCM and MCM have the same pKa value of 9.5; this is consistent with the description of the

multi-component complex as a co-crystal, with the two components having a difference in pKa

that is equal to zero (∆pKa = 0).

4.5.2 Analysis of bulk material

The bulk material of the co-crystal, crystallised both under electrospraying and in seeded-

cooling crystallisation using the electrospray-produced seeds, was characterised by PXRD.

The formation of pure PCM-MCM co-crystal was observed for both methods, shown in figure

4-29. No reflections corresponding to starting material PCM or MCM were observed in the

PXRD traces. The patterns show the bulk co-crystal samples to be pure co-crystal (top two

traces) due to the good match with the PXRD predicted from the single crystal structure

(allowing for peak shifts due to different data collection temperatures).
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Figure 4-29: PXRD traces of the PCM-MCM co-crystal from electrospraying and seeded
cooling crystallisation.

4.5.3 Physical property characterisation of the PCM-MCM co-crystal

4.5.3.1 Thermal behaviour

The thermal behaviour of the co-crystal was characterised by DSC, together with HSM. A

significantly lower melting point of 104oC was observed for both the electrosprayed co-crystal

(figure 4-30a) and the cooling co-crystal (figure 4-30b), compared with those of the APIs as

single entities (169oC for PCM and 148oC for MCM).

Figure 4-30: The DSC traces of the PCM-MCM co-crystal from a) electrospraying and b)
seeded cooling crystallisation.

HSM was used to visualise the thermal activity observed in the DSC trace of the electrosprayed

co-crystal. At 40oC, the co-crystal is in the solid state and is seen to melt at 112oC (figure 4-

31). Further material melting is observed in the temperature range 112oC to 140oC, relating to

trace amounts of material that do not resemble either starting material (PCM and MCM). This

material could be an impurity, for which high-performance liquid chromatography paired with
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mass spectrometry could be used to separate and identify the unknown material. However,

detailed analysis of impurities is outside the scope of this investigation.

Figure 4-31: HSM images of the electrosprayed co-crystal monitored between 40-140oC.

4.5.3.2 Solubility measurements

The solubility of the PCM-MCM co-crystal (formed under electrospraying) was determined

in a solvent mixture of IPA and water (4:6) and compared to those of the APIs, PCM and

MCM, as single entities in the same solvent system. The solubility curves were measured using

observational methods (as described in section 3.2.1.2). The solubility measurements were

taken twice and an average value plotted with a maximum error of +/- 1oC for the co-crystal,

+/- 2.5oC for PCM and +/- 4oC for MCM. The co-crystal (black plot) showed a significantly

higher solubility compared to PCM (blue plot) and MCM (red plot) in figure 4-32.

Figure 4-32: The solubility curves of the PCM-MCM crystal, PCM and MCM.

A four-fold solubility enhancement is observed at 37oC. However, in terms of weight, a 2-fold

solubility increase is observed, as the co-crystal contains half the number of PCM or MCM

molecules weight for weight.
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4.5.3.3 Basic stability studies

The stability of the new multi-component complex was characterised empirically over a period

of six weeks at elevated temperatures (up to 70oC) and at low (10%) and high (80%) relative

humidity. The PCM-MCM co-crystal (formed under electrospraying) was found to be stable for

six weeks when stored at 70oC and in a humidity chamber at both 10% and 80% RH. Figure

4-33 displays the PXRD traces of the co-crystal after six weeks under these environmental

conditions. No signs of transition, decomposition or amorphisation were observed.

Figure 4-33: The stability of the PCM-MCM crystal after six weeks when stored at 70oC and
in a relative humidity chamber of 10% and 80%.
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4.6 Conclusion

The work presented in this chapter investigated the influence of an E-field and confinement

on the crystallisation process, with a novel crystallisation method known as electrospraying.

The relationship between crystallisation parameters during electrospraying and the resulting

solid form characteristics (e.g. type of solid form and particle attributes) compared to other

crystallisation methods was a large focus. The capability of electrospraying for the optimisation

of the manufacturing process in an industrial pharmaceutical setting was established, through

determining that electrospray products can be used as seeds in bulk crystallisations.

Method development was used to investigate the influence of different crystallisation param-

eters on the solid form crystallised during electrospray crystallisation with a model multi-

component API system of PCM and MCM. Three crystallisation parameters were found to

play a vital role in solid form control during electrospraying: flow rate, applied voltage, and

the ratio of the components PCM and MCM. The first two of these parameters are known

to determine the size and charge of a droplet’s surface during electrospraying. The latter is

thought to have a significant effect on PCM molecules in the crystallisation solution. Poly-

morphic control of PCM was successfully achieved and a parameter range for the selective

formation of either metastable PCM-II or stable PCM-I under electrospraying was identified.

It was found that slower flow rates (with a maximum of 0.25 mL h−1), a larger E-field (of at

least 1.30 kV cm−1), and a multi-component ratio containing at least 25% MCM, was required

for the isolation of PCM-II. In addition to polymorphic control, successful co-crystallisation of

the two components was achieved by electrospray techniques and afforded a novel solid form,

the PCM-MCM co-crystal, forming this elusive solid form for the first time. It was found that

under the same applied voltage of 1.30 kV cm−1 (for polymorphic control) a significantly faster

flow rate of 0.50 mL h−1 was needed for successful co-crystallisation. In this case, the ratio of

PCM and MCM was of importance, the selective crystallisation of pure co-crystal was solely

achieved with a 1:1 ratio of the multi-components. Interestingly, these results show that under

an E-field of 1.30 kV cm−1, a multi-component ratio of 50% MCM and a solvent mixture of

IPA and water (4:6), the electrospray is capable of selectively forming either PCM-II (alongside

MCM) or co-crystallised PCM-MCM through the change of a single variable, flow rate. In this

case, a flow rate between 0.15 and 0.25 mL h−1 will afford PCM-II while 0.50 mL h−1 will

afford the co-crystal. A change in flow rate is known to directly change the droplet diameter

under electrospraying. A change in droplet diameter can in turn be summarised as influencing

the following key electrospray parameters:

Confinement, the bulk crystallisation medium is split into smaller volumes which increases the

surface area-to-volume ratio. Smaller droplet diameters result in a crystallisation medium with

higher surface energy interactions. This directly affects the nucleation kinetics of favourable

solid form formation.

Molecular mobility, each droplet formed during electrospraying contains an Ein that influ-

ences the orientation and mobility of molecules inside a droplet at the molecular level. In this

case, PCM and MCM contain positive and negative dipolar constituents. For a droplet with

a positively charged surface, negatively charged dipoles are thought to migrate towards the
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droplet’s surface and positively charged dipoles migrate towards the droplet’s core. This would

lead to a change in the droplet’s surface free energy, since charged groups would reside at the

surface of the liquid.

The individual role of confinement within electrical confinement was studied for this system

under a confined crystallisation environment in absence of an applied E-field. Confinement

crystallisation was found to be capable of isolating PCM-II without any applied voltage. How-

ever, under all conditions trace amounts of PCM-I were observed alongside the final product.

The PCM-II formed via confinement alone was found to be unstable in the presence of PCM-I,

with the expected polymorphic transformation into the thermodynamically stable form ob-

served by PXRD. In contrast, PCM-II formed via electrospraying was found to be stable for

at least one year. It was concluded that confinement plays a key role in polymorphic con-

trol of PCM under electrospraying; however, confinement crystallisation alone was unable to

achieve full polymorphic control of PCM without the additional application of voltage at mild

temperatures.

The successful formation of electrosprayed PCM-II was characterised by a range of analytical

tools. Pure PCM-II was solely observed by PXRD and DSC, however, the presence of MCM in

the bulk material was indicated via 1H NMR spectroscopy, in a 3:1 ratio of PCM to MCM. It

was concluded that the MCM present in the product may have turned amorphous under elec-

trospraying. The topography of the electrosprayed PCM-II particles was visualised by SEM.

Irregular, plate-like agglomerated particles were observed, with visible voids. The formation

of porous particles was concluded to be an “imperfection” that may result from an inter-phase

boundary of crystallising solid particles separated by regions of solvent pockets that migrate

through diffusion, resulting in a vacancy within the solid material.

Electrospraying seemed to facilitate the amorphisation of PCM or MCM, a factor which seemed

to be dependent on the stoichiometric ratios of components. It was observed that under higher

loadings of PCM, Bragg reflections for MCM were absent when the material was measured by

PXRD and vice versa. However, a Tg was not observed by DSC; such an observation would

support the presence of an amorphous material. The amorphisation of material is currently an

active research area, as it has the potential to significantly improve the solubility and thus the

bioavailability of solid forms. The possible amorphisation of MCM was an interesting discovery

that was relevant to this research project’s aim but its full characterisation was not possible

within the current project.

The translation of co-crystal formation was attempted under several different crystallisation

methods. The electrosprayed co-crystal was successfully translated into a cooling crystallisation

platform with seeding, but only by using the electrospray-produced crystals as seeds. Other

crystallisation methods investigated were unsuccessful in co-crystallisation. Five crystallisation

parameters were investigated to discover an optimal seeding protocol that selectively afforded

single crystals of the co-crystal. The crystal seeding protocol used was found to be a linear

and not circular system; crystal seeds taken from the seeded-cooling co-crystal product were

unsuccessful in seeding further co-crystal formation – only the electrosprayed co-crystals were

able to act successfully as seeds. Interestingly, the co-crystals formed under electrospraying
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and seeded-cooling crystallisation were found to have significantly different particle attributes.

A rough, sponge-like topography, with a 2.5x larger measured surface area, was found for the

electrosprayed co-crystal. In contrast, a smooth topography was observed for the co-crystal

formed under seeded cooling. The evidence suggests that this may affect the ability of these

crystals to act as seeds. The electrosprayed co-crystal was found to have a similar rough,

porous type morphology to that observed in electrosprayed PCM-II. This demonstrates that

electrospraying is a technology capable of influencing the CQAs of APIs by influencing the

particle level characteristics as well as offering solid form control at the molecular level.

The structural nature and physical properties of the co-crystal were characterised. In the crys-

tal structure, separate hydrogen bonded associations of PCM-PCM and MCM-MCM molecules

are held together by van der Waals forces. A significantly lower melting point of 104oC was

measured for the co-crystal compared to those of 169oC for PCM and 148oC for MCM. A

four-fold solubility enhancement was observed for the electrosprayed co-crystal (at 37oC) com-

pared to the measured solubility of PCM and MCM in the same solvent system, representing

a two-fold w/w enhancement for each component individually. This suggests that the co-

crystal would outperform PCM and MCM in a biological setting, however, this enhancement

will require further validation. Basic stability studies were conducted; the electrosprayed co-

crystal was found to be stable for at least six weeks at an elevated temperature of 70oC and

at humidities of 10 and 80% RH.

Overall, these investigations indicate that electrospraying is an exciting crystallisation tech-

nique that can offer a high level of control over polymorphism and access to elusive solid forms.

This work highlights the capability of electrospraying and shows that it has the potential to

be integrated into an industrial pharmaceutical setting as a seed manufacturing technology,

for the discovery and production of elusive solid forms that are hard to crystallise by other

methods. Conventional seeding methods can then be used for large-scale manufacturing, which

could be implemented under conventional regulatory standards.
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Chapter 5

Exploring multi-component

complexes of salbutamol (SA)

through co-crystallisation.

Crystallographic data collection made by the author and presented in this chapter

were included in the following article submitted for publication:

A. J. Al-Ani, P.M.J Szell, Z. Rehman, H. Blade, H. P. Wheatcroft, L. P Hughes, S. P. Brown,

C. C. Wilson, Combining X-ray and NMR Crystallography to Explore the Crystallographic

Disorder in Salbutamol Oxalate, Cryst. Growth Des., 2021
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5.1 Introduction

One of the main challenges in crystallisation science is to gain control over the process and

in turn the structural, chemical and physical attributes of the crystallised solid form. Crystal

engineering has been used previously as a method of controlling these attributes through

the formation of multi-component complexes including co-crystals12,177 and solvates12 and

the production of metastable polymorphs.55,159 The production of co-crystals is particularly

attractive as a potential option for enhanced products in the pharmaceutical industry since

they frequently demonstrate significantly different structural (including disorder), chemical

and physical properties to those of the single components.

5.1.1 Project aim

Aim: to induce the co-crystallisation of salbutamol (SA) with dicarboxylic acids of various

chain lengths and investigate SA disorder in the resulting complexes.

The research in this chapter focuses on gaining new multi-component complexes of SA through

a co-crystallisation screen that utilises several different crystallisation methods. The structural

and physical attributes including crystallographic data collection, thermal behaviour, solubility

and basic stability, at elevated temperatures and different humidities, are investigated for the

product of each successful co-crystallisation. The results in this chapter are used to find a

suitable new multi-component complex of SA that exhibits crystallographic disorder, one of

the aims of the co-crystallisation screen. The understanding and control of disorder in this

new complex is subsequently discussed further in chapter 6 and compared to the disorder in a

commercial form of SA.

5.1.2 Model API system investigated

SA (figure 5-1) is an API used in the treatment of respiratory diseases and is listed as an

essential drug product by the World Health Organization. SA, as a single entity, shows no

signs of crystallographic disorder.178 However, this API system is of interest as some of the

multi-component complexes of SA reported in the CSD are disordered. These multi-component

complexes are salbutamol sulfate (SAS),179 a mono hydrated form of SAS,180 salbutamol

benzoate,181 and salbutamol adipic acid and adipate.182 The type of disorder reported in these

systems is structural, with multiple site occupancies observed around the chiral centre of SA

(*C-OH in figure 5-1). Other multi-component complexes of SA in the CSD feature a number

of different molecules including the pharmaceutically relevant oxaprozin,183 prop-2-enoate,184

hydrochloride,185 and succinate methanol solvate.182

5.1.3 Structural targets

This work aims to produce new multi-component complexes of SA that exhibit structural disor-

der, the presence of which can offer difficulties in obtaining full structural characterisation but

can also potentially offer benefits in terms of favourable physical properties of the solid form.

Aliphatic, dicarboxylic acid co-formers were chosen to be used in a multi-component crystalli-

sation study with this target in mind since co-crystallisation with these types of molecules
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Figure 5-1: The molecular structure of the target API. The typically disordered chiral center
in multi-component complexes is highlighted (*C-OH).

seems to be favourable from previous structures reported in the CSD and have been reported

to show signs of disorder.182 A dicarboxylic acid describes a molecule with two carboxyl groups

(R-COOH). Each of these carboxyl groups can independently ionise and have two dissociation

constants, termed Ka1 and Ka2 (equations 5.1 and 5.2). The first carboxyl group (Ka1) is

generally regarded as more acidic than the second group (Ka2) since it has a lower pKa value

and therefore dissociates more easily, an effect which increases as the proximity between the

two carboxyl groups decreases.186

Ka1 =
[HA−][H+]

[H2A]
(5.1)

Ka2 =
[A2−][H+]

[HA−]
(5.2)

Aliphatic dicarboxylic acids are solely used as co-formers in this work to facilitate the study of

small changes in the molecular nature of the co-former (chain length) on the resulting solid form

obtained, with a focus on attempts to generate disorder in the resulting co-crystals. Figure

5-2 displays the molecular structures of the target co-formers used in this study: oxalic acid

(OX), malonic acid (MA), succinic acid (SU), glutaric acid (GL) and adipic acid (AD).

Figure 5-2: The molecular structures of the dicarboxylic acid co-formers used in the SA
co-crystallisations.
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5.2 Material preparation and experimental information

All dicarboxylic acids were obtained from Sigma-Aldrich and Fluka. SAS was obtained from

Tokyo Chemical Industry. SA was initially obtained from Sigma-Aldrich and then isolated

from SAS and ethanol (EtOH) was obtained from VWR.

5.2.1 Isolation of SA from SAS

The active ingredient used in the co-crystallisation experiments conducted in this chapter, SA,

was isolated from affordable materials; it was not cost effective to purchase SA at approximately

£1490.00 per gram from Sigma-Aldrich. Figure 5-3 displays a schematic of the process that was

thus used to isolate SA from SAS; the production of SA was calculated to cost approximately

£10.00 per gram via this method. The base in SAS was liberated from a saturated aqueous

solution of sodium carbonate. Once free, the base remained in solution and SA precipitated

out of solution over a period of time. The resultant product, SA, was filtered and left to dry

at room temperature before being characterised by DSC (figure 9-19 in the Appendix) and

PXRD (figure 9-18 in the Appendix) and NMR spectroscopy (see below).

C13H21NO3:
1H NMR spectroscopy (DMSO-d6, 300 MHz): δ 0.97 (9H), 3.33 (2H), 4.24 (2H),

6.67 (1H), 6.96 (1H), 7.25 (1H). 13C NMR spectroscopy (D2O-d2, 300 MHz): δ 25.92 (3C),

47.94 (1C), 55.12 (1C), 60.69 (1C), 71.04 (1C), 118.48 (1C), 121.68 (1C), 126.86 (1C), 127.35

(1C), 128.72 (1C), 162. 44 (1C).

Figure 5-3: A schematic of the steps used in the isolation of SA from SAS.
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5.2.2 Evaporative crystallisation

Evaporative crystallisation was used as an initial method to screen and identify promising

dicarboxylic acid candidates for co-crystallisation with SA. Aliphatic dicarboxylic acids with

carbon chain lengths that varied from two to six (as illustrated in figure 5-2) were investigated,

with API:co-former stoichiometric ratios of 1:1 and 2:1, in both water and EtOH.

All screening experiments were initially conducted at a 1 mL scale. Experiments that suggested

the formation of a new solid form were investigated further with other crystallisation methods,

including the scale up of evaporative crystallisations under a working volume of 3 mL.

1 mL scale: SA, 0.01 g, was dissolved in 1 mL of the chosen solvent alongside the corre-

sponding weight of co-former. The resultant solvent system was left to evaporate at room

temperature in a 1.5 mL open glass vial.

3 mL scale: SA, 0.03 g, was dissolved in 3 mL of the chosen solvent alongside the correspond-

ing weight of co-former. The resultant solvent system was left to evaporate at 40oC in a 7 mL

glass vial with 10 holes pieced into the lid to ensure slow evaporation.

5.2.3 Cooling crystallisation

5 mL of a solution, saturated at 40oC, containing SA and the corresponding weight of co-former

was placed into a sealed 20 mL glass vial. The saturation of solution was calculated from a

solubility curve (if known) or was formed by taking 5 mL of clear solution from a slurry of the

target components left for at least one hour at 40oC. The solution was heated to 10oC above

the temperature of saturation and was held for 10 minutes with magnetic bottom stirring set at

700 rpm. The stirring was turned off and the solution was cooled at 1oC min−1 until it reached

a temperature of 4oC. The solution was then held at 4oC and left to crystallise overnight.

5.2.4 Solution mediated crystallisation (slurrying)

A solution that contained an excess amount of SA and the corresponding weight of co-former

was placed into a 20 mL sealed glass vial. The solution was stirred at 700 rpm with magnetic

bottom stirring, in the chosen solvent, and left at room temperature for 2 weeks.

5.2.5 Mechanical grinding

SA, 0.01 g, and the corresponding weight of co-former were ground manually with a pestle and

mortar for 30 minutes.

5.2.6 Solubility measurements

The solubilities of multi-component complexes were determined in water, in addition to the

solubility of SA; this allowed for the solubility of each system to be compared. Observational

methods, described in section 3.2.1.2 and gravimetric methods, described in section 3.2.1.1,

were used to determine the solubility of each form.
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5.2.7 Single crystal structures

Crystal structures were determined for each multi-component complex of interest. A Rigaku

Oxford Diffraction SuperNova diffractometer was used for data collection of all crystals in this

chapter, with a Cu-Kα (λ = 1.54045 Å) X-ray source at 150 K. All crystal structures were

solved by direct methods using SHELXS-2013143 and refined using SHELXL-2015144 with the

software package Olex2145. Isotropic displacement parameters were used for the refinement of

atoms with multiple site occupancies. Following this, refinement under anisotropic displace-

ment parameters (ADPs) were conducted with free site occupancy factors. All hydrogen atoms

were refined freely where possible; if the position of a hydrogen atom was unclear, constraints

were used to fixed hydrogen atoms in an idealised position based on a riding model.

Table 5.1 displays the crystallographic data for each complex. SA-OX and SA-SU are novel

solid forms discovered in this work. The crystal structures of SA (CSD code= BHHPHE) and

SA-AD (CSD code= ORUWUU) are already known and reported in the CSD. The crystal

structures of SA and SA-AD are re-characterised in this work to confirm the refinement of

disorder in the published structure and to allow for direct comparison of the new co-crystals

found.

5.2.7.1 Single crystal preparation methods and structural information

1. salbutamol with oxalic acid (SA-OX)

A single crystal was isolated from a batch crystallised under evaporative methods. A 1:1

stoichiometric ratio of SA (0.01 g) and OX (0.0018 g) was dissolved in 1 mL of water.

The solution was placed into a 1.5 mL open glass vial and left to evaporate at room

temperature.

2. salbutamol with succinic acid (SA-SU)

A single crystal was isolated from a batch prepared under cooling crystallisation. A 2:1

stoichiometric ratio of SA and SU was dissolved in 5 mL of EtOH. The solution was

placed into a 7 mL glass vial, with 10 holes pieced into the lid, and left to evaporate at

40oC.

3. salbutamol with adipic acid (SA-AD)

A single crystal was isolated from a batch crystallised under evaporative methods. A 1:1

stoichiometric ratio of SA (0.01 g) and AD (0.0061 g) was dissolved in 1 mL of water.

The solution was placed into a 1.5 mL open glass vial and left to evaporate at room

temperature.

4. salbutamol (SA)

A single crystal was isolated from a batch crystallised under evaporative methods. SA,

0.05 g, was dissolved in 5 mL of EtOH. The solution was placed into a 7 mL glass vial,

with 10 holes pieced into the lid, and left to evaporate at 40oC.
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(Å
)

6.
20

36
9(

16
)

11
.6

36
5(

12
)

10
.7

27
2(

10
)

1
4
.4

6
4
5
(5

)
c

(Å
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5.3 Preliminary co-crystallisation results under evaporative

crystallisation

An evaporative co-crystallisation screen identified the formation of three new solid forms,

henceforth referred to as SA-OX, SA-SU and SA-GL. The reproduced formation of salbutamol-

adipate - adipic acid (CSD code= ORUWUU) was also observed, henceforth referred to as

SA-AD. The formation of SA-AD is still of interest to this this work, as examination of its

structure will aid the study of the effect of systematic changes in the molecular nature of the

co-former (chain length) on the resulting solid form obtained. The co-crystallisation of all

four solid forms discovered in these screening experiments was further investigated by other

crystallisation methods and the products fully characterised. Other experiments from the

screening afforded hard to characterise materials of poor crystalline quality, or an oil. Table

5.2 contains a summary of the screening results. The products from all experiments, apart from

those which oiled out, were characterised by PXRD. The traces are available in the Appendix:

SA and OX experiments in figure 9-20; SA and MA in figure 9-21; SA and SU in figure 9-22;

SA and GL in figure 9-23; and SA and AD in figure 9-24.

Table 5.2: A summary of the evaporative screening crystallisations of SA (pKa= 10.3) with
various dicarboxilic acids.

co-former pKa1, pKa2 molar ratio solvent solid forms/ material observed

oxalic
acid

1.36, 4.1

1:1 water new solid form (SA-OX)

2:1 water new solid form (SA-OX), SA

1:1 EtOH poorly crystalline solid

2:1 EtOH oil

malonic
acid

2.85, 5.7

1:1 water poorly crystalline solid

2:1 water oil

1:1 EtOH poorly crystalline solid

2:1 EtOH SA*

succinic
acid

4.21, 5.64

1:1 water oil

2:1 water oil

1:1 EtOH new solid form (SA-SU), SA, SU

2:1 EtOH new solid form (SA-SU), SA, SU

glutaric
acid

4.34, 5.22

1:1 water poorly crystalline solid

2:1 water oil

1:1 EtOH oil

2:1 EtOH new solid form (SA-GL)*

adipic
acid

4.43, 5.41

1:1 water SA-AD (CSD code= ORUWUU)

2:1 water poorly crystalline solid

1:1 EtOH SA-AD* (CSD code= ORUWUU)

2:1 EtOH poorly crystalline solid

*The solid form was identified by PXRD but the material was of poor crystalline quality.
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5.4 Translation of co-crystallisation experiments under other

crystallisation methods

Other crystallisation methods were explored for the formation of the multi-component com-

plexes of SA crystallised under evaporative screening, namely SA-OX, SA-SU, SA-GL and

SA-AD. Different crystallisation methods investigated included evaporative (on a larger scale),

cooling, slurrying and neat mechanical grinding. The phase purity of the material from each

successful co-crystallisation was characterised by PXRD and DSC and in some cases TGA.

5.4.1 Salbutamol and oxalic acid

The formation of the new solid form SA-OX was further investigated by crystallisation from

solution that contained stoichiometric SA:OX ratios of 1:1 and 2:1 in water. Table 5.3 shows

a summary of the crystallisation conditions explored and the solid forms identified from char-

acterisation of the material with PXRD and DSC.

Table 5.3: The material obtained from various crystallisation methods with oxalic acid.

crystallisation method volume (mL) material obtained

salbutamol + oxalic acid (2:1) in water

evaporative 3 SA-OX, SA

cooling 5 SA-OX

slurry 5 SA-OX

grinding - SA-OX, SA

salbutamol + oxalic acid (1:1) in water

evaporative 3 SA-OX

cooling 5 SA-OX, SA

slurry 5 SA-OX

grinding - SA

The formation of SA-OX was successful under all of the experiments investigated apart from

neat grinding with a stoichiometric ratio of 1:1. Selective isolation of SA-OX was found to

be successful under cooling crystallisation and slurrying with a stoichiometric ratio of 2:1 and

evaporative crystallisation and slurrying with a stoichiometric ratio of 1:1. Characteristic

strong Bragg reflections for the new solid form, SA-OX, are highlighted in red and those of SA

in blue in figure 5-4 and figure 5-5.
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Figure 5-4: The PXRD traces for 2:1 SA and OX co-crystallisation experiments under
different crystallisation methods. Characteristic Bragg reflections for a new solid form are

highlighted in red and those for SA are in blue.

Figure 5-5: The PXRD traces for 1:1 SA and OX co-crystallisation experiments under

different crystallisation methods. Characteristic Bragg reflections for a new solid form are

highlighted in red and those for SA are in blue.

Further analysis by DSC confirmed the successful isolation of SA-OX and identified the melt-

ing point of SA-OX to be 195oC. Figure 5-6 shows the DSC traces of products from co-

crystallisation experiments under slurrying (2:1), cooling crystallisation (2:1) and evaporative

crystallisation (1:1).
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Figure 5-6: The DSC traces of SA and OX co-crystallisation experiments under slurrying
(2:1), cooling crystallisation (2:1) and evaporative crystallisation (1:1).

5.4.2 Salbutamol and succinic acid

The formation of the new solid form SA-SU was further investigated with a stoichiometric

ratio of 2:1 in EtOH. Table 5.4 shows a summary of the crystallisation conditions explored and

the solid forms identified from the characterisation of material with PXRD and DSC. Figure

5-7 displays the PXRD traces for each experiment.

Table 5.4: The material obtained from various crystallisation methods with succinic acid.

crystallisation method volume (mL) material obtained

salbutamol + succinic acid (2:1) in EtOH

evaporative 3 SA-SU, SA

cooling 5 SA-SU, SA

slurry 5 SA-SU, SA

grinding - SA, SU

The formation of SA-SU was successful under slurrying, evaporative and cooling crystallisation

with a stoichiometric ratio of 2:1 in EtOH. Characterisation by PXRD suggested the formation

of pure SA-SU under slurrying and cooling crystallisation; no Bragg reflections for starting

materials SA or SU were observed. Characteristic Bragg reflections for the new solid form,

SA-SU, are highlighted in red and those for SA in blue in figure 5-7.
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Figure 5-7: The PXRD traces for 2:1 SA and SU co-crystallisation experiments under
different crystallisation methods. Characteristic Bragg reflections for a new solid form are

highlighted in red and those for SA are highlighted in blue.

Material characterisation by DSC identified impurities in the bulk material; SA was observed

alongside SA-SU in the product from slurrying and cooling co-crystallisation experiments. SA

melting was observed at 158oC187 in the DSC traces alongside that of SA-SU at 110oC (figure

5-8). A endotherm was observed at ca. 70oC in the DSC trace under slurrying, which could

be due to EtOH desolvation and suggest presence of a solvate. A melting endotherm for the

co-former SU as a single entity (at 188oC)188 was not observed in the DSC traces.

Figure 5-8: The DSC traces for 2:1 SA and SU co-crystallisation experiments under slurrying
(black) and cooling crystallisation (blue).
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5.4.3 Salbutamol and glutaric acid

The formation of the new solid form SA-GL was further investigated with a stoichiometric

ratio of 2:1 in EtOH. Table 5.5 shows a summary of the crystallisation conditions explored and

the solid forms identified from the characterisation of material with PXRD and DSC. Figure

5-9 displays the PXRD traces for each experiment.

Table 5.5: The material obtained from various crystallisation methods with glutaric acid.

crystallisation method volume (mL) material obtained

salbutamol + glutaric acid (2:1) in EtOH

evaporative 3 SA-GL

cooling 5 SA-GL

slurry 5 SA-GL, GL

grinding - SA

Figure 5-9: The PXRD traces for 2:1 SA and GL co-crystallisation experiments under
different crystallisation methods. Characteristic Bragg reflections for a new solid form are

highlighted in red and for SA are highlighted in blue.

The formation of SA-GL was successful under slurrying, evaporative and cooling crystallisation

with a stoichiometric ratio of 2:1 in EtOH. Weak intensity Bragg reflections were observed in

the PXRD traces (from the evaporative, cooling and grinding experiments) which made it

difficult to identify the presence of residual starting material. Characteristic Bragg reflections

for a new solid form are highlighted in red and SA in blue in figure 5-9. The material obtained

under slurrying was selected for further characterisation by DSC and TGA (figure 5-10) since

it appeared the most crystalline compared to the material afforded from other methods. Two

potential melting points for the product of these SA-GL experiments were identified. The

first endotherm, labelled SA-GL-X, was seen at 144oC and the second endotherm, labelled

SA-GL-Y, at 180oC after a re-crystallisation (circled in blue). It is believed that SA-GL-Y
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is a thermodynamically stable form and SA-GL-X is a metastable form of SA-GL. A weak

endotherm around 60oC was observed in the DSC trace, potentially indicating desolvation,

but no mass loss was observed in the TGA trace (green) to confirm the presence of solvent.

Figure 5-10: The DSC (black) and TGA (green) traces for the co-crystallisation of 2:1 SA
and GL under slurrying.
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5.4.4 Salbutamol and adipic acid

The formation of SA-AD was further investigated by crystallisation from a solution that con-

tained stoichiometric ratios of 1:1 and 2:1 SA:AD in water. Table 5.6 shows a summary of the

crystallisation conditions explored and the solid forms identified from the characterisation of

material by PXRD, DSC and 1H NMR spectroscopy. Figure 5-11 and figure 5-12 display the

PXRD traces for each experiment.

Table 5.6: The material obtained from various crystallisation methods with adipic acid.

crystallisation method volume (mL) material obtained

salbutamol + adipic acid (1:1) in water

evaporative 3 SA-AD

cooling 5 SA-AD

slurry 5 SA-AD

grinding - SA-AD

salbutamol + adipic acid (2:1) in water

evaporative 3 amorphous material

cooling 5 AD, solid form-X

slurry 5 SA-AD, solid form-X

grinding - SA-AD, SA, AD, solid form-X

Figure 5-11: The PXRD traces for 1:1 SA and AD co-crystallisation experiments under
different crystallisation methods. Characteristic Bragg reflections for SA-AD are highlighted

in red and those for SA are highlighted in blue.
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Figure 5-12: The PXRD traces for 2:1 SA and AD co-crystallisation experiments under

different crystallisation methods. Characteristic Bragg reflections for SA-AD are highlighted

in red, those for SA in blue and those for form-X in green.

The selective isolation of SA-AD was found to be successful under all of the experiments

investigated with a stoichiometric ratios of 1:1. Mechanical grinding was found to afford a

product material of poor crystallinity. Experiments with a stoichiometric ratio of 2:1 afforded

a new solid form, henceforth referred to as form-X, under cooling crystallisation and slurrying.

Bragg reflections for form-X are highlighted in green, SA in red and SA-AD in blue in figure

5-11 and figure 5-12. Bragg reflections for form-X were not observed in the PXRD trace from

the product obtained under grinding but a melting endotherm corresponding to this phase was

observed by DSC.

The bulk material from 2:1 experiments was further characterised by DSC (figure 5-13). A

melting point at 175-180oC was observed for form-X in the DSC trace from the product ob-

tained under grinding and slurrying. A very broad melting endotherm corresponding to this

phase was found in the product obtained under cooling crystallisation. Re-crystallisation of

SA-AD to form-X is observed in the traces for grinding and slurrying experiments but form-X

is not seen to precede SA-AD in the product obtained under cooling crystallisation. The re-

crystallisation of SA-AD to form-X could be a polymorphic transition, which would suggest

that form-X is another polymorphic form of SA-AD. Additional endotherms were observed

including a broad melting endotherm for AD at 140-150oC (a melt point of 151oC is reported

by Sigma-Aldrich), in the product obtained under cooling and grinding experiments, and a

melting endotherm for SA at 160oC,187 in the product obtained under grinding experiments.

Single crystals of form-X were crystallised under cooling, however, attempts by in-house data

collection to determine a crystal structure were unsuccessful.

115



Figure 5-13: The DSC traces for the co-crystallisation of 2:1 SA and AD under slurrying,
grinding and cooling crystallisation.

The stoichiometric ratio of components used under evaporative crystallisation experiments was

found to have a large influence on the crystallinity of the resultant material. A stoichiometric

ratio of 2:1 afforded an amorphous material with a visually orange colour, as seen in figure

5-14. In contrast, a 1:1 stoichiometric ratio afforded a crystalline white material identified as

SA-AD, also shown in figure 5-14.

Figure 5-14: Images of the material afforded under evaporative crystallisation with
stoichiometric ratios of 2:1 and 1:1 SA and AD.

The crystallinity of both materials was compared by PXRD (figure 5-15). A broad hump and a

lack of sharp Bragg reflections suggested the presence of an amorphous material alongside small

amounts of crystalline material under a 2:1 stoichiometric ratio. In comparison, a crystalline

material was observed under a 1:1 stoichiometric ratio with sharp Bragg reflections seen in the

PXRD pattern.
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Figure 5-15: The crystallinity difference between the co-crystallisation product of SA and
AD, 1:1 and 2:1, under evaporative crystallisation.

The DSC traces (figure 5-16) confirmed these results, a Tg at 35oC (highlighted in red) was

observed in the DSC trace of the amorphous 2:1 material while a melting endotherm at 160oC

was observed in the crystalline 1:1 material. Further characterisation of the amorphous material

by 1H NMR spectroscopy confirmed the presence of SA and AD (figure 9-25 in the Appendix).

From these results it was concluded that the amorphous material is likely to be SA-AD or

form-X.

Figure 5-16: The DSC traces for the co-crystallisation of SA and AD, 1:1 and 2:1, under
evaporative crystallisation. The red box highlights and provides a larger image of the glass

transition event observed in the upper 2:1 trace.
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5.5 Stability studies at elevated temperatures and humidities

Stability testing of new materials is important, as it can provide evidence of how the quality

of an API may vary over time, when under the influence of environmental factors such as

temperature and humidity. The purpose of stability testing is to identify the environmental

limits of a drug material for storage and transportation. The stability of SA-OX, SA-SU,

SA-GL and SA-AD (crystalline and amorphous material) were characterised empirically for

up to six weeks at elevated temperatures of 70oC and at low (10%) and high (80%) relative

humidity.

5.5.1 Stability testing results for SA-OX

SA-OX was found to be stable for six weeks when stored at 70oC and in a relative humidity

chamber at 10% and 80% RH. Figure 5-17 displays the PXRD traces of the multi-component

complex when under the influence of the environmental factors discussed. No signs of transi-

tion, decomposition or amorphisation were observed.

Figure 5-17: The stability of SA-OX, characterised by PXRD, after six weeks when stored at
70oC and at relative humidities of 10% and 80%.

5.5.2 Stability testing results for SA-SU

The bulk material from slurrying methods, found to contain SA-SU, was used for stability

tests. The material was characterised by PXRD (figure 5-18) and DSC (figure 5-19) and was

found to be unstable after one week of storage. Desolvation occurred when held at 70oC and

a relative humidity of 10%. EtOH desolvation was no longer seen in the DSC traces and a

melting point was seen at 172oC (compared to the solvated form at 110oC). Bragg reflections

for the desolvated form were seen to become more prominent by PXRD (highlighted in green).

Isolation of desolvated-SA-SU was obtained when stored at 70oC. In contrast, reflections for

SA-SU (highlighted in red) were seen alongside desolvated-SA-SU when held at a relative
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humidity of 10%. Interestingly, a melting point for SA-SU was not seen in the DSC trace

but another endotherm (circled in blue in figure 5-19) was seen at 160oC. This could be SA

(melting point = 157oC)187 or an additional new solid form. The PXRD pattern supports the

formation of a new solid form; unidentified Bragg reflections are highlighted in yellow.

Figure 5-18: The stability of SA-SU, characterised by PXRD, after one week when stored at
70oC and at relative humidities of 10% and 80%.

Figure 5-19: The stability of SA-SU, characterised by DSC, after one week when stored at

70oC and at relative humidities of 10% and 80%.

When held in a relative humidity chamber at 80% RH, the material was found to be stable and

desolvation did not occur. SA-SU was observed by PXRD (highlighted in red) and DSC. Signs

of a transition into an additional, unidentified, solid form were again seen in the PXRD pattern
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(also highlighted in yellow in figure 5-18). Broad endotherms made it difficult to identify this

form, a sign of an impure material. A broad endotherm for SA appeared to be present in the

DSC trace, however, Bragg reflections for SA are not seen by PXRD (absent reflections are

highlighted in blue).

5.5.3 Stability testing results for SA-GL

The bulk material from slurrying methods, showing good crystallinity and found to contain

two polymorphic forms, SA-GL-X and SA-GL-Y, was used for stability tests. The material

was characterised by PXRD (figure 5-20) and DSC (figure 5-21) after one week of storage at

an elevated temperature of 70oC and in a relative humidity chamber at 10% and 80% RH. A

new set of Bragg reflections was seen by PXRD under each of the conditions tested suggesting

a new solid form, with a melting endotherm at 150oC (similar to the melting endotherm for

SA-GL-X).

Figure 5-20: The stability of SA-GL, characterised by PXRD, after one week when stored at
70oC and at relative humidities of 10% and 80%.
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Figure 5-21: The stability of SA-GL, characterised by DSC, after one week when stored at
70oC and at relative humidities of 10% and 80%.

5.5.4 Stability testing results for SA-AD

The stability of crystalline and amorphous SA-AD were tested. Crystalline SA-AD was found

to be stable for six weeks when stored in a relative humidity chamber at 10% and 80% RH

(figure 5-22). No signs of transition, decomposition or amorphisation were observed. The

crystalline material was not stable when held at 70oC. At this temperature, no Bragg reflections

were seen in the pattern, a sign of amorphisation.

Figure 5-22: The stability of crystalline SA-AD, characterised by PXRD, after six weeks

when stored at 70oC and at relative humidities of 10% and 80%.
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Amorphous SA-AD was stable in an amorphous state when held for six weeks at an elevated

temperature of 70oC and at a relative humidity of 10% and 80%. The amorphous material

remained in a solid state after stability testing at 70oC and a relative humidity of 10% and

characterisation by PXRD was conducted (figure 5-23). The material held in a relative hu-

midity of 80% turned into an oil shortly after being placed into the chamber and was not

characterised by PXRD. The material remained in this state for six weeks.

Figure 5-23: The stability of amorphous SA-AD, characterised by PXRD, after six weeks
when stored at 70oC and at relative humidities of 10% and 80%.

5.6 Solubility measurements

The solubility of multi-component complexes SA-OX and SA-AD was determined in water and

compared to the active ingredient, SA, in water. The solubility curve of SA-OX was measured

using observational methods (as described in section 3.2.1.2). The solubility measurements

were taken twice and an average value was plotted with an error of +/- 1oC. The solubility

curves of SA-AD and SA were measured using gravimetric methods (as described in section

3.2.1.1). The solubility measurements were taken twice and an average value plotted with an

error of +/-0.004 g for SA-AD and +/-0.003 g for SA. The solubilities of SA-SU and SA-GL

were not measured in this work since the pure material of each form was not isolated.

SA-OX and SA-AD have a limited solubility in water and have a slightly lower solubility than

SA in water (figure 5-24). The solubility of SA-OX is slightly increased by temperature, whilst

that of SA-AD is essentially unchanged by temperature. According to the US. Pharmacopoeia,

a solid form that has an aqueous solubility of 10-33 mg mL−1, such as SA-OX and SA-AD, is

characterised as sparingly soluble.6
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Figure 5-24: The solubility curves of SA, SA-OX and SA-AD in water.

The solubility curve of the marketed form, SAS (trade name, Proventil HFA) was measured

using observational methods and compared to that of SA, SA-OX and SA-AD. The marketed

salt formulation, SAS, is seen to be substantially more soluble than the other multi-component

complexes (figure 5-25).

Figure 5-25: The solubility curves of SA, SA-OX and SA-AD compared to SAS in water.

123



5.7 Investigating the structural nature of SA and its multi-

component complexes

The structural nature of solid forms SA, SA-OX, SA-SU and SA-AD was characterised by

several methods. X-ray crystallography and 1H NMR spectroscopy were used to determine

the molecular structure of each solid form. A delocalisation study was used to investigate

the interactions between the two components and to identify if the complexes were neutral

or molecular ionic complexes (also known as co-crystalline salts). The determined crystal

structures of SA and SA-AD in this work are compared to the structures of the same solid

form previously determined and available in the CSD.

5.7.1 The structure of SA

The crystal structure of SA was reported by Beale and Grainger178 in 1972 (CSD code =

BHHPHE) to crystallise in the orthorhombic, centrosymmetric, space group Pbca. Figure

5-26a shows the asymmetric unit, found to contain one molecule of SA. The packing of SA,

viewed along the b axis, shows a layered arrangement of the aromatic groups which stack in

pairs with branched tert-butyl groups meeting in the middle (figure 5-26b).

Figure 5-26: The structure of SA showing (a) the asymmetric unit viewed along the a axis
and (b) the packing arrangement viewed along the b axis.

The presence of crystallographic disorder is not reported in the crystal structure of SA. To

confirm this, the structure of SA was redetermined in this work and modelled with and without

multiple site occupancies enforced onto the *C-OH group. A weak cluster of electron density

(0.7 e Å−3) was found in a reasonable location for a minor occupancy position to be modelled

(figure 9-26 in the Appendix). Table 5.7 shows the refinement parameters for SA modelled

with full and partial occupancy positions at the *C-OH chiral centre.
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Table 5.7: The unit cell and refinement parameters of SA refined with and without multiple
site occupancies.

complex code SA (full occupancy) SA (multiple occupancies)

formula C13H21N1O3 C13H21N1O3

g mol−1 239.31 239.31

T (K) 150 (10) 150 (10)

radiation Cu Kα(λ = 1.54184) Cu Kα(λ = 1.54184)

2θ range (o) 8.274 to 146.194 8.274 to 146.15

crystal system orthorhombic orthorhombic

space group Pbca Pbca

a (Å) 8.7871(3) 8.7872(3)

b (Å) 14.4645(5) 14.4664(6)

c (Å) 21.3744(7) 21.3745(8)

α(o) 90 90

β(o) 90 90

γ(o) 90 90

volume (Å3) 2716.72(16) 2717.11(18)

Z 8 8

density (g cm3) 1.170 1.170

µ(mm−1) 0.668 0.668

completeness (%) 98.8 99.8

reflections collected 6797 6797

independent reflections 2674 2674

data/restraints/parameters 2674/0/170 2674/7/181

R int 0.0385 0.0364

GooF 1.123 1.112

R1 (obs) 0.1088 0.1130

R1 (all) 0.1235 0.1244

wR2 (all) 0.3300 0.3354

ρmax,min (e Å−3) 0.78/-0.68 0.72/-0.51

atomic occupancy - 0.12(5) : 0.88(5)

Upon refinement of multiple site occupancies, a minor position of 0.12(5) was seen. No signif-

icant differences were observed between the refinement parameters of the two models in table

5.7. However, when refined with multiple site occupancies, a CHECK CIF alert (level A) read-

ing “ADP of Atom O3A is N.P.D. or nearly 2D”, suggested that the site occupancies should

not be split. No dynamic disorder (thermal motion) was observed around the *C-OH group.

Figure 5-27 shows the size of the ellipsoids in the structure of SA refined without multiple

site occupancies (a) and with multiple site occupancies (b). In both cases, the elongation of

ellipsoids, corresponding to thermal motion, was only observed in the tert-butyl group and

not in the *C8-O3-H region. Furthermore, a significantly small angle of 19(3)o between the

atoms O3a-C8-O3 in b was measured. This shows a significantly close proximity between the

multiple site occupants which seem to almost merge into a single site. These observations

suggested that the chiral centre (*C-OH) of SA has a chemical occupancy value of one. This

is in agreement with the model published by Beale and Grainger178 and confirms the previous

finding that SA does not show signs of crystallographic disorder as a single entity.
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Figure 5-27: The structure of SA showing the size of ellipsoids in labelled atoms refined with
(b) and without (a) multiple site occupancies.

5.7.2 The structure of SA-OX

SA-OX is a novel solid form discovered in this work. The multi-component complex crystallises

in the monoclinic, centrosymmetric, space group P21/n. Figure 5-28a displays the asymmetric

unit of SA-OX, found to contain a molecule of SA alongside half a molecule of OX (salbutamol

hemi-oxalate). Multiple site occupancies are observed around the chiral centre (*C-OH) of SA,

labelled O6, O6A C8 and C8A, showing that a disordered complex has been produced, one

of the original aims of the co-crystallisation investigation. Figure 5-28b displays the packing

arrangement in the complex, viewed along the a axis. Chains of SA molecules are seen to

assemble between chains of OX molecules.

Figure 5-28: The structure of SA-OX showing (a) labelled atoms and (b) the packing
arrangement viewed along the a axis.
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The 1H NMR spectroscopy spectrum of SA-OX (figure 9-27 in the Appendix) shows hydro-

gen environments for SA and not OX due to ion exchange. The ratio of multi-components

could therefore not be calculated; however, an API:co-former ratio of 2:1 is evident from the

crystallographic data collected.

The hydrogen bond framework in SA-OX is displayed in figure 5-29. The two components are

linked by five hydrogen bonds. Two of the hydrogen bonds are charge assisted and proton

transfer occurs between a NH+
2 group and an oxalate ion (hydrogen bonds 1 and 2). Hydrogen

bonds 2, 3 are of interest, appearing to be bifurcated hydrogen bonds (also known as three-

centered interactions). A bifurcated hydrogen bond describes a configuration in which two or

more hydrogen bond acceptors are in close proximity and can simultaneously accept the same

hydrogen bond donor group; this type of bond is common in X-ray structures.189 One element

of this bifurcated hydrogen bond involves the disordered *C-OH group in SA. The competition

to interact with the same donor atom may influence the presence of crystallographic disorder

in SA-OX.

Figure 5-29: The hydrogen bonding frame work in SA-OX.

Table 5.8 shows the distances and angles of the six hydrogen bonds measured in SA-OX at

150 K. The tables relate to the atom labels in figure 5-28a and the labelled hydrogen bonds in

figure 5-29.
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Table 5.8: The hydrogen bond distance and angles measured in SA-OX at 150 K.

a +X,1+Y,+Z b 1-X,2-Y,-Z c +X,-1+Y,+Z d -1/2-X,1/2+Y,-1/2-Z

Evidence of proton transfer was gathered to support the conclusion that a molecular ionic

complex is formed. The bond lengths of a localised co-crystal, monobasic and full oxalate ion

were measured in multi-component complexes that contained an OX group in the CSD. The

results were compared to the bond lengths of SA-OX, shown in table 5.9. The study suggests

that SA-OX contains a fully delocalised oxalate ion. A short C-O bond length of 1.250(3) Å

was observed and provided further evidence of proton transfer, which is also supported from

the large pKa difference of the two components. The amino group in SA has a pKa of 10.3

and OX a pKa1 of 1.36 and pKa2 of 4.1.

Table 5.9: The bond lengths of OX when the complex is localised, monobasic and a fully
ionised oxalate ion.

CSD code delocalisation
bond length (Å)

C-OH C=O C-O−

OXALAC05 localised 1.303 (2) 1.218 (2) -

AYUMEN localised 1.307 (1) 1.199 (1) -

ATOXAL04 monobasic 1.294(3) 1.243(4) and 1.222(4) 1.258(3)

BAHOXH01 oxalate ion - 1.232(1) 1.268(2)

SA-OX oxalate ion - 1.244(3) 1.250(3)

*OXALAC05 is oxalic acid as a single entity, AYUMEN, ATOXAL04 and BAHOXH01 are
multi-component complexes that contain oxalic acid.
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5.7.3 The structure of SA-SU

SA-SU is a novel solid form discovered in this work and was found to be a solvate. The multi-

component complex crystallises in the triclinic, centrosymmetric, space group P1̄. Figure 5-30

displays the asymmetric unit of SA-SU, showing two molecules of SA alongside one molecule

of SU and one molecule of EtOH (salbutamol succinate ethanol solvate). Crystallographic

disorder around the chiral centre (*C-OH) of SA is observed in one of two molecules; the

disordered O atoms are labelled O5 and O5A. The 1H NMR spectroscopy spectrum of SA-SU

(figure 9-28 in the Appendix) shows hydrogen environments for SA, SU and EtOH with a

1 : 2 : 0.08 ratio. However, this does not represent the ratio of components in the multi-

component complex as the bulk material was found to be impure and contain SA alongside

SA-SU (discussed in section 5.4.2). An API : co-former : solvent ratio of 2:1:1 is determined

from the crystallographic data collected.

Figure 5-30: The structure of solvated SA-SU showing labelled atoms.

Figure 5-31 displays the packing arrangement in the complex, viewed along the a axis. Four

SA molecules are seen to assemble alongside two molecules of SU.

Figure 5-31: The packing arrangement of SA-SU, viewed along the a axis.

The hydrogen bond framework in SA-SU is displayed in figure 5-32. The three components are

linked by nine hydrogen bonds. Three of the hydrogen bonds are charge assisted and proton

transfer occurs between a NH+
2 group and a succinate ion (hydrogen bonds 3, 7 and 8). In this

case, no bifurcated hydrogen bonds (as observed in the hydrogen bond framework of SA-OX)
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are seen in the framework of SA-SU. Table 5.10 shows the distances and angles of the nine

hydrogen bonds in SA-SU at 150 K. The tables relate to the atom labels in figure 5-30 and the

labelled hydrogen bonds in figure 5-32. EtOH was found to be part of the framework; EtOH

molecules form two hydrogen bonds with SA (hydrogen bond 4 and 5 in table 5.10).

Figure 5-32: The hydrogen bonding framework in SA-SU.

Table 5.10: The hydrogen bond distance and angles measured in SA-SU at 150 K.

a -1+X,+Y,+Z b -1+X,-1+Y,+Z c 1+X,+Y,+Z d 1+X,1+Y,+Z

* Measurements reported in the absence of an error contain a hydrogen atom that was fixed

in an idealised position.
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Evidence of proton transfer was gathered that supported the formation of a molecular ionic

complex. The bond lengths of a localised co-crystal, monobasic and full succinate ion were

measured in multi-component complexes that contained an SU group in the CSD. These were

compared to the bond lengths in SA-SU; table 5.11 summarises the results. The study suggests

that SA-SU contains a fully delocalised succinate ion. A short C-O bond length of 1.271(9) Å

was observed and provided evidence supporting proton transfer. Further support for proton

transfer is suggested from the large pKa difference of the two components; the amino group in

SA has a pKa of 10.3 and SU a pKa1 of 4.21 and pKa2 of 5.64.

Table 5.11: The bond lengths of SU when the complex is localised, monobasic and a full
succinate ion.

CSD code delocalisation
bond length (Å)

C-OH C=O C-O−

SUCACB07 localised 1.297(5) 1.231(6) -

DUFJIA localised 1.312(2) 1.221(3) -

MEQPON01 monobasic 1.312(2) 1.221(1) and 1.223(1) 1.293(2)

ORUXAB succinate ion - 1.253(2) 1.274(1)

SA-SU succinate ion - 1.24(1) and 1.26(1) 1.271(9)

*SUCACB07 is succinic acid as a single entity, DUFJIA, MEQPON01 and ORUXAB are
multi-component complexes that contain succinic acid.

5.7.3.1 Comparing the structure of SA-SU solvated with MeOH and EtOH

The crystal structure of salbutamol succinate methanol solvate (SA-SU-MeOH)182 reported in

the CSD (CSD code= ORUXAB) was compared to the novel structure of salbutamol succinate

ethanol solvate (SA-SU-EtOH) discovered in this work.

The crystal structure of SA-SU-MeOH contains additional symmetry to SA-SU-EtOH, crys-

tallising in the monoclinic, centrosymmetric, space group P21/n (compared to the triclinic P1̄

unit cell of the ethanol solvate). The asymmetric unit of SA-SU-MeOH has the same API:

co-former ratio of components as that seen in SA-SU-EtOH. However, a 2:1:4 ratio of multi-

components (one molecule of SA alongside half a molecule of SU and two molecules of MeOH)

is seen in SA-SU-MeOH compared to the 2:1:1 ratio in SA-SU-EtOH. The structure of SA-

SU-MeOH thus contains additional solvent molecules and interactions than SA-SU-EtOH; the

four-fold increase of solvate molecules in SA-SU-MeOH leads to the formation of solvent-solvent

interactions, not observed between the solvent molecules in SA-SU-EtOH. No crystallographic

disorder was reported in SA-SU-MeOH, however this may be an oversight since disorder is

observed in every other dicarboxylic acid multi-component system of SA.

In the case of SA-SU-MeOH, there are seven hydrogen bonds (figure 5-33). Two of these are

SA-SA interactions (hydrogen bonds 3 and 4), three are SA-SU interactions (hydrogen bonds

1, 2 and 5), one is a SA-solvate interaction (hydrogen bond 6) and one is a solvent-solvent

interaction (hydrogen bond 7). Similarly to SA-SU-EtOH no hydrogen bonds are seen to be

in competition to interact with the same donor atom in the succinate ion, as observed in the

hydrogen bond framework of SA-OX. In addition, the same assembly of molecular synthons
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is observed between the amine and alcohol group in SA and the carboxylic acid group in SU.

This assembly is also observed in SA-OX between SA and OX.

Figure 5-33: The hydrogen bonding framework in SA-SU.

5.7.4 The structure of SA-AD

The crystal structure of SA-AD refined in this work is in good agreement with the structure

in the CSD (CSD code= ORUWUU).182 The multi-component complex crystallises in the

triclinic, centrosymmetric, space group P1̄. Figure 5-34a displays the asymmetric unit with

a molecule of SA alongside half of a molecule of an adipate ion and half a localised molecule

of AD (salbutamol adipate adipic acid). Figure 5-34b displays the packing arrangement of

SA-AD, viewed along the a axis; chains of SA molecules are seen to assemble between chains

of the co-former molecules, AD.

Figure 5-34: The unit cell and structure of SA-AD including a) the asymmetric unit and b)
the packing arrangement viewed along the a axis.

Crystallographic disorder was observed in the refinement of both SA-AD structures, with

multiple site occupancies observed at the chiral centre (*C-OH) of SA. A significant difference

in occupancy values was found between the two determined crystal structures. The structure

refined in this work showed a minor occupancy position of 0.309(5) at 150 K compared to the

structure reported in the CSD, which reported a minor occupancy position of 0.209 at 100
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K;182 both multi-component complexes were produced by solvent evaporation. The difference

in chemical occupancy at different acquisition temperatures may suggest that the nature of

disorder in SA-AD is dynamically driven. Alternatively, the chemical occupancy position may

be dependent on the crystallisation parameters. The influence of crystallisation parameters

on the resultant disorder occupancy is of interest to the aim of this thesis and is studied in

chapter 6.

Hydrogen bonds are a key intermolecular interaction for the formation of the multi-component

complex (figure 5-35). There are six hydrogen bonds, four of which are SA-adipate (blue)

interactions (hydrogen bonds 1, 2, 3 and 4) and two are SA-adipic acid (red) interactions

(hydrogen bonds 5 and 6). Similarly to SA-OX and SA-SU, the same assembly of molecular

synthons is observed between the amine and alcohol group in SA and the carboxylic acid group

in AD. No bifurcated hydrogen bonds (as observed in the framework of SA-OX) are seen in

the framework of SA-AD.

Figure 5-35: The hydrogen bonding framework in SA-AD.
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5.8 Structural informatics assessment

5.8.1 Comparing the crystal structure and crystallographic disorder

The chiral center (*C-OH) of SA exhibits crystallographic disorder over two positions in all

of the multi-component complexes studied in this chapter. In the case of SA-SU and SA-AD,

multiple site occupancies were found in the hydroxyl group of the chiral centre. An extension

of this was observed in SA-OX, in which case multiple site occupancies were found in the sp3

carbon atom attached to the hydroxyl group of the chiral centre. The resultant site occupancies

of each solid form were compared against co-former chain length, the Omajor − Cmajor bond

distance and the Omajor −Cmajor −Ominor angle (table 5.12). For completeness, the model of

SA modelled with multiple site occupancies is included in table 5.12, although it was concluded

(see above, section 5.7.1) that SA does not show clear signs of crystallographic disorder as a

single entity.

Table 5.12: The minor occupancy positions and measured bond distances and angles in SA
and multi-component complexes SA-OX, SA-SU and SA-AD.

solid form chain minor distance angle (o)a density

length occupancy C-O (Å) (g cm3)

SAb - 0.12(5) 1.429(9) 19(3) 1.170

SA-OXb 2 0.148(4) 1.417(3) 45.0(5) 1.321

SA-SUb 4 0.129(18) 1.40(1) 78(2) 1.226

SA-ADb (this work) 6 0.316(5) 1.302(7) 94.2(3) 1.322

SA-ADc (ORUWUU) 6 0.209 1.388(2) 95.4(3) -

a the angle measured between Omajor − Cmajor −Ominor
b acquisition temperature = 150 K
c acquisition temperature= 100 K

The assessment revealed significant differences between the multiple site occupancies deter-

mined in each solid form. The minor position values were broadly found to increase as a

function of co-former chain length. However, a weak correlation between the co-former chain

length and O-H disorder occupancy was observed. A coefficient of determination (R2) of 0.6297

was calculated (figure 9-29 in the Appendix). Moreover, significant differences in the angle of

the major and minor position was observed. The angle was found to increase as a function

of co-former chain length, with a stronger correlation between the co-former chain length and

Omajor − Cmajor − Ominor angle observed; a coefficient of determination (R2) of 0.9841 was

calculated for chain length as a function of O-C-O angle (figure 9-29 in the Appendix). A slight

difference was observed between the Omajor − Cmajor distance in each solid form. A typical

C-O bond length in an alcohol is 1.427 Å, whereas this bond length is shorter in each of the

co-crystals studied here.190 This suggests that there is a level of strain in the Omajor −Cmajor
bonds for SA-AD, the extent of which appears to decrease as the dicarboxylic acid chain length

decreases in the multi-component complexes studied. No significant differences were seen in

packing density that would correlate to the increase or decrease of disorder.

It is important to note that this study assumes the crystallographic disorder in every single
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crystal in a batch is identical; this is a common misconception and a simplified view. To gain

information about the overall arrangement (including disorder) of a structure in the bulk more

than one single crystal needs to be studied from a batch. The development of a methodology

to overcome this limitation is described in chapter 6.

5.8.2 Comparing the amount of free space

Molecules tend to pack closely to one another in crystals to maximise intermolecular contacts.

It is rare to find crystal structures with large voids (larger than 25 Å3)191 or open channels since

solvent molecules usually fill in these gaps. This study does not aim to discover large voids in

a structure, but focuses on subtle differences in void space between the multi-component com-

plexes of SA studied in the chapter. A looser crystal packing may favour weaker intermolecular

interactions, leading to an increase in crystallographic disorder.

The size probe radius needed before voids were observed was calculated for each solid form

via two different models: 1) no edits were made to the structures and the disorder occupancy

positions were left untouched; and 2) all atoms that held a minor occupancy position were

deleted. Table 5.13 displays the results for each model.

For voids to be observed under model 1, an experimentally relevant size probe radius needed

to be as low as 1.2 Å for SA, 0.9 Å for SA-OX, 1.2 Å for SA-SU and 0.6-0.7 Å for SA-AD. No

voids of a significantly different sizes were found in any of the crystal structures under model

2; in this case, no changes in probe radius size were seen for SA, SA-SU and the published

form of SA-AD. The slight change in probe radius size indicated for SA-OX and SA-AD under

model 1 (this work) is not considered significant as the size probe radius observed in each form

is no larger than that of a Hydrogen atom (1.17 Å);191 it was concluded that the CCDC tool

used may not be applicable for this type of analysis. No evidence was gathered in this study

to suggest that a looser crystal packing leads to an increase in crystallographic disorder in the

solid forms investigated.

Table 5.13: The size probe radius needed before voids are observed in multi-component
complexes of SA.

solid chain minor model 1 model 2

form length occupancy radius (Å)a radius (Å)b

SAc - 0.12(5) 1.2 1.2

SA-OXc 2 0.148(4) 0.9 1.2

SA-SUc 4 0.129(18) 1.2 1.2

SA-ADc (this work) 6 0.316(5) 0.6 0.8

SA-ADd (ORUWUU) 6 0.209 0.7 0.7
a no edits were made to the structure
b all minor occupancy atoms were deleted
c acquisition temperature = 150 K
d acquisition temperature= 100 K
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5.9 Conclusion

The work presented in this chapter investigated the co-crystallisation of pharmaceutically

relevant SA with dicarboxylic acids to facilitate the study of the effect of small changes in

the molecular nature of the co-former (chain length) on the resulting crystal structure, with

a focus on crystallographic disorder. Four solid forms have been presented with respect to

their selective isolation, bulk properties and crystal structures. Moreover, the crystallographic

disorder in each of these complexes was studied and compared.

SA-OX was selectively isolated from evaporative, cooling and slurrying crystallisation methods.

Crystallographic data collection identified the crystal structure of SA-OX to be salbutamol

hemi-oxalate. The multi-component complex crystallised in the monoclinic, centrosymmetric,

space group P21/n. Multiple site occupancies were observed around the chiral centre (*C-OH)

of SA with a minor position occupancy of 0.148(4). The solid form has a melting point of

195oC and was stable at an elevated temperature of 70oC and at a relative humidity of 10%

and 80% for at least six weeks.

Efforts to isolate SA-SU selectively were unsuccessful by evaporative, cooling, slurrying and

grinding crystallisation methods. Crystallographic data collection identified the crystal struc-

ture of SA-SU to be salbutamol succinate ethanol solvate. The multi-component complex

crystallises in the triclinic, centrosymmetric, space group P1̄. Multiple site occupancies were

observed around the chiral centre (*C-OH) of SA with a minor position occupancy of 0.129(18).

A melting point of 110oC was found for SA-SU. Stability testing showed desolvation of the

solid form after one week when held at an elevated temperature of 70oC and relative humidity

of 10%. The solvated form was stable after a week held at a relative humidity of 80%.

The novel solid form, SA-GL, was successfully formed as a polycrystalline material under

evaporative, cooling and slurrying crystallisation methods. The crystal structure of this phase

was not obtained in this work. Two different forms were identified in the bulk material, SA-

GL-X and SA-GL-Y. A melting point of 144oC was found for form SA-GL-X and a melting

point of 180oC was found for form SA-GL-Y. Stability testing showed a transition of the solid

form to an unknown phase after one week held at an elevated temperature of 70oC and relative

humidity of 10% and 80%.

A published form, SA-AD, was selectively isolated from evaporative, cooling, slurrying and

grinding crystallisation methods under a 1:1 stoichiometric ratio of SA and AD. Multiple site

occupancies were observed around the chiral centre (*C-OH) of SA-AD with a minor position

occupancy of 0.316(5). A melting point of 164oC was measured for the solid form. The

stoichiometric ratio of components used under evaporative crystallisation was found to have a

large influence on the crystallinity of the resultant material. The amorphisation of SA-AD was

observed under a 2:1 ratio, while crystalline SA-AD was produced under a 1:1 ratio; however,

crystalline material was produced from other crystallisation methods (cooling and slurrying)

with a 2:1 ratio. These 2:1 experiments yielded a new solid form, form-X. Recrystallisation of

SA-AD to form-X suggested it may be a polymorphic form. The structure of this form was

unidentified in this work; single crystals of form-X were crystallised but were found unsuitable
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for in-house data collection, but a melting point of 175oC was seen for form-X by DSC. Stability

testing showed that crystalline SA-AD was stable when held at a relative humidity of 10% and

80% for at least six weeks but transformed into an amorphous state at elevated temperature

of 70oC. Amorphous SA-AD was stable in an amorphous state at an elevated temperature of

70oC and at a relative humidity of 10% and 80% for at least six weeks.

The crystal structure of SA was re-collected in this work and is in agreement with the previously

published structure. There was no convincing evidence of crystallographic disorder in SA as a

single entity.

A structural informatics assessment revealed significant differences between the occupancies

of the multiple site positions. The minor position values were found to increase slightly as

a function of co-former chain length with a relatively poor correlation. A more significant

difference between the angle of the major and minor position was observed; this angle was

found to increase as a function of co-former chain length. A study that modeled the size probe

radius needed before voids were observed in the structure found no evidence to suggest a looser

crystal packing may lead to an increase in crystallographic disorder for the solid forms studied.

Overall, crystallographic disorder was found in all of the multi-component complexes of SA

studied. The results in this chapter were used to find a suitable new multi-component complex

of SA that contains crystallographic disorder to study further in chapter 6, alongside the

disorder in SAS. SA-OX was selected as the best model system for that purpose. The doubly

ionised oxalate ion in SA-OX has a delocalised charge spread across the molecule, similar to

the sulfate ion in SAS, which also has charge delocalisation across the molecule.

The characterisation of crystallographic disorder in pharmaceuticals through time-averaged

structures is a valuable starting point in the ultimate joint goal in industry and academia

in the development of materials such as these; to achieve a high level of control of physical

properties in pharmaceuticals. Such an ambitious goal is only achievable through an in-depth

understanding of the molecular structure to gain the knowledge needed to design and develop

new drugs. This aspect of the work presented is explored further in Chapter 6.
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Chapter 6

Elucidating the nature of disorder in

salbutamol sulfate and salbutamol

oxalate with single crystal X-ray

diffraction and bulk analysis

methods.

Parts of this chapter have been included in the following article submitted for

publication:

A. J. Al-Ani, P.M.J Szell, Z. Rehman, H. Blade, H. P. Wheatcroft, L. P Hughes, S. P. Brown,

C. C. Wilson, Combining X-ray and NMR Crystallography to Explore the Crystallographic

Disorder in Salbutamol Oxalate, Cryst. Growth Des., 2021
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6.1 Introduction

The characterisation of crystallographic disorder in pharmaceuticals is not a new field, in terms

of moving beyond idealised atom positions in a crystal structure, though this is still generally

via time-averaged X-ray diffraction methods. Crystal structure solution and refinement can

provide information on disorder in a structure from the presence of secondary atomic positions

with fractional occupancies, sizes of refined anisotropic thermal parameters and the presence

of unusual bond lengths and angles.165 Resolving disorder in this way in one single crystal,

as traditionally carried out, is important but arguably an over simplified view. Single crystal-

to-single crystal variations are rarely studied and the ability to distinguish subtle changes of

disorder across a bulk material at the molecular level is a challenge. The characterisation of

disorder in one single crystal does not consider disordered variants (unless fixed by symmetry)

or how disorder may vary between crystallites in the bulk powder. Characterising variations

in disorder between single crystals is important for the consistent manufacturing of drug com-

pounds; variations of disorder between crystals could affect the properties of a solid form.92,192

The characterisation of crystallographic disorder of an individual crystal via SCXRD methods

alone is not a fully representative characterisation tool to understand such variations.

Failure to note this level of structural detail has led to consequences in the understanding

(and therefore control) of previous pharmaceutical compounds. In the case of Eniluracil,93

a detailed study that looked into the molecular level with X-ray crystallography (four single

crystals) and the bulk powder with solid-state nuclear magnetic resonance spectroscopy (SS-

NMR spectroscopy) accounted for previous manufacturing challenges. Structural variations

previously seen in Eniluracil were confirmed to be due to variable degrees of disorder rather

than what was thought to be polymorphism when under development by GlaxoSmithKline in

the 1990s. Forewarning of a disordered structure could have aided the experimental develop-

ment of Eniluracil and helped to explain ambiguities in the X-ray data. Here, the importance

of pairing SCXRD with one or more bulk analysis methods to elucidate the nature of disorder

is highlighted. To fully understand the depth of this methodology, more well-characterised

examples are needed. This level of structural detail will become important to the drug devel-

opment process when it can be linked to pharmaceutical properties. When this is the case,

similar guidelines to those applied for the control of polymorphism can be extended to cases

of solid forms with structural disorder. Furthermore, it is of interest from a legal perspective,

since it is not clear how disordered variants might be considered in a patent.

6.1.1 Project aim

Aim: To gather a portfolio of data in order to study single crystal-to-single crystal variations

in disorder via structural refinement by X-ray crystallography (molecular level) and correlate

the results with bulk analysis methods (bulk powder level).

The research in this chapter is the first, to the author’s knowledge, to take a systematic

approach to the characterisation of solid-state disorder in samples of pharmaceutically relevant

model systems- multi component complexes of SA. It focuses on comparing and contrasting

repeats, instead of characterising one single crystal with the assumption that each single crystal
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is representative of all the single crystals in a batch. A portfolio of crystallographic data

was collected for two APIs known to host disorder in the form of multiple site occupancy

positions. The research conducted in this chapter pairs SCXRD with bulk analysis techniques

to understand the nature of disorder. Furthermore, variations in disorder between single

crystals in a batch are quantified, a factor which may be highly dependent on the exact

crystallisation conditions utilised.92 The effects of several different crystallisation and process

parameters are investigated including temperature, rate of crystallisation and concentration.

6.1.2 Model API systems investigated

The API SA, figure 6-1a, is as a bronchodilator used in the treatment of asthma.180 Multi-

component complexes of SA were chosen as model systems in this work as they display signs

of structural disorder and contain common attributes of current APIs used in pharmaceutical

drugs: chiral organic molecules that are marketed in a salt or co-crystalline formation.3 Figure

6-1b displays the hemi-sulfate salt, SAS (commercially known as Albuterol), a marketed form of

SA. The thermodynamically stable polymorph, form I, of SAS is marketed as a racemate, with

the (R)-isomer as the active form. One other metastable form exists, form II. The polymorphs

are easily identified through different morphologies, form I has an elongated prismatic habit

and form II a short plate like habit.193 The racemic, thermodynamically stable form of SAS

was one of the target model systems in this study alongside a second model system, SA-OX

(figure 6-1c). SA-OX is a novel co-crystalline salt of SA discovered in this work (see chapter

5). Oxalic acid was chosen as a secondary component of interest due to its similarities to

the sulfate group anion in SAS. The oxalate anion has a delocalised charge spread across the

molecule. This is similar to the sulfate anion which has direct charge delocalisation across the

molecule.

Figure 6-1: The chemical structure of salbutamol, salbutamol hemi-sulfate and salbutamol
hemi-oxalate.

6.1.2.1 Disorder in the published structures of SAS

The crystal structure of SAS was reported by Leger et al179 in 1978 (CSD code = SALBUT)

to crystallise in the non-centrosymmetric space group Cc. The *C-OH region (see red asterisk

in figure 6-1b) was found to be disordered over two equal positions. An additional symmetry

operation in the crystal structure was later reported in 2010 by Xie et al194 (CSD code =

SALBUT01). The revised structure of SAS possessed an inversion centre and crystallised in

the centrosymmetric space group C2/c. In this case, no disorder was reported around the
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*C-OH region but the sulfate anion was found to be disordered by symmetry. Identifying the

correct space group is a key factor in crystallography and a requirement for gaining accurate

crystal structure data. A common error for incorrect crystal structure determination is missed

symmetry causing refinements to be carried out in an incorrect space group;195 structural

refinement in the wrong space group can lead to a disordered crystal structure. An investigation

into determining the correct space group of SAS was therefore conducted as part of the current

work to ensure the structure is truly disordered.

6.2 Preparation of material and crystallographic data collec-

tion

SAS was obtained from Tokyo Chemical Industry, OX and (R)-SA HCl were obtained from

Sigma-Aldrich, SA was isolated from SAS (see section 5.2.1 in chapter 5) and solvents methanol

(MeOH), acetone (Ace) and hexane (hx) were obtained from VWR.

6.2.1 Solubility measurements

6.2.1.1 Solubility measurements of SAS

The solubility of SAS in MeOH and a binary solvent system of MeOH and water (1:1) was

determined using gravimetric methods. The methodology described in section 3.2.1.1 was used

to conduct these solubility measurements. The measured solubility curves (figure 9-30 in the

Appendix) were used as a guide when planning crystallisation experiments and as a method

of calculating the saturation of solution (or concentration) of each experiment at a certain

temperature.

6.2.1.2 Solubility measurements of SA-OX

The solubility of SA-OX in water was determined using observational methods. The method-

ology described in section 3.2.1.2 was used to conduct the solubility measurements. The

measured solubility curve (figure 9-31 in the Appendix) was used as a guide when planning

crystallisation experiments and as a method of calculating the saturation of solution of each

experiment at a certain temperature.

6.2.2 CD measurements

The molar ellipticity, a value independent of concentration, was calculated with the software

package Chirascan Q100. The raw data (in mdeg) was converted to molar ellipticity by in-

putting the concentration of solution and path length. The concentration of each material

dissolved in water was calculated using the Beer-Lambert law. In order to calculate the con-

centration of solution a molar extinction coefficient was needed for each material analysed. A

Chirascan Circular Dichroism Spectrometer was used to obtain a UV-Vis spectrum and mea-

sure the absorbance maxima from a solution of known concentration. The Beer-Lambert law

was then used to calculate the molar extinction coefficient, all calculations are available in the
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Appendix, see figure 9-32. Molar extinction coefficients of 1687.25, 1894.94 and 1658.98

L mol−1 cm−1 were calculated for SA, SA-OX and (R)-SA-OX respectively.

6.2.3 Crystallisation conditions screen for well diffracting single crystals

A screening process was conducted in order to identify a set of conditions that could deliver

single crystals of good quality for SCXRD experiments, a key tool for the quantification of

structural disorder in this work. The most desirable set of conditions identified in this screening

study was used to collect a portfolio of SCXRD data for SAS and SA-OX.

6.2.3.1 Crystallisation conditions screen for SAS

The influence of crystallisation method, solvent system and temperature was explored for SAS.

Evaporative, cooling and vapor diffusion methods were screened for the crystallisation of high

quality single crystals of SAS. The effects of three different solvent systems were investigated

under evaporative and cooling crystallisation; these were water, MeOH and a binary solvent

system of MeOH and water (1:1). The effect of two different anti-solvent systems, Ace and hx,

was explored via vapour diffusion with MeOH. A saturated solution of SAS in the corresponding

solvent system was used for each experiment. The temperature of saturation was based on the

highest temperature at which each experiment was held (i.e. 40, 20 or 4oC). Table 6.1 displays

a summary of the results and figure 6-2 shows optical microscopy images of the resultant

batches of crystals obtained.

Table 6.1: Crystallisation conditions screen for good quality crystals of SAS.

method solvent system temperature stirring material

(oC) (rpm) obtained

evaporative
crystallisation

MeOH and water (1:1) 40, 20, 4 x single crystals

water 40, 20, 4 x single crystals

MeOH 40, 20, 4 x single crystals

cooling
crystallisationa

MeOH and water (1:1) 40-4 x single crystalsb

water 40-4 x x

MeOH 40-4 x x

MeOH and water (1:1) 40-4 100 poly-crystallites

water 40-4 100 poly-crystallites

MeOH 40-4 100 poly-crystallites

vapour diffusion

MeOH and hx 40, 20 x single crystals

MeOH and hx 4 x x

MeOH and Ace 20 x x
aa range of cooling rates (0.01-5 oC /min) and stirring methods (over head and magnetic
bottom stirring) were investigated.
b a cooling rate of 1oC /min and a dwell time of 120 h at 4oC was used to obtain this material.
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Figure 6-2: Microscope images of experimental batches containing crystals of SAS, obtained
under different crystallisation methods and solvents.

Desirable crystals for SCXRD were gained under evaporative crystallisation from a binary

solvent system of MeOH and water (1:1). The temperature of crystallisation did not seem to

alter the crystal quality under these conditions. The crystals of SAS used to collect a portfolio

of SCXRD data were thus prepared under evaporative crystallisation from MeOH and water

(1:1).

The bulk material from each experiment of interest was characterised by PXRD to identify the

solid form (figure 6-3). The thermodynamically stable form of SAS (CSD code = SALBUT)

was crystallised under each experiment apart from vapor diffusion methods using MeOH and

hx, where a new solid form was identified. Further characterisation of the new solid form by

DSC showed the loss of solvent at 80oC (onset), suggesting solvate formation, alongside the

melting point of SAS at 165oC (onset) (figure 9-33 in the Appendix). The crystal structure

of this new solid form could not be determined with in-house X-ray diffractometers. It is

predicted that the new structure is a solvated form of SAS with MeOH or hx incorporated into

the crystal structure.
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Figure 6-3: PXRD traces for the crystallisation conditions screen with SAS.

6.2.3.2 Crystallisation conditions screen for SA-OX

The influence of solvent system was explored with evaporative crystallisation for the formation

of good quality single crystals of SA-OX. In this case, evaporative crystallisation was the

main focus since crystals of SAS, used to collect a portfolio of data, were also prepared under

evaporative crystallisation methods. A saturated solution of the two components (a 1:1 molar

ratio of SA and OX), in the corresponding solvent system, was used for each experiment. The

temperature of saturation was based on the highest temperature at which each experiment

was held (i.e. 50, 30 or 20oC). Table 6.2 displays a summary of the results obtained and

figure 6-4 displays optical microscopy images of the crystals obtained. The material from each

experiment was characterised by PXRD to identify the solid form (figure 9-34 in the Appendix).

The target form, SA-OX, was found in the product material of each experiment and SA was

found alongside the target form in the binary solvent system of EtOH and water (1:1).

Table 6.2: Evaporative crystallisation conditions screen for good quality crystals of SA-OX.

starting solvent temperaturea solid material

material system (oC) form(s) obtained

SA and
OX (1:1)

water 50 ,30, 20 SA-OX single crystals

EtOH 50 ,30, 20 SA-OX poorly crystalline

EtOH and water 50 ,30, 20 SA-OX, SA single crystals
a The same solid form and type of material was obtained under each temperature investigated.

Desirable crystals for SCXRD were gained from water via evaporative crystallisation; crystalli-

sation temperature did not seem to alter the crystal quality. Henceforth, crystals of SA-OX

were prepared under evaporative methods from water.
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Figure 6-4: Microscope images of experimental batches containing crystals of SA-OX,
obtained under evaporative crystallisation with different solvent systems.

6.2.4 Sample preparation to gather a portfolio of crystallographic data

The impact of crystallisation conditions on the degree of disorder observed in SAS and SA-OX

was investigated. Three different crystallisation parameters were explored to gain an insight

into the single crystal-to-single crystal variations of disorder; a factor which may be depen-

dent on the exact crystallisation conditions used. Material was prepared under evaporative

crystallisation and each sample was held at a different temperature, rate of crystallisation

and different concentrations (saturation of solution at a set temperature). For temperature

control, vials containing the crystallisation media were placed into a jacketed hotplate at a

set temperature or a fridge set at 4oC. The rate of crystallisation, at a set temperature, was

controlled by the alteration of pressure and surface area. A fan was used to increase pressure (

see figure 3-1 in section 3.1.1) and a vial lid was used to decrease surface area (no lid, lid with

10 holes and a lid with 1 hole). The rate of crystallisation is an approximate value and refers

to crystallisation until dryness, a value manually determined by eye. Solutions with different

concentrations were made by decreasing the amount of solute in solution by a factor of 2 (a

saturation of 50%) and a factor of 4 (a saturation of 25%). At a concentration of 100%, a

solution was saturated at a set temperature (based on solubility data).

6.2.4.1 SAS sample preparation

Twelve samples of SAS were prepared under evaporative crystallisation at a set temperature of

40, 20 or 4oC and set crystallisation rate of 3-5 days, 11-14 days or 30-32 days. Each solution

(3 mL) was placed into a 7 mL glass vial for crystallisation to occur. The concentration of

solution was based on the temperature of saturation. A solution of 100% saturation was made

by dissolving 0.21 g/mL of SAS at 40oC, 0.18 g/mL of SAS at 20oC and 0.12 g/mL of SAS at

4oC in a binary solvent mixture of MeOH and water (1:1). The weights of SAS were based on

measured solubility data (figure 9-30 in the Appendix). The concentration of each sample for

evaporative crystallisation was then set at 100%, 50% or 25% as described above. Table 6.3

shows the conditions used to prepared each of the twelve samples investigated in this work.
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Table 6.3: The experimental parameters explored the variation of structural disorder in SAS.

sample temperature (oC) rate (days) concentration (%)

SAS-1 40 3-5 100

SAS-2 40 11-14 100

SAS-3 40 3-5 50

SAS-4 40 3-5 25

SAS-5 20 3-5 100

SAS-6 20 11-14 100

SAS-7 20 3-5 50

SAS-8 20 3-5 25

SAS-9 4 11-14 100

SAS-10 4 30-32 100

SAS-11 4 30-32 50

SAS-12a 4 30-32 25
a crystallographic data collection was unsuccessful due to poorly diffracting crystals.

6.2.4.2 SA-OX sample preparation

Five samples of SA-OX were prepared under evaporative crystallisation at a set temperature

of 50, 30 or 20oC and set crystallisation rate of ≤ 1 day, 3-4 days and 40 days. Each solution (3

mL) was placed into a 7 mL glass vial for crystallisation to occur. The concentration of solution

was set at 100% for each sample. A solution of 100% saturation was made by dissolving 0.023

g/mL at 50oC, 0.016 g/mL at 30oC and 0.014 g/mL at 20oC of a 1:1 molar ratio of SA and

OX in water. The weights were based on solubility data measured for the co-crystal, SA-OX

(figure 9-31 in the Appendix). Table 6.4 shows the conditions used to prepared each of the

five samples investigated in this work.

Table 6.4: The experimental parameters explored the variation of structural disorder in SA-
OX.

sample temperature (oC) rate (days) concentration (%)

SAOX-1 50 ≤1 100

SAOX-2 30 3-4 100

SAOX-3 20 ≤1 100

SAOX-4 20 3-4 100

SAOX-5 20 40 100
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6.2.5 Single crystal X-ray diffraction experiments of SAS and SA-OX sam-

ples

At least three single crystals (labelled trial #1, #2, #3, etc.) were analysed from a sample

batch of SAS (samples SAS-1 to SAS-11) and SA-OX (samples SAOX-1 to SAOX-5). Crystal-

lographic disorder was determined for each crystal analysed and the relative site occupancies

of the minor phase determined. A Rigaku Oxford Diffraction SuperNova and Xcalibur diffrac-

tometer were used for data collection of all crystals in this chapter at 150 K or 298 K, with a

Cu-Kα (λ = 1.54045 Å) or Mo-Kα (λ = 0.71073 Å) X-ray source. All crystal structures were

solved by direct methods using SHELXS-2013143 and refined using SHELXL-2015144 with the

software package Olex2.145 Isotropic displacement parameters were used for the refinement of

atoms with multiple site occupancies. Following this, refinement under anisotropic displace-

ment parameters (ADPs) were conducted with free site occupancy factors. All hydrogen atoms

were refined freely where possible; if the position of a hydrogen atom was unclear, constraints

were used to fix hydrogen atoms in an idealised position based on a riding model.

The crystallographic data collected for samples of SAS are shown in tables 6.5 to 6.15. Each

table presents the crystal data and structure refinement of at least three single crystals isolated

from a sample batch. Each single crystal analysed was chosen at random and from different

areas of the bulk material.

The crystallographic data collected for samples of SA-OX are shown in tables 6.16 to 6.20.

Each table presents the crystal data and structure refinement of three single crystals isolated

from a sample batch. As with the samples of SAS, each single crystal analysed was chosen at

random and from different areas of the bulk material.
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Å

−
3
)

0.
47

/-
0.

32
0.

31
/-

0.
37

0.
21

/-
0.

33
0
.3

6
/
-0

.4
2

at
om

ic
o
cc

u
p

an
cy

(*
C

-O
H

)
0.

16
5(

5)
:

0.
83

1(
6)

0.
16

3(
4)

:
0.

83
7(

4)
0.

14
5(

4)
:

0.
85

5(
4)

0
.1

8
8
(4

)
:

0
.8

1
2
(4

)
at

om
ic

o
cc

u
p

an
cy

(S
O

4
)

0.
5

:
0.

5
0.

5
:

0.
5

0.
5

:
0.

5
0
.5

:
0
.5

154



T
ab

le
6.

12
:

T
h

e
cr

y
st

al
lo

gr
ap

h
ic

d
at

a
co

ll
ec

te
d

fo
r

sa
m

p
le

S
A

S
-8

sa
m

p
le

S
A

S
-8

#
1

#
2

#
3

fo
rm

u
la

C
1
3
H

2
2
N

1
O

5
S
0
.5

C
1
3
H

2
2
N

1
O

5
S
0
.5

C
1
3
H

2
2
N

1
O

5
S
0
.5

g
m

ol
−
1

28
8.

34
28

8.
34

2
8
8
.3

4
T

(K
)

15
0.

00
(1

0)
15

0.
01

(1
0)

1
5
0
.0

0
(1

0
)

ra
d

ia
ti

on
M

o
K
α

(λ
=

0.
71

07
3)

C
u

K
α

(λ
=

1.
54

18
4
)

C
u

K
α

(λ
=

1.
5
4
1
8
4
)

2θ
ra

n
ge

(o
)

5.
92

4
to

61
.0

34
6.

41
2

to
14

6.
24

2
6
.4

1
to

1
4
2
.3

3
6

cr
y
st

al
sy

st
em

m
on

o
cl

in
ic

m
on

o
cl

in
ic

m
o
n

o
cl

in
ic

sp
ac

e
gr

ou
p

C
2/

c
C

2/
c

C
2
/
c

a
(Å
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(Å
)

27
.6

77
5(

8)
27

.6
58

8(
6)

27
.6

45
0
(1

4
)

α
(o

)
90

90
90

β
(o

)
97

.2
15

(3
)

97
.1

77
(2

)
97

.1
78

(4
)

γ
(o

)
90

90
90

vo
lu

m
e

(Å
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Å

−
3
)

0.
28

/-
0.

25
0.

59
/-

0.
38

0
.3

4
/
-0

.3
0

at
om

ic
o
cc

u
p

an
cy

(*
C

-O
H

)
0.

09
6(

4)
:

0.
90

4(
4)

0.
22

1(
14

)
:

0.
77

9(
14

)
0
.2

1
2
(1

6
)

:
0
.7

8
8
(1

6
)

163



6.3 Space group determination of SAS

Crystallographic data collected from sample SAS-7, trial #4, was refined in the two previously

reported space groups for the SAS structure, Cc and C2/c (table 6.21). A centrosymmetric

crystal structure was found with a |E2-1| value of 1.037 (figure 9-35 in the Appendix). Refine-

ment under non-centrosymmetric space group Cc afforded a Flack parameter of 0.5(3). Such

a value suggests a configuration that is halfway between two forms and indicates that both

enantiomers are present in equal proportions. PLATON, a single crystal structure validation

program, found missed symmetry when the data was modelled in space group Cc and suggested

space group C2/c.

Table 6.21: The refinement parameters of SAS refined in space group C2/c and Cc.
space group C2/c Cc

formula C13H22N1O5S0.5 C26H44N2O10S1

g mol−1 288.34 576.69
T (K) 136(6) 136(6)

radiation Mo Kα(λ = 0.71073) Mo Kα(λ = 0.71073)
2θ range (o) 6.124 to 58.36 6.124 to 58.36

crystal system monoclinic monoclinic
space group C2/c Cc

a (Å) 27.8674(16) 27.8674(16)
b (Å) 6.1678(3) 6.1678(3)
c (Å) 16.7358(10) 16.7358(10)
α(o) 90 90
β(o) 98.819(6) 98.819(6)
γ(o) 90 90

volume (Å3) 2842.6(3) 2842.6(3)
Z 8 4

density (g cm3) 1.349 1.348
µ(mm−1) 0.172 0.172

completeness (%) 99.9 99.9
reflections collected 6739 6739

independent reflections 3301 4511
data/restraints/parameters 3301/1/223 4511/10/404

R int 0.0303 0.0322
GooF 1.047 1.044

R1 (obs) 0.0488 0.0444
R1 (all) 0.0722 0.0647

wR2 (all) 0.1207 0.1196
ρmax,min (e Å−3) 0.36/-0.42 0.25/-0.39
flack parameter - 0.5(3)

atomic occupancy of *C-OH 0.188(4) : 0.812(4) 0.333(7) : 0.667(7)
atomic occupancy of SO4

a 0.5 : 0.5 0.5 : 0.5
a atomic positions are fixed by symmetry

Figure 6-5 shows the structure of SAS refined in the two space groups, C2/c (a) and Cc (b).

The dashed line in figure 6-5b shows missed symmetry in the structural model in the form of

an inversion centre. This comparison confirmed the assignment of space group C2/c to SAS

in this work.
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Figure 6-5: The structure of SAS refined in space group (a) C2/c and (b) Cc.

6.4 An investigation into the nature of disorder in SAS

6.4.1 The nature of disorder in the crystal structure

Two regions of structural disorder are seen in the crystal structure of SAS, when modelled in

space group C2/c. Multiple atomic occupancies with a major and minor phase are observed

around the *C-OH region, labelled O3 and O3A in figure 6-6a, and appear to be free of

symmetry. An angle of 90.6(3)o is seen between the disordered atoms comprising the major

and minor phase (O3-C8-03A). In addition, the sulfate anion is disordered over an inversion

centre. In this case, the occupancies of the atomic positions of the sulfate anion are restricted

by the symmetry operator to be 0.5. Figure 6-6b shows the inversion centres (black spheres)

in the unit cell of SAS, some of which are located in the centre of each sulfate anion.

Figure 6-6: The structure of SAS, showing (a) labelled atoms and (b) the packing
arrangement with symmetry operations, black spheres show the location of inversion centres.
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The disordered *C-OH region in SAS was the main focus of this study. The free nature of the

occupancies of the major and minor phase suggested the potential for single crystal-to-single

crystal variations.

6.4.2 Variable temperature X-ray studies

Variable temperature X-ray diffraction experiments were performed to investigate the nature

of the disorder in SAS (i.e. static, temperature-dependent static, or dynamic). Variable

temperature experiments were performed on the same single crystal (sample SAS-2, trial #3);

data were collected at 298 K, followed by data collection at 150 K immediately after the first

acquisition temperature run. Table 6.22 shows the refinement parameters of each data set.

A minor phase with an atomic occupancy of 0.084(4) was seen at 150 K and 298 K; this

suggests that the major and minor phases are independent of temperature. On this evidence,

the disorder observed in the crystal structure of SAS is therefore static in nature.

Table 6.22: The unit cell and refinement parameters of sample SAS-2 trial #3, refined at 150
K and 298 K.

acquisition temperature 150 K 298 K

formula C13H22N1O5S0.5 C13H22N1O5S0.5

g mol−1 288.34 288.34

T (K) 150.00(10) 298.00(10)

radiation Cu Kα(λ = 1.54184) Cu Kα(λ = 1.54184)

2θ range (o) 10.682 to 143.776 10.59 to 143.77

crystal system monoclinic monoclinic

space group C2/c C2/c

a (Å) 27.8694(8) 28.0450(10)

b (Å) 6.18860(19) 6.18631(17)

c (Å) 16.7609(6) 16.9074(6)

α(o) 90 90

β(o) 98.821(3) 98.806(3)

γ(o) 90 90

volume (Å3) 2856.61(16) 2898.77(17)

Z 8 8

density (g cm3) 1.341 1.321

µ(mm−1) 1.501 1.480

completeness (%) 99.9 99.9

reflections collected 4531 4958

independent reflections 2753 2803

R int 0.0255 0.0230

GooF 1.027 1.032

R1 (obs) 0.0457 0.0503

R1 (all) 0.0543 0.0615

wR2 (all) 0.1226 0.1464

ρmax,min (e Å−3) 0.31/-0.40 0.27/-0.30

atomic occupancy of *C-OH 0.084(4) : 0.916(4) 0.084(5) : 0.916(5)

atomic occupancy of SO4
a 0.5 : 0.5 0.5 : 0.5

a atomic positions are fixed by symmetry
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6.5 An investigation into the nature of disorder in SA-OX

6.5.1 The nature of disorder in the crystal structure

The crystal structure of SA-OX is novel to this work and is presented in chapter 5, section

5.7.2. The refined structure displayed a similar case of structural disorder in the molecule of

salbutamol as that observed in SAS. Multiple atomic occupancies with a major and minor

phase are observed around the *C-OH region. In this solid form the disorder extends onto the

C atom of the *C-OH region (see O6, O6A, C8 and C8A in figure 6-7). A significantly smaller

angle of 46.3(5)o is seen between the groups of the major and minor phase (O6-C8-06A) of

SA-OX compared to an angle of 90.6(3)o in SAS (O3-C8-03A in figure 6-6). No disorder is

seen in the oxalate molecule.

Figure 6-7: The structure of SA-OX showing labelled atoms.

6.5.2 Variable temperature X-ray studies

Variable temperature X-ray diffraction experiments were performed to investigate the nature

of the disorder in SA-OX (i.e. static, temperature-dependent static, or dynamic). Variable

temperature experiments were performed on the same single crystal (sample SAOX-3, trial

#2); data were collected at 298 K, followed by data collection at 150 K immediately after the

first acquisition temperature run. Table 6.23 shows the refinement parameters of each data set.

A minor phase with an atomic occupancy of 0.140(5) was seen at 150 K and 0.134(8) at 298

K; these values are within error of one another and suggests that the major and minor phase

occupancies are independent of temperature. Thus, on this evidence the disorder in SA-OX is

also static in nature.
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Table 6.23: The refinement parameters of sample SAOX-3 trial #2, refined at 150 K and 298
K.

acquisition temperature 150 K 289 K

formula C14H22N1O5 C14H22N1O5

g mol−1 284.32 284.32

T (K) 150.01 (10) 298.09 (15)

radiation Cu Kα(λ = 1.54184) Cu Kα(λ = 1.54184)

2θ range (o) 10.7 to 147.512 10.612 to 147.718

crystal system monoclinic monoclinic

space group P21/n P21/n

a (Å) 8.4010(2) 8.4844(8)

b (Å) 6.2001(2) 6.2472(6)

c (Å) 27.6519(9) 27.619(2)

α(o) 90 90

β(o) 97.211(3) 96.832(9)

γ(o) 90 90

volume (Å3) 1428.90(8) 1453.5(2)

Z 4 4

density (g cm3) 1.322 1.299

µ(mm−1) 0.830 0.816

completeness (%) 99.6 95.3

reflections collected 7518 6899

independent reflections 2878 2809

R int 0.0285 0.0667

GooF 1.048 1.121

R1 (obs) 0.0459 0.0677

R1 (all) 0.0532 0.0950

wR2 (all) 0.1192 0.2585

ρmax,min (e Å−3) 0.30/-0.23 0.52/-0.53

atomic occupancy 0.140(5) : 0.860(5) 0.134(8) : 0.866(10)
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6.6 Single crystal-to-single crystal variations in the minor phase

occupancy

Disclaimer: All SS-NMR spectroscopy studies characterising samples in this section were

conducted by Dr. Steven Brown, Warwick University, as part of a research collaboration be-

tween the University of Bath, Warwick University and AstraZeneca. Material preparation for

SS-NMR spectroscopy experiments was conducted by the author. The same sample batches

(SAOX-1, SAOX-2 and SAOX-4) were characterised by X-ray crystallography and SS-NMR

spectroscopy. Sample batches of SAS were not characterised by SS-NMR spectroscopy due to

issues with confidentiality. Characterisation and the interpretation of all SS-NMR spectroscopy

samples and data was conducted by Warwick University and AstraZeneca and not the author

of this work.

The characterisation of single crystal-to-single crystal structural variations in a bulk sam-

ple is important, as variations in disorder between multiple crystals could potentially cause

inconsistencies within manufacturing, since disorder may influence a material’s physical prop-

erties.92,192 This study aims to determine variations in disorder on a molecular scale (single

crystal-to-single crystal) and compare it to variations observed in the bulk powder. X-ray crys-

tallography was used as a tool for the crystal-to-crystal quantification of disorder in SAS and

SA-OX. While the analysis of 3-4 single crystals is not fully representative of the bulk material,

it does provide a valuable insight into the variation of disorder between single crystals in a

batch. SS-NMR spectroscopy was used to characterise disorder in the bulk powder of SA-OX

via assessing the relative population of molecules in distinct conformations, i.e. the major and

minor phases. The combination of X-ray crystallography and SS-NMR spectroscopy methods

is an important tool for understanding the nature of disorder in a material at a local scale

(when viewed by NMR) and longer-range periodic scale (when viewed by crystallography).

6.6.1 Single crystal-to-single crystal variations in SAS

The minor phase occupancy of at least three single crystals isolated from sample batches was

determined from each crystallised sample of SAS (SAS-1 to SAS-11 in table 6.3, section 6.2).

Table 6.24 displays the minor phase occupancies of each single crystal, the average minor phase

occupancy, as a percentage, of each single crystal analysed in a sample and the observed range

of occupancies in a sample. The standard uncertainties for all of the X-ray experiments in table

6.24 indicate consistently precise determinations for each sample. The minor phase occupancy

value as a function of crystallisation temperature, rate and concentration is discussed below.
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Figure 6-8 and figure 6-9 show a visual summary of the results obtained in this study. In these

figures, the average minor phase occupancies found in a sample are shown with grey boxes and

the range of disorder observed in a sample is represented by black bars (in this case the black

“error” bars do not show the standard uncertainties of X-ray data).

6.6.1.1 The influence of crystallisation rate

Under a concentration of 100% and a set temperature of 40oC (samples SAS-1 and SAS-2),

the rate of crystallisation had an influence on the minor phase occupancies in single crystals

of SAS (figure 6-8). A 2-fold increase was found for the average minor phase value under a

crystallisation rate of 3-5 days, ≈13%, compared to 11-14 days, ≈6%. The range of disorder

occupancies from the average value was found to be similar for these experiments +/- ≈2 to

3%.

Figure 6-8: The average and range of minor phase occupancies in single crystals of SAS as a
function of crystallisation conditions, with a focus on rate.

At a lower set temperature of 20oC and 4oC and a concentration of 100%, the rate of crystalli-

sation did not show any significant influence on the minor phase occupancies found in single

crystals of SAS (figure 6-8). In both cases, the average minor phase occupancy was approx-

imately the same and within the distribution range of all four of the samples investigated in

table 6-8. At 20oC, an average minor occupancy of ≈ 12% (+/- ≈1%) and 13% (+/- ≈3%)

were obtained under a crystallisation rate of 11-14 days and 3-5 days respectively. At 4oC, an

average minor occupancy of ≈ 15% were obtained under a crystallisation speed of 11-14 days

(+/- ≈1.4%) and 30-32 days (+/- ≈3%) respectively. The experiments at a lower set temper-

ature of 20oC and 4oC (samples SAS-5, SAS-6, SAS-9 and SAS-10) show different observed

ranges of disorder. However, all of the minor phase values for each of these experiments are

within each other’s distribution range. It is possible that the analysis of a larger data set (more
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than four single crystals per sample) would show consistent values of the average minor phase

and observed range of disorder in samples SAS-5, SAS-6, SAS-9 and SAS-10.

6.6.1.2 The influence of crystallisation temperature

Under a concentration of 100% and a set crystallisation rate, the temperature of crystallisation

seems to have a small influence on the minor phase occupancies seen in single crystals of

SAS (figure 6-9). At a set rate of 11-14 days a higher crystallisation temperature yielded

crystals with a lower average minor phase occupancy; this value increases as the temperature

of crystallisation decreases (40oC = 6.2%, 20oC = 11.6% and 4oC = 15.3%). In this case,

the minor phase occupancies for each sample are not within the distribution range of each

experiment and do appear to be significantly different. The same trend is not observed at

a set crystallisation rate of 3-5 days (40oC = 13.1% and 20oC = 13.2%); in this case the

minor phase values for each sample and the range of values observed (9-16%) are consistent.

A slightly higher average minor phase occupancy of 15.5% and range of 19.0-13.1% was found

under 4oC at a set crystallisation rate of 30-32 days (figure 6-9). However, the distribution

range of values observed are not too dissimilar to the ranges observed at other temperatures.

The collection of additional data on samples that take 30-32 days to crystallise at 40oC and

20oC would be required for further comments to be made on this data set.

Figure 6-9: The average and range of minor phase occupancies in single crystals of SAS as a
function of crystallisation conditions, with a focus on temperature.

6.6.1.3 The influence of concentration

At a set rate and temperature of crystallisation, the concentration does not have a significant

influence on the average minor phase occupancies of each sample (figure 6-10). Small differences

were observed, however the values for each sample are within the distribution range of each
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experiment (apart from a concentration of 25% at 40oC) and may not be different in the

analysis of a larger data set (see dashed red line in figure 6-10). Comparing the observed

range in each sample suggests that a lower concentration of crystallisation (i.e. 25%) has more

consistent minor phase occupancy value, with a significantly smaller variation range observed.

A range of 13.8-12.9% (+0.56% an -0.34% from the average value) was found at 40oC (SAS-

4) and 16.6-16.3% (+0.10% and -0.20% from the average value) at 20oC (SAS-8). This is

a significantly lower distribution range than at higher concentrations of crystallisation (e.g.

100%, where an observed range of +/- 2-3% from the average value was seen).

Figure 6-10: The average and range of minor phase occupancies in single crystals of SAS as a
function of crystallisation conditions, with a focus on concentration.

6.6.1.4 The overall influence of crystallisation conditions

The portfolio of X-ray data collected for SAS does not show a significant influence on the

relative minor phase occupancy seen in each sample as a function of crystallisation temperature,

rate and concentration. Single crystal-to-single crystal variations in each sample are observed

in this study. The average minor phase occupancy can differ significantly between samples.

The lowest average minor occupancy seen between samples was 6.2% (SAS-2) and the highest

average minor occupancy seen was 19.6% (SAS-11). Studies on the observed range seen in

each sample suggest that these values are significantly different from one another; the highest

occupancy range observed in a sample was 15.5-9.3% (+2.39% and -3.81% from the average

value) in SAS-1, and the lowest range observed was 16.6-16.3% (+0.1% and -0.2% from the

average value) in SAS-8.
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6.6.1.5 The influence of crystal growth rates during crystallisation

This study was extended to look at the influence of crystal growth rates during crystallisation.

The point at which nucleation was first seen by eye was recorded (start of crystal growth) and

the point at which the crystallisation solvent had evaporated to dryness was recorded (finish

of crystal growth) for samples held at 40oC (SAS-1, SAS-3 and SAS-4), 20oC (SAS-5, SAS-

7 and SAS-8) and 4oC (SAS-10 and SAS-11). Three identical batches were set up for each

sample and an average value was recorded for each of the three sample batches studied. This

study looks at the appearance of the first nuclei crystallising under different concentrations and

temperatures and is of importance since there was no form of agitation during crystallisation.

The absence of mixing could cause a gradient difference or shear effects which may lead to a

difference in nucleation kinetics between samples.196 Figure 6-11 displays a graph of the data

obtained. In the graph a solid line, a dashed line, and a dotted line are used to guide the eye

and correspond to experiments with a set temperature of 40oC, 20oC and 4oC respectively.

Figure 6-11: Crystal growth rates during crystallisation of SAS under different concentrations
at set temperatures of 40oC (solid line), 20oC (dashed line) and 4oC (dotted line). The data

points recorded for the start of nucleation are in black and the data points recorded for
solvent evaporation to dryness are in grey.

Linear growth rates are seen for the start and finish of crystal growth, under a 100%, 50%

and 25% concentration of crystallisation at 40oC (solid line) and 20oC (dashed line). This

finding is in good agreement with the single crystal-to-single crystal X-ray data obtained in

this study; the concentration of crystallisation did not have an influence on the average minor

phase occupancies of each sample. The finding of linear growth rates correlates with the X-

ray data as no significant difference in the rate of nucleation and crystal growth were seen

for samples of SAS with different concentrations. At 4oC (black dotted line), a significant
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difference was seen for the point at which nucleation was first observed in a sample of 100%

concentration (≈9 days) compared to a sample of 50% and 25% concentration (≈30 days). All

of the samples held at a temperature of 4oC were stored in a fridge, an environment which may

have different humidity and moisture levels in the air than the bench top environment that all

of the samples held at a temperature of 40oC and 20oC were stored. Although there may be a

difference in nucleation kinetics between samples held in a fridge (at 4oC) compared to those

held on a bench top (at 40oC and 20oC), no differences in the minor phase occupancy in single

crystals of SAS correlate to this finding. The rate of solvent evaporation until dryness at 4oC

(grey dotted line) was found to be more consistent and an almost linear growth rate was found

under a concentration of 100%, 50% and 25%.

6.6.1.6 Investigating the distances and angles of relevant functional groups.

The aim of this study was to identify any deformations or strain in the structures that may be

required to improve interactions in the minor phase regions. The distances and angles around

the disordered *C-OH region were measured for most of the sample trials (SAS-1 to SAS-8)

characterised by SCXRD, table 6.25 displays a summary of the results in order of minor phase

occupancy value (low to high). A distance range of 1.40-1.37 Å was measured between C8

and O3 atoms (figure 6-12) and a subtle correlation between the distance and site occupancies

were found. The measured distances between C8 and O3 atoms (major phase atoms) were

found to decrease slightly as the minor occupancy increased. For example, a lower minor

phase occupancy of 4.0% had a longer C8 to O3 distance of 1.406(2) Å, a medium minor

phase occupancy of 14.4% had a C8 and O3 distance of 1.385(3) Å and a higher minor phase

occupancy of 21.3% had a C8 and O3 distance of 1.379(3) Å. The C8 to O3 distance in an

ordered structure of SA (as a single entity), published in the CSD (BHHPHE), is 1.432 Å and

is good agreement with the distance measured in the ordered structure of SA determined in

this work of 1.430(5) Å (see chapter 5, section 5.7.1 for more details).

Figure 6-12: The structure of SAS, showing labelled atoms.

The findings discussed suggest that the minor phase occupancy in crystal structures of SAS

increases slightly as the C8 and O3 bond length becomes shorter and more strained. The

parameters measured for the C8 and O3A bond length and O3A-C8-O3 angles are not signifi-
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cantly different from each other. As would be expected for refined parameters involving atomic

sites with different levels of occupancy, large differences in the standard uncertainty values were

seen between atom distances of the major phase (O3-C8) and minor phase (O3A-C8). Lower

standard uncertainties between 0.002 and 0.004 were seen in the measured distances of O3-C8,

compared to significantly higher standard uncertainties of 0.006 and 0.015 for the distances of

O3A-C8.

Table 6.25: The distance and angles measured in SAS samples (at 150 K) in order of minor
phase value.
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6.6.2 Single crystal-to-single crystal variations in SA-OX

The occupancies of the minor phase position found in three different single crystals in a batch

were recorded for each crystallised sample of SA-OX (SAOX-1 to SAOX-5 in table 6.4, section

6.2). Table 6.26 displays the minor phase occupancies for each single crystal, the average minor

phase occupancies calculated as a percentage of each single crystal analysed and the distribution

range observed. The minor phase occupancy as a function of crystallisation temperature and

rate are discussed below.

Table 6.26: The minor phase occupancy values recorded from crystallised samples of SA-OX
(SAOX-1 to SAOX-5).

sample rate minor phase occupancy average range observed

(day(s)) (%) (%)

50oC, concentration = 100%

SAOX-1 ≤1 0.161(6) 0.121(5) 0.132(6) 13.8 16.1-12.1

30oC, concentration = 100%

SAOX-2 3-4 0.153(5) 0.148(4) 0.165(6) 15.5 16.5-14.8

20oC, concentration = 100%

SAOX-3 ≤1 0.148(4) 0.140(5) 0.160(5) 14.9 16.0-14.0

SAOX-4 3-4 0.148(4) 0.183(12) 0.116(9) 14.9 18.3-11.6

SAOX-5 40 0.096(4) 0.221(14) 0.212(16) 17.6 22.1-9.6

Figure 6-13 and figure 6-14 show a visual summary of the results obtained in this study. In

these figures, the average minor phase occupancies found from single crystal-to-single crystal

analysis of samples is shown with grey boxes and the observed range of disorder from each

crystal in the data set is represented by black bars (in this case the black “error” bars do not

show the standard uncertainties of X-ray data).

6.6.2.1 The influence of crystallisation rate

Under a concentration of 100% and a set temperature of 20oC (samples SAOX-3, SAOX-4 and

SAOX-5), the rate of crystallisation does not have an influence on the average minor phase

occupancy. An average minor phase of ≈15-17% was found in all samples. The range of

disorder was found to increase as the rate of crystallisation decreased. A small distribution

range of 16.0-14.0% (+/- ≈1% from the average value) was found after ≤1 day which increased

to a larger distribution range of 18.3-11.6 (+/- ≈3% from the average value) after 3-4 days

and 22.1-9.6 (+≈4%, - ≈8% from the average value) after 40 days (figure 6-13).
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Figure 6-13: Minor phase occupancy in crystals of SA-OX as a function of crystallisation
conditions with a focus on speed of crystallisation.

6.6.2.2 The influence of crystallisation temperature

Under a set crystallisation rate of 1-4 days and crystallisation temperatures ranging across

50, 30 and 20oC, relatively consistent results were again found between each sample. Average

minor phase occupancies of approximately 14-15% were found, with a distribution range of +/-

≈1-4% and all of the minor phase occupancies for these experiments are within each other’s

distribution range (figure 6-14). From this, it might be expected that the analysis of a larger

data set (more than three single crystals per sample) would show consistent values of the

average minor phase and distribution range in samples SAOX-1, SAOX-2 and SAOX-3.

6.6.2.3 The overall influence of crystallisation conditions

The portfolio of X-ray data collected for SA-OX does not show a significant influence on

the average relative minor disorder phase seen in each sample as a function of crystallisation

temperature and rate. The average minor phase value differs only slightly between samples

with a lowest average minor phase of 13.8% (SAOX-1) and a highest average minor phase of

17.6% (SAOX-5) observed between the samples. However, individual single crystal-to-single

crystal variations in each sample are observed in this study; studies on the range of disorder

observed in each sample showed large differences between the consistency of disorder. The

highest range observed in a sample was 22.1-9.6 (+4.5% and -8.0% from the average value)

in sample SAOX-5 and the lowest range observed was 16.5-14.8 (+1.0% and -0.7% from the

average value) in sample SAOX-2.
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Figure 6-14: Minor phase occupancy in crystals of SA-OX as a function of crystallisation
conditions with a focus on temperature of crystallisation.

6.6.2.4 Bulk analysis of the minor phase via SS-NMR

One aim of this work was to combine a bulk analysis technique, such as SS-NMR spectroscopy,

with SCXRD to help close the gap between the characterisation of disorder in single crystals

and the bulk material. SS-NMR spectroscopy experiments were conducted by Warwick Uni-

versity on samples SAOX-1, SAOX-2 and SAOX-4 to confirm and quantify the minor phase

occupancies found in the bulk powder. Table 6.27 contains a comparison of the results includ-

ing a summary of the SS-NMR spectroscopy results reported by the collaborators at Warwick

University and of the X-ray data collected by the author.

Table 6.27: The minor phase values recorded from X-ray and SS-NMR spectroscopy charac-
terisation of crystallised SA-OX samples (SAOX-1, SAOX-2 and SAOX-4).

sample X-ray average X-ray range observed NMR minor phase

(%) (%) (%)

SAOX-1 13.8 16.1-12.1 12 +/-3

SAOX-2 15.5 16.5-14.8 11 +/-2

SAOX-4 14.9 18.3-11.6 9 +/-3

The relative amount of disorder in the bulk, measured by SS-NMR spectroscopy, seems to

be consistent across all three samples of SA-OX, and is in good agreement with the X-ray

results. Similar minor phase values of 9-12% (+/- 3) were found by SS-NMR spectroscopy

in the bulk powder of each sample that are close to the average minor phase occupancies

found in single crystals of 13-15 %, by X-ray crystallography. SCXRD paired with SS-NMR

spectroscopy confirms that crystallisation temperature and rate do not appear to influence the
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relative minor disorder phase seen in each sample. The SS-NMR spectroscopy results from

the bulk samples support the conclusion drawn from the X-ray data that a larger data set

(more than three single crystals per sample) would be expected to show consistent values of

the average minor phase and distribution range in samples SAOX-1, SAOX-2 and SAOX-4.

Variable temperature SS-NMR spectroscopy experiments indicate that the relative major and

minor phase populations are slightly dependent on data collection temperature. Experiments

interpreted by collaborators at Warwick University reported a slight increase in the peak in-

tensity due to the minor site as the temperature was reduced. Variable temperature X-ray

crystallography experiments (discussed in section 6.5.2), in contrast, do not show a tempera-

ture dependence in single crystals of SA-OX; the refined disorder site occupancies were found

to be within error at the two temperatures (150 K and 298 K) and thus independent of acquisi-

tion temperature within the precision of the crystallographic determination. The discrepancy

between temperature dependence between data collected by SS-NMR spectroscopy and X-ray

crystallography could be caused by the restraints imposed on the X-ray data during data re-

finement. It is possible that the nature of disorder may have been masked by the removal

of unusual features to meet CIF requirements; similarity restraints on bond lengths, angles

and on displacement parameters (SAME / SADI and SIMU) were used in the refinement of

SA-OX.

This investigation highlights the importance of combining SCXRD with SS-NMR spectroscopy.

X-ray crystallography can provide a detailed picture of how the molecules arrange in the solid-

state on a molecular level and SS-NMR spectroscopy can provide information on the larger

(bulk powder) level. Finding a method that can analyse disorder in a bulk material that

can be compared with the disorder observed in a single crystal can help with many research

applications; this would be especially relevant in materials where disorder may change the

physical properties.

6.6.3 Eliminating enantiomeric excess as the cause of multiple site occu-

pancies

SA-OX crystallises in space group P21/n which suggests that the crystals are a racemic mixture

and the multiple site occupancies observed in the structure are due to a major and minor phase.

In the case of a batch of crystals with an enantiomeric excess (ee), two different crystal forms

would be identified, each crystallising in a separate non-centrosymmetric space group. For

example, with an excess of 80:20, 80% of the crystals would crystallise with one handedness

and 20% of crystals would separately crystallise with the other handedness. Technically, the

presence of two different enantiomers should not cause multiple site occupancy positions within

a crystal structure. However, if the two forms were to co-crystallise and become superimposed,

the crystals would display apparent disorder in the case where the two forms can co-crystallise

in a centrosymmetric space group.

CD spectroscopy was used as a method to identify the ee in a single crystal of SA-OX (sample

SAOX-1, trial #2), the bulk material of SA-OX (sample SAOX-1), the bulk material of SA and

the bulk material of a pure enantiomer, (R)-SA HCl, that was obtained from Sigma-Aldrich.
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A racemic mixture has an ee of 0% and a single pure enantiomer has an ee of 100%. CD

spectroscopy can discriminate between a solution containing a racemic mixture and an achiral

solution by measuring the difference in absorption of left and right circularly polarised light.

A molar ellipticity of zero (within background noise) was found by CD spectroscopy in a single

crystal of SA-OX, the bulk material of SA-OX and the bulk material of SA (the grey, yellow

and orange traces in figure 6-15). This result corresponds to a racemic mixture, as equal

amounts of left and right circularly polarised light were measured. As expected, a significant

and consistent negative molar ellipticity was found for the pure enantiomer, (R)-SA HCl (the

dark blue trace in figure 6-15); in this case, only one handiness of circularly polarised light was

measured.

Figure 6-15: Material characterisation by CD, showing the molar ellipticity trace obtained for
a single crystal of SA-OX (grey), the bulk powder of SA-OX (yellow), the bulk powder of SA

(orange) and the bulk powder of pure enantiomer, (R)-SA HCl (dark blue). The UV-Vis
absorbance maxima obtained for each material is highlighted by a red line.

This study confirmed that the single crystals of SA-OX analysed by SCXRD are racemic

mixtures and that the disorder observed in the crystals is not due to the co-crystallisation

of two different enantiomers. This conclusion is also supported by the variable temperature

SS-NMR spectroscopy experiments that found a temperature dependence of the occupancies,

eliminating the possibility that ee is the cause of the disorder in SA-OX (the ee of a material

is independent of temperature).
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6.7 Conclusion

The work presented in this chapter investigated the single crystal-to-single crystal variations

in disorder of two pharmaceutically relevant model systems, SAS and SA-OX. Variations in

disorder were studied at the molecular level, via X-ray crystallography, and at the bulk pow-

der level with SS-NMR spectroscopy and CD spectroscopy. A portfolio of crystallographic

data was collected to understand the nature of the disorder present (i.e. static or dynamic)

and to quantify the variation of disorder observed in samples prepared under different crys-

tallisation conditions; the effect of temperature, rate of crystallisation and concentration were

investigated.

An investigation into the space group of SAS was conducted after conflicting results were found

in the literature. This was an important step to ensure that accurate crystal structure data

was reported in the study and that any disorder observed was not down to refinement in an

incorrect space group with missed symmetry. From this study, the centrosymmetric space

group C2/c was confirmed and assigned to SAS. SA-OX is a novel solid form discovered in this

work (see chapter 5) and found to crystallise in centrosymmetric space group P21/n. Both

SAS and SA-OX were found to have multiple site occupancies with a major and minor phase

around the chiral centre of SA; the disorder found in this region was the main focus of this

study.

The nature of disorder was investigated with variable temperature single crystal X-ray diffrac-

tion experiments. The disorder observed in the crystal structure of SAS was found to be static

in nature. A minor phase with an atomic occupancy of 0.084(4) was seen at both 150 K and

298 K, suggesting that the observed disorder is independent of temperature and is not driven

by dynamics. A similar result was seen for SA-OX; a minor phase with a site occupancy of

0.140(5) was seen at 150 K and a site occupancy of 0.134(8) at 298 K. The occupancy values

are within error of one another suggesting that the disorder is independent of temperature and

thus static in nature. Variable temperature SS-NMR spectroscopy experiments (conducted

at Warwick University) that investigated the nature of disorder in the bulk powder of SA-

OX indicated that the major and minor populations were slightly dependent on temperature,

showing some discrepancy between the temperature dependence from the data collected by

X-ray crystallography. It was reasoned that this slight temperature dependence of disorder

may have been masked in the X-ray data by the removal of unusual features with restraints to

meet CIF requirements.

The portfolio of X-ray data collected for SAS and SA-OX may have shown individual single

crystal-to-single crystal variations. However, the cause and effect of such variations remains

unknown. The findings of this study hinted at the possibility of a trend. In some samples

a potential consistency is potentially seen between samples of SA-OX, particularly between

SAOX-1 to SAOX-4. Between these samples the lowest average minor occupancy calculated

from three single crystals in a sample was 13.8% and the highest was 15.5%. On the other hand,

this result is not reproduced across another model system, SAS, in which case a much larger

range of average minor occupancy values were observed. The lowest average minor occupancy

calculated from 3-4 single crystals in a sample was 6.2% and the highest was 19.6%. Clearly
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this is a complex problem; the systematic approach of analysing up to four single crystals used

in this work is able to highlight a possible trend but is unable to confirm this or resolve its

cause. Such trends can be further developed with the use of a synchrotron source to gain a

more representative data set; advanced synchrotron methods are able to analyse up to 100

crystals simultaneously in a short amount of time.

The influence of crystallisation conditions on APIs with multiple site occupancies has been in-

vestigated for other disordered structures in the literature. A similar finding was seen in enilu-

racil;93 in this case no significant differences were seen between the site occupancies for samples

crystallised under evaporative methods with different procedures. In contrast, 5-chlorouracil197

presents a case where the site occupancies were found to depend on the procedure used under

evaporative crystallisation. It is still unknown why the disorder in some molecules is sensitive

to the crystallisation procedures used but not others. Further investigations are required to

fill this gap in scientific knowledge.

The work conducted in this chapter did successfully confirm that disorder in each single crystal

is not identical and can hold a large range of major and minor site occupancies. Individual

single crystal-to-single crystal variations in the determined disorder were seen for both SAS

and SA-OX. In SAS, larger variations of disorder were found in some samples and smaller

variations in others. The highest occupancy range observed in a sample was 15.5-9.3% and the

lowest was 16.6-16.3%. In SA-OX, the highest ranges observed in a sample was 22.1-9.6% and

the lowest range observed was 16.5-14.8%. This finding highlights the importance of analysing

the extent of variation in disorder between crystals within and between batches. Knowing the

cause and effect of variations in disorder is a powerful tool that could be used to gain a higher

level of control over the solid form and for the potential of tuning the physical properties of

pharmaceuticals (if disorder is found to have an effect on them).

X-ray crystallography experiments were combined with SS-NMR spectroscopy experiments

to quantify the major and minor phases in the bulk powder of SA-OX in-addition to single

crystals. The relative amount of disorder found in the bulk material was found to be in good

agreement with the average minor phase occupancies calculated by the X-ray crystallography

experiments. Similar minor phase values of 9-12% (+/- 3) were found by SS-NMR spectroscopy

in the bulk powder of each sample investigated, which are close to the average minor phase

occupancies found in single crystals by SCXRD (13-15%).

A molar ellipticity of zero was found by CD spectroscopy in a single crystal of SA-OX, the

bulk material of SA-OX and the bulk material of SA. This study confirmed that the single

crystals of SA-OX analysed by SCXRD are racemic mixtures and that the disorder observed

in the crystals is not due to the co-crystallisation of two different enantiomers. The result is

in good agreement with variable temperature SS-NMR spectroscopy experiments that showed

the minor phase populations in SA-OX were slightly temperature dependent, eliminating the

possibility of ee causing disorder in SA-OX.

Overall, the results presented in this chapter increase our understanding of the presence of

disorder in solid-state materials and can aid the characterisation and prediction of these dis-
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ordered materials and their properties in the future development of pharmaceuticals. This

investigation highlights the importance of pairing X-ray crystallography with a bulk analysis

technique, such as SS-NMR spectroscopy. The combination of both methods can help to pro-

vide a more detailed picture of how the solid-state structure is organised at the molecular level

and at larger (bulk powder) scale.
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Chapter 7

A potential method for quantifying

the degree of short-range ordering

in crystals: diffuse scattering study

of Phloroglucinol Dihydrate.

The work presented in this chapter is an extension of the following Masters student

project, supervised by the author:

C. J. G. Wilson, Controlling Crystallographic Disorder and Polymorphism within Batch and

Continuous Crystallisation of Active Pharmaceutical Ingredients, University of Bath, Depart-

ment of Chemistry, MSci Research Dissertation, 2020.

The work conducted by the student focused on the optimisation of crystallisation parameters

to gain well diffracting single crystals under different methods.
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7.1 Introduction

Crystal structure determination by X-ray crystallography identifies the average atomic posi-

tions and thermal parameters of atoms in the molecules in a solid form. There are two distinct

scattering types that can be considered, Bragg and diffuse. The scattering intensities of Bragg

reflections can give information on disordered crystalline materials and can indicate the nature

of the average disorder in a material (e.g. static or dynamic disorder) from site occupancy

refinements or the size and shape of thermal ellipsoids. Diffuse scattering, on the other hand,

results from imperfections in a crystal structure caused by some degree of short-range ordering,

typically over regions longer than that of a unit cell (a few unit cells).198 It tends to be weaker,

more difficult to measure and to interpret, particularly in molecular systems.

The phenomenon of diffuse scattering has been known since the earliest years of X-ray diffrac-

tion. Yet, the development of a well-established methodology that can be used to interpret

and analyse diffuse scattering (from non-synchrotron sources) significantly lags behind the

development of crystal structure determination.199 As noted above, diffuse scattering inten-

sities are generally weaker than Bragg reflections, which makes interpretation and analysis

more demanding and time consuming. This challenge includes the basic element tackled here,

of quantifying the extent of diffuse scattering in crystals from the diffraction data obtained.

Studies into controlling and predicting the extent and the variation of disorder between indi-

vidual single crystals of organic materials are rare and the subject has been poorly explored.

In terms of attempting to model the measured diffuse scattering, computer simulations can be

used to gain a more in-depth understanding of the disorder in crystal structures.200,201 How-

ever, these methods often require significant expertise and are not transferable between target

systems;165 in particular, they are very infrequently applied to molecular systems to date. A

more accessible, transferable, set of methods would allow for the routine analysis of structures

that show signs of diffuse scattering.

7.1.1 Project aim

Aim: To study the extent of diffuse scattering observed in crystals of phloroglucinol dihydrate

(PhG dihydrate) via a newly-developed counting spots method and to study single crystal-to-

single crystal variations in samples.

The research in this chapter looks to establish a method of quantifying the extent of diffuse

scattering in a material by a simple observational method that does not require modelling or

the use of computer simulations. The quantification of diffuse scattering in a material is an

important first step for the potential later development of a more advanced methodology that

can help to control and predict the extent of disorder; such a methodology would be a tool

that could be used to tune the physical properties of pharmaceuticals in the future. A visual

representation of diffuse scattering can usually be seen in the raw frames of the crystallographic

data collected. A novel “counting spots” method is tested in this work that counts all of the

visual signs of diffuse scattering (Bragg reflections with ‘tails’ and ‘streaks’). The presence of

streaked Bragg reflections is regarded as evidence of stacking disorder and can therefore be

used to quantify the extent of disorder in a crystal.
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A portfolio of crystallographic data was collected for an API known to show signs of stacking

disorder, PhG dihydrate. Multiple samples were studied to investigate the degree of disor-

der seen in a batch as a function of crystallisation method. Understanding the influence of

crystallisation conditions on disorder is an additional factor to consider in attempting to gain

control of disordered materials in the future.

7.1.2 Model API system investigated

The dihydrate of phloroglucinol (figure 7-2a) is the target system investigated in this chapter.

Phloroglucinols have a broad spectrum of therapeutic effects and can be used for their antiviral,

antibacterial and antifungal activities.202 The crystal structure of PhG dihydrate was first

reported in 1957203 (CSD code = PHGLOH) and is known to show strong streaks of diffuse

scattering in its diffraction pattern.165,203,204 A layered packing arrangement (figure 7-1b) is

seen in the crystal structure formed by corrugated layers of chains (figure 7-1a).

Figure 7-1: The hydrogen bonded chains in PhG-dihydrate form the CSD entry PHGLOH02.
(a) viewed along the c axis and (b) corrugated layers of hydrogen bonded chains.

The crystal structure of PhG dihydrate is disordered by symmetry; a mirror plane found in

the centre of a phlorglucinol molecule dictates disorder in a hydroxyl (OH) group (figure 7-

2b). The hydrogen atom in this hydroxyl group is disordered over two positions, restricted by

symmetry to have 0.5 occupancy. At a local level, one of these hydrogen atoms must occupy

one of these two positions. A hydrogen atom in the water molecule is also disordered in similar

fashion over two positions. Locally, this disorder will be correlated with the OH disorder; the

water molecules in PhG dihydrate are linked through hydrogen bond chains which leads to a

domino effect of disorder in the structure, as seen in figure 7-2c.
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Figure 7-2: PhG-dihydrate, showing (a) the structure, (b) a mirror plane in the centre of the
molecule (from the CSD entry PHGLOH02) and (c) a domino effect on hydrogen bonded
chains caused by disorder in the structure, showing symmetry equivalent water molecules.

Image c is taken from a publication by Thomas et al.165

Strong diffuse scattering streaks are observed in the diffraction pattern of PhG dihydrate,

suggesting that local structure is generated, via hydrogen bonding that is cooperative over

distances longer than that of the unit cell.165 The work in this study does not aim to investigate

the cause of disorder and diffuse scattering in PhG dihydrate. It focuses instead on quantifying

by observational methods the degree of diffuse scattering (and therefore short-range ordering)

in single crystals and looks at single crystal-to-single crystal variations in disorder.
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7.2 Preparation of material and crystallographic data collec-

tion

PhG dihydrate was obtained from Tokyo Chemical Industry and solvents ethyl acetate (EtOAc)

and hexane (hx), were obtained from VWR.

7.2.1 Solubility measurements

Solubility measurements of PhG dihydrate in EtOAc were made using gravimetric methods

using the methodology described in section 3.2.1.1. The measured solubility curves (figure 9-36

in the Appendix) were used as a guide when planning crystallisation experiments.

7.2.2 Sample preparation to gather a portfolio of crystallographic data

The impact of crystallisation method on the degree of diffuse scattering seen in crystals of PhG

dihydrate was investigated. Three different crystallisation methods were explored to gain an

insight into the single crystal-to-single crystal variations in disorder. Material was prepared

under evaporative, cooling and vapour diffusion crystallisation methods.

7.2.2.1 Evaporative crystallisation

A solution that contained 0.05 g of PhG dihydrate in 2 mL of EtOAc was placed into a 7 mL

glass vial and held at room temperature until the solvent had evaporated to dryness. Ten holes

were pierced into the vial lid to ensure slow evaporation of solvent.

7.2.2.2 Cooling crystallisation

A solution that contained 3.75 g of PhG dihydrate in 25 mL of EtOAc was placed into a 50

mL round bottom flask. The concentration of solution was saturated at 40oC and was based

on the measured solubility curve of PhG dihydrate. The solution was heated to 10oC above

the temperature of saturation and held for 10 minutes while being stirred at 700 rpm. The

stirring was turned off and the solution was cooled at 1oC/ min to a temperature of 4oC and

then held for 12 hours to promote crystal growth.

7.2.2.3 Vapour diffusion

A saturated solution that contained 0.07 g of PhG dihydrate in 1 mL of EtOAc was placed

into a 1.5 mL glass vial and left unsealed. The 1.5 mL vial was then placed into a sealed 10

mL glass vial that contained 3 mL of anti-solvent (hx) and held at room temperature until

crystallisation occurred.
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7.2.3 Single crystal X-ray diffraction experiments

At least three single crystals (labelled trial #1, #2, #3, etc.) were analysed from a batch of

PhG dihydrate crystallised under each of evaporative, cooling and vapour diffusion methods.

Crystallographic disorder was determined for each crystal analysed and the degree of diffuse

scattering seen in a single crystal was determined using the counting spots method discussed

below. A Rigaku Oxford Diffraction SuperNova diffractometer was used for data collection

from all crystals in this chapter, with a Cu-Kα (λ = 1.54045 Å) X-ray source at 150 K. All

crystal structures were solved by direct methods using SHELXS-2013143 and refined using

SHELXL-2015144 with the software package Olex2.145 Isotropic displacement parameters were

used for the refinement of atoms with multiple site occupancies. Following this, refinement

under anisotropic displacement parameters (ADPs) were conducted with sites with multiple

occupancies fixed to 0.5. All hydrogen atoms were refined freely where possible, if the position

of a hydrogen atom was unclear, constraints were used to fixed hydrogen atoms in an idealised

position based on a riding model.

The crystallographic data collected for samples of PhG dihydrate are shown in tables 7.1, 7.2

and 7.3. Each table presents the crystal data and structure refinement of at least three single

crystals isolated from a sample batch. Each single crystal analysed was chosen at random and

from different areas of the bulk material. The hydrogen atoms referred to in these tables are

labelled in figure 7-2c.
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(Å

)
13

.5
31

7(
4)

13
.5

27
3(

8
)

1
3
.5

3
1
7
(7

)

c
(Å
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7.2.4 The counting spots method

Each crystallographic data frame collected was visualised manually and signs of diffuse scat-

tering counted. Due to the complexity of the data, parameters were defined empirically by

the author to regulate which visual signs should be included or excluded as evidence of diffuse

scattering in each of the experimental data sets analysed. This chapter looks to summarise the

initial development of the counting spots method for the quantification of diffuse scattering

in a material and make an initial assessment of its potential. The scope of this project is to

establish an important first step that can provide proof of concept for the later development

of a more advanced methodology that can be taken further by image recognition experts and

data analysts to automate the method and increase the accuracy and reliability.

Two parameters were defined that are known indicators of diffuse scattering: 1) the observation

of a Bragg reflection with a tail, henceforth referred to as X; and 2) the observation of streaks

between multiple Bragg reflections, henceforth referred to as Y. Examples of parameters X

and Y are displayed in figure 7-3. Ambiguous cases were ignored in an attempt to increase

the discrimination of the technique; figure 7-3 also displays examples of some ambiguous cases

that were ignored in this work.

Figure 7-3: Examples of parameters X and Y, including (top) cases that were included in the
counting spots method and (bottom) ambiguous cases that were excluded.

The number of occurrences of both X and Y per frame was recorded across all data collection

frames. The overall sum of all incidences in each frame was calculated to give a number of

occurrences of X and Y for each crystal investigated (summed as X+Y). This process was

undertaken twice for each crystal and the average number of counts reported; the number of

incidences counted for each frame was usually the same.
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7.3 Establishing the counting spots method with

PhG-dihydrate.

SCXRD is a precise, comprehensive analytical tool that is able routinely to detect the intensity

of many thousands of Bragg reflections spread over large volumes of reciprocal space.205 In

contrast, few quantitative studies on diffuse scattering have been published in the literature.

The presence of disorder in crystalline materials (including diffuse scattering) is not a rare

occurrence. However, a considerable amount of early work (and indeed current work) by

practicing crystallographers has neglected the study of disorder in molecular crystal structures

by diffuse scattering methods, even when its presence is recognised, in many cases simply

because its classification and interpretation is so difficult and under-established. This study

aims to investigate a potential simple empirical method of quantifying the degree of diffuse

scattering seen in single crystals of PhG dihydrate and hence determine (single crystal-to-single

crystal) variations in associated disorder on a molecular scale.

The counting spots method, discussed in section 7.2.4, was used as a tool to quantify the

degree of diffuse scattering seen in at least three single crystals isolated from samples that

were crystallised under each of three different methods namely evaporative, cooling and vapour

diffusion. Table 7.4 shows a summary of the results including the number of X, Y and the

summed X+Y incidences counted in the crystallographic data frames of each single crystal

analysed. The calculated average of X, Y and X+Y in 3-4 single crystals and the observed

range of diffuse scattering seen is reported in the table.

Table 7.4: The number of incidences of parameters X, Y and X+Y found with the counting
spots method.

crystallisation trial incidences recorded average rangea

method X Y X+Y X Y X+Y +ve -ve

evaporative

#1 53 40 93

72.7 48.7 121.3 51.7 28.3#2 63 35 98

#3 102 71 173

cooling

#1 27 17 44

39.3 5.0 44.2 8.7 11.2
#2 53 0 53

#3 32 1 33

#4 45 2 47

vapour diffusion

#1 7 0 7

38.0 5.3 43.0 42.0 36.0
#2 26 0 26

#3 64 21 85

#4 54 0 54
aobserved range of diffuse scattering seen in the summed parameter X + Y
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The analysis of 3-4 single crystals may not fully represent the bulk material, but it can provide

a valuable insight into the variation of disorder-related diffuse scattering between single crystals

in a batch.

7.3.1 The influence of crystallisation method

More incidences of diffuse scattering defined by parameter X were generally seen compared to

parameter Y in all of the single crystals analysed; this can clearly be expressed using the X : Y

ratio. Crystals prepared under evaporative methods were found to afford single crystals with

a relatively consistent X : Y ratio of 1.5 (+/- 0.3) : 1 (table 7.5). This consistency was not

seen for crystals prepared under cooling and vapour diffusion methods, for which substantially

varying ratios were found, albeit tending to have a higher value for the X : Y ratio (and a

smaller number of diffuse scattering features overall, see below).

Table 7.5: The empirical ratio between parameters X and Y.

crystallisation trial incidences X : Y

method X Y ratio

evaporative

#1 53 40 1.3 : 1

#2 63 35 1.8 : 1

#3 102 71 1.4 : 1

cooling

#1 27 17 1.6 : 1

#2 53 0 53 : 0

#3 32 1 32 : 1

#4 45 2 22.5 : 1

vapour diffusion

#1 7 0 7 : 0

#2 26 0 26 : 0

#3 64 21 3 : 1

#4 54 0 54 : 0

Figure 7-4 shows a visual summary of the results obtained in this study. In this figure, the

average number of incidences found for parameter X+Y from 3-4 single crystals in a batch is

shown with grey boxes and the observed range of incidences for parameter X + Y is represented

by black bars. On average, a larger number of diffuse scattering incidences was found in the

data frames collected for crystals prepared under evaporative crystallisation. This value of

121 X+Y incidences can be compared to crystals prepared under cooling crystallisation and

vapour diffusion methods which afforded similar incidences of diffuse scattering, averaging 44

and 43 X+Y incidences respectively.
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Figure 7-4: The number of incidences parameter X+Y were found to occur with the counting
spots method in PhG-dihydrate as a function of crystallisation method.

As noted above, larger variations in the observed range of instances were found under evapora-

tive and vapour diffusion methods. A distribution range of 173-93 summed incidences (+51 /-

28 from the average value) was found under evaporative methods and a range of 85-7 incidences

(+42 /- 36 from the average value) under vapour diffusion methods. Cooling crystallisation

afforded crystals that showed a significantly smaller distribution range of 53-33 incidences (+8

/- 11 from the average value). The data collected could suggest that under a crystallisation

environment with a higher level of control, such as cooling crystallisation, the bulk powder

contains crystals with similar degrees of disorder compared to those resulting from a crystalli-

sation environment with lower levels of control, such as evaporative crystallisation or vapour

diffusion. In this case, a Polar Bear Plus cooling crystallisation platform with temperature con-

trol and monitoring was used for all cooling crystallisations whereas evaporative and vapour

diffusion crystallisations were left in an uncontrolled environment to crystallise (on a bench

top at room temperature). These results are very preliminary; further studies are required to

investigate if a high vs low controllable crystallisation environment is able to influence (and

therefore control) the extent of disorder in crystalline materials.

7.3.2 Single crystal-to-single crystal variations

Single crystal-to-single crystal variations in the degree of diffuse scattering indicated by the

simple empirical counting spots method were found between the single crystals analysed. The

lowest degree of diffuse scattering seen in a single crystal was prepared under vapour diffusion

methods (trial #1) with a summed number of 7 incidences (X+Y). In-contrast, the highest de-

gree of diffuse scattering seen in a single crystal was from a sample prepared under evaporative

methods (trial #3) with an X+Y sum of 173 incidences.
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7.4 Conclusion

The work presented in this chapter investigated a simple empirical method of quantifying the

extent of diffuse scattering in a material that does not require a sophisticated computational

approach. The method devised counts the visual signs of diffuse scattering in crystallographic

data frames collected by SCXRD. The streaked Bragg reflections targeted in this work are

regarded as evidence of stacking disorder in a material and can therefore be used to quantify

the extent of disorder in a single crystal. The variation in the extent of diffuse scattering

seen between individual single crystals was investigated using a similar systematic approach

as used in chapter 6. Multiple samples were studied to investigate the extent of disorder seen

in crystals as a function of crystallisation method.

The counting spots method successfully identified and established a way of quantifying the

amount of diffuse scattering incidences found in single crystals of PhG dihydrate. A portfolio

of X-ray data was collected by SCXRD and was used to quantify empirically the degree of

diffuse scattering in single crystals prepared under evaporative, cooling and vapour diffusion

methods. The occurrences of defined parameters X (tails), Y (streaks) and the sum of these

(X+Y) were manually counted in the crystallographic data frames collected for each single

crystal analysed.

Single crystal-to-single crystal variations were seen between crystals prepared under different

crystallisation methods. Crystals prepared under cooling crystallisation showed 44 incidences

of parameter X+Y with a range of 53-33 incidences seen between single crystals in a batch.

Vapour diffusion methods showed a similar value of 43 incidences and a larger range of 85-7

between single crystals. Evaporative methods were found to form crystals with a larger degree

of diffuse scattering than crystals prepared under other crystallisation methods investigated.

In this case a significantly higher number of incidences was counted (121) and a large range of

173-93 incidences were seen between single crystals. Although a larger diffuse scattering range

was found between crystals prepared under evaporative methods, in that case the empirical

ratio X : Y between the two types of diffuse feature was found to be relatively consistent

between crystals. The empirical ratio X : Y for crystals prepared under cooling and vapour

diffusion methods appeared to be random, despite having a smaller X+Y range.

Different variations in the amount of diffuse scattering incidences counted between single crys-

tals of PhG dihydrate were seen. The lowest empirical total diffuse scattering features counted

in a single crystal was 7 incidences (of summed parameter X+Y), whilst the highest degree

was 173 incidences.

Overall, the crystallisation environment seems to have an influence on the extent of diffuse

scattering found in a single crystal of PhG dihydrate. The cause and effect of this influence

remains unknown and requires a more detailed investigation. The simple, empirical counting

spots method was successful in the preliminary identification and quantification of diffuse

scattering in PhG dihydrate; this can be linked to the degree of short-range ordering in a

material. This work has begun the establishment of this empirical method and can provide a

starting point for potential further development.
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Chapter 8

Concluding remarks and future

work

The work conducted in this thesis focused on gaining a more in-depth understanding of disorder

and defects in pharmaceutical materials and contributed towards the development of new

analytical tools for the characterisation and quantification of crystallographic disorder. The

work presented looked at methods for gaining a higher level of control over the solid form; this

is a factor that can allow the extraction of maximum value from pharmaceuticals by optimising

the efficiency of drug development during the manufacturing process.

The work presented in Chapter 4 focused on gaining control over the crystallisation pro-

cess via a novel method, electrospraying, to obtain elusive solid forms (structural) and to

explore the resultant product qualities including particle attributes. Two solid forms were

successfully crystallised under electrospraying, metastable PCM-II and a novel PCM-MCM

co-crystal. Electrospraying has shown its potential for deployment in applications in pharma-

ceutical crystallisation and throughout the materials manufacturing industry. The method is

able to provide a starting point for the development of difficult to crystallise solid forms in-

cluding elusive multi-component complexes and polymorphic forms. Electrospraying has been

shown to have the potential to gain a higher level of control over the crystallisation process

and has the ability to switch between the production of solid forms selectively under different

crystallisation parameters. The successful translation of electrosprayed co-crystal seeds into

a more established cooling crystallisation platform shows the technique’s potential as a seed

manufacturing technology; this has been shown to be particularly powerful in this case as

only the electrospray-produced seeds are able to be deployed in scaling up of crystallisation

of the co-crystal material. The electrospray technique could thus be used in pharmaceutical

manufacturing to discover and crystallise small batch elusive crystal seeds that are able to be

integrated into a more established larger-scale crystallisation method. The production of novel

and elusive solid forms can help to increase the diversity of solid forms in the pharmaceutical

pipeline and in-turn increase pharmaceutical product innovation.

Electrospraying has been shown to form particles with a rough topography, a larger surface
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area, and visible voids in the particle framework, which will influence their ability to be de-

ployed, for example, as seeds. Figure 8-1 shows electrosprayed particles from this work and

compares these particles to those prepared under a different method. The desired particle fea-

tures obtained from electrospraying are not seen in the same solid form when prepared under

different crystallisation methods; in the cases presented smooth particle surfaces are seen under

cooling crystallisation and reaction coupling methods. This demonstrates that electrospray-

ing is a technology capable of influencing the particle attributes of a material, a tool that is

important in crystal engineering for desirable physical properties and downstream processing

properties.

Figure 8-1: The topography of (a) PCM-MCM co-crystal and (b) PCM-II prepared under
electrospraying and other crystallisation methods.

*The bottom right hand image was taken from a publication by Lee et al.166

The impact of the electrospraying parameters of voltage, flow rate and solvent volatility on

the particle attributes of the resultant material would be a beneficial follow-on study. Such an

investigation could explore if the framework of voids seen in electrosprayed particles is able to

be controlled and engineered to desirable sizes and densities, for example; this could potentially

lead to a QbD approach. Significant future work remains in terms of controlling the particle

attributes of an electrosprayed material as part of a QbD approach. In order to reach this

goal the answers to a number of questions need to be explored through further crystallisation

experiments and a combination of microscopy techniques: 1) Are the sizes of individual voids

uniform in the frameworks discovered and can crystal engineering be used to ensure uniformity

and control void diameter?; 2) Can the density of voids present in the electrosprayed material

be controlled, and what effect might this have on the particle properties?; 3) Can the voids be

used as a host for a second component, possibly an amorphous material?

The work presented in Chapters 5, 6 and 7 contributes towards a long standing challenge, the

ability to distinguish subtle changes of crystalline disorder across a bulk material at the molec-

ular level. The work conducted certainly did not solve this problem but did contribute towards
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the development of one aspect of the challenge. A series of molecular complexes of SA were

identified in Chapter 5. For each complex in this chapter, different crystallisation methods

and conditions were studied and the presence of crystallographic disorder was characterised.

A similar type of disorder was found in each multi-component complex studied but significant

differences were found between the multiple site occupancy values seen in each complex. The

crystallisation of multiple complexes of a target API complex, such as SA, can be further inves-

tigated and used as a tool to measure and compare the physical properties of each individual

complex and to relate any correlations seen with the structural attributes found in this study.

The results found in the study of disorder variations across multi-component complexes of

SA in Chapter 5 are limited and assumed the crystallographic disorder in every single crystal

in a batch is identical; this is the commonly made assumption in crystallographic disorder

refinements and is a simplified view. A methodology was developed to overcome this limitation

in Chapter 6. In this chapter a portfolio of information on single crystal-to-single crystal

variations across a bulk material was gathered to understand the nature of disorder at the

molecular level and correlate the results with a bulk analysis method, SS-NMR spectroscopy.

The characterisation of multiple single crystals in a batch confirmed that disorder is inconsistent

in individual crystals of SAS and SA-OX, large variations were found in site occupancies of both

molecular complexes. This is a significant finding that highlights the importance of developing a

tool that is able to probe disorder in the bulk as SCXRD is not necessarily a fully representative

method to understand such variations. The combination of X-ray crystallography and SS-NMR

spectroscopy to quantify the major and minor phases in the bulk was found to give generally

good agreement. Similar average minor phase values were found in the bulk material for each of

the three samples studied. A significant contrast was seen between the nature of disorder in SA-

OX when investigated under variable temperature X-ray diffraction and variable temperature

SS-NMR spectroscopy, with the latter showing some temperature dependence of the disorder;

the conclusions on this in the X-ray diffraction refinements were found to be affected by the

nature of the constraints applied in the refinement process. The contrasting result suggests

that crystallographers should act with caution when using restraints in data refinement to

meet CIF requirements as these may inadvertently mask potentially significant features in a

crystal structure; in this case the affected feature (temperature dependence of disorder) might

have the potential to be correlated with a bulk property of a material and utilised to fine tune

the physical properties of a solid form.

The effect of crystallisation temperature, rate of crystallisation and concentration of solution

on the degree of disorder was studied in Chapter 6. A large range of major and minor site

occupancies were found for both of the target systems investigated, SAS and SA-OX. Individ-

ual single crystal-to-single crystal variations were seen and some conditions seemed to yield

the crystallisation of batches with a higher level of consistency between the disorder across

individual single crystals. However, the cause and effect of such variations and the level of

consistency of variations between batches is still unknown. A method of characterising multi-

ple site occupancies in a disordered material without the use of SCXRD is not yet available;

even when site occupancy information can be obtained (not always possible and still difficult

for molecular systems by PXRD, for example), bulk techniques will yield parameters averaged

201



over many crystals. The future establishment of such a method is of importance for character-

ising scaled-up crystalline powders and to help the correlation and exploitation of structural

attributes for tuning physical properties in the future of drug development.

The broad diversity of different types of disorder in materials contributes to the difficulty

of gaining control over disorder with a single strategy built for different types of disordered

materials. Chapter 7 looked to address this challenge and used a similar type of systematic

approach to that used in chapter 6 for the characterisation of multiple site occupancies, but

this time focusing on quantification of the degree of disorder present, estimated direct from the

diffuse scattering features present in the diffraction pattern. Both chapters focus on comparing

and contrasting repeats instead of characterising one single crystal and aimed to quantify the

variations of disorder seen in the bulk. Chapter 7 devised an empirical method of quantifying

the extent of diffuse scattering in a material. A novel counting spots method was explored

that does not require advanced computational methods. Visual signs of diffuse scattering in

crystallographic data frames were counted manually to estimate the range of disorder seen

between single crystals of a model system, PhG dihydrate. Variations in the amount of diffuse

scattering incidences counted were seen between single crystals, but the cause and effect of

this influence remains unknown; this is a similar result in terms of crystal-to-crystal variations

as that found in Chapter 6. The work presented in Chapters 6 and 7 highlights the range

of differences that can be seen between single crystals of the same structure and promotes

the potential of developing methods to characterise and control disorder further. This work

has begun the establishment of a simple, empirical counting spots method and has helped

to provide a starting point for potential further development. The incorporation of image

recognition software could be used to automate the counting spots method and increase its

accuracy; the method is currently user dependent with a defined discriminatory cut off point

for ambiguity around diffraction spots set by user observation. Utilisation of the counting spots

method alongside routine crystal structure determination can provide quantitative information

on diffuse scattering in addition to a detailed picture of the average disordered structure.

Looking towards the future development of the methods investigated in this doctoral the-

sis, a significant amount of high end instrumentation and expertise needs to be devoted to

this. Facilities that can host bulk property characterisation such as powder flow with shear

tester, compaction and dissolution testing would be advantageous to explore if the variations

in disorder seen in crystals have an influence on a material’s properties. Furthermore, mate-

rial characterisation in a synchrotron facility would be advantageous to obtain a significantly

larger portfolio of higher-quality structural data in a reasonable time frame, possibly focusing

on determinations of structure and disorder in multiple very small single crystals. Data col-

lection on a synchrotron source would help to confirm the conclusion that the analysis of a

larger data set (more than three single crystals per sample) might show more consistent values

of the average minor phase and distribution range than found in Chapter 6, through rapid

synchrotron SCXRD experiments. The use of a synchrotron source could also help to promote

a further study that looked into possibly correlated information relating to powder-diffraction

line broadening and any strain contributions from disorder.
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The ability to manipulate and utilise disorder in crystalline materials could bring innovation

in the design and development of new pharmaceutical drug solid forms. A combination of four

factors (two of which have been explored in this thesis) would help to develop such an ability:

1) gaining a higher control over the solid form and its structural attributes; 2) investigating

single crystal-to-single crystal variations across a bulk material and correlated with a method

such as SS-NMR spectroscopy; 3) linking structural attributes with physical properties in the

bulk; and 4) data collection via an intense synchrotron source to help to create a (micro)

crystal-by-crystal in-depth picture of an API and any crystallographic disorder it may host.
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Chapter 9

Appendix

1 Research outputs

1.1 Publications

The following manuscripts have been published, or have been submitted for publication, from

related work carried out during this doctoral programme:

A. J. Al-Ani, P.M.J Szell, Z. Rehman, H. Blade, H. P. Wheatcroft, L. P Hughes, S. P. Brown,

C. C. Wilson, Combining X-ray and NMR Crystallography to Explore the Crystallographic

Disorder in Salbutamol Oxalate, Cryst. Growth Des., 2021 (submitted).

A. J. Al-Ani, P. Sugden, C. C Wilson, and B. Castro-Dominguez, Elusive Seed Formation

via Electrical Confinement: Control of a Novel Cocrystal in Cooling Crystallization, Cryst.

Growth Des., 2021, 6, 3310–3315.

A. J. Al-Ani, C. Herdes, C. C. Wilson, and B. Castro-Dominguez, Engineering a New Access

Route to Metastable Polymorphs with Electrical Confinement, Cryst. Growth Des., 2020, 20,

1451-1457.

L. Perge, J. Grols, D. F. Segura, A. J. Al-Ani, M. Wilkinson, B. Castro-Dominguez, Concurrent

Antisolvent Electrospraying: A Novel Continuous Crystallization Technique, J. Pharm. Sci,

2020, 109, 3027-3034.

1.2 Conferences

The following work has been presented at conferences as poster presentations:

Engineering Defects and Disorder for Enhanced Pharmaceutical Properties. Is there an order

to disorder? RSC Solid State Chemistry Group: Early Careers Meeting, 09/2020.

Engineering a New Access Route to Metastable Polymorphs with Electrical Confinement for

Enhanced Pharmaceutical Properties, British Crystallographic Association: Spring Meeting

2019, UK United Kingdom, 04/2019. - Awarded the RSC CrystEngComm Poster Prize.

216



1.3 Collaborations

Secondment at AstraZeneca, Macclesfield with the Right Particle Team, 05/2021-08/2021.

Involvement in a Knowledge Transfer Partnership between the University of Warwick and

AstraZeneca, 11/2020-08/2021.

Visiting researcher at the Research Complex at Harwell, Rutherford Appleton Laboratory

Didcot. 11/2018–11/2019

1.4 Crystal structures deposited into the CSD

The following crystal structures have been deposited into the CSD by the author during this

doctoral program:

Paracetamol - metacetamol co-crystal, deposition number: 2058497.

Salbutamol hemi-oxalate, deposition numbers: 2106949-2106960
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2 Appendix for chapter 4

Figure 9-1: The PXRD patterns from experiments that correspond to PCM-II, Bragg

reflections that belong to PCM-II are highlighted in red.

Figure 9-2: The PXRD patterns from experiments that correspond to PCM-I, Bragg

reflections that belong to PCM-I are highlighted in red.
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Figure 9-3: The 1H NMR spectrum of electrosprayed PCM-II in DMSO (d6), showing the

values obtained from peak integration.

Figure 9-4: The PXRD pattern of PCM-II obtained from three experimental repeats under

electrospraying.
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Figure 9-5: The solubility curve for PCM and MCM (1:1) in IPA and water (4:6), calculated

by gravimetric methods.

Figure 9-6: The PXRD patterns obtained for the filtered product from MSZW measurements

at 15, 30 and 40oC. A combination of PCM-I, PCM-II, MCM-I and MCM mono-hydrate was

observed.
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Figure 9-7: Images of the PCM-MCM co-crystal formed under different seed loading’s and

sizes.

Figure 9-8: PXRD characterisation of experiments that used PCM-MCM co-crystal seeds

from electrospraying. The PXRD patterns from different crystal seed loading percentages are

displayed. The red box highlights Bragg reflections from the co-crystal.
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Figure 9-9: PXRD characterisation of experiments that used PCM-MCM co-crystal seeds

from electrospraying. The PXRD patterns from different crystal sizes are displayed. The red

box highlights Bragg reflections from the co-crystal and the blue box highlight impurities in

the bulk material.

Figure 9-10: The 1H NMR spectroscopy spectra gained from electrospraying a 10:90 ratio of

MCM and PCM. Peak integration shows a 1:8 ratio of components.
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Figure 9-11: The 1H NMR spectroscopy spectra gained from electrospraying a 75:25 ratio of

MCM and PCM. Peak integration shows a 3:1 ratio of components.

Figure 9-12: The 1H NMR spectroscopy spectra gained from electrospraying a 90:10 ratio of

MCM and PCM. Peak integration shows a 40:1 ratio of components.
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Figure 9-13: The DSC traces from experiments that studied different ratios of electrosprayed

PCM and MCM. The red box highlights melting point endotherms of the co-crystal. No Tg

are observed that would confirm the presence of an amorphous material.

Figure 9-14: HSM images of experiment 19 in table 4.5, viewed under a temperature range of

30 to 170oC.
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Figure 9-15: A summary of results gained from BET; a method used to measure the surface

area of material gained from electrospraying and cooling crystallisation.

Figure 9-16: The packing arrangement observed in a) MCM-I (CSD= MENSEE), viewed

along the b axis and b) PCM-I (CSD= HXACAN01) viewed along the c axis.
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Figure 9-17: The 1H NMR spectroscopy spectrum of the PCM-MCM co-crystal in DMSO

(d6).
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3 Appendix for chapter 5

Figure 9-18: The PXRD trace obtained for salbutamol.

Figure 9-19: The DSC trace (onset= 141 oC, literature = 147-149oC) obtained for

salbutamol.
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Figure 9-20: The PXRD traces obtained from evaporative crystallisation screening methods

with SA and OX in water and EtOH

Figure 9-21: The PXRD traces obtained from evaporative crystallisation screening methods

with SA and MA in water and EtOH
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Figure 9-22: The PXRD traces obtained from evaporative crystallisation screening methods

with SA and SU in water and EtOH

Figure 9-23: The PXRD traces obtained from evaporative crystallisation screening methods

with SA and GL in water and EtOH
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Figure 9-24: The PXRD traces obtained from evaporative crystallisation screening methods

with SA and AD in water and EtOH

Figure 9-25: The 1H NMR spectroscopy spectrum of the amorphous material obtained under

evaporative co-crystallisation of SA and AD (2:1).
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Figure 9-26: A weak cluster of electron density located in the expected region of the *C-OH

minor occupancy position, shown in the electron density map of SA.

Figure 9-27: The 1H NMR spectrum of SA-OX in D2O.
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Figure 9-28: The 1H NMR spectrum of SA-SU in D2O.

Figure 9-29: Co-former chain length as a function of minor occupancy position and angle.
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4 Appendix for chapter 6

Figure 9-30: The measured solubility curve of SAS in MeOH and water 1:1 (black) and

MeOH (red) using gravimetric methods.

Figure 9-31: The measured solubility curve of SA-OX in water using observational methods.

Repeat measurements gave a maximum error in the plotted temperature of +/ 1oC.
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Figure 9-32: The molar extinction coefficient calculation of each material analysed by CD.

Chirascan Circular Dichroism Spectrometer was used to obtain the absorbance maxima from

a solution of known concentration.

Figure 9-33: The DSC trace of an unidentified solvated form of SAS, crsyatllised under

vapour diffusion with MeOH and hx.
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Figure 9-34: The PXRD traces obtained under evaporative crystallisation for good quality

single crystals of SA-OX.

Figure 9-35: Reflection statistics of crystallographic data collected for SAS, showing a Wilson

Plot.
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5 Appendix for chapter 7

Figure 9-36: The measured solubility curve of PhG dihydrate in EtOAc, using gravimetric

methods.
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