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Abstract: 
A holistic vehicle simulation capability is necessary for front-loading component, subsystem, 
and controller design, for the early detection of component and subsystem design flaws, as 
well as for the model-based calibration of powertrain control modules. The current document 
explores the concept of holistic vehicle simulation by means of reviewing the current trends 
automotive system design and available solutions in terms of model interfaces and neutral 
modelling environments. The review is followed by the presentation of a Simulink-based 
Multi- disciplinary Modelling Environment (MME) developed by the authors to 
accommodate simulation work across the vehicle development cycle. 
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1- Introduction 
 
Modern vehicles are highly complicated systems comprising of hardware, software, and 
mechanical components [1] with vehicle electrification developing at a fast pace [2]. Driving 
automation and electrification of modern vehicles has made vehicle development a very 
complicated process [3]. With time, road vehicle complexity is increasing [4], [5] while 
development cycles are becoming shorter and development budgets become tighter [6]. The 
above, combined with the current trend in automotive companies of developing multiple 
offerings of a given vehicle model make for a multi-dimensional design space which requires 
a very high volume of test data [7]. 
Computer Aided Engineering (CAE) involves the replacement of physical prototypes with 
mathematical representations of an engineering system with the intent of testing these 
mathematical models in the virtual world and extracting results that are relevant and 
applicable to the real world [7]. CAE enables the engineer to simulate the behaviour of a 
system before the 3D geometry of the components is available, and thus, it can be used from 
the early stages of the product design cycle [8]. This allows the various research & 
development departments within an engineering entity to reduce the number of physical 
prototypes, and generate optimal component or subsystem designs and test them well before 
neighbouring components or subsystems are available (front loading) [9]–[11]. Therefore, the 
implementation of CAE tools has the potential to reduce the cost and time of vehicle 
development while allowing for better designs [10]. Due to the above, CAE is of a very high 
importance in automotive research and development [12], [13] and has a wide spectrum of 
applications [8] which includes concept evaluation, combustion simulation for optimal engine 
design, simulation of the gear mesh forces, vehicle dynamics, development of embedded 
software functionality [7], optimization of design and control for minimum fuel consumption 
and emissions [14], virtual validation of software functionality, as well as the stimulation of 
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tested hardware (HiL) [7]. 
In the traditional design approach, also known as sequential system design [15], each 
component is developed separately as a complete unit by a specialized group [1], each using a 
separate development approach [11], [16]. Once all components are available in physical 
form, they are integrated to the high-level system at the final developmental stage. Even 
though the interaction between subsystems and the transient characteristics of the high level 
system plays an important role on high level system reliability and performance [11], the 
sequential system design approach does not take it into account [10], and therefore, it does 
not allow for an early detection of errors at a system level, and as a result, potential issues 
with subsystem incompatibility may appear during subsystem development [11], or even 
worse, when system design is finished [11]. Late detection is expensive and difficult to 
correct [15] as even small design changes may require a redesign of the high level system 
from the ground up [16]. Embedded systems are challenging to develop - Computing and 
hardware components must be combined and match seamlessly, must be robust, and not 
collapse under fault conditions [11]. 
Addressing the dependability of subsystem performance on their interaction with the whole 
system is very important. The modern holistic/multi-disciplinary design approach involves 
the development of system components in parallel to save time [11]. A complete virtual 
prototype of the system is developed before the creation of a physical prototype. This virtual 
prototype is detailed to incorporate system dynamics necessary for carrying out a certain 
development task [15]. Using the virtual prototype, subsystems and control code are designed 
as part of the system rather than in isolation, even though no physical prototype of the system 
exists. As a result, subsystem incompatibilities are detected during early design stages and 
component design is optimized in synergy with the system [11], [15]–[17], thus facilitating 
globally optimal system designs [8], [15]. In addition, some design tasks (such as control 
strategy design and component testing) are rescheduled to earlier stages of the project 
(frontloading). Frontloading makes for more efficient product development and testing as it 
allows controller models and subsystems to be developed and tested in a wholistic virtual and 
test bench environments respectively rather than requiring the availability of a physical 
vehicle prototype [1], [6], [8], [18]. Faults can be artificially induced to controllers to test 
their behaviour offline [11]. The communication system can also be modelled in detail in 
order to identify failures caused by communication errors [9]. As a result, the design process 
of a controller is faster and cheaper with debugging and testing possible at an early design 
stage [8], [17], while powertrain components can be verified early on in the vehicle 
development cycle by coupling them to real-time capable numerical models (HiL) [6]. In 
addition to the above, the use of holistic simulation has the potential to prevent damage to 
expensive prototypes and testing equipment [9] and for this reason, some researchers have 
developed engine test cell scheduling functionality on holistic virtual environments [6], [19]. 
Thus, the usefulness of multi-domain simulation is recognized within the automotive industry 
[4] 
In vehicle development, different domains are usually handled by different departments, each 
of which uses application specific software [7], [9], [12] with each simulation tool selected 
for being most suitable for a certain application [ 8 ] . This results in a wide a variety 
of modelling and simulation environments being used across the vehicle development cycle. 
While this multitude of used modelling and simulation environments may seem 
counterproductive, there are good reasons behind this software diversity. 

 Using one software for all operations can be time consuming and, in many cases, 
impossible as the component libraries, numerical solvers, user interface, and optimization 
tools of each software are tailor made for a given application. Building a component library 
from scratch can be very costly and running a component model with an unsuitable solver can 
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result to an unstable simulation. It is therefore beneficial to use more than one environment in 
an integrated simulation, taking advantage of the specialized capabilities of each environment 
[8]. 
 Different CAE tools sharing the same area of focus may have a different approach 

towards modelling (effort to build a model vs model fidelity, required data) [8], therefore, 
even two comparable software may have a place within the same organization. 
 Conventional single solver simulation is usually not sufficient for the system-level 

development of modern vehicles [3] 
While the above makes sense considering the need for discipline-specific component libraries and 
numerical solvers, a heterogenous collection of subsystem models built in non- compatible 
environments is in most cases not useful for carrying out a holistic vehicle simulation. Multi-domain 
simulations may not just involve different modelling tools but also different time scales [14] and 
required numerical solvers [17]. The component models must be integrated into one high level/system 
model. Depending on the involved platforms, model integration may be difficult and require a lot of 
work [12]. 
The aims of the current document are the review of the current model trends and methods in 
holistic modelling and simulation environments and model integration interfaces, as well as 
the development of a Simulink-based multi-disciplinary modelling environment (MME) to 
serve as a universal holistic vehicle simulation platform on a company-wide scale. Section 2 
is comprised of a review of the model integration methods most commonly used in the 
automotive industry and a review of publications where co-simulation was used as a tool to 
design and test automotive software, hardware, and electromechanical components. Section 3 
presents arguments in favour of adopting a generic holistic vehicle simulation environment 
and lists desirable characteristics such an environment must have followed by a brief 
description of neutral model integration environments. Section 4 presents the development 
and application of the Simulink-based Multi-disciplinary Modelling Environment MME. 
Section 5 describes the simulation setup and comments on the simulation results. Section  6 
concludes on the outcome of the document. 
 
2. Model Integration Methods in Literature 

Most modern modelling environments can connect to other modelling environments [10], 
[20]. A model is sufficient for the purpose when it encapsulates a sufficient degree of detail 
[11]. Co- simulation is a method of connecting different simulations running on different 
modelling and simulation environments and coordinate the execution of each simulation and 
the communication between the connected simulations [6], [9], [10]. This enables the 
engineers to connect different modelling and simulation environments, each dedicated to a 
specific domain or area of interest. The resulting integrated simulation combines the strengths 
[8], [18] and alleviates the weaknesses [21] of the individual environments as the engineers 
take advantage of the different capabilities of each environment to build as detailed 
component/subsystem models as possible [7] for the least amount of effort and connect the 
subsystem simulations to an accurate system-level simulation. Combining CAE tools in such 
a manner facilitates the realization of an interdisciplinary/holistic design approach [1], which 
is a necessary condition for the parallel development of automotive subsystems.  

Co-simulation incorporates the high-level dynamic behaviour of the system is for modern 
integrated design and allows for the development of control strategies as well as the 
evaluation of the design itself [15]. For controller development, it is common to use real-time 
co-simulation [3]. Real-time co-simulation is also used in HiL testing which allows for the 
connection of a physical component to a real-time simulation [6]. For a real-time simulation, 
the modelled components are exported to FMI or S-Function [7] and simulated on a real-time 
computer. Due to these reasons, co-simulation is gaining popularity in the automotive [3]. 
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2.1. Types of Model Integration Interfaces 
The need for a holistic vehicle simulation is currently being addressed by engineering software 
developers through the incorporation within their software of interfaces that allow for the 
connection of a model with models built in other engineering software via model import, model 
export or coupled simulation. Currently, a wide array of model integration options is available. In 
terms of the universality of model compatibility, model integration interfaces can be divided into 
two main categories: 
Proprietary- the interface is proprietary to the target software 
Some CAE software include interfaces that connect them to a specific target. In this case, the local 
model runs on its original platform and exchanges data with the global model running on another 
platform, usually via opening a virtual network to couple the two platforms [5], [10], [22]. Most 
automotive simulation platforms support co-simulation with Simulink in the role of the global but 
also the local model 
Tool Agnostic – the interface is supported by a wide array of commercial software 
S-Function – Some commercial CAE software export models to MATLAB S- functions [20] 
which can be imported and simulated in Simulink, or imported to a wide array of real-time 
computers and simulated in real-time 
Functional Mockup Interface (FMI). There are different subcategories of Functional Mockup 
Units (FMU) classified according to the standard version and the location of the numerical solver 
The tree diagram of model integration methods most commonly encountered in automotive 
applications is shown in Figure 1. When the component models are integrated into a global 
simulation and are simulated by a single global solver, the integration method is described as 
model exchange. When the component models are integrated into a global simulation but are 
simulated by one dedicated local solver per component, the integration method is described as co-
simulation. Co-simulation with solver coupling is capable of multi-resolution simulations. 
Multiple domain-specific local numerical solvers are integrated into one high- level multi-
disciplinary simulation [3]. The time step for each component model (local solver) is set to 
accommodate the different stiffness of each model [17] as well as the sample rate of the controller 
models. Co-simulation is subdivided in to standalone versions, in which case the solver is 
integrated within the model file and local simulation runs on the target environment, and platform 
coupling versions in which case the local model is simulated on the original platform, and the two 
software platforms are coupled together and exchange data. In co-simulation, data exchange 
between local models occur every macro-step of the global model. The local models are integrated 
under the local solver micro-step.  
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Figure 1 Tree diagram of model integration methods most commonly used in automotive applications 
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Figure 2 contains model integration diagrams of the different categories of FMU (A-C) as 
well as the proprietary platform coupling harness (D) 
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Figure 2 Diagrams of model FMU and dedicated harness model integration 

While the model exchanged and co-simulation are structurally different, the term co- 
simulation is commonly used to describe model integration regardless of method. For the 
sake of simplicity, the term will be used to describe all forms of model integration unless 
stated otherwise. 

Another way to distinguish between integration methods is to separate to white box where the 
structure of the exchanged model is visible to the model recipient, and to black box where the 
structure of the exchanged model is not accessible to the recipient. The latter category is very 
important for the protection of the intellectual property of the supplier [23]. 

2.1.1. The Functional Mockup Interface 
One of the most common and promising methods of connecting models from different 
platforms together is through the export and the import of an FMI compliant model [7], [9], 
[12], and for this reason, it is of particular interest for this work. The interface has been 
developed by a group of engineering software developers and research groups [12] known as 
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the consortium of the MODELISAR project with the purpose of supporting the exchange of 
numerical models of subsystems [23]. Initially developed for vehicular embedded system 
design, FMI is starting to be used in other engineering sectors [9], [24], [25], [26]. FMI is a 
popular software agnostic communication protocol between simulation environments that 
allows for models to be used in a wide array of software that support the protocol [8], [9], 
[12], [27]. FMU is a model file (essentially an archive file [9]) that follows the FMI standard 
which comprises the model interface specs. 
There are currently two versions of FMI, and each version is subdivided to model exchange 
(ME) which runs on the solver of the host platform (global) [12], and co-simulation (CS) 
which uses its dedicated local solver in a global-local solver layout. The global model 
manages the simulation and local models solve respective problems. Local models are 
directly connected to the global model and indirectly connected with other local models via 
the global model. The solutions within the local models are independent between one another 
and keep running even between communication points. Data exchange is discrete point [12]. 
FMU CS models are divided in two categories. The common CS version simulates the FMI 
on the original environment and exchanges data with the global solver via a virtual network. 
The standalone version is packed with its dedicated numerical solver which is executed in the 
target software. While the FMI standard has many advantages contributing to its popularity, 
there are some shortcomings under discussion in literature: 

 The FMI standard does not specify a global simulator [9] 
 FMI specs do not include high-level software approaches such as object-oriented 
development [12] 
 No vector and structure support. No means of modelling the communication between 
blocks. A virtual CAN must be modelled to validate timing, thus complicating ECU 
representation [7] 
 

2.2. Comparison of Model Integration Interfaces 
 
While there is currently a wide array of options available for integrating component models 
in a holistic system co-simulation, each interface has certain advantages and disadvantages 
that may make it suitable for some but not applications. For this reason, it may be beneficial 
for different stages across the vehicle development cycle to use different integration 
interfaces the selection of which should be the outcome of careful consideration. The main 
characteristics of each interface are presented in tabulated form in Table 1. 
 
FMI for Model Exchange runs on the solver of the host platform [24], [23], [28]. As a result, 
no coupling or extrapolation errors are introduced. In addition, it does not require a solver to 
be packed with the model thus allowing for small file sizes and being capable to run on the 
host pc regardless of whether the original platform is installed (if the model is not licence 
protected). 
 
MATLAB S-function runs on the solver of the local model. It can support discrete, 
continuous, and hybrid systems [29]. It can be directly imported to MATLAB/Simulink target 
and is supported by real-time computers [30], [31]. Its main advantage is its very high 
computational efficiency when based on the C language [32] and the small size of model 
files. 
 
FMI for standalone co-simulation uses the global-local solver architecture, thus allowing for 
different steps between the global and local models. Under this variant, the FMU is exported 
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with its dedicated solver packed with the model. The local model is simulated in the host 
environment using the pre-packed local solver [23]. The main advantage of this FMI CS 
variant is the inherently higher simulation speed compared to the FMI CS for platform 
coupling variant due to the elimination of platform communication latency. Another 
advantage is the capability of the standalone version to be simulated without the need for an 
installation of the original platform. The main disadvantage of the standalone variant is the 
very large size of the model files which makes them less than ideal for sharing with other 
users. 
 
FMI for platform coupling co-simulation uses the global-local solver architecture, thus 
allowing for different steps between the global and local models but the local model is 
simulated on the original platform and the two platforms are coupled together exchanging 
data. The target environment connects to an FMU wrapper rather than to the actual local 
model [23]. The main advantage of this method is the small size of the model file. The main 
disadvantages are the considerably slower simulation speed for simpler models compared to 
standalone FMI versions and the requirement for an installation of the environment of the 
local model on the host pc. This FMI variant is best used when the user has a full software 

installation on the host PC, model file size must be small, and/or the local model is 
computationally heavy. 
 
Proprietary platform coupling harnesses are also supported by many vendors, but it is most 
common for these interfaces to connect the platform to MATLAB/Simulink due to its 
universality in control development applications. Simulation environments are usually 
equipped with one harness to use Simulink as the global, and another to use the Simulink as 
the local model. Other coupling interfaces that are relatively common connect an 
environment to another environment developed by the same company. Coupling harnesses to 
platforms developed by different companies are not common. Its main advantages over the 
competing interfaces are that it is usually the easiest method to connect two software with, it 
uses the dedicated solvers of each platform and allows for different global, local, as well as 
communication step sizes, it is white-box and therefore the content of each model is 
accessible for modification between simulations without the need for the user to manually 
recompile the model. The main disadvantage of this method it the relatively slow speed 
caused by delays in the communication of the two platforms [18]. 
 
ICOS is a co-simulation interface developed by VIRTUAL VEHICLE and supported by AVL 
Model.CONNECT co-simulation tool. ICOS is capable of connecting a wide array of general 
purpose and automotive modelling and simulation environments such as Simulink, Dymola, 
AMESim, and CarMaker, GT, and Simulation X with one another. Each ICOS interface has a 
specific target environment. It shares a platform coupling technology and has the advantages 
of supporting white model structure (making it suitable for early stages of model 
development), multi-solver structure with the added advantage of being capable of 
connecting to real-time systems, and being supported by a popular dedicated model 
integration tool [33]. ICOS incorporates a number of techniques such as energy-preserving 
coupling methods to reduce the coupling error [34]. Since it is a platform coupling tool, 
simulation can be slower than other options where the local solvers run in the target platform. 
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Table 1 Popular model integration standards and associated characteristics 

 Model Integration Interfaces 
Criteria FMU 

ME 
MATLAB 
S-function 

FMU CS 
Standalone 

FMU CS 
Platform 
Coupling 

ICOS Proprietary 
Platform 
Coupling 

Harness 

Support by 

software 

Very 

High 

Very High Very High Very High High (Virtual 

Vehicle) 

High 

Simulation 

Speed 

Very 

High 

Very High Very High Ranges from 

Slow to High 

Ranges from 

Slow to High 

Ranges from 

Slow to High 

Model 
Configurability 

Poor Poor Poor Poor Excellent Excellent 

Simplicity in 
Procedure Setup 

Simple Simple Simple Simple Very Simple Very Simple 

Multiple solvers No Yes Yes Yes Yes Yes 

Weak coupling No      

Installation of 

original platform 

No No No Yes Yes Yes 

Model Access Black 

Box 

Black Box Black Box Black Box White Box White Box 

Model file size Small Small Very Large Very Large Small Small 

 
 
2.2.1. Discussion on Model Integration Interfaces and Suitable Applications 
All presented interfaces have a high support by software vendors. The advantage of the FMI 
standard over the rest of the software is that it is supported by many environments for both 
export but also for import. In addition, it is supported by several real-time environments. The 
S-function is best used when a very fast black box model is to be ran in MATLAB/Simulink 
or when a real-time computer is the target environment. FMI for Model Exchange interface is 
best used when a model must be shared as black box and the imported model is compatible 
with the solver and time step of the host platform. FMI for standalone co-simulation is best 
used when the local model is of a relatively low complexity and the co-simulation speed is of 
top priority such as in the case of parameter optimization and when the user has a solver 
licence but not a software licence for the local environment. Proprietary platform coupling 
harnesses are particularly useful during the initial developmental stages of an integrated 
simulation as it allows for quickly changing the models in one or more sides and observing 
the result of the change. ICOS interface is used when the AVL Model.CONNECT is used as 
the main model integration tool, and no export of the local model to FMI CS is possible, the 
co-model is under development and the white box model capability is useful, or when a 
connection to real-time system is necessary. 
 
In terms of control systems design, it is a common practice for controller models to be 
developed in Simulink. When the controller of a cyber-physical system is developed on 
Simulink, it is a common practice to use the environment hosting the plant to act as the global 
modelling environment. 
When a design optimization is to be carried out, it is better to import the plant model on 
Simulink to take advantage of MATLAB optimization and data processing libraries. 
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2.3. Application of Model Integration Methods in the Automotive Industry 

The following paragraphs of the current section comprise a brief categorized description of 
the automotive applications of model integration methods as encountered in the reviewed 
literature. 

Automotive Embedded Control 

P. Le Marrec et al. [1] coded software in C language, modelled hardware in VHDL, and 
mechanical components in MATLAB, and all were integrated to a MATLAB global 
simulation using VCI interface for use in the functional validation of initial specification. 

Guoxing Li et al. [35] integrated a Simulink model of an optimal slip ratio targeting ABS 
controller with a CarSim Vehicle dynamics model. The integrated model was used to 
compare the pressure compensating controller to a baseline controller. 

F. Xie et al. [21] developed a co-model of a light passenger car consisting of a vehicle model 
with an engine and a dual state CVT transmission model from AMESim, and 
MATLAB/Simulink Transmission Control Unit (TCU) model. The model was validated 
using a typical passenger car cycle to verify the co-simulation model is operating as intended. 

F. Renga et al. [16] developed a plugin that partitions electromechanical systems and 
modelling hardware and software architecture in detail in respective sub models with the 
purpose of co-designing and testing software and hardware parts of embedded systems.  

M. Maharun et al. [5] developed a co-model of a Parallel Hybrid Electric Vehicle comprised 
of the energy management system (EMS) & Fuzzy Vehicle Dynamics Controller model and 
the electrical components models in Simulink, and the vehicle model in ADAMS/Car with 
the purpose of evaluating EMS performance. 

Taotao Wu et al. [10] integrated a GT-Power engine model, AMESim torque converter, 
transmission, and vehicle dynamics models, and a Simulink controller model within a 
Simulink global model. The co-simulation was used to prove that shift quality can be 
improved through the coordinated engine and gearbox control.  

Lars Mikelsons et al. [7] co-simulated a GT-Suite powertrain, a CarMaker vehicle dynamics 
model, and an ETAS EVE yaw rate controller model, all exported to FMI and integrated in 
AVL Model.CONNECT in order to carry out a functional validation of the FMI ECU model. 

S. Zhao et al. [36] imported a CarSim-generated S-Function model of a racing car into a 
global Simulink model of a Fuzzy PID-based Cruise Controller and compared its 
performance to a baseline vehicle configuration. 

P. Casoli et al. [17] developed a co-model of engine and fluid power in Simulink and used it 
for the design of optimal engine and fluid circuit combination, as well as for the design of 
control for fuel efficient operation of mobile machinery. Fluid power circuit was modelled in 
AMESim and converted to an S-Function, then imported to Simulink and connected to a 
Simulink real- time engine model. 

S. Li et al. [37] setup a vehicle co-simulation in order to test a Fuzzy ESP Control strategy 
with respect to vehicle handling stability. Multibody system dynamics were modelled in 
ADAMS/Car while the controller model was developed in Simulink. 

X. He et al. [38] setup a co-model of a novel integrated electro-hydraulic brake system 
Simulated in AMESim, a 15 DoF vehicle dynamics model simulated in AMESim, and a 
hierarchical non-linear controller model simulated in Simulink with the purpose of comparing 



10  

the vehicle stability under the proposed design and strategy to that under a baseline 
conventional ESP system. 

A. Ibrahim [39] developed a co-simulation framework between Matlab and SUMO and 
connected a Matlab multi-layer vehicle platooning control algorithm to a SUMO traffic 
behaviour model to evaluate the performance of the platooning control strategy. 

R. Bours et al. [40] setup a co-simulation between of ADAS sensors and world simulation 
running in PreScan software and control algorithm and vehicle dynamics simulation running 
on Simulink using a dedicated co-simulation interface with the purpose of evaluating the 
sensitivity of  the modelled Autonomous Emergency Braking (AEB) system via parameter 
variation. 

N. Pedersen et al. [41] used the FMI-based INTO-CPS tool chain to co-simulate multiple 
FMU CS models exported from different environments with the purpose of developing EGR 
Water Handling control strategy . The control strategy was developed in MATLAB and 
exported via the Modelon toolbox to FMU CS. 

A. Domenici et al. [42] setup a co-simulation between a PVSio autonomous vehicle controller 
model and a Simulink vehicle kinematics model with the purpose of proving the concept of 
formal verification of autonomous vehicles via integrated simulation. 

H. Chen et al. [43] setup a co-simulation between an MSC.ADAMS full vehicle model and a 
Simulink Electric Power Steering (EPS) controller model and used the co-simulation to 
develop an EPS boost curve and evaluate its performance with respect to vehicle control 
stability. 

B. Chang et al. [44] co-simulated an ADAMS multi-body vehicle model with a Simulink-
generated C code model of an EPS controller imported to ADAMS and used the co-
simulation for calibration and performance evaluation of the EPS. 

M. Levesley et al. [45] integrated an MSC.visualNastran multi-body quarter vehicle model 
into a Simulink global model containing tyre, damper, and controller models. They developed 
the co-model for the purpose of optimizing the structure and control algorithm of semi-active 
suspension systems. 

Y. Zhang et al. [46] integrated an ADAMS suspension multi-body dynamic model of 1/2 
automotive suspension system within a global Simulink model containing an LQG-based 
active suspension controller via the dedicated coupling interface and used the co-model to 
investigate the potential of the LQG controller for handling and stability improvement. 

Y. Feng et al. [47] integrated an ADAMS multi-body vehicle and front steering system model 
within a Simulink model containing the Fuzzy controller of an active steering system and 
used the co-model to show that the simulated controller improves vehicle stability. 

K. Li et al. [48] integrated a GT-Power compressed natural gas engine model within a global 
Simulink engine controller model via the dedicated coupling interface and used the co-model 
to develop an adaptive feed-forward engine control strategy. 

N. Dong et al. [49] co-simulated a CarSim vehicle model with a global Simulink model 
containing a Luenberger observer and used the model as a proof of the concept of using a 
Luenberger observer to estimate the states of the vehicle. 

H. Ha et al. [50] modelled an in-wheel electric vehicle in CarSim and integrated it into a 
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global Simulink model of a Vehicle Dynamics Controller (VDC) with the purpose of 
investigating the effect of VDC on vehicle behaviour. 

Fuel Consumption Optimization 

O. Özener et al. [14] setup a co-Simulation between an IPG Truck Maker 3D bus and road 
model with an AVL Cruise drive train model and carried out offline fuel consumption and 
emission optimizations of speed profiles of busses. Co-simulation was established via a 
dedicated co-simulation interface. 

J. J. Eckert et al. [22] setup a co-simulation between a ADAMS vehicle multibody dynamics 
model and a Simulink longitudinal dynamics model including a lookup table based engine 
model. The authors also developed an optimizer that used the co-simulation to produce 
optimal gear shifting strategy to minimize fuel consumption while maximizing performance. 

Combination of components and its effects on system performance – NVH Studies 

I.M. Khan et al. [8] co-simulated an ADAMS multi-body dynamics 3D vehicle model with a 
powertrain controller developed in AMESim with the purpose of predicting vehicle Noise 
Vibration and Harshness induced by powertrain. The ADAMS vehicle model was converted 
to FMI and imported to AMESim.  

A. Dyer et al. [13] built a co-model of the US Army High Mobility Multi-Wheeled Vehicle 
comprising of an MSC.ADAMS vehicle model, FEAP (Finite Element Analysis Package) 
tyre models, and PSAT (Powertrain Systems Analysis Toolkit) powertrain model with the 
purposes of further developing tyre and contact models, and exploring model integration 
options. 

Hareesha et al. [51] co-simulated a virtual prototype of a double wishbone suspension system 
in ADAMS and a PID controlled force signal in Simulink with the purpose of investigating 
the dynamic behaviour of a double wishbone suspension system. The integration was carried 
out via the ADAMS/Control Module and Simulink served as the global simulator. 

F. Fleissner et al. [52] built a co-model connecting a 17 DoF multi-body silo vehicle model 
running in Simpack, and a particle hydrodynamics model of the sloshing liquid cargo running 
in Pasimodo with the purpose of generating optimal tank designs under which sloshing liquid 
cargo has a minimal effect on vehicle stability. Simulink served as the global simulator and 
the connecting link between the two software. The connection between Simpack and 
Simulink was achieved via the proprietary coupling interface. Pasimodo and Simulink were 
connected via using the respective plugin interface by Pasimodo.  

S. Han et al. [53] setup a co-simulation between a multi-body dynamics tracked vehicle 
model and road model running in RecurDyn, and a hydropneumatics suspension model 
running in AMESim with the purpose of investigating the effect of hydropneumatics 
parameter variation on ride safety. 

Y. Li et al. [54] integrated a 11 DoF CarSim in-wheel motor drive electric vehicle (IWMD 
EV) model within a global Simulink model containing the motor and motor controller models 
using a platform coupling block with the purpose of studying the path tracking and self-
driving performance of intelligent IWMD EVs. 

J. Hong et al. [55] setup an AMESim PHEV global and imported a Simulink Hybrid Control 
Unit model and used the co-model to investigate potential drivability issues during the 
engagement and disengagement of the ICE. 
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Combination of components and its effects on system performance – electric propulsion 

A. Karvonen et al. [2] developed an Ansys Simplorer/Maxwell co-model of a drive system. 
The magnetic component of the electric machine is modelled in Ansys Maxwell, and all other 
components on Ansys Simplorer. The co-model was used to study the current and voltage 
harmonics induced on the DC bus by the switching events. 

J. Peng et al. [56] setup a co-simulation comprising of a MATLAB/Simulink plug-in hybrid 
school bus model (powertrain, controllers, and energy management strategy (EMS)), and a 
CANoe controller area network (CAN) bus model and used the co-simulation to investigate 
the performance and reliability of the CAN bus and the energy performance of the EMS. 

Automotive test rig and test schedule development 

S. Klein et al. [6] developed an Engine in Loop (EiL) test rig as a tool to investigate the 
effects the variation of vehicle parameters on the actual engine. A Model in Loop (MiL) 
vehicle model co-simulation was setup on dSpace VEOS comprising of a dSpace VSM 
vehicle dynamics model, a GT power FRM engine model, and a Simulation X automatic 
Double Clutch Transmission (DCT) model exported to FMU CS at a fixed step. The vehicle 
was modelled in ASM Tool Suite. The Transmission Control Unit (TCU) was modelled in 
Simulink. At the second stage, the GT engine model was replaced by a physical engine test 
bench which was connected to the co-simulation. An interface that connects the non-rt 
simulation (MiL), the dSpace SCALEXIO and the test bench is developed by the authors. 

T. Fletcher et al. [19] developed an engine calibration validation tool using a co-model of a 
test cell and engine. The test cell controller was developed using Simulink StateFlow charts. 
The PCM SiL was developed on Simulink, while the GTDI engine was a Ricardo WAVE-RT 
model. The global model was running on Simulink and the engine model was integrated via 
the dedicated WAVE- RT Simulink harness. 

B. Zhang et al. [18] setup Simulink co-models of vehicle suspension durability rigs. The 
vehicle and the test rig mechanical components were modelled in ADAMS and the hydraulic 
and control elements modelled in Simulink. Remote Parameter Control RPC Pro software 
was used to control the co-simulation. Connection between Simulink and ADAMS was 
established using the virtual server option. 

Other 

A. Khadr et al. [57] setup a co-simulation between an ADAMS scooter and road model 
connected to a Simulink PID controller-based driver model with the purpose of developing a 
methodology for the assessment of the dynamic behaviour of the scooter during manoeuvres. 

S. Shojaei et al. [58] integrated a Dymola-generated FMI CS thermal model (HVAC & 
engine, battery thermal management systems) into a global Simulink model containing 
WARPSTAR-based powertrain model and a controller model, and used the co-model to 
calculate the cooling loads for different duty cycles and ambient conditions. 

G. Park et al. [59] built an electric vehicle model in CarSim and integrated it in S-Function 
form into a global Simulink model containing battery, power electronics, and driver 
subsystems with the purpose of investigating the effects of inverter faults on vehicle 
performance. 

From the above, it is observed that holistic simulation plays an instrumental role in both 
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vehicle controller development as it allows for controller software, hardware, and 
communication network to be developed and tested with a high-fidelity plant model under 
normal operating conditions and under fault conditions, and this improves controller 
reliability the performance. A holistic simulation allows for using well correlated vehicle 
models under realistic driving conditions both provided by the most suitable platform to 
identify vehicle driving patterns that optimize performance, fuel consumption, and emissions. 
Simulation of component interaction allows the engineers to verify component compatibility 
and avoid low performing combinations. Offline co-simulation is useful for designing test 
rigs and testing schedules safely and for low cost, while real-time co-simulation is used in 
testing physical components under realistic simulated conditions. In terms of used interfaces, 
the most popular options are the FMI standard and the platform coupling co-simulation, while 
in terms of co-simulation environments for control development, Simulink is found to be the 
most popular option. Another encountered environment dedicated to model integration is 
AVL Model.CONNECT. In addition to commercial software, researchers have developed 
environments whose main functionality is to build and integrate FMU models to a co-
simulation. 

3. The need for a generic holistic vehicle simulation environment 

Section 2 compared the existing model integration methods and reviewed the usage of model 
integration methods in automotive literature. The current section will discuss the advantages 
of the concept of a general holistic vehicle simulation environment that supports all the major 
integration interfaces, to act as a standardized binder between the multiple heterogenous 
models. 

While one may argue that the direct connection between two simulation platforms via a 
combination of FMU import and platform coupling interfaces may be the fastest route 
towards a holistic vehicle simulation, the fact that each department tends to use a modelling 
and simulation platform specific to its area of expertise means that under such arrangement, it 
is more likely than not for each department to setup their own holistic vehicle simulation with 
the global simulation running on their chosen software. Such practice may appear to save 
time in the short term, but combining many heterogenous models in a non-consistent manner 
can be the cause of data discrepancy and numerical inconsistencies (e.g. a co-simulation 
integrated in one environment may not give identical numerical results to the same models 
integrated under another environment) and complicate the dissemination of information 
between departments (e.g. data files used by a given department may not be readily 
accessible by the software used by another department) [60], and in the long run, it may 
increase the model development and maintenance costs on a company-wide scale. In addition 
to the above, the design exploration/optimization capabilities of each department are 
constrained by the capabilities of the design exploration module integrated within the selected 
global simulation platform. 

From the above, one may acknowledge the potential for a universal modelling and simulation 
environment to serve on a company-wide scale as the global simulator of a holistic vehicle 
model/co-model. The modelling environment of a holistic vehicle simulation must possess 
the following characteristics: 

 It must support the connection to a wide array of modelling and simulation platforms 
 It must be generic in nature and applicable on a company-wide scale across the vehicle 

design lifecycle without the need for any changes in the top-level architecture. Therefore, 
the data buses used for the communication between the main subsystems must support 
all signals that may possibly be needed by any given department within an automotive company. 
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 It must be modular and easily adaptable with the user being able to transition from a high-
fidelity configuration utilizing the maximum number of signals to a low-fidelity 
configuration utilizing the minimum necessary number of signals and vice versa under the 
same general high-level layout and model setup procedure. 

 It must be capable of carrying out the global vehicle simulation while running each 
subsystem model under different numerical solver configurations to cater for the special 
requirements of different energy domains, model fidelities, and numerical solvers 

 It must support complicated simulation control and data post-processing 
 It must feature a straightforward method of developing and integrating user code to carry 

out bespoke simulation control schemes, data post processing tasks, and data 
visualization, as such would be highly advantageous 

 
A generic and at the same time modular holistic vehicle simulation environment will enable 
all departments to carry out design operations of different nature using the same top-level 
model structure. This will allow for consistency in design practices, reduction in training 
costs and an easier rotation of personnel between departments. In addition, it will prevent 
overlap in modelling work between departments as new configurations required by a team 
could easily be generated by adapting existing configurations already generated by another 
team. For example, the co-model used by team concerned with vehicle NVH may part of the 
local structure of a co-model used by the team concerned with vehicle drivability. 
 
3.1. Neutral Model Integration Environments 

There is a wide array of software that can serve in the role of a holistic simulation 
environment. Some of the software are general modelling and simulation platforms with good 
connectivity to other software, and some are dedicated model integration platforms: 
 MATLAB/Simulink – Most CAE software can connect to MATLAB/Simulink via a 

proprietary interface, export to S-function, or export to FMI (also supported by Simulink) 
 OpenModelica supports the FMI standard and therefore has a neutral model integration 

capability 
 AVL Model.CONNECT 

o Dedicated co-simulation middleware 
o Allows for integrating models built on different environments into one high level 

simulation 
o Supports model integration standards such as FMI and ICOS 
o Connects to AVL Testbed.CONNECT to exchange data with and control the test 

bed emulators 
 FEV xMOD 

o Dedicated co-simulation platform 
o Allows for integrating models built on different environments into one high level 

simulation 
o SiL, HiL capable 

 VIAS MpCCI 
o Dedicated co-simulation platform 
o Connects to FMI, MATLAB, Adams, SIMPACK, as well as multiple EM, FEM & 

CFD simulatiom platforms 

 dSpace VEOS can simulate virtual ECUs and models. It supports S-function, AUTOSAR, 
as well as the FMI 

 SystemC enables event-driven simulation of embedded systems. SCNSL extension to 
SystemC has been used to model the communication network (timing characteristics) the 
integration of FMU models is possible [9]. 
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4. Simulink-Based Multi-Disciplinary Modelling Environment (MME) 

Section 3 presented the advantages of using a universal model integration environment for 
automotive engineering applications, listed a number of characteristics that are highly 
desirable from such an environment, and briefly mentioned existing environments that could 
potentially serve in this role, with MATLAB/Simulink being among them. As discussed in N. 
Kalantzis et al. [61], MATLAB/Simulink combines a number of characteristics that make it 
particularly suitable in serving as the backbone of a generic holistic vehicle simulation 
environment. The current section presents the Multi-Disciplinary Modelling Environment 
(MME), a holistic vehicle simulation environment developed by the authors in 
MATLAB/Simulink as an exercise in the combination of the characteristics listed in section 3 
into a MATLAB/Simulink-based holistic vehicle simulation tool. 

The developed MME can integrate the subsystem models built in several different 
heterogenous platforms, thus enabling for a holistic vehicle simulation. To ensure the 
applicability of the environment on a company-wide scale, the top-level Simulink block 
diagram and the involved data busses must be able to accommodate all possible uses of the 
MME. The top-level Simulink block diagram of the developed MME is shown in Figure 3. 
As can be observed, the block diagram consists of three main blocks. The blocks 
communicate with each other using data busses. To allow for the reference to external 
Simulink local models, the data bus objects stored in the tool library and are loaded when the 
global model is loaded. the input and output ports within local Simulink models destined to 
communicate with the global Simulink model via data busses have their data types set to the 
respective data bus. The “WAVE & PCM” is a Simulink Model block within the MME block 
diagram referring to a separate Simulink model named “WAVE_and_PCM”. 
 

 

Referenced model “WAVE_and_PCM” whose block diagram is shown in Figure 4 contains a 
virtual representation of the Powertrain Control Module (SiL PCM), and the “Wave Harness” 
block. The “Wave Harness” block contains a Ricardo WAVE-RT Simulink interface block 
which calls a crank angle resolved, real-time capable Gasoline Turbo Direct Injection (GTDI) 

engine model. In addition to the WAVE-RT interface, the “Wave Harness” block includes 
blocks and connections that convert the signals of the input data buses (PCM_DataBus and 
VehicleDataBus) to forms that are readily useable by Ricado WAVE engine models. 

Figure 3 Top-level Simulink block diagram of the MME 
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The “Vehicle Harness” block whose content is shown in Figure 5 selects all signals that may 
be necessary for the operation of a vehicle model from the three data busses. This block has 
been included as a place holder for the case in which the engine model is integral to the 
vehicle model. The “Vehicle Model” block contains the interface block to the vehicle model. 
An interface may be in the form of a third-party platform coupling/co-simulation interface or 
a Simulink model referencing block that connects the global Simulink model to a local 
Simulink model containing and running the vehicle model under a different numerical solver 
configuration than that of the global holistic vehicle model. Alternatively, a Simulink or 
Simscape vehicle model may be added into the “Vehicle Model” block and ran as part of the 
global vehicle model (provided the global solver is suitable). In terms of the vehicle model 
outputs, the “Vehicle Harness” block combines all output signals of the “Vehicle Model” 
block into the “Vehicle_DataBus” bus. 
 
 
 

Figure 4 Block diagram of the "WAVE_and_PCM" model 

Figure 5 Content of the "Vehicle Harness" block 
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To demonstrate the modularity and prove the concept of the developed MME, three vehicle 
models have been built in AVL CRUISE M, Ricardo IGNITE, and LMS AMESIM to serve 
as local vehicle models to the developed MME. The three models have been built to resemble 
each other as closely as possible in both structure and parameterization to exhibit as a close of 
a behaviour as possible. 

The first configuration of the tested MME involves the connection of the MME to an AVL 
CRUISE M vehicle model. The content of the “Vehicle Model” Simulink block connects the 
main MME to an external (referenced) local Simulink model which in turn contains a 
MATLAB S-function vehicle model exported by AVL CRUISE M. The reason for running 
the CRUISE M generated S-function as a referenced local model is the fact that the MME 
global simulation must run under a variable step solver while the S-function vehicle model 
must be simulated under a fixed step solver of a 10-5 sec time step. Unused I/O ports serve as 
placeholders for when they are needed. The non-connection of some of the output ports does 
not prevent the simulation of the holistic vehicle model. 

The second configuration of the tested MME vehicle model involves the connection of the 
MME to a vehicle model built in Ricardo IGNITE. The connection of the global MME model 
to the local IGNITE model is achieved through the addition of two IGNITE co-simulation 
interface blocks within the “Vehicle Model” block with one interface providing the time step 
of the co-simulation, and the other interface exchanging data with the IGNITE vehicle model. 
In this case, the IGNITE vehicle model is simulated in IGNITE using the solver and 
simulation time step that have automatically been selected by IGNITE. This configuration 
makes use of only two vehicle model outputs compared to the ten outputs used in the above 
configuration with the unconnected I/O ports block serving as placeholders. 

The third configuration of the tested MME involves the co-simulation of the MME with an 
LMS AMESIM vehicle model. The connection of the MME with the AMESIM vehicle 
model is achieved through the addition of an AMESIM co-simulation interface Simulink 
block within the “Vehicle Model” block. The local vehicle model is simulated within LMS 
AMESIM (under a solver configuration automatically selected by AMESIM) and exchanges 
data with the MME via the AMESIM co-simulation interface Simulink block. In this case, 
eight of the output ports of the “Vehicle Model” block are connected to the vehicle model, 
while the rest of the blocks are left unconnected, thus showcasing once again the modularity 
and flexibility of the developed MME. 

5. Simulation and comparison of results 

Following the description of the developed modelling environment and the three MME 
configurations, this section validates and demonstrates the modularity of the developed MME 
concept by means of simulating the three configurations of the MME described above and 
comparing the generated simulation results. For this purpose, a constant desired engine load 
input is applied to the holistic vehicle model. Constant blocks within the “Driver” block 
provide the “WAVE_and_PCM” local model with the desired engine load, and the vehicle 
local model with desired gear, brake signal, and clutch signal through the “TST_DataBus”. 

The simulation of the holistic vehicle model starts with an initial vehicle speed of 20km/h and 
stops at 30 seconds. The clutch is kept engaged, and the brakes are kept disengaged 
throughout the simulation. The desired engine load is constant throughout the simulation. 

The engine speed traces of the MME simulated with CRUISE M-generated S-function, 
IGNITE, and AMESIM vehicle models are plotted in Figure 6. It can be observed that all 
third-party vehicle models have been successfully integrated within the MME and 
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communicate with the WAVE-RT engine model, as well as the Simulink based PCM. The 

engine speed traces of all tested configurations exhibit shapes that behave in a similar manner 
and are closely located with one another. All traces exhibit an oscillatory behaviour of a 
higher amplitude within the 14” to 18”, and 24” to 27” intervals. 
 
 

 

As expected, the vehicle speed traces plotted in Figure 7 follow the trends exhibited by the 
respective engine speed traces with all vehicle speed traces being located at a very close 
proximity with one another. The oscillatory behaviour exhibited by the engine speed traces is 
also present in the respective vehicle speed traces of Figure 7. 
 
 

Figure 6 Engine speed vs. Time plot of the simulated MME-Vehicle combinations 

Figure 7 Vehicle speed vs. Time plot of the simulated MME-Vehicle combinations 
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The closer inspection of the traces in the plots of Figure 8 reveals the effects the co-
simulation and the interaction between separate models have on the results generated by the 
holistic vehicle model. Because of the use of the engine speed (calculated within the vehicle 
model) as a feedback signal to the engine and PCM models, small differences in the 
communication of signals between the different configurations cause small differences in 
calculated acceleration. In addition to the above, small differences in the architecture of the 
models as well as in the solvers employed by the individual platforms introduce additional 
error in the calculated values. 
 
 
 

 

Figure 9 focuses on the time interval between 24.6” and 26.2” during which, all three vehicle 
speed traces exhibit an oscillatory behaviour. The oscillatory nature of the torque generated 
by the crank angle resolved WAVE-RT engine model excites the driveline and drift in and 
out of phase with the driveline natural frequencies. Another observation on the oscillations of 
vehicle speed traces is that while they depict the nature of the system correctly, their high 
magnitude highlights the need for the selected stiffness values for the driveline shaft 
components used for this study to be replaced by the calibrated values. Despite this, the 
vehicle models still served well the purpose of demonstrating the advantages offered by the 
developed MME by being capable of integrating distinct solvers dedicated to different 
physical domains into a holistic vehicle simulation. 

While differences in calculated engine speed and vehicle speed values have been observed 
between the three tested MME configurations, these can be characterized as small. 

 

Figure 8 Detailed Vehicle Speed Comparison 
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The capability of the developed MME of integrating subsystem models of varying 
capabilities built on many different platforms in one holistic vehicle simulation allows for 
building numerous holistic vehicle model configurations. The model fidelity and chosen 
modelling environments of the constituent subsystem of these configurations depends on the 
subject of the study, as well as the position of the study within the product development 
cycle. 

A team working on a very early stage of the vehicle design lifecycle may make use of the 
MME to integrate a simple mean value or response surface engine model and a rigid driveline 
vehicle model to formulate the set of requirements/specifications for the design. 

In later stages of the vehicle design lifecycle, engineering teams may use the MME to 
integrate high-fidelity subsystem models to carry out detailed design of the subsystem under 
investigation.  
 

6. Conclusion 

The aims of the current document were the review of the current model trends and methods in 
holistic modelling and simulation environments and model integration interfaces, as well as the 
proof of the concept of a Simulink-based multi-disciplinary modelling environment (MME) in the 
role of a universal holistic vehicle simulation platform.  
The reviewed literature showed that model integration is used in numerous applications 
across the vehicle development cycle with embedded controller design being the most 
common application. During embedded controller design, it is a common practice for 
controller models to be developed in Simulink. Other areas of focus include NVH studies, 
fuel consumption studies, subsystem compatibility studies, automotive subsystem design (e.g. 
thermal management systems), and test bench development. The most encountered 
integration method involves the use of proprietary platform coupling interfaces due to being 
the simplest and most straightforward to implement and well suited to the model 
developmental phase due their white box structure. Another highly popular interface is the 
FMI which is gradually emerging as the dominant tool-agnostic model integration interface. 
Finally, MATLAB S-function has a strong presence in model integration applications to 

Figure 9 Detailed Vehicle Speed Comparison (2) 
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Simulink target. 
The comparison between the encountered interfaces, showed that each family of interfaces 
characterized by a distinctive set of advantages and disadvantages that make them best suited 
for a particular type of application. The S-function is best used when a very fast black box 
model is to be ran in MATLAB/Simulink or when a real-time computer is the target 
environment. FMI for Model Exchange interface is best used when a model must be shared as 
black box and the imported model is compatible with the solver and time step of the host 
platform. FMI for standalone co-simulation is best used when the local model is of a 
relatively low complexity and the co-simulation speed is of top priority such as in the case of 
parameter optimization and when the user has a solver licence but not a software licence for 
the local environment. Proprietary platform coupling harnesses are particularly useful during 
the initial developmental stages of an integrated simulation as it allows for quickly changing 
the models in one or more sides and observing the result of the change. ICOS interface is 
essentially a platform coupling interface and it is used when supported by one tool for 
integration to a target tool and the co-model is under development hence the usefulness of the 
white box model capability is useful. Another application of ICOS is when a connection to 
real-time system is necessary. Hence it is concluded that there is not an all-around best 
option, but rather there is a place for all reviewed interfaces.  

A holistic vehicle simulation environment that supports all popular model integration 
interfaces can streamline the vehicle development process. The authors built and used the 
Simulink-based Multi-disciplinary Modelling Environment to explore the potential of 
MATLAB/Simulink as the backbone of such application. Three modelling combinations of 
the same vehicle were successfully executed giving numerical results in close proximity 
between modelling combinations thus proving the feasibility of the concept. 
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