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Abstract

Understanding synchrony in growing populations is important for applications as diverse as
epidemiology and cancer treatment. Recent experiments employing fluorescent reporters in
melanoma cell lines have uncovered growing subpopulations exhibiting sustained oscillations,
with nearby cells appearing to synchronise their cycles. In this study we demonstrate that the
behaviour observed is consistent with long-lasting transient phenomenon initiated, and am-
plified by the finite-sample effects and demographic noise. We present a novel mathematical
analysis of a multi-stage model of cell growth which accurately reproduces the synchronised
oscillations. As part of the analysis, we elucidate the transient and asymptotic phases of the
dynamics and derive an analytical formula to quantify the effect of demographic noise in the
appearance of the oscillations. The implications of these findings are broad, such as provid-
ing insight into experimental protocols that are used to study the growth of asynchronous

populations and, in particular, those investigations relating to anti-cancer drug discovery.
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Statement of Significance

Recent experiments have reported strong evidence of periodic oscillations in the proportion
of young and old melanoma cells. The biological mechanism generating this synchronisation
and the potential impact that can have on commonly used experimental protocols is still
unclear. Here we studied a population of melanoma cells for which we found oscillations in
the proportions of cells in each phase of the cell cycle. We demonstrate that these observations
may be triggered by intrinsic demographic noise alone, rather than any active synchronisation
mechanism requiring cell-cell communication. Our findings may have implications for typical

experimental protocols which aim to produce asynchronous cell populations.



I. INTRODUCTION

Growing populations are a crucial feature of many biological phenomena, from the
clonal expansion of cancer cell lines to the increase in numbers of infected individuals
during a disease outbreak. A deeper understanding of cell proliferation sheds light on a
vast range of biological processes, from morphogenesis to tumour growth [1, 2], under-
standing and predicting the time evolution of these growing population is, therefore,
of fundamental biological relevance [3, 4]. The initial stages of growth in both these
scenarios are typically considered to be exponential as cells replicate without restriction

or disease spreads into an otherwise susceptible population.

Standard mathematical modelling approaches assume that cell divisions are inde-
pendent events with exponentially distributed waiting times. This gives rise to ex-
ponential growth in unstructured populations [5]. In cell biology, this approach has
been supported by classic experimental studies for large populations under favourable
growth conditions [6, 7]. However, when smaller populations are considered - for exam-
ple clones of a single progenitor cell - the classical model of exponential growth fails to
capture the variable per capita growth rates caused by non-exponentially distributed

cell cycle times and more sophisticated models are necessary [8-12].

Due to recent technological advances, we are now able to access accurate data re-
vealing the structure of dynamic cell populations [13, 14] using, amongst other tools,
proliferation assays: an in vitro experimental protocol in which the growth of cell pop-
ulations is monitored over time [15]. In particular, in recent work [16], we assayed the
proliferation of melanoma cells labelled with FUCCI (Fluorescent Ubiquitination-based
Cell Cycle Indicator [17, 18] - see Fig.1 and Section IIB of Materials and Methods)
which allowed us to track the number of cells in particular phases of the cell cycle
over a timespan of 48 h. Strikingly, the proportion of cells in the first phase of the
cell-cycle, gap 1 (G1), demonstrates clear and unexplained fluctuations during the en-
tire duration of the experiment. This synchrony, reproducible over multiple cell lines
and experimental replicates, has potentially serious implications for studies of rapidly
dividing cell populations and demonstrates that classical, and widely adopted expo-

nential models of population growth are insufficient to capture either individual-level



or population-scale growth dynamics.

Inspired by our experimental findings, we build a multi-stage mathematical model
for cell proliferation which represents the cell-cycle as a series of discrete stages [16].
The waiting time distribution between consecutive stages is exponential, meaning that
the cell cycle time (CCT) follows a more general class of distributions, known as hypo-
exponential Yates et al. [8]. This family of distributions has been shown to provide
good agreement with the experimental cell-cycle time distribution data [8, 13, 14, 19].
By deriving a deterministic representation of the population dynamics under the multi-
stage approach we reproduce the cell-cycle fluctuations observed in the experiments.
This suggests that multi-stage models are a suitable framework for investigating the
phenomenon of cell-cycle synchronisation. However, since in [16] the parametrisation
of the model is carried out individually for each experimental trajectory, our previous
study did not explain the origin of such oscillatory phenomena nor their asymptotic be-

haviour.

In a growing cell population, cell division acts as a natural source of synchronicity by
increasing the number of phase-synchronised cells. This progeny form of synchronicity
plays a fundamental role when the population size is small (for example in the case
of a single-cell lineages). As the population grows, the effect of initially synchronous
progeny gradually decreases and it eventually becomes negligible for a large popula-
tion, at which point the phase distribution - the distribution of cells in each phase of
the cell cycle - reaches an invariant state and the total population grows exponentially
(asymptotic regime). When a small population is sampled from a larger one, for ex-
ample during a typical cell proliferation assay, the intrinsic randomness of the process
plays a dual role. Stochastic finite-size effects can lead to the sampled population being
far from the invariant distribution. That sampled population will have a synchronised
oscillatory state. However the individual variations in the cell-cycle time tend to break
the correlation of synchronised cells, resulting in a gradual desynchronisation the pop-
ulation (transient regime). The presence of these two regimes (a transient-oscillatory
regime and an asymptotic-exponential regime) is a common feature of many structured
growing population [9, 10, 20]. It is not surprising, therefore, that these two phases

play distinct but critically important roles in the dynamics of a growing cell population.
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Fig. 1. Cell cycle and phase time distributions and synchronised oscillations. Panel (a) shows
a comparison between the distribution of the duration of the G1 phase obtained by tracking
200 randomly chosen cells (red histogram) and the Erlang distribution with the same mean
and variance (black curve). Panel (b) shows the comparison between the distribution of the
full cell cycle time of the same tracked cells (blue histogram) together with the corresponding
Erlang distribution. Panel (c) shows one time series trajectory of the proportion of G1 cells,
@, obtained from the experiments (blue line), together with the envelope of two standard
deviations from the mean (light grey region) predicted using the multi-stage model. The
parameters of the multi-stage models are obtained by fitting the distribution of the total cell-
cycle time and G1 duration (see Section S.4 of Supplementary Materials): K = 92, aK =
33,8 =4.96h~!, v =94.3 and Ny = 381

The extent to which this natural transient phase is responsible for the observed
oscillatory phenomenon remains unclear. Our goal is to design a suitable theoretical
framework, based on the multistage model (Section IID), which allows us to quantify
for a given population the magnitude of synchronicity triggered and sustained by demo-
graphic noise - a general term which describes to the randomness emerging at the level
of a finite-sized population when individual birth and death events occur stochastically.
The focus of our analysis is on quantifying the expected amplitude of the oscillations, as

this quantity can be easily measured and directly linked to experimental observations,



even when the data are limited to short time windows.

In this study, we establish that strong oscillations observed in growing populations
of cells can be triggered by demographic noise alone. This finding demonstrates that
it may not be necessary to appeal to an external synchronisation mechanism requiring
cell-cell communication to explain synchronisation observed in experiments. To do
this we first analyse the multi-stage model with a particular focus on characterising
the transient and asymptotic phases. By deriving a stochastic mesoscopic model, we
study the effect of stochasticity in the system and obtain an analytical formula that
can be used to quantify the amplitude of the fluctuations due to finite-sample effects.
Finally, we parametrise the multi-stage model by fitting the G1 and total cell-cycle time
distributions, obtained from single-cell tracking data, and compare our predictions with
the time series obtained in the experiments.

Our central finding is that the fluctuations in the subpopulation of G1 cells in the
proliferation assay are of the same magnitude as those induced by demographic noise
alone, which suggests finite-sample effects provide a straightforward, yet often over-
looked explanation of the observed synchronisation. Our study examines the specific
impact of demographic noise on the dynamics of the amplitude of the oscillations, pre-
dicting that the observed synchronicity is a transient phenomenon for which we can

predict the corresponding characteristic decay time.

The fact that the observed synchrony is a generated by demographic noise, and not
a feature peculiar to the cell line we studied, means that we expect the same phe-
nomenon to be observed in a wide range of other populations undergoing stochastic
growth, as exemplified in a number of studies [4, 15, 21-23]. Moreover, the generality
of the mathematical models adopted throughout, allows this study serve as a showcase
of the potential applications of multi-stage models. The possible implications of our
study therefore range from revised experimental protocols, to altered cancer treatment
schedules and from new ways of understanding early infection progression within the
body to strategies for prevention of the spread dissemination of disease in the early
stages of an outbreak. The characterisation of the transient nature of synchronised
behaviour may lead the way to new experimental designs for a broad range of experi-

mental protocols in which cell cycle synchronisation is of vital importance [24].
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II. MATERIALS AND METHODS
A. Cells and cell culture

The human melanoma cell line C8161 (kindly provided by Mary Hendrix, Chicago,
IL, USA) was genotypically characterised [25, 26|, grown as described by Spoerri et al.
[27] and authenticated by STR fingerprinting (QIMR Berghofer Medical Research In-
stitute, Herston, Australia)

We maintain the cell cultures to prevent any induced synchronisation from cell cycle
arrest in G1 phase. In general, such induced synchronisation can occur through various
experimental conditions, namely contact inhibition of proliferation at relatively high
population densities [28], decreased pH of the growth medium due to the concentration
of acidic cell-metabolites such as lactic acid [29], and reduced availability of nutrients
such as serum [21]. We prevent induced synchronisation by passaging the cells every
three days, and on the day prior to setting up an experiment, to maintain a subconfluent
cell density and a fresh growth medium, so that the cell culture conditions are never
such that they cause G1 arrest.

We note that there are other factors that can induce cell synchronisation. For
example, during the suspension, prior to seeding, some cells may die due to detachment
- in particular those close to mitosis. Clearly, this phenomenon might lead to further
deviation from the invariant distribution and hence, to amplification of the appearance
of the oscillations. Since the aim of our study is to quantify the oscillations arising

only from finite-sample effects, we do not account for this phenomenon in our model.

B. Fluorescent ubiquitination-based cell cycle indicator

To generate stable melanoma cell lines expressing the FUCCI constructs, mKO2-
hCdtl (30-120) and mAG-hGem (1-110) [17] were subcloned into a replication-
defective, self-inactivating lentiviral expression vector system as previously described
[30]. The lentivirus was produced by cotransfection of human embryonic kidney 293T
cells with four plasmids, including a packaging defective helper construct (pMDLg/
pRRE), a Rev plasmid (pRSV-Rev), a plasmid coding for a heterologous (pCMV-VSV-
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G) envelope protein, and the vector construct harboring the FUCCI constructs, mKO2-
hCdtl (30-120) and mAG- hGem (1-110). High-titer viral solutions for mKO2-hCdt1
(30/120) and mAG-hGem (1/110) were prepared and used for co-transduction into
eight biologically and genetically well-characterized melanoma cell lines (see above),

and subclones were generated by single-cell sorting [18, 27, 31] .

C. Image processing and analysis

The microscopy data consist of multi-channel time-series stacks which are processed
and analysed automatically with Fiji/ImageJ and MATLAB as described in Vittadello
et al. [16].

To obtain the time distribution of the G1 phase cells and of the cell cycle we selected
200 cells towards the beginning of the experiment. To do this, we first labelled all the
automatically detected cells on the first frame of the processed merged image of the
red and green channels (using the routine Analyse particle of Fiji/ImagelJ), we then
selected 100 labelled mother cells uniformly, without replacement. For each selected
mother cell we manually recorded the time intervals corresponding to the G1 phase
(i.e. between the mitosis event of the mother cell and the first appearance of the cell in
the green channel) and to the cell cycle (i.e. between the mitosis event of the mother
cell and the last appearance of the cell in the green channel) of its two daughter cells.
We ignored cells which did not reach mitosis before the end of the experiment or move

out of the microscopy window (1% of the selected cells).

D. Multistage agent-based model

We adopt an agent-based model (ABM) for the growth and division of cells, following
[8, 13, 19]. In this formulation the cell-cycle is represented as a series of K stages
through which a cell progresses before it divides. We choose the waiting time to progress
from one stage to the next to be exponentially distributed with rate [, independent
from all other events. When a cell passes through the final stage, it divides into two

new daughter cells, both initialised at stage one. This is a simplified model of the cell
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cycle, however, it is sufficient for the purposes of this study and (as we will show later)

it gives a good fit to experimentally observed distributions of cell cycle time.

The K stages of our model are grouped into sections corresponding to the known
phases of the cell cycle. In particular, we say that a cell is in the G1 phase if it is in
one of the first aK stages, where o € [1/K,2/K, ..., 1] is a constant to be determined
by comparison with data. Expressed as a sum of exponential random variables, the
duration of both the G1 and the entire cell cycle are Erlang distributed with parameters
(K, p) and (aK, (), respectively. Fig.1 (a) and (b) show the maximum likelihood fit
of the model simultaneously to both the duration of the G1 phase and the total cell-
cycle time for the melanoma cell line C8161. In this example we find parameters
K = 92,aK = 33,8 = 4.96h™!. The measured cell cycle time has an average of
18.5 hours with standard deviation around 2 hours (see Section S.4 of Supplementary

Materials).

We define the state vector X (t) = (Xi(¢t), Xa(t), ..., Xk(t)), where X(t) denotes
the number of cells in stage k at time t. Our model can be represented as a series of

chemical reactions, namely

G1 phase
T 1

L 1
Cell cycle

Note that one can write down a system of master equations for the set of chemical
reactions above, however this system is analytically solvable only for the simple case
of K =1 [8]. We write N = % | X, for the total number of cells, G = ¢, X}, for
the number of cells in G1 phase. As the population grows, the proportion of cells in
each stage will eventually converge to a fixed value limy o, X;/N = u;, fori =1,... N.
Together, these proportions are known as the invariant stage distribution, w. In Section
I[IIB we prove this and derive an exact expression for the limit w. On shorter time
horizons, the system exhibits transitory oscillations about the invariant distribution

32, 33].



III. RESULTS

A. Multistage model recapitulates experimental observations

To assess the amplitude of oscillations, in what follows we develop a mathematical
theory for the behaviour of the proportion, @) = G/N, of G1-phase cells (see Material
and Methods). The first part of our analysis reveals long-lived damped oscillations
in the expected value of () in a growing population, while the second shows how this

effect is initiated and sustained by demographic noise.

Our experimental data are 30 time series of images taken from proliferation assays, as
previously reported in Vittadello et al. [16] - see Section IT A of Materials and Methods
and Fig.S.3 of the Supplementary Materials for three snapshots of the microscopy
images. Each time series captures a 48 h time window following an incubation period
of 24 h. In Fig. 1 (c) we report an example of experimental trajectory of ¢ (blue line)
with marked oscillations and the envelope of two standard deviations about the mean,
Q (light grey region) obtained from the multi-stage model. The trajectory shows clear
oscillations about the mean (about three complete cycles in the 48 h window) and 94%
of the data points lie inside 2 (see Section S.6 of the Supplementary Materials for all
the 30 time series of the experiments). The period of the oscillations is approximately
one CCT, i.e. 18.5 h, which is confirmed by the power spectrum analysis (reported in
Figure S.5 of the Supplementary Materials). In Fig. 2 (a) we compare the amplitude of
the oscillations: we present the time series of the sample standard deviation of @ (the
proportion of Gl-phase cells), og(t), obtained from the 30 experimental trajectories
(blue line), together with the corresponding theoretical value (grey line) predicted
from the multi-stage model (see Section S.3 of Supplementary Materials). The plot
shows that, despite the fluctuation in the experimental data, there is a good agreement

between the two time series for the entire duration of the experiment.

In Fig. 2 (b) we display the envelopes of two sample standard deviations around the
sample mean of (), obtained from the 30 experimental time series (blue) and from
30 independent simulations of the multi-stage model (Langevin model - see Section

IITC) initialised to match the experimental sample mean and standard deviation at
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Fig. 2. Comparison amplitude of oscillations between experimental data and model predic-
tion. Panel (a): time series of the standard deviation of @, 0@, obtained from the experiments
(blue line) and the analytical prediction of the model (grey line). Panel (b): overlay of en-
velopes of two sample standard deviations (shaded regions) around the sample means (full
lines). The blue envelope is obtained from the 30 experimental time series. The red envelope
is obtained from 30 independent simulated trajectories. The initial state of the simulations
is chosen to match the mean and sample standard deviation of the data. The parameters of
the model are the same as in Fig. 1.

time 0. The plot highlights some qualitative similarities between the two envelopes, in
particular the rate of decay of the sample standard deviation obtained from simulations
is consistent with the experiments. Interestingly, a periodicity of approximately one
CCT is visible in the time series of the sample mean which is qualitatively captured in
the trajectory obtained from independent simulations, suggesting that this phenomenon

may be due to the relative small size of the sample (30 trajectories).
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B. Understanding the transient and asymptotic dynamics

In order to understand the interplay between the transient oscillatory dynamics and
asymptotic exponential growth, we begin by writing down the equations governing the
dynamics of the expected number of cells in each stage & = E[X]. Here expected
should be interpreted as the average over many experiments with precisely the same
initial condition - we will later see that the variability of the initial condition is a
different feature that can also lead to the emergence of oscillations. From the model
formulation we directly obtain

‘i—‘f — 3S%, (2)
where [ is the rate of progression through the model stages, and S is the corresponding
stoichiometry matrix. This matrix has non-zero entries Sy = —1,Spr+1 = 1 for
k= 1,...,K — 1 describing progression between stages, and Sk x = —1,51xk = 2

describing cell division.

For the purpose of the analysis, we assume § = K throughout, so that the average
cell-cycle time is normalised to unity. The characteristic polynomial of the matrix S is
P(y) = (y+1)% =2, from which the eigenvalues of S are A\, = &, ok —1fork=1,...,K,

2mik/K s a, K-th root of unity. By solving a series of recursive equations,

where &, = e
one can write down the left- and right-eigenvectors associated with the k-th eigenvalue
of 8, which we denote u* and v*, respectively. Specifically, we have
ub = 2)‘71’( and ok = iw (3)
T (14 ) K 2k
We drop the index k whenever we refer to the eigenvalue with maximum real part and
the corresponding eigenvectors, i.e. A = A\ = 2% — 1, u = uX and v = v¥.

S

Notice that from the system of Eq.2 we can write (t) = Xz, where &, denotes

the initial number of cells per stage. In order to study the matrix exponential e we
first notice that we can write down the (7, j) element in terms of the eigenvalues and

eigenvectors of S as

K
[eKtSLj _ Z uﬁvfeKAkt. (4)
k=1
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KXt KAt

Notice that as ¢t — oo the leading term of Eq.4 is uv;e”* and, hence (t) ~ ue
determines the long-time behaviour the system of Eq.2. We can use this fact to study
the limiting behaviour of Q: we write Q(t) = YK [efStx];/ K | [eXStEg); and by
looking at the first two terms of 4, we obtain limy_,., Q(t) = X0 u; = 2(1-27%) = Q..
Notice that convergence to @), occurs with an exponential decay rate given by the

spectral gap of the stoichiometry matrix, R[Ax_1] — A (see Fig. 3).

We now focus on the transient behaviour of the system of Eq.2. We substitute the
expressions 3 into the formula 4 and, by exploiting a remarkable identity of the Mittag—
Leffler function [34], we transform the finite sum over eigenvalues on the right-hand
side of 4 into an infinite sum over the cycles of the oscillatory solutions. Precisely, we

write

K
[eKtS} _ Z 1+)\ j— ieK)\kt (5)

_Z %Qn 1+ ) 1-Kn—(i—j Kztdz (6)

n—0 271
- Zson(t?i’j)? (7)
n=0

where ¢, (t,i,7) = 2"e K Kt)5"+=1 [(Kn + 1 — j)!.

We can now use the expression 7 to approximate e**S for short times, by truncating
the sum over n to a finite index, n. For example, let us consider an initial population
of Ny cells perfectly synchronised at the beginning of the cell cycle, i.e. Ty = Nye;.
Then we define G = No ¢ 37 o(n,i,1) and Ny = Nog XK 3" o(n,i,1). In
Fig.3 we plot Q7 = G7/Nj, for n = 0,1 and 3, together with @) obtained by solving
system of Eq.2 numerically. The plot illustrates how each term of the sum in Eq.7
contributes one additional oscillation to the transient dynamics of the proportion of
G1-phase cells. We now have a complete picture of how oscillations propagate on
average in the growing population. It remains for us to show how those oscillations are

created and sustained.
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Fig. 3. The transient oscillatory dynamics. The figure shows the plot of the ratio Q(¢)
obtained by solving the deterministic system of Eq.2 numerically (blue solid) initialised with
X (0) = Npe; and parameters K = 40, Ny = 100 and « = 0.4. The dashed lines represent

the short-time approximation obtained by truncating expression of Eq. 7 up to n = 0 (dashed
yellow), n = 1 (dashed pink) and n =

= 2 (dashed green). The red solid line shows the
exponential decay of the oscillations.

C. Finite-sample effects trigger and amplify oscillations

There are two sources of randomness that are relevant to our model of cell population
growth: the finite-size effects involved in the initial sampling, and the individual cell
variation of CCT. In order to take into account the stochasticity in the initial population
of cells we sample the initial stage distribution, «(0), by drawing from the invariant
distribution w. Precisely, the proportion of cells on stage i at time 0 is modelled as

vY; for i = 1,..., K, where Y; ~ Po(u;/v) are independent Poisson random

variables and v is a parameter modulating the level of the stochastic involved in the
sampling.

Next, we aim to quantify the effects of inherent stochasticity in the agent-based
model. Performing a finite-size expansion of the master equation associated with the
model [35, 36], we derive a system of stochastic differential equations for the density of

cells relative to the initial population size. Let Ny denote the average initial number
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of cells and & = X /Ny, then for large but finite Ny we obtain the Langevin equation

de K
E_KS:chUFOSn(t), (8)

where 7n(t) is a K-dimensional white noise vector with correlator E[n;(t)n;(t')] =
2;0;;6(t —t'). The first term on the right describes the average behaviour of the model,
and is the same as in Eq.2. The second term captures the stochastic contributions

arising from the finiteness of the population.

To gain more insight into the behaviour of this model, we start by writing down an
Ornstein—Uhlenbeck (OU) model which approximates the behaviour of the Langevin
equation as a stationary Gaussian process (see Section S.1 of Supplementary Materials).
By employing standard results for stationary processes [36, 37| we obtain an expression
for the time correlation matrix of & (see Section S.2 of Supplementary Materials).
We then use the information gained from the OU process to calculate the standard
deviation of Q(t), og(t). Notice that by using the OU approximation, Q(t) is defined
as a ratio of Gaussian distributed random variables which under certain conditions
(discussed in SectionS.3 of the Supplementary Materials) can be approximated by a
Gaussian. Finally, we compute the envelope of two standard deviations about the mean

of (), defined as

Qt) = (@ = 200(1), Qx + 200(1)] 9)

We denote with €2 the envelope obtained from the Langevin model with initial
random sampling, with Q the envelope obtained from the system of Eq. 2 with initial
random sampling and with €2, the envelope obtained from the of the Langevin model
with the deterministic initial condition &y = w. In the two panels of Fig. 4 we overlay
Q,Q and Q,, together with two numerical trajectories of @: one (red) obtained by
solving equation 8 and one (blue) by solving system of Eq. 2, both initialised with the

same random initial condition.

The results in Figure 4 show that in all three cases considered, accounting for the
finite-sample stochasticity can lead to a persistent departure of ) from the equilibrium

value. In the two cases which account for the initial random sampling, Q and €, the
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Fig. 4. Finite-sample effects amplify the oscillations of (). The two panels show the overlay of

the three envelopes € (light grey region with solid line),  (medium grey region with dashed
line) and €, (dark grey region with solid line) together with two trajectories of Q(t) obtained
by solving numerically (by using the Euler-Maruyama method with time step At = 1073) the
Langevin model (red line) and the deterministic system of Eq.2 (blue line) with the same,
random initial condition. The two panels show two independent realisations of the models
with different stochastic, initial conditions. The plots provide an example of two possible
scenarios in which the intrinsic stochasticity of the Langevin model amplifies the oscillations
of the deterministic system (panel a), or it triggers the emergence of new oscillations (panel

b).

envelopes present an evident initial departure from equilibrium, which is sustained
for several cell-cycle times, halving after approximately four periods. The inherent
dynamical stochasticity of the Langevin model tends to amplify the departure from the
equilibrium as evident in ). Interestingly, both these envelopes have slightly fluctuating
edges. In contrast, the envelope initialised at the invariant distribution, €2, shows an
initial, fast expansion, followed by a phase of slower decay. Notice that €2, lies well
inside €2 for all time. This suggests that the initial random sampling plays a role for

the entire duration of the experiment. The numerical trajectories overlaid show good
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agreement with these findings. In particular, the solution of system of Eq. 2 (blue line)
lies well inside © while the simulation of the Langevin equation (red line) shows a larger
departure but it remains almost entirely inside the envelope €2.

Notice that both trajectories in Fig.4 (a) show clear oscillations about the origin
with similar phases. The Langevin solution has increased oscillation amplitude in
comparison to the solution of the deterministic system of Eq.2. Although this am-
plification phenomenon, due to the stochasticity of the Langevin model, is common,
we also find that, for some initialisations, the oscillations appear only in the Langevin

model and not in the deterministic model as shown in Fig.4 (b).
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Fig. 5. The time-autocorrelation function. The three panels (a), (b) and (c) show the time-
autocorrelation function, A(t,t') at time ¢ = 0,2 and 4, respectively, obtained analytically
from the full stochastic model (back line) and by averaging over 50 independent simulations
of the Langevin model (orange line). The parameters of the model are the same as in Fig. 1.
Time is normalised with respect to the average cell-cycle time.

To quantify the appearance of the oscillations, we look at the time-autocorrelation

function of G(t) which we define as

A(t,t') = p[G(t), G(t)] (10)
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where p denotes the correlation coefficient (defined in Eq. (S.9) of Supplementary Ma-
terials) and can be computed using the formula for the correlation matrix (see Section
S.2 of Supplementary Materials). Fig.5 shows the evolution of the autocorrelation
function, A(t,t') as function of ', for t = 0,2 and 4, respectively. In each panel we
plot A(t,t') calculated analytically, using the correlation matrix, (black solid line) and
the simulated value obtained by averaging 50 independent trajectories of the Langevin
model (orange line). All three panels show a good agreement between the analytical
formula and the simulated counterpart. Moreover, the results confirm the presence of
strong fluctuations on the time autocorrelation of GG, i.e. the number of cells in the
G1-phase, with a period of exactly one cell cycle. As @) converges to the equilibrium,
the amplitude of the oscillations decreases and the autocorrelation function A(t,t)

tends to unity.

IV. DISCUSSION

In this work we highlight the importance of demographic noise to the early dynam-
ics of growing populations with non-exponentially distributed generation times. We
demonstrate that finite-sample effects can recapitulate the synchronisation in the cell-
cycle phase that we previously observed [16]. To provide insight in these observations
we adopt a multi-stage approach to model both the total cell-cycle time distribution and
the distribution of the G1 duration and we derive both a deterministic and a stochastic
representation for the time evolution of the ratio ). We find that the stochasticity in
the initial sampling of cells can lead to a departure from the invariant distribution
which triggers a transient oscillatory phase. The presence of intrinsic stochasticity in
the dynamics tends to amplify these oscillations and delay their exponential decay.

We characterise the transient and asymptotic phases of the multi-stage model by
deriving an analytical formula for the variance of the amplitude of the oscillations. By
comparing our results with the experimental data from a proliferation assay of C8161
melanoma cells, we find that the frequency of the amplitude of the observed oscillations
are consistent with those generated by demographic noise alone. Our findings suggest

that finite-sample stochasticity plays a crucial role in the early stage dynamics of grow-

18



ing populations and that it can provide an explanation for observed synchronisation in
the subpopulation of the cell cycle phases.

From a theoretical point of view, our study provides a further understanding of
the relation between cell-cycle distribution and global population dynamics. Whilst
our analysis employed a multi-stage model, the results of our analysis are amenable to
extension to more general type of cell-cycle distributions. In fact, for certain choices
of the model parameters, the Erlang distribution adopted in this paper is an excellent
approximation of a Gaussian distribution. In Section S.5 of the Supplementary Materi-
als we compute the relative entropy (Kullback-Leibler divergence) between Erlang and
Gaussian distributions to show that the Erlang distribution tend to a Gaussian distri-
bution as K — oo. In principle, one could use this fact to study the applicability of our
findings to Gaussian cell-cycle time and, hence, compare our results with other relevant
studies which rely on a Gaussian approach [9, 10]. For example, Jafarpour [9] used
a Gaussian model to study the connection between mother-daughter size regulation
in bacteria and the decay of transient fluctuations. Our study focuses on synchrony
emerging even in the absence of correlation of CCTs, we expect that accounting for
such mechanisms will tend to amplify the amplitude of the oscillations predicted by

the model, however, the analysis of this phenomenon is left for future study.

From an experimental point of view, our results highlight the routinely-overlooked
importance of the sample size when performing experiments which involve small pop-
ulations. In particular, any data interpretation should be carried out with the role
played by finite-sample stochasticity in mind. Employing larger initial populations, for
example by increasing the size of microscopy images, would diminish the amplitude of
the synchronisation. However, since the oscillations described in this paper are an in-
trinsic phenomenon due to the finiteness of the population, the aim of any intervention
would be to mitigate their effects, since they cannot be completely eradicated. Our
analysis provides a novel platform to quantify the extent of finite-sample effects which

can then be used to assess their relevance in experimental contexts.

One of the central implications of this study is the need for further experiments in
order to understand and control the fluctuating phenomena observed in proliferating

cell populations. A major aspect that remains unclear and that could serve as a guide-
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line when designing new experimental protocols, is the spatial extent of the oscillatory
phenomenon. Accounting for cell motility and spatial correlations of mother-daughter
cells is likely to play an important role in the context of synchronising subpopulations
[38]. In particular, we should expect cell motility to diminish spatial correlation, lead-
ing to faster decay of the oscillations of cells in a given window of space. In order
to progress in this direction, we advocate that new experiments need to undertaken
with increased microscopy field of view and larger cell populations. Similarly, the ac-
companying theoretical framework could be adapted by studying spatial extensions of
the multi-stage models presented in this paper. Ultimately, a clearer understanding
of the interplay of correlation of mother-daughter CCTs, cell motility and population
size would help to identify the spatial scales at which the synchronisation phenomenon

shows up and, in turn, those at which it is irrelevant.

While we primarily focus on explaining the synchronised oscillatory behaviour ob-
served in subpopulations of melanoma cells in a proliferation assay, we stress that
the general protocol developed here will be useful in order to determine the extent of
effects due to finiteness of the cell population in a broad class of applications. Our pro-
liferation assays are typical experimental protocols used to investigate the efficiency of
cell-cycle-inhibiting drugs [4, 21], hence our findings may impact upon the reproducibil-
ity of such experiments, the efficacy of treatment protocols [22, 23] and the findings of
mathematical models of these experiments [39-41]. Our work suggests that inherent
synchronisation will also occur in bacterial populations and consequently that studies
of bacterial pathogen growth may be impacted. Many experimental protocols rely on
the synchronisation of cell populations in order to study the structural and molecular
events that occur throughout the cell cycle, providing information about gene expres-
sion patterns, post transcriptional modification and contributing to drug discovery [24].
The improved understanding of the impacts of demographic noise on the evolution of
synchronous populations showcased here will shed light on the potential impact that

desynchronisation has on the results of these studies.
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