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a b s t r a c t 

The term System of Systems (SoS) is used to describe the coming together of independent systems, col- 

laborating to achieve a new or higher purpose. However, the SoS concept is often misunderstood within 

operational environments, providing challenges towards the secure design and operation of SoSs. Limita- 

tions in existing literature indicates a need for discovery towards identifying a combination of concepts, 

models, and techniques suitable for assessing SoS security risk and related human factor concerns for SoS 

Requirements Engineering. In this article, we present OASoSIS, representing an information security risk 

assessment and modelling process to assist risk-based decision making in SoS Requirements Engineering. 

A characterisation process is introduced to capture the SoS context, supporting a SoS security risk assess- 

ment process that extends OCTAVE Allegro towards a SoS context. Resulting risk data provides a focused 

means to assess and model the SoS information security risk and related human factors, integrating tool- 

support using CAIRIS. A medical evacuation SoS case study scenario was used to test, illustrate, and vali- 

date the alignment of concepts, models, and techniques for assessing SoS information security risks with 

OASoSIS, where findings provide a positive basis for future work. 

© 2022 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

In modern day social and organisational environments, there is 

 growing demand for dynamic interactions and collaborations in- 

egrating people, process, and technology in new ways. In some 

cenarios, independent organisations, networks, software and hard- 

are information systems may need to come together to achieve 

 new combined purpose and common goal that could only be 

chieved through the collaboration. This would be in addition to 
Abbreviations: CAIRIS, Computer Aided Integration of Requirements and Infor- 

ation Security; Dstl, Defence Science and Technology Laboratory; EHR, Electronic 

ealth Record; EMT, Emergency Medical Technician; FMC, Field Medical Card; FOB, 

orward Operating Base; FST, Forward Surgical Team; HFSI, Human Factors System 

ntegration; JOC, Joint Operations Centre; JMeWS, Joint Medical Workstation; MEDE- 

AC, Medical Evacuation; MMN, MEDEVAC Mission Network; NATO, The North At- 

antic Treaty Organisation; OA, OCTAVE Allegro; OASoSIS, OCTAVE Allegro for SoS 

nformation Security with CAIRIS; OCTAVE, The Operationally Critical Threat, Asset, 

nd Vulnerability Evaluation; PECC, Patient Evacuation Co-ordination Cell; PMR, Pa- 

ient Movement Request; PoI, Point of Injury; RBDM, Risk-Based Decision Making; 

oS, System of Systems; SoSs, Systems of Systems (Plural); SoSRE, SoS Requirements 

ngineering; TCN, Troop Contributing Nation; TDMS, Theatre Medical Data Store. 
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heir normal day-job or originally designed purpose. This type of 

ollaboration would, therefore, be described as a System of Sys- 

ems (SoS) - providing a set of systems for a task that none can 

ccomplish on their own. Each independent system would, how- 

ver, retain their own management and operations of their day-job, 

hilst integrating with SoS activities to meet additional SoS goals 

 ODUSD, 2008 ). 

There are many examples of systems converging to form a SoS 

here some may be less or more complex, and be managed and 

perated in different collaborative ways. SoS challenges and risks 

rise from the independent yet inter-dependant interactions of col- 

aborating systems. For example, an emergency response unit as 

art of a SoS may need to interoperate with the fire and ambu- 

ance services, volunteers, communities, or other critical services. 

his need for interoperability is required across many levels, in 

ost cases for communications and mission critical dependencies. 

ach of the emergency scenario stakeholders may be considered an 

ndependent system with its own purpose, people, processes and 

echnology, but collaborates with the emergency response unit to 

eet emergency response SoS mission objectives ( Ki-Aries et al., 

017a, 2017b ). 

Given there are many differences in SoSs, identifying, assessing, 

nd mitigating security risk is challenged, in particular, by weak 

ollaborations and decentralised control between stakeholders, re- 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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ulting in limited information and assurance towards their inter- 

ctions and controls. Despite this, there is a need for a consistent 

epeatable approach to capture and assess the security risks of the 

oS. The SoS should ideally be assessed from the view of the SoS 

s a whole, although it may not be possible to capture all perspec- 

ives, or at the same time. 

Furthermore, SoSs typically have differing system requirements 

nd controls, owners, goals, trust boundaries, levels of assurance, 

nd a potential for risks, some of which may be unknown or not 

xist until the coming together of the SoS. These differences and 

onflicts may increase security related concerns if unaccounted 

or, and can be further complicated by subsequent emerging be- 

aviours from the SoS evolution. 

Because the combined effect of these considerations are greater 

han that of single systems, the interactions and interdependencies 

ncrease risks not only for the independent systems, but the SoS as 

 whole. When framing a single SoS to assess its security risks, to 

ddress associated challenges there is a need to be clear about the 

ontext of the SoS, and from what or whose view within the SoS 

he risk is being assessed. Identifying the SoS context is, therefore, 

 vital prerequisite to a SoS-focused security risk assessment pro- 

ess if we are to capture the SoS mission and complexities from 

oth top-down and bottom-up. 

When accounting for operational needs and specifying re- 

uirements to mitigate SoSs risks, several methods supporting 

oS Requirements Engineering (SoSRE) exist, e.g. ICSE (2007) ; 

DUSD (2008) ; Ross et al. (2016) . However, current informal and 

mplicit models of people rarely focus on how people make se- 

urity decisions ( Shostack, 2014 ). Research suggests there has 

een limited progress towards identifying suitable combinations 

f methods for characterising, assessing and modelling SoSs secu- 

ity risks and their related human factors concerns integrated with 

ool-support. There are a number of modelling tools or approaches 

esigned with a focus towards the standard single system con- 

ext. Unfortunately, there appears to be limited tool-support, and 

o clear guidance towards how we may integrate different ele- 

ents to model and assess the SoS security aspects and concerns 

n greater detail. 

Consequently, to further assist the assessment of SoSs risks, 

here is a need for better models visualising how various people 

pproach a security task, their mental models or security-related 

kills and knowledge. Therefore, to address these limitations, a fo- 

us is required towards identifying combinations of tool elements 

o suitably visualise information security risk and related human 

actors in a SoS context, helping to bridge the communication gap 

etween operational needs and SoSRE. Meeting the criticality of 

he independent system requirements to accurately reflect inter- 

ependent users’ needs is crucial to the success of the secure op- 

ration of the SoS ( AlhajHassan et al., 2016; Ncube et al., 2013 ). 

In this article, to address these identified gaps and needs for 

mprovement, we first introduce a method for characterising and 

lassifying a SoS to support a security risk assessment process. This 

s used to identify the relevant SoS context prior to assessment. 

he risk assessment approach adopted for alignment towards the 

oS context as a second element uses the process of OCTAVE Al- 

egro (OA) for Information Security risk assessment ( Caralli et al., 

007 ). 

Risk data outputs from OA are transferred into a third element 

ntegrating tool-support to align with different of concepts, models, 

nd techniques suitable for eliciting, analysing, and validating SoS 

ecurity risks. The tool-support implemented uses the open-source 

AIRIS (Computer Aided Integration of Requirements and Informa- 

ion Security) platform ( Faily, 2018a ). By combining the use of OA 

or SoS with CAIRIS, we refer to this combination as OASoSIS that 

epresents an information security risk assessment and modelling 

rocess to assist risk-based decision making (RBDM) in SoSRE. 
2 
In Section 2 , we present the related works upon which the for- 

ulation of OASoSIS was based. Section 3 details the approach 

aken, first introducing a case study example based on a mili- 

ary medical evacuation scenario – the MEDEVAC Mission Network 

MMN) SoS. This section details the steps taken towards imple- 

enting the MMN case study, along with its use towards using the 

haracterisation process aligned with OA. The models, techniques, 

nd steps used within the tool-supported element of the process 

re indicated, along with how those elements would be tested, 

hen validated through expert military stakeholder feedback. The 

pplication and testing of those elements to assess and model the 

ecurity risks of the MMN SoS are illustrated in Section 4 . A sum-

ary of findings, lessons learned, and stakeholder feedback to- 

ards the application and testing of the elements are discussed 

n Section 5 , with conclusions towards future work with OASoSIS 

n Section 6 . 

. Background and related literature 

.1. Systems of systems 

Systems can be described in many ways, but are commonly 

omposed of parts or elements with relational interactions be- 

ween other elements of the system designed for a specific pur- 

ose ( Sommerville, 2015 ). For example, organisational, social and 

echnological systems are decomposed of various sub-systems and 

omponent systems interconnecting to fulfil related system needs 

s a whole. 

The term “System of Systems” is often applied in different sce- 

arios and environments of varying scales and complexities of in- 

erconnected systems as observed in previous work ( Ki-Aries et al., 

017a, 2017b ). The SoS concept is, therefore, likely to mean differ- 

nt things to different people. For example, in an organisational 

ontext, a dependency is in place towards the interaction between 

ifferent enterprises or internal systems of the SoS for sharing 

ore business information across functional and geographical ar- 

as. A military and defence SoS may differ with configurable sets 

f constituent-systems within dynamic communication infrastruc- 

ures ( Lane and Epstein, 2013 ). However, research suggests that us- 

ng the term System of Systems specifically in operational environ- 

ents generally creates confusion. Moreover, outside of the engi- 

eering communities, and occasionally within, the SoS term is rela- 

ively unknown and may instead be considered in a similar context 

s being a Network of Networks or Enterprise of Enterprises . 

To qualify as being defined as a SoS, it should include 

perational independence, managerial independence, geographic 

istribution, evolutionary development, and emergent behaviour 

 Maier, 1996 ). Given there is a great focus towards the level of 

anagerial and operational control within a SoS, each SoS can be 

urther categorised. However, within the limited range of engineer- 

ng guides and supporting SoSs literature, many refer to the four 

ain SoSs categories and descriptions provided by Maier (1996) , 

ahmann and Baldwin (2008) . These are described as Directed, Ac- 

nowledged, Collaborative, and Virtual, where a Virtual SoS has no 

entralised control, whereas the transition through to a Directed 

oS does provide centralised control. 

Because SoSs are composed of systems that come together in 

ays they were not originally designed for, emergent behaviours 

nd interoperability are two specific aspects for SoSs requiring fo- 

us. Interoperability is defined as being “the ability of two or more 

ystems or components to exchange information and to use the in- 

ormation that has been exchanged ” ( International Organization for 

tandardization, 2022 ). This would include human-to-human activ- 

ties as well as technology-to-technology interoperations, commu- 

ications, and decision making processes. This presents an infor- 

ation sharing problem and complexities resulting from interoper- 
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bility needs of the SoS ( Dogan et al., 2011 ), in particular, towards

he availability of systems and data. 

Achieving interoperability will depend on the ability of two 

r more systems or elements that store, process, or transport in- 

ormation to interoperate, whilst attending to risk mitigations for 

ther security related aspects along the communication channels 

etween systems and the external world ( IEEE, 1990; Zhou et al., 

010 ). Moreover, the Network Centric Operations Industry Con- 

ortium ( NCOIC, 2019 ) indicates that interoperability within and 

cross domains is better achieved when considering and address- 

ng all dimensions. This includes technology, mission, business 

alue, policies and regulations, culture and people. Policy, process, 

nd procedural requirements should be determined and imple- 

ented to achieve the goals of the systems and SoS as a whole, 

hilst continuing to observe any subsequent emerging behaviours 

 AlhajHassan et al., 2016; Morris et al., 2006 ). 

Emergence is defined as being “the principle that entities exhibit 

roperties which are meaningful only when attributed to the whole, 

ot to its parts ” ( Checkland, 1999 ). The term Emergence is often 

sed when describing the formation of new behaviours emerging 

s consequence of the evolutionary SoS processes coming together 

 Chiprianov et al., 2014 ) in ways they were not originally designed 

or. As the SoS evolves, we must therefore learn how to allow de- 

irable behaviours of emergence to flourish whilst maintaining in- 

eroperability and availability, and retaining agility to quickly de- 

ect and defend against unintended consequences ( Boardman and 

auser, 2006 ). 

As identified in Alkhabbas et al. (2016) ; Ki-Aries et al. (2017a,b) ;

hittington and Dogan (2016) , there are many examples of sys- 

ems built and used for one purpose, and interconnected within a 

oS for another. These range from small-scale smart device oper- 

tions where strategic principles are required for design and op- 

ration ( Homeland Security, 2016 ), or distributed business systems 

nd software dependent systems, communications systems, assis- 

ive technologies, larger-scale military operations, smart cities, and 

ritical infrastructure. One example is where at a national level, 

he health infrastructure has a dependence upon hospitals, med- 

cal centres, transportation, communication systems and networks, 

ower systems, and others in which to operate as a complex inter- 

onnected infrastructure ( Branagan et al., 2006 ). 

Given the socio-technical nature of SoSs, better emphasis needs 

o be given to account for the human interactions within SoSs, 

nd the effect uncertainty might have towards people and risk. 

rust and assurance are important factors towards SoS security 

nd risk, and play a continuing role as SoSs evolve ( Ncube and 

im, 2018 ). At a general level, trust is the willingness to be vulner-

ble, based on the positive expectations about the actions of oth- 

rs ( Zand, 1972 ). There have been many documented types of trust 

 McKnight and Chervany, 1996 ) that equate to different levels of 

rust and context, usually where an individual has reliance on an- 

ther party under conditions of dependency and risk ( Currall and 

udge, 1995 ). 

.2. SoS security and risk 

Security risk assessment within a SoS context could be applied 

t different levels, for example, at the operational level, or within 

 development life-cycle. Moreover, as SoSs evolve and the attack 

urface grows, accounting for supply chain risk becomes another 

actor. These elements would need to be accounted for to provide 

urther assurance of security and risk mitigations throughout ac- 

uisition and the development life-cycle ( Boyson, 2014 ). 

The risk assessment process should begin with identifying the 

ontext of use, mission goals, boundaries, relevant stakeholders, 

cope, and risk criteria. Stakeholder needs should be captured to 

nsure the system interconnections are interoperable across the 
3 
oundaries of the SoS. Systems ownership and operation within 

 SoS by different independent stakeholders may lead to limita- 

ions on the exchange of information without direct interaction 

nd communication ( Nielsen et al., 2015 ). For example, where SoSs 

o not have centralised risk assessments and control as with a 

irected SoS, the assessment of risk is carried out independently 

hilst only accounting for their own participation within the SoS, 

nd other applicable collaborations. 

Given the challenges, scale and complexity of SoSs with differ- 

nt levels of collaboration, it is likely that at minimum, the as- 

essment will need to account for the interactions from an inde- 

endent system-of-interest’s perspective, and its impact towards 

chieving the SoS goals. However, where the collaboration and 

ommunication is stronger, different perspectives can be coupled, 

hus providing for more informed decision making. 

The communication between independent system stakehold- 

rs and SoSRE is essential for achieving risk reduction in SoS se- 

urity. Where stakeholders are not always recognised across the 

oS, or stakeholders of individual systems have conflicting inter- 

st and priorities, risk to the SoS may increase ( ODUSD, 2008 ). 

oreover, this is an important consideration towards maintain- 

ng interoperability, given the focus goes beyond achieving point- 

o-point interoperability and goes further to encompass the man- 

gement of information flows, systems, security, and related 

isks. 

Independent systems of differing types may not have gone 

hrough the same risk or security processes as each other, 

resenting interoperability issues or new risks across the SoS 

 Chiprianov et al., 2014 ). Systems may have applied one of a num- 

er of methods for security risk management covering relevant 

ecurity techniques and controls, e.g. British Standards Institu- 

ion (2011) ; NIST (2017) . However, security risk and requirements 

dentification should begin with asset analysis based on their re- 

ated environment and context ( Firesmith, 2003 ). This should con- 

ider how and where information assets are stored, processed and 

ransported along with human factors and interoperability critical 

or the SoS operation. To achieve this, a range of standard risk 

ssessment approaches may be used that should lead to a clear 

nd consistent risk statement to identify possible adverse effects 

 Böröcz, 2016 ). A risk assessment should incorporate modelling, 

nd be repeatable, measurable, and auditable ( Jones, 2007 ). 

Considering many of these factors, the OCTAVE methodology of 

A was identified as an approach that could potentially be used as 

 foundation for a SoSRE Information Security risk assessment pro- 

ess for small to large SoSs. The different OCTAVE (Operationally 

ritical Threat, Asset, and Vulnerability Evaluation) approaches in- 

roduce three levels of application. The original version provides 

 larger-scale comprehensive and technical assessment of security 

isk, whereas the second version was designed for small-medium 

nterprises. The third version using OA was designed by it’s au- 

hors ( Caralli et al., 2007 ) to provide a more robust streamlined 

rocess, and was specifically aligned towards information assets. 

Therefore, OA has been considered as a candidate for use and 

odification towards the SoS context. In particular, because of 

A’s ability to apply an Information Security risk assessment with- 

ut the need for extensive technical or risk assessment knowl- 

dge from all stakeholders, and where stakeholder interaction may 

e limited. Given that SoSs have differing levels of collaboration 

cross stakeholders, where access or direct interaction is not al- 

ays possible, OA is suited towards a high-level SoS assessment. 

he OA approach also reduces the need for participatory work- 

hops and interaction from all organisational system levels, which 

ay be a challenge for SoSs. 

Moreover, using OA risk data output with tool-support could 

otentially assist with on-going assessments that will need to 

dentify where independent system changes may alter risk equa- 
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h

ions that might otherwise have gone unidentified ( Dahmann et al., 

013 ). 

.3. Models and tool-support 

Several security requirements approaches account for 

hreats and vulnerabilities, e.g. Elahi et al. (2010) ; Faily and 

léchais (2010a) , but there has been little work considering how 

ools can be used to assess SoS security risks for requirements 

licitation ( Trivellato et al., 2013 ). Stakeholder collaboration bene- 

ts from the use of interoperable tools ( Meland and Jensen, 2008 ), 

nd awareness of security concerns can be raised by visualising 

ow people associated to roles approach security tasks across the 

oS to achieve its goals. 

Models of SoSs should capture the role of each independent 

ystem stakeholder within the SoS, being clear to define SoS pur- 

ose, mission, goals, and any related requirements. Implications 

f interactions of different security decisions should also be ac- 

ounted for. System modelling may use a combination of top-down 

nd bottom-up processes, and model system goals in the context of 

he SoS ( AlhajHassan et al., 2016 ). A range of modelling tools or ap-

roaches could potentially be used to assist a model-based SoS risk 

ssessment. These include the CORAS method that uses a tool de- 

igned to support security risk analysis using its custom risk mod- 

lling notation ( Den Braber et al., 2006 ), and the Secure Tropos ap-

roach to model stakeholders, system and social goals, and the im- 

act of risk-related concepts upon these goals ( Mouratidis, 2011 ). 

The KAOS approach to modelling goals considers what a system 

eeds in order to achieve each goal, and includes different model 

lements such as a Responsibility model indicating goal related 

esponsibilities. Goals and their descriptive elements used within 

AOS are considered to be a prescriptive statement of intent that 

 system must satisfy ( Van Lamsweerde, 2009 ). These may be re- 

ned using leaf goals with AND/OR relationships to support the 

atisfaction of the root goal being achieved, and provide alterna- 

ive methods to achieve the goal where applicable. 

This concept would align with the high-level goal refinement in 

 SoS context, where independent systems interoperate to achieve 

he SoS goals. Sub-goals support the satisfaction of root goals. 

hese could operationalise processes, supporting the completion of 

asks operationalised by the goal and their associated roles, related 

o activities performed by human users. 

People interaction within or across systems and sub-systems 

orks on many different levels, each of which enables varied op- 

ortunities of interaction ( Faily and Fléchais, 2010b ), but may cre- 

te greater areas of risk that needs to be accounted for. Task 

nalysis is a common technique for understanding how people 

hould use the system under design or evaluation ( Diaper and 

tanton, 2004 ), and could be related with use cases and misuse 

ases to capture elements of steps performed or that may be at 

isk ( Sindre and Opdahl, 2005 ). 

Personas can be introduced to represent archetypical descrip- 

ions of users that can, for example, embody the goals of busi- 

ess users offering insights into threats, vulnerabilities and likely 

reas of risk that may otherwise be overlooked ( Atzeni et al., 2011; 

ooper, 1999; Cooper et al., 2014; Faily and Fléchais, 2010a; Ki- 

ries and Faily, 2017 ). The integration of personas at the start of 

 project has been shown to be useful towards RE, assisting with 

ser stories, and scenarios in which personas are situated within 

 Cleland-Huang, 2013 ). Moreover, research has shown how per- 

ona and role aligned usability models are helpful towards forming 

he basis of validation checks of initial design models Faily et al. 

2020a,b) . 

As engineering and modelling approaches are often applied to- 

ards a single system context, further work is required to under- 

tand how we may integrate these combinations of tool elements 
4 
nd models to visualise a SoS in context. This may provide assur- 

nce that countermeasures address SoS risks relating to the be- 

aviours of attackers, threats and vulnerabilities ( Ardi et al., 2007 ) 

n individual systems. Models can help to reason about these con- 

erns, but can become expensive and time-consuming to build and 

aintain as the SoS grows ( Sommerville, 2015 ). 

Although not explicitly designed to support SoSs, the open- 

ource CAIRIS platform ( Faily, 2018a ) appears to support many of 

he security, system engineering, and human factors concepts nec- 

ssary for assessing SoS risk as a result of the IRIS framework upon 

hich it is based ( Faily, 2018b ). 

CAIRIS supports the automatic generation of visual models as 

ata is input, allowing users to validate and make sense of the 

ecurity and usability of a design as it evolves. Several types of 

ystem models can be automatically generated based on data in- 

ut of security and usability elements added to a CAIRIS model, 

.g. goals, tasks, assets, and data flows linking to threat models 

nd risk views. These models enable users to explore the impact 

f threats and vulnerabilities affecting different systems, thus pro- 

oting stakeholder discussion for RBDM. A view for each indepen- 

ent system of the SoS can be represented in model environments 

nd be aligned with the contexts of use to frame the system spec- 

fication. 

. Approach 

Building upon previous work to understand the characteristics 

f SoSs ( Ki-Aries et al., 2017b ) along with early indications to- 

ards how they may be assessed and modelled ( Ki-Aries et al., 

017a ), we identified that SoSs have many complexities, and in 

ome cases, limited interaction with stakeholders. Assessing secu- 

ity risk is consequently a challenge in SoSs where active partici- 

ation in risk assessments and risk-based information is reduced. 

From our review in current work, it was evident certain se- 

urity and risk approaches would not benefit the SoS context, as 

any do require greater active participation from a range of ac- 

ors with technical skills to apply the risk assessments. In SoSs, 

his is not always possible. For example, this is evident in other 

ersions of OCTAVE that specifies vulnerability testing of systems, 

r requires greater stakeholder input. We therefore aligned a tool- 

upported approach for assessing SoS information security risk 

ased around OA because of the flexibility it offers with limited 

takeholders and input. OA has a potential to be applied towards a 

umber of scenarios where the security of information assets is of 

mportance. 

.1. The case study scenario 

In order to apply and test the elements of OASoSIS for assessing 

oS information security risk, a case study example was introduced 

ased on a military medical evacuation scenario – the MMN SoS. 

he case study scenario is discussed in Section 4.1 . 

In previous work ( Ki-Aries et al., 2017b ), a range of services 

nd mission threads vital to NATO operations were identified in- 

luding support for MEDEVAC operations. These type of opera- 

ions could be considered a SoS given the joint-force collaboration 

o provide a MEDEVAC service. There is much publicly available 

ata in support of research activities towards examples of mili- 

ary SoSs, e.g. doctrine documents that summarise SoS goals, as- 

isting with the identification of related requirements for the sce- 

ario. In addition to the research undertaken about NATO forces 

n Ki-Aries et al. (2017b) , the MMN scenario was based on docu- 

entation published by NATO and UK Ministry of Defence (MOD) 

 NATO, 2013 ), although much of the technological software and 

ardware examples were only published through US and Depart- 
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Fig. 1. SoS Characteristics - extended from work by Dahmann et al. (2008) . 
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ent of Defense (DOD) sources, e.g. MC4 (2018) ; Meier (2011) ; 

ahon (2012) ; Seffers (2011a,b) . 

Therefore, supported by available literature and doctrine docu- 

ents that summarise relevant SoS goals, a reduced-scale example 

f the typical interconnections of a Military MEDEVAC SoS could 

e implemented. However, some technology that was actually used 

y the US in NATO operations has, in this example scenario, been 

oved under NATOs control, for example, patient data uploaded 

nto a central data repository. Some variations may therefore exist 

n comparison to unpublished and classified activities. 

.2. The SoS characterisation process 

Using the MMN scenario, the three main elements within OA- 

oSIS would be applied and tested. This begins with a process to 

rovide SoS characterisation and context, extended from work de- 

cribed by Dahmann and Baldwin (2008) . As illustrated in Fig. 1 , 

e build upon the work of Dahmann et al. (2008) by expanding 

he focus to other SoS types, detailing their subtle differences to 

istinguish between other SoSs types. This can be used as a means 

o classify an example collaborative scenario in a likely SoS envi- 

onment. This was designed to assist the initial steps of OASoSIS 

o give context, clarity, and useful data to support the SoS secu- 

ity risk assessment using a tool-supported framework, which is 

ntended to act as a further bridge between operations and engi- 

eering environments. 

The process of characterisation forms Step 0 of OASoSIS. When 

haracterising a SoS with Fig. 1 , this helps us consider initial ques- 

ions to guide the minimum amount of information to support the 

oS security risk assessment process. 

Initial questions in Step 0 include: 
5 
- Who are the high-level stakeholders - the main independent 

systems of the SoS? 

- Who are the other relevant stakeholders important to the SoS 

achieving its mission? 

- Who provides management oversight, governance, funding, and 

operational control of the SoS? 

- Who is responsible for SoS design, development, testing and 

implementation? 

- What system boundaries exist for the SoS - do restrictions ap- 

ply? 

- How is on-going SoS performance and behaviour monitored to 

provide a resilient SoS balancing independent system needs? 

.3. The SoS information security risk assessment process 

The characterisation process leads into the second element, in- 

roducing an information security risk assessment process using a 

ersion of OA in a SoSs context, whilst initially following the steps 

f the process originally presented by authors of OA ( Caralli et al., 

007 ). These steps become Steps 1–7 of OASoSIS, however, Step 

 was updated to introduce additional human factor considera- 

ions. The OA spreadsheet templates, along with an example ver- 

ion of the CAIRIS MMN model file used as part of the applica- 

ion of OASoSIS can be found stored within the online folder at 

ttps://github.com/D-Dev/cairis/tree/master/oasosis . 

.4. The SoS information security risk modelling and assessment 

rocess 

Forming Step 8 of OASoSIS, risk data may be refined, then mod- 

lled with tool-support from CAIRIS as the third element. This inte- 

https://github.com/D-Dev/cairis/tree/master/oasosis
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Fig. 2. OASoSIS. 
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rates a KAOS goal-driven modelling process with various concepts 

nd techniques to help decision makers towards making informed 

ecisions to reduce security risk and human factors concerns in the 

oS. System goals, needs, dependencies, and expectations begin to 

e captured from early in the process. 

An early part of the modelling process includes the creation 

nd use of Personas. To do this, CAIRIS supports the alignments 

f Toulmin argumentation models to justify persona characteris- 

ics ( Faily and Fléchais, 2010c ). The Persona Helper Chrome plu- 

in ( Faily, 2018c ) would be used to capture factoids from online 

nd offline data, such as a webpage and clips of text within it. 

hese factoids would be stored within CAIRIS, and exported to a 

rello board ( Trello, 2018 ) that was used as part of the affinity di-

gramming process. A further example of using Trello for affinity 

iagramming is discussed by Faily and Iacob (2017) . Once the fac- 

oids are grouped into characteristics, these would be marked as a 

rounds, warrant or rebuttal supporting the argumentation of the 

haracteristic, and imported directly back into CAIRIS to create a 

ersona and related model derived by using grounded theory. 

UML-based asset modelling is then introduced, which align 

ith the task models, where tasks using assets are performed by 

 persona. Related roles that generally align with personas would 

e created. Use case descriptions related to those tasks would be 

reated and aligned with roles. The use cases also act as the pro- 

esses in a dataflow diagram, and assets represent the entities and 

atastores. Trust boundaries may be included. 

Risk elements previously captured in OA are populated and 

odelled. KAOS goals may have already begun to be captured, then 

xpanded upon at this stage. Obstacle models may also be used 
6 
o represent threats and vulnerabilities. Obstacles can be aligned 

o obstruct the system goals. Analysis and evaluation is then un- 

ertaken to identify any gaps, consider the risks, and identify risk 

wners required within the risk mitigation strategy. 

.5. Stakeholder feedback and validation 

Following the completion of applying OASoSIS with the MMN 

oS case study, a focus group interaction with UK military medical 

xpert stakeholders would be used to gain feedback and valida- 

ion towards the MMN scenario, the modelling and assessment of 

he scenario using OASoSIS. An overview of the OASoSIS process 

teps are illustrated in Fig. 2 . Stakeholders feedback is discussed in 

ection 5.4 . 

. Applying OASoSIS to the MMN SoS 

The first step of OASoSIS includes a process to help characterise 

he SoS that was applied to identify the relevant context of the 

MN. This was aligned with the OA information security risk as- 

essment process, and applied in a SoS context to assess informa- 

ion security risks identified within the MMN scenario. The output 

f this first-stage risk assessment from using the modified OA pro- 

ess would then be modelled in tool-support for further analysis, 

sing a goal-driven approach towards visualising information se- 

urity risks and their related human factors. Findings towards the 

pplication of each contribution are discussed, along with process 

efinements for OASoSIS, supporting further testing and validation 

f the process. 
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Fig. 3. SoS Focus of MEDEVAC Continuum of Care, based on Meier (2011) . 
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.1. Case study scenario 

Armed forces around the world rely on a symbiotic relation- 

hip between people, processes, and technologies, and their sys- 

ems have been designed with emergence in mind. Many goals 

hat armed forces are called upon to achieve, depend upon inter- 

ctions with coalition forces. However, each Troop Contributing Na- 

ion (TCN) to this coalition relies upon its own people, processes, 

nd technologies. While each contribute to achieving an overall SoS 

ission goal, each nation may have other goals that conflict with 

he goals of other nations. 

In this scenario, the MMN considers a typical patient data-flow 

nd interconnections of three collaborating independent systems –

lpha, Bravo , and Charlie . These are representative of a relationship 

uch as a NATO operation with two TCNs, coming together as inde- 

endent systems collaborating to achieve a new or higher purpose; 

o perform a continuum of care through medical evacuation. Al- 

ha provides designated management with Command and Control, 

hereas Bravo , representative of a UK force triggers the MEDEVAC 

rocess, and Charlie , representative of a US force provides the sys- 

ems for forward transportation and medical facilities. Each system 

s also reliant upon other sub-system interactions to fulfil the con- 

inuum of care. An example of the relations for each of the systems 

nd sub-systems is illustrated in Section 4.4 . 

Tracking casualty movement from Point of Injury (PoI) through 

o repatriation is required to regulate the treatment and flow 

f casualties, providing effective correctly documented treat- 

ent, meeting patient, organisational and regulatory needs 

 Hartenstein, 2008b ). As patient data is at the centre of the con-

inuum of care, this provided a focus for testing OASoSIS, consid- 

ring examples of critical information assets within the MMN SoS 

nformation security risk assessment. 

The full MEDEVAC continuum of care provides additional pa- 

ient evacuation co-ordination to other stage hospitals outside the 

rea of operation, often leading to repatriation to other countries. 

ther stages would utilise a Patient Movement Request (PMR) for 

actical Air MEDEVAC patient transfer from the Forward Surgical 

eam (FST) to a next stage HQ hospital. Strategic Air MEDEVAC 

ould used to transfer patients outside of the area of operations; 

his along with further care and repatriation to the home nation is 

sually the responsibility of the independent system. At each stage 

f this SoS interaction, each system has their own role in achieving 

he continuum of care ( Hartenstein, 2008a, 2008b ). 
7 
However, in this scenario, the primary focus is towards the ini- 

ial MEDEVAC mission goal – for Bravo to initiate the process in- 

eld with Alpha , then for Charlie Forward Air MEDEVAC to trans- 

ort a patient from the PoI to a Charlie FST within one hour – The 

olden Hour . An example demonstrating the area of focus for the 

MN SoS scenario is shown in Fig. 3 . 

.1.1. The scenario 

To illustrate the MMN scenario with its combined interactions, 

ependencies, and data flows, this begins with a call raised for a 

EDEVAC, initiated in-field by Bravo using a 9-Line request ; this is 

 template for the basic information needed for a medical evac- 

ation. Once received by a Joint Operations Centre (JOC) Officer, 

his is communicated to and processed with the Patient Evacua- 

ion Co-ordination Cell (PECC) who together initiate the MEDEVAC. 

heir mission goal is to transport a patient to a FST within one 

our from PoI, whilst depending upon multiple systems, processes, 

nd people to achieve its SoS goals, and keep patient information 

ecure. 

A first-stage Forward Air MEDEVAC is called to evacuate in-field 

asualties, where the patient and details of care are provided by 

ravo to Charlie . The Air MEDEVAC team are then responsible for 

he care and transfer of the patient to a suitable Forward Operat- 

ng Base (FOB) FST, where details of care are provided, and cap- 

ured electronically by sub-divisions and different systems of Char- 

ie . Further context towards the interactions within this scenario is 

etailed throughout Section 4.2 . 

.2. Applying OASoSIS: Step 0 - characterising the MMN 

Prior to the risk assessment, the scope of the independent sys- 

em collaboration and its interdependencies must be determined. 

he main focus would be on identifying where the SoS managerial 

nd operational control was in place. During Step 0 , when charac- 

erising a SoS with Fig. 1 , this helps us consider initial questions 

etailed in Section 3 . It should, however, be noted that in order to 

nswer these questions, intelligence gathering should first be con- 

ucted to capture this type of information. These questions may, 

herefore, guide the minimum amount of information for this pro- 

ess. 

In this scenario, the MEDEVAC operation depends upon three 

ain independent system examples to perform a continuum of 

are through medical evacuation. These are described as Alpha, 
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ravo, and Charlie, coming together as independent systems col- 

aborating to achieve a new or higher purpose. This scenario in- 

ludes certain stakeholders within the chain of care responsible 

or retaining and communicating patient information at each stage. 

etails of this and other information are captured within the char- 

cterisation process to ascertain the wider context of the SoS and 

ts stakeholders. 

.2.1. MEDEVAC management and oversight 

Stakeholder involvement The primary stakeholders include Al- 

ha, Bravo, and Charlie. Alpha provides managerial command and 

ontrol to assist operations, although Alpha has other interconnect- 

ng systems to achieve this function. Alpha also provides medi- 

al oversight from the main HQ outside of the operational area, 

nd Medical Director functions at each level of command. Exter- 

al stakeholders may exist, for example, with the integration of 

ther Air Traffic Management Systems, or development of some 

ystems. Bravo and Charlie each provide independent sub-systems 

f interaction for the SoS. For example, sub-systems of Charlie, in- 

lude Force 1 who provides Air MEDEVAC, and Force 2 who pro- 

ides FST medical treatment facilities. Moreover, both Bravo and 

harlie may rely on individual external air and medical facilities 

utside the area of operations. A number of stakeholders therefore 

xist at different levels, although some local stakeholders may not 

e recognised by all systems. 

Governance Governance is provided by Alpha, with support 

rom Bravo and Charlie, setting out formal procedures and doc- 

rine broadly describing the collaboration requirements. Along with 

ATO type joining instructions and other third-party type agree- 

ents, these provide a foundation in which trust relationships are 

ormed. Other requirements and regulations exist at independent 

ystem level. Managerial oversight, a secure network, services, data 

epositories, and some software is provided by Alpha. Whereas, 

unding for technical use and implementation sits with Bravo and 

harlie ( Hartenstein, 20 08a; 20 08b ). 

.2.2. MEDEVAC operational environment 

Operational focus In this scenario, Bravo is the initiator of the 

rocess. A Bravo Field Unit’s Medic provides in-field medical care, 

equesting the MEDEVAC and documents the care given to the ca- 

ualty, creating a chain of patient related information. Trust mech- 

nisms are likely to be in place, supported by technical measures 

o ensure this data-flow is maintained. Charlie has a greater role 

nd depends upon more than one system to achieve its mission. 

ach system is individually operated to fulfil the process, further 

anaging patient care and documentation stored in Alpha’s shared 

ata repository. Bravo and Charlie, therefore, each retain a level 

f autonomy with some competing interests. However, operations 

re driven by Alpha command levels and the MEDEVAC opera- 

ion, specifically through the PECC. Mission needs are guided by 

he coalition Common Operational Picture of tactical and medical 

ituational Awareness to achieve its mission safely and securely 

 Hartenstein, 2008a; 2008b; Meier, 2011 ). 

.2.3. MEDEVAC implementation 

Acquisition Some system and security requirements would be 

andated by Alpha for participation. However, Bravo and Charlie 

ould be responsible for capturing those needs within their differ- 

ng requirements to ensure interoperability. Alpha provides an ‘as 

s’ configuration for command and control, using systems, services, 

nd networks developed and tested outside of the operational area. 

arious systems are also integrated with different ownerships, e.g. 

he MC4 brand of in-field and theater medical systems, or the Joint 

edical Workstation (JMeWS). However, Bravo and Charlie are re- 

ponsible for acquiring and implementing their own systems. For 

harlie, this includes the common MC4 medical data system using 
8 
oftware from AHLTA provided by Alpha for accessing their central 

epository, the Theatre Medical Data Store (TDMS) system. Char- 

ie also use Laptops with AHLTA-Theater software to add patient 

ata. Other technical elements such as purpose-fitted Black Hawk 

EDEVAC helicopters and FST facilities are also the responsibility 

f Charlie, but from separate sub-systems ( Meier, 2011 ). 

Test & evaluation It is likely that many of the lower level sys- 

ems may not be fully tested at SoS level before implementation. 

rust boundaries may be an obstacle, which could consequently 

ave an adverse impact on external systems. MC4 systems would, 

owever, have been tested by Alpha prior to its use and depen- 

ency. Charlie may achieve a degree of testing given its inter- 

elations, but it is more difficult to align with Bravo, and Alpha. 

EDEVAC testing exercises outside of the operational environment 

ay exist. 

.2.4. MEDEVAC engineering and design considerations 

Boundaries and interfaces Boundaries cover a range of contexts 

f people, process, and technology, across land, sea, air, space and 

yber domains. However, given the flow of data, cyber, air, and ge- 

graphical boundaries are of high importance, with multi-national 

ata regulations applying. The most immediate trust boundaries 

re between the three independent systems and their sub-systems, 

nterfacing with other systems and assets. 

Performance & behaviour Alpha continue to provide command 

nd control with situational awareness provided to all through- 

ut the continuum of care. This allows for on-going feedback to 

mprove their own capabilities, whilst providing input for inde- 

endent systems to align and balance SoS needs against system 

emands. Performance would also be monitored at casualty level, 

ith reduction of issues and rates of survival from critical golden 

our care and transportation ( Hartenstein, 2008a ). 

.3. Steps 1–7 - assessing security risk with OCTAVE Allegro 

To perform a risk assessment, an amount of information gather- 

ng is required to identify data assets and associated system asset 

nteractions where data may be processed, stored, and transported 

r transmitted. The new Step 0 provided a process to support an 

ssessment by framing the SoS and its context, and identifying the 

ype of SoS by its characteristics from the given scenario. For ex- 

mple, understanding where various management and control was 

n place for systems and the SoS, indicating where accountability 

r conflicts may exist. 

Using this process provided the foundations and scope of the 

oS to determine the systems-of-interest and related elements to 

e assessed. The second contributing part implements OA Steps 1–

 as detailed by Caralli et al. (2007) . These are applied to perform

he first-stage identification, analysis, and evaluation of SoS infor- 

ation security risk and human factors concerns. 

Steps 1–7 were used to produce an example security risk as- 

essment using the MMN, first from the view of one independent 

ystem, Bravo and their interaction with the SoS, then later repeat- 

ng the process for other system assessment views. 

In Step 1 , system stakeholders would normally be relied upon to 

ollaboratively agree the criteria in which risk may impact upon a 

ystem and its interaction with the SoS, and within which parame- 

ers. These were applied accordingly to the context of the scenario. 

n OASoSIS, the parameters are within the bounds of impacts being 

egligible 0 - Marginal 1 - Critical 2 - Catastrophic 3 , therefore the 

riteria would be divided into four horizontal sections accounting 

or impacts within these different degrees. 

Much of the standard vertical categories in the OA criteria gives 

ocus towards typical business impacts, but accounts less for the 

mpact on human factors. Given the socio-technical nature of SoSs, 

ligning the concepts of Human Factors Integration and Human 
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ystems Integration (HFSI) into Step 1 of OA aimed to address this 

ap, whilst accounting for impacts towards interoperability within 

he socio-organisational impacts. As the criteria categories are pri- 

ritised, e.g. 10 to 1, with 10 holding the highest importance, bal- 

ncing business and human needs or impacts would require stake- 

older discussions to agree each level of importance for each cate- 

ory, particularly in SoSs where safety is paramount. 

Steps 2 and 3 considered the likely information assets used in 

he MMN scenario, specifically considering the critical assets and 

here they were stored, processed, transported or transmitted. For 

xample, this included data captured by using a Field Medical Card 

FMC), the 9-Line Request using radio communications, verbally 

ommunicated information between entities, and subsequent data 

tored electronically. 

To identify and analyse potential areas of concern, Steps 4 and 

 considered initial concerns towards how information assets are 

sed, then introduces threat scenarios in order to establish likely 

hreats and weaknesses towards assets with a potential for risk. 

teps 6 and 7 were applied to analyse the areas of concern to- 

ards information assets and their related systems, considering 

he probability of the threat and vulnerability combination occur- 

ing. Then, an impact score was applied relating to each of the risk 

riteria categories, and multiplied by its risk criteria level amount. 

his was multiplied again against the probability to account for the 

ikelihood of the impact and severity, thus providing an overall risk 

core. 

By the nature of OA, documenting threats and concerns of crit- 

cal patient information assets could be spread out over many 

heets of paper for a single asset. For flexibility, this was instead 

ntered into spreadsheets, but later converted to a single line all- 

n-one spreadsheet. This also considered areas of concern for the 

rocess, storage and transmission of data, by people, physical, and 

echnical means, then assessed the impact and probability of the 

ccurrence. 

Leading into Step 8 , each of the risks were reviewed to iden- 

ify groups of higher and lower risk, at which point a decision 

an be made whether to avoid, accept, transfer, or mitigate a risk. 

uitable controls can be agreed and applied towards each risk re- 

ating to the system interactions within the SoS. Information as- 

ets with areas of concern that indicated higher probability and 

everity risk scores were, however, then selected for further mod- 

lling using CAIRIS, although the challenge was to identify how 

nd where this information could be suitably extracted from OA 

nd visualised with CAIRIS. 

.4. Step 8 - modelling with tool-support 

The third contributing part of OASoSIS introduces certain con- 

epts, models, and techniques, integrated with the use of tool- 

upport to extend the assessment in Step 8 . It is this contribution 

n particular that supports the SoSRE domain towards the mod- 

lling and visualisation of SoS risks and related dependencies to 

chieve the SoS goals securely. How models can be generated and 

nterpreted when using CAIRIS is detailed within its online manual 

 Faily, 2018a ). 

Introducing this combined output helps to facilitate decision 

akers’ understanding towards the criticality of activities per- 

ormed with related assets. This includes the owners, roles and re- 

ponsibilities for ensuring these are completed securely to achieve 

he SoS goals, and who would be responsible and accountable for 

itigating identified risks. 

Fig. 4 provides a high-level overview of main systems and their 

ub-system assets with people and information assets considered 

n this scenario, for which the asset model was based upon. This 

ncludes Alpha (A) providing command and control, Bravo (B) as 
9 
he initiating the call for MEDEVAC, and Charlie (C) providing sys- 

ems for medical transportation and treatment. 

To begin modelling a SoS in CAIRIS, a separate environment was 

reated to represent the view of each independent system, and 

n additional overview environment to capture all interactions. In 

he initial Bravo view, an asset model was first populated, where 

n asset is used to represent the SoS as a single entity. This SoS 

ould then be decomposed using a top-down approach associat- 

ng each of the main independent systems and sub-systems assets 

ith people and information assets. 

When modelling the scenario, systems were represented at 

igher level as an organisational level system asset, who may in 

urn have lower level organisational systems, each of which have 

echnological systems where human actors interact with software 

nd hardware combinations. Information or data assets may also 

e physical and paper-based, or a person and the knowledge they 

old that may also be communicated verbally, and which may then 

e entered into a software interface and database, creating an elec- 

ronic version of the data. 

Within the asset model filtered to show Bravo’s view, this 

ould, for example, only include the known interactions where 

ravo has direct interaction with other Alpha and Charlie systems, 

ut not the unknown interactions only between Alpha and Char- 

ie . As the asset model is UML-based, associations between assets 

ay also be modelled as an aggregation or composition. Security 

roperties for each of the assets are also added within the asset 

etails, e.g. Confidentiality, Integrity, Availability, and Accountabil- 

ty. This was later repeated for the other system views, providing 

 bigger picture towards the different interactions interconnecting 

or the purpose of the MMN. 

.4.1. Modelling roles and personas 

All main assets from within the MMN scenario were modelled 

nd associated with roles of key stakeholders and actors perform- 

ng the continuum of care, reflecting areas of responsibility for sys- 

ems and interoperability. This included certain activities and tasks 

erformed by specific roles undertaken by a person. Specific risks 

arried over from the OA risk assessment also helped to highlight 

hese activities where a data asset may be at risk by a human, ac- 

identally or maliciously, or trust may be diminished in some way. 

Roles were then associated with personas, representative of 

rchetypical descriptions embodying the goals of users offering 

nsights into threats and vulnerabilities. Attackers were modelled 

nd assessed in a similar way, reasoning about the intent, skill, or 

eans of an attack by an actor internal or external to the SoS. Per- 

onas were implemented to further reason with human factor con- 

iderations and the consequence of actions when assessing security 

isk and related requirements. Elements relating the output of this 

rocess capturing an Air Medic persona’s characteristics are shown 

n Fig. 5 . 

Following this process resulted in the creation of six personas 

upporting the goals, tasks and scenarios. These were: 

- A Field Medic; 

- An Air Medic; 

- A FST Technician; 

- A JOC Officer; 

- A PECC Co-ordinator; and 

- A Casualty. 

In CAIRIS, roles can also be attributed to being a ‘data con- 

roller’, similar to that of a ‘data processor’ in relation to a ‘data 

ubject’. Although these specifically relate to privacy requirements, 

hey were added to the MMN model, but not tested. That said, the 

rivacy validation did not return any errors, suggesting at a basic 

evel, privacy elements were considered, but creates a future op- 
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Fig. 4. High-level relations of the MMN SoS scenario. 

Fig. 5. CAIRIS Persona Characteristics and Model with Trello. 
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ortunity for incorporating privacy by design using this SoS model 

nd scenario. 

.4.2. Modelling personas and tasks with use cases 

Personas were associated with tasks, and use cases were cre- 

ted to represent steps of the task. The use case and its sub-steps 

epresented the process for completing a task step carried out by 

n actor. A use case would, however, be associated with a role that 

ould likely be associated with the persona, although other (sys- 

ems) roles may apply. Once the tasks were created, the use cases 

elating to each task were linked to tasks through traceability links. 

In this scenario, task steps could also include an instance where 

nformation is shared, but no software and hardware interaction 

ay occur. For example, where information originating from the 

MC based on patient injuries and care given, is verbally commu- 
10 
icated and travels along the patient journey across organisational 

ystems forming part of other medical information. Some of this 

nformation is later copied into electronic formats by two other 

ersonas. 

.4.3. Modelling data flows and boundaries 

In parallel, data flows and trust boundaries were then mapped, 

urther highlighting needs for interoperability. To create data flows, 

ssets were used to represent external entities as people, systems 

r hardware, information assets were used as data stores, and use 

ases represented the processes between data flows. As some data 

owed from assets of one environment to another, these inter- 

ctions can be represented from one trust boundary to another, 

iewed in a Data Flow model. 
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Fig. 6. CAIRIS Risk Model. 

w

o

s

r

c

a

c

a

4

e

t

w

r

b

i

m

v

s

s

i

s

o

t

i

c

t

a

t

f

c

m

p

4

m

u

t

n

t

s

e  

s

a

w

o  

w

t

t

g

d

t

r

S

r

s

t

r

W

b

w

H

m

b

t

r

p

i

t

s

s

a

s

o

g

t

m

i

5

t

a

w

p

t

w

i

O

e

5

M

Boundaries were further represented using the Location model, 

here a location can represent sub-locations in which an instance 

f an asset occurs, e.g. a house has rooms. We can also link these 

ub-locations, e.g. if we have a hall, these can be linked to the 

ooms. In this scenario, the different areas of operation were ac- 

ounted for. All related assets for that location were populated 

long with personas carrying out a task in that environment. Lo- 

ations included a FOB, in-the-field, and HQ. When risks were cre- 

ted, risks to assets were also seen in the Location model. 

.4.4. Modelling risk 

There were a number of options for modelling and visualising 

lements of risk in CAIRIS. The primary risk-focused option en- 

ailed modelling where threats and vulnerabilities were associated, 

hich equate to a risk for systems and the SoS. Once assets, tasks, 

oles and attackers were created, threats and vulnerabilities could 

e added with an associated misuse case equating to a risk, viewed 

n the CAIRIS Risk Analysis model demonstrated in Fig. 6 and Task 

odels. 

The models indicated where some risks may occur in one en- 

ironment which may affect a system in another environment, or 

ome risks may occur across all environments, or be specific to a 

ub-system in one environment. However, this representation orig- 

nally created a strange effect in CAIRIS, where a risk could be 

ituated in one environment, but is applicable and visible to an- 

ther where no misuse case is present. To remedy this, in addition 

o other built-in validation, CAIRIS developers added a means to 

dentify and alert to where an instance of this risk scenario oc- 

urs; thus indicating a useful early finding towards improvements 

o CAIRIS, specific to the SoS context. 

Once risk elements have been added and combined in CAIRIS, 

 threat model listing is self-generated, demonstrating where cer- 

ain aspects, entities, and data flows are at threat. It is therefore 

rom these combined visualisations of risks that we can begin to 

onsider where requirements and controls need to be specified to 

itigate the risks to assets, tasks, and goals, related to roles and 

ersona interactions within the SoS. 

.4.5. Modelling goals and obstacles 

Goal and Obstacle models in CAIRIS provided the option to 

odel system-specific requirements, using a top-down or bottom- 

p approach, where goals and sub-goals were operationalised by 

asks, and refined into requirements. However, in the MMN sce- 

ario, the required tasks and high-level system goals had been cap- 

ured, but needed to further identify areas in which to elicit the 

ystem sub-goals. Each of the sub-goals were therefore selected to 

nable or support the process steps of a task carried out by a per-

ona. 

The representation of self-populating Responsibility models also 

dded value by demonstrating where a role was responsible to- 

ards an asset, related to a task, goal, requirement, and elements 

f risk. Where a role is responsible for a goal, this can be added

ithin the sub-goal association of the goal. 
11 
Obstacles were then used to represent a threat or vulnerability 

owards an information asset identified in the Risk model poten- 

ially obstructing the completion of other tasks and satisfaction of 

oals. For example, threats of unauthorised access, use, disclosure, 

isruption, modification, or destruction of data or systems affecting 

he continuum of care. To address the goal obstacles, these were 

efined into requirements to satisfy the system interaction with 

oS goals. This became more difficult when there were conflicting 

equirements or where there was no direct relationship between 

ome systems, meaning trade-offs needed to occur between sys- 

ems and requirements to maintain interoperability and trust. 

For example, the communication of the FMC information may 

equire its Integrity and accuracy of patient data to be upheld. 

hereas, for information that later becomes stored electronically 

y another system, Availability may be a higher desire, because 

ithout the information, treating the patient accurately is difficult. 

owever, in both cases, once in electronic format, Confidentiality 

ay be of higher importance, but in all cases Accountability should 

e present. 

When conducting the information security risk assessment with 

ool-support from CAIRIS, a number of models are generated as 

epresentations of the data entered into its database. When ex- 

orting the model files, these are saved as xml files that can be 

mported into CAIRIS to generate the models again. A number of 

hese graphically generated models were used within the process, 

ome of which become large and complex, and therefore do not 

cale-down well within the parameters of this document for read- 

bility. 

However, when viewing these models within CAIRIS, it is pos- 

ible to focus-in upon a set of goals that may have a goal/task 

bstruction with elements of risk from a KAOS obstacle. Where a 

oal/task obstruction occurs further down in the goal tree, we can 

hen focus-out within the model to visualise all other goals that 

ay not be achieved as a knock-on effect form the impact of orig- 

nal risk element. 

. Discussion and lessons learned 

The OASoSIS approach was introduced with the MMN scenario 

o align SoS factors and concepts suitable for eliciting, analysing, 

nd modelling security risks and human factors using tool-support 

ithin the SoS context. The application of a reduced-scale exam- 

le of a Military MEDEVAC SoS case-study was purposely limited 

o a simplified abstraction of a SoS. However, as is often the case, 

ith any simplicity, there is always complexity, perhaps more so 

n a SoS scenario. By applying each of the contributions that form 

ASoSIS, this helped to provide an understanding towards those 

nsuing complexities of the SoS. 

.1. Applying Step 0 

When using the characterisation process in Step 0 with the 

MN scenario, given that NATO joint-force operations may be 



D. Ki-Aries, S. Faily, H. Dogan et al. Computers & Security 117 (2022) 102690 

c

c

D

e

f

w

i

s

h

p

t

e

l

g

v

k

m

d

o

t

t

o

A

f

a

r

s

i

s

c

d

a

a

f

p

c

a

s

v

e

s

S

5

p

c

a

a

a

q

v

F

e

l  

i

p

fl

t

t

n

e

o

a

e

f

r

c

t

e

n

r

s

o

g

t

p

w

r

t

s

m

f

u

p

o

q

t

a

w

s

t

S

i

o

a

g

5

w

t

s

l

e

m

i

i

m

s

l

i

b

t

o

a

a

onsidered as a grouping acting as one force, early assumptions 

ould indicate some alignment with this type of SoS as being a 

irected SoS. Although Alpha’s HQ would mandate standard op- 

rating agreements and doctrine, Alpha would decide upon dif- 

erent policies within the doctrine regarding the SoS interaction, 

hereas each independent system of the SoS would operate with 

ts own autonomy and operating procedures. This can be demon- 

trated where Alpha has no direct link to Charlie Air Corp, who 

ave operational and managerial control of Air MEDEVAC, who Al- 

ha does interact with. However, independent systems could po- 

entially interpret and implement elements of the doctrine differ- 

ntly. 

Despite this type of example, Alpha, Bravo, and Charlie are re- 

iant upon the collaboration to fulfil the SoS mission needs, sug- 

esting qualities of a Collaborative SoS. The conclusion of the re- 

iew determined the MMN exhibited the characteristics of an Ac- 

nowledged SoS based on its high-level distinction of designated 

anagement by Alpha, but with limited control over the indepen- 

ent collaboration of Bravo and Charlie who retain a high-degree 

f operational control in the SoS. 

Other SoSs also exist within this configuration. For example, 

he Electronic Health Record (EHR) data flow to support the con- 

inuum of care consists of various systems providing input and 

utput, some of which interface with home nations ( Meier, 2011 ). 

lso, the MC4 systems providing tools to digitally record and trans- 

er medical data using joint medical software, with commercial 

nd government-off-the-shelf products, acting as a deployed EHR 

epository for battlefield surveillance ( MC4, 2018 ). Additional con- 

iderations such as these may only become apparent once systems 

nformation has been gathered and assessed. 

Although the characterisation process was useful towards clas- 

ifying the type of SoS, the important benefit was the resulting 

larification towards identifying the main stakeholders and depen- 

encies between independent systems, and who has managerial 

nd operational control within the SoS. 

For example, the infrastructure supporting the MMN data flows, 

nd the MC4 systems used by Charlie to digitally record and trans- 

er medical data. However, we learned that as Bravo does not have 

rocesses in place and access to these systems, interoperability and 

ommunications are reduced towards patient data flow, suggesting 

n area of improvement for future joint-force operations. 

This point in particular was highlighted when validating the 

cenario and approach with military medical experts, who pro- 

ided further clarity towards a typical joint-force MEDEVAC op- 

ration, and potential data flows at risk, helping to fine-tune the 

cenario and its assessment. Stakeholder feedback is discussed in 

ection 5.4 . 

.2. Applying Steps 1–7 

The OA element was introduced and adapted to provide a sim- 

le repeatable and reusable process for identifying information se- 

urity risk in a SoS. Early findings and lessons learned suggest the 

lignment of OA’s data collection and output has the potential to 

lign with selected concepts, models, and techniques in a tool such 

s CAIRIS. It was found that OA was generally asking the right 

uestions, and could be useful as a means through CAIRIS to con- 

ey operational needs to SoSRE, but requires further refinement. 

or example, Step 0 already begins to capture details of stakehold- 

rs, organisations, and other persons of accountability and their re- 

ated SoS assets. However, as this feeds into Steps 3 and 4 , there

s an opportunity to document more of this information earlier as 

art of OA within the spreadsheets. 

Steps 1–3 may also run in parallel, thus changing the original 

ow of OA. We learned the introduction of HFSI to the risk cri- 

eria was useful towards capturing the human related impacts to 
12 
he wider SoS, whilst indicating interoperability and other engi- 

eering impact related concerns. Being mindful of this from these 

arly steps helped maintain that focus whilst progressing through 

ther steps. 

Lessons learned indicated that changing the order of OA Steps 4 

nd 5 to consider threat scenarios earlier to capture potential ar- 

as of concern would seem a more effective approach to provide 

ocus to areas of exploitation. For example, the original steps first 

equired the assessor to consider scenarios where there may be a 

oncern, then provided threat scenario questionnaires to identify if 

hey would actually be a potential risk. 

However, in OASoSIS, this should provide the threat scenarios 

arlier to indicate example areas of focus towards threats and vul- 

erabilities in order to establish likely concerns and potential for 

isk. This would not only improve the efficiency of the process 

teps, but would help less experienced stakeholders or assessors 

f the SoS to arrive at the how and why aspects a little quicker 

uided by the scenario-based questionnaires. 

Furthermore, we learned that where OA considers concerns, 

hreats and threat scenarios, it does not explicitly document the 

otential weakness or vulnerability, where it perhaps should. This 

as, however considered to provide a more clear and complete 

isk equation, and further enables better data capture into CAIRIS 

owards addressing the weakness. 

At the point of applying Steps 6 and 7 , we found the spread- 

heet capturing the risk data became quite large to manage, but 

ore manageable than many pieces of paper. Nevertheless, we 

ound these steps provided a means in which to analyse and eval- 

ate the probability and severity of impacts that could the be 

rioritised for further attention leading into Step 8 . This was not 

nly an important consideration towards managing and prioritising 

uantities of risk, but also to be mindful of the quantity of assets 

hat would be modelled, because even when using tool-support, 

s more asset and context of use data is added, model complexity 

ill increase. 

The focus did, however, remain towards identifying information 

ecurity risks and their related human factors concerning informa- 

ion assets and their dependencies towards the MMN achieving its 

oS goals. In comparison to the standard OA approach, the mod- 

fied version was driven by this focus assisted by the broadening 

f socio-technical impacts towards independent systems and their 

bility to interoperate at different levels with the SoS to achieve its 

oals. 

.3. Applying Step 8 

The refined data output of higher level risks captured in OA 

as transferred into CAIRIS, and provided most of the informa- 

ion required to generate selected models and requirements, with 

ome additional details from initial data collection for rational. Un- 

ike other versions of OCTAVE, we found the benefit of OA to op- 

rational areas is that it gives a specific focus towards the infor- 

ation asset and its related security properties, e.g. Confidential- 

ty, Integrity, Availability, and Accountability. When translating this 

nto CAIRIS, we find that we can identify what security properties 

ust hold for each information asset, but have little indication of 

ecurity needs for other types of system assets. 

This appears to be a weakness or limitation of OA, but we have 

earned this could be turned into a strength when considering how 

nformation assets from one owner or independent system should 

e treated by other people and systems within the SoS context 

owards its process, storage and transmission, some of which are 

utside of their control. Specific security and human factor needs 

nd potential requirements conflicts may then be identified and 

ddressed to meet SoS needs. 
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Combining models first provided a view for Bravo and their SoS 

nteractions, with additional views added for Alpha, Charlie , and a 

ombined view of all interactions. Each environment highlighted 

here dependent relations and security risk exists towards ful- 

lling the continuum of care, whilst supplying reasoning towards 

oSRE. We found the use of environments to represent views of in- 

ependent systems helped to provide an element of clarity towards 

raming different aspects and concerns for each of the system 

iews. We learned that when modelling multiple systems across 

ifferent environments, naming convention and terms across envi- 

onments did become a challenge to indicate in the models which 

lement related to each independent system. 

We found that understanding in what order to build SoS mod- 

ls is also a process efficiency consideration. In CAIRIS, this began 

ith assets, roles and personas, then goals, tasks, and use cases. 

owever, models may also be used for various purposes across dif- 

erent engineering or design teams, therefore, understanding how 

hese models inter-link plays a further role in understanding the 

iewpoints and varying needs of SoSRE and related stakeholders. 

We found the integration of goal modelling became central to 

he modelling element of OASoSIS. This helped to underpin the 

rocess guided by the SoS goals identified during Step 0 , and then 

llustrated in Step 8 as goal-driven requirements that aligned with 

he supporting tasks, processes, people and roles along with the 

dentified risks and concerns. From the analysis, we found the im- 

act towards the SoS achieving its goals can be determined, help- 

ng to guide decisions towards mitigating risks and satisfying these 

oals, whilst reducing the wider risk criteria impact areas identi- 

ed in OA. Moreover, by extending OA and applying the modelling 

rocess, we found this specifically helped to identify further im- 

acts to the satisfaction of SoS goals that were not apparent from 

he first-stage assessment. 

The responsibility model was useful for demonstrating the roles 

f responsibility that may be associated with elements of the risk 

quation. However, through lessons learned it was evident there 

as still a gap for RBDM towards capturing the important link be- 

ween the owners with authority for the different objects. For ex- 

mple, we found that details about owners of assets, tasks, goals, 

rocesses, and risks were largely captured during Steps 0 to 5 , but 

ecame redundant or unaccounted for when transferring data into 

he tool-support. 

We would argue clarity about those owners and authorities 

here authority is delegated to roles with specific responsibili- 

ies could be made more explicit. Moreover, it would be useful to 

isually indicate those owners with accountability alongside the 

oles of responsibility within the modelling process. We believe 

his would provide continuation and consistency of important data 

lready captured, and provide critical information to help inform 

BDM regarding the entities likely to be the risk owners responsi- 

le and ultimately accountable for mitigating the elements of risk 

ttributed to the SoS. 

.4. Stakeholder review 

In addition to previous data and interviews to help ground the 

ATO-based scenario, expert military medical stakeholders repre- 

entative of Bravo decision makers provided feedback and clarifi- 

ations to help validate this scenario. Stakeholders also provided 

urther context towards how Bravo may interact in this scenario 

ith Alpha and Charlie. We found this was extremely useful for 

ASoSIS towards shaping its application, fine-tuning the modelling 

nd assessment, and validating the soundness of the SoS structure 

eing generally representative for the scenario presented. 

A focus group was arranged and chaired by Dstl, and hosted 

t a UK military facility. Five military and defence representatives 

ere in attendance at the focus group, two of whom had ex- 
13 
ensive backgrounds towards UK and NATO communications, net- 

orks, and operations. Three other senior personnel with extensive 

xperience in UK and NATO medical operations provided specific 

eedback towards co-ordinating the medical evacuation and patient 

ata-flows from PoI to a medical treatment facility. 

Based on stakeholder feedback, we learned that by following 

he SoS characterisation process of Step 0 , this approach provided 

 useful process for a SoS level stakeholder to first align with the 

oS concept, and to identify specific characteristics of an intercon- 

ected systems environment. Then, potentially classify it as a SoS 

ased on this output, clarifying where managerial and operational 

ndependence and control are in place for the SoS. This in-turn 

ould direct future assessment of areas of dependency, responsi- 

ility, and complexity, or specific areas of concern and risk. 

During the focus group, stakeholders also created a diagram- 

atic whiteboard example of the operations relevant to the sce- 

ario. This was used as a point of reference throughout the discus- 

ions to review and compare various interactions and dependen- 

ies at different stages of the medical evacuation. We found the 

hiteboard diagram was also useful for validating how the struc- 

ure was very similar to that which had been modelled within 

AIRIS, and which was also very similar to a joint-force operational 

tructure indicated in an unclassified but unpublished NATO docu- 

ent. 

Stakeholders were, however, keen to point out conflicts in ter- 

inology. For example, where much of the supporting informa- 

ion for the case study was based on the interactions of American 

orces with NATO, and supported by other NATO publications also, 

 Tactical Operations Centre would instead be referred to by British 

orces as a Joint Operations Centre (JOC). A simple, but neverthe- 

ess important observation for the stakeholders. 

Stakeholders also clarified where Bravo would not have interop- 

rable systems and processes in place to interact with some TCN 

ystems. For example, Bravo reduces some of their security risks 

imply by continuing to use certain manual processes, whereas 

harlie are much more dependent on electronic system interac- 

ions for patient data-flow, thus increasing their cyber element of 

ecurity risks. 

Based on stakeholder feedback, we found the risks identified 

hen applying the elements of OASoSIS were otherwise considered 

epresentative for the MMN scenario. However, it was acknowl- 

dged that co-ordinating changes to processes and controls with 

CNs can be a challenge given the different levels of ownership 

nd control across the systems. Nevertheless, an important lesson 

earned based on stakeholder feedback indicated that providing the 

eans and traceability to support the need for change and risk re- 

uction towards security goals, is an important aspect for stake- 

older communication in NATO operations, especially where there 

s an implication that lives and patient care may depend upon it. 

. Conclusion 

In this article, OASoSIS was introduced, illustrating an approach 

or SoS information security risk assessment, which was applied 

nd tested using a Military MEDEVAC SoS case study scenario. The 

pproach implemented an adapted version of OA aligned with a 

oS characterisation process for identifying the SoS context for the 

isk assessment using OA. 

Previous research identified confusion around the use of the SoS 

erm, predominately within operational environments, and when 

efining collaborating systems as a SoS. The characterisation pro- 

ess supported by simple definitions of SoSs was introduced to re- 

uce this confusion and provided a focus towards where the SoS 

anagerial and operational control was in place. Identifying con- 

rol and governance is critical to the resilience of the SoS in achiev- 

ng its SoS mission. 
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During the first-stage of the assessment using OA, risks to crit- 

cal assets were identified and analysed. This output produced risk 

ata that enabled the alignment with concepts, models, and tech- 

iques integrated with tool-support from CAIRIS to provide further 

isualisation and analysis of SoS risks and goals to be accounted 

or within RBDM and SoSRE. 

When designing this approach, we considered the diversity of 

mall and large-scale SoS examples, many of which are presented 

n a different context, with different configurations and challenges. 

ndependent systems may also have different standards and poli- 

ies in place to achieve its day job, whilst also integrating with 

oS needs and requirements. 

This simple repeatable process can be used to support a SoS in- 

ormation security risk assessment approach, and provides a means 

o identify the scale and complexity of interacting systems towards 

ntegration and operational challenges. This is important to en- 

ure asset identification and requirements are accounted for in the 

A assessment and within tool-support to ensure the needs are 

et towards stakeholders, situational awareness, security, interop- 

rability, and mitigation of risks in these areas. 

.1. Limitations 

Certain limitations have been a factor towards complet- 

ng related research and validation. For example, where re- 

earch conducted in this article and supporting work in Ki- 

ries et al. (2017b) were military-based centred around NATO ac- 

ivities. Although the stakeholder input and feedback they provided 

as good and extremely useful, detailed depth was not available 

or security reasons, given the need for outputs to be publishable 

n civilian environments. 

Limitations are also acknowledged towards the reduced-scale 

oS example used, although it did provide suitability towards test- 

ng the components within OASoSIS before further application to 

 larger and more current SoS example. To strengthen the validity 

f OASoSIS, other SoS types and configurations could therefore be 

ested and validated in future work. 

.2. Applicability 

Using the OA approach applied in a SoS context provides the 

eans for organisations or the SoSRE community to carry out an 

nformation security risk assessment that suits limited interaction 

etween all SoS stakeholders, and may be completed without the 

eed for great technical expertise. It would, however, require risk 

ssessors to have a good understanding of the related context, en- 

ironment, and threats. 

This provides a repeatable process that can be used for smaller 

rganisations, or areas with larger more established risk manage- 

ent processes, e.g. NIST or ISO, whereby OA can fit comfortably 

ithin the risk assessment stages. This could also accommodate 

isk stages within development or engineering approaches. The 

evel of required training or implementation costs associated with 

sers and implementers of this process would depend of the type 

nd nature of the SoS collaboration. However, the related process 

nd open-source tool-support are currently freely available to use. 

For the SoRE community and academia, this research follows- 

n from previous research in this area, and provided a further 

ontribution in an area that lacks in a depth of research towards 

odelling and assessing SoS security risks, and associated RBDM. 

he characterisation process shown in Fig. 1 is also likely to pro- 

ide value as a standalone item for other SoS engineering related 

rojects. Based on the findings of this research, it provided the 

oundation to reapply the approach with few refinements to a new 

oS scenario to gain further testing and validation of OASoSIS. 
14 
.3. Future work 

The application of OASoSIS demonstrated its value, with early 

ndings suggesting the alignment with a tool such as CAIRIS can 

rovide many benefits for translating operational needs into goal- 

riven requirements. Lessons learned from using OASoSIS with the 

MN have enabled us to update and streamline the process to 

ome degree, whilst integrating new elements into the modelling 

rocess. For example, applying Steps 1–3 in parallel, changing the 

rder of Steps 4 and 5 to consider threat scenarios earlier whilst 

ontinuing to capture vulnerabilities where possible. Findings also 

ighlighted where the modelling process could be extended within 

he tool-support to enhance the completeness of aligning owner- 

hip and accountability with responsibilities captured within OA- 

oSIS, thus supporting RBDM and accountability towards mitigat- 

ng risk. 

Research therefore continues to identify how combining differ- 

nt model elements with the use of tool-support can assist the vi- 

ualisation of information security risk and related human factors 

o support RBDM for the SoSRE communities. As a continuation 

f this research, OASoSIS would be reapplied to an Emergency Re- 

ponse SoS considered for use within a Canadian Emergency Man- 

gement System (of Systems). OASoSIS would be used to identify 

nd assess areas of information security risk and related human 

actors of the SoS, thus providing further testing and validation of 

ASoSIS as an information security risk assessment and modelling 

rocess to assist RBDM in SoSRE. 

eclaration of Competing Interest 

The authors declare that they have no known competing finan- 

ial interests or personal relationships that could have appeared to 

nfluence the work reported in this paper. 

cknowledgement 

The research described in this paper was funded by 

ournemouth University studentship DSTLX10 0 0104780R_ 

OURNEMOUTH_PhD_RASOS. We are also grateful to Dstl for 

heir sponsorship of this work. 

eferences 

lhajHassan, S. , Odeh, M. , Green, S. , 2016. Aligning systems of systems engineering

with goal-oriented approaches using the i ∗ framework. In: IEEE International 

Symposium on Systems Engineering (ISSE), 2016. IEEE, pp. 1–7 . 
lkhabbas, F. , Spalazzese, R. , Davidsson, P. , 2016. IoT-based systems of systems. In:

Proceedings of the 2nd Edition of Swedish Workshop on the Engineering of Sys- 
tems of Systems (SWESOS 2016). Gothenburg University . 

rdi, S. , Byers, D. , Meland, P.H. , Tondel, I.A. , Shahmehri, N. , 2007. How can the de-
veloper benefit from security modeling? In: Availability, Reliability and Security, 

2007. ARES 2007. The Second International Conference on. IEEE, pp. 1017–1025 . 

tzeni, A. , Cameroni, C. , Faily, S. , Lyle, J. , Fléchais, I. , 2011. Here’s Johnny: a method-
ology for developing attacker personas. In: Availability, Reliability and Security 

(ARES), 2011 Sixth International Conference. IEEE, pp. 722–727 . 
oardman, J. , Sauser, B. , 2006. System of systems-the meaning of. In: 2006

IEEE/SMC International Conference on System of Systems Engineering. IEEE, 
p. 6 . 

öröcz, I. , 2016. Risk to the right to the protection of personal data. Eur. Data Pro-

tect. Law Rev. 2 (4), 467–480 . 
oyson, S. , 2014. Cyber supply chain risk management: revolutionizing the strategic 

control of critical IT systems. Technovation 34 (7), 342–353 . 
ranagan, M. , Dawson, R. , Longley, D. , 2006. Security risk analysis for complex sys-

tems. In: ISSA, pp. 1–12 . 
ritish Standards Institution. BS ISO/IEC 27005, Information technology - Security 

techniques - Information security risk management 2011. 
aralli, R.A. , Stevens, J.F. , Young, L.R. , Wilson, W.R. , 2007. Introducing OCTAVE Al-

legro: Improving the Information Security Risk Assessment Process. Technical 

Report. DTIC Document . 
heckland, P. , 1999. Systems Thinking, Systems Practice. John Wiley & Sons . 

hiprianov, V. , Gallon, L. , Munier, M. , Aniorte, P. , Lalanne, V. , 2014. Challenges in
security engineering of systems-of-systems. In: Troisième Conférence en In- 

génieriE du Logiciel, p. 143 . 

http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0001
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0001
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0001
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0001
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0002
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0002
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0002
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0002
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0003
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0003
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0003
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0003
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0003
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0003
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0004
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0004
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0004
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0004
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0004
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0004
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0005
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0005
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0005
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0006
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0006
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0007
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0007
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0008
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0008
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0008
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0008
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0010
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0010
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0010
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0010
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0010
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0011
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0011
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0012
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0012
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0012
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0012
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0012
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0012


D. Ki-Aries, S. Faily, H. Dogan et al. Computers & Security 117 (2022) 102690 

C

C

C  

C

D  

D  

D  

D  

 

D  

D  

E  

F

F  

F

F  

F

F  

F  

F  

F  

F

H

H

H

I

I

I

J

K  

K

K  

L  

M

M

M

M

M  

M

M

N

N

N  

N  

N  

N

O

P

R  

S

S

S

S

S
T

T  

V

W

Z
Z  

D

B

a
E

leland-Huang, J. , 2013. Meet Elaine: a persona-driven approach to exploring archi- 
tecturally significant requirements. IEEE Softw. 30 (4), 18–21 . 

ooper, A. , 1999. The Inmates are Running the Asylum. Macmillan Publishing Com- 
pany Inc . 

ooper, A. , Reimann, R. , Cronin, D. , Noessel, C. , 2014. About Face: The Essentials of
Interaction Design. John Wiley & Sons . 

urrall, S.C. , Judge, T.A. , 1995. Measuring trust between organizational boundary 
role persons. Organ. Behav. Hum. Decis. Process. 64 (2), 151–170 . 

ahmann, J. , Rebovich, G. , McEvilley, M. , Turner, G. , 2013. Security engineering in

a system of systems environment. In: Systems Conference (SysCon), 2013 IEEE 
International. IEEE, pp. 364–369 . 

ahmann, J.S. , Baldwin, K.J. , 2008. Understanding the current state of US defense
systems of systems and the implications for systems engineering. In: Systems 

Conference, 2008 2nd Annual IEEE. IEEE, pp. 1–7 . 
ahmann, J.S. , Rebovich Jr, G. , Lane, J.A. , 2008. Systems Engineering for Capabilities.

Technical Report. DTIC Document . 

en Braber, F. , Brændeland, G. , Dahl, H.E.I. , Engan, I. , Hogganvik, I. , Lund, M.S. , Sol-
haug, B. , Stølen, K. , Vraalsen, F. , 2006. The CORAS Model-Based Method for Se-

curity Risk Analysis, vol. 12. SINTEF, Oslo, pp. 15–32 . 
iaper, D. , Stanton, N. , 2004. The Handbook of Task Analysis for Human-Computer

Interaction. Lawrence Erlbaum . 
ogan, H. , Pilfold, S.A. , Henshaw, M. , 2011. The role of human factors in addressing

systems of systems complexity. In: Systems, Man, and Cybernetics (SMC), 2011 

IEEE International Conference on. IEEE, pp. 1244–1249 . 
lahi, G. , Yu, E. , Zannone, N. , 2010. A vulnerability-centric requirements engineer-

ing framework: analyzing security attacks, countermeasures, and requirements 
based on vulnerabilities. Requir. Eng. 15 (1), 41–62 . 

aily S., 2018a. CAIRIS [online]. Available from: https://cairis.org [Accessed 28 Febru- 
ary 2018]. 

aily, S. , 2018b. Designing Usable and Secure Software with IRIS and CAIRIS, first ed.

Springer . 
aily S., 2018c. Personahelper. Chrome Web Store; Available From: https:// 

chrome.google.com/webstore/detail/persona-helper/mhojpjjecjmdbbooonpgloh 
cedhnjkho [Accessed 2 May 2018]. 

aily, S. , Fléchais, I. , 2010a. Barry is not the weakest link: eliciting secure system re-
quirements with personas. In: Proceedings of the 24th BCS Interaction Specialist 

Group Conference. British Computer Society, pp. 124–132 . 

aily, S. , Fléchais, I. , 2010b. A meta-model for usable secure requirements engineer- 
ing. In: Proceedings of the 2010 ICSE Workshop on Software Engineering for 

Secure Systems. ACM, pp. 29–35 . 
aily, S. , Fléchais, I. , 2010c. The secret lives of assumptions: developing and refin-

ing assumption personas for secure system design. In: Proceedings of the 3rd 
Conference on Human-Centered Software Engineering, vol. LNCS 6409. Springer, 

pp. 111–118 . 

aily, S. , Iacob, C. , 2017. Design as code: facilitating collaboration between usability
and security engineers using CAIRIS. In: Proceedings of the 4th International 

Workshop on Evolving Security & Privacy Requirements Engineering, ESPRE 
2017. IEEE . To Appear 

aily, S. , Iacob, C. , Ali, R. , Ki-Aries, D. , 2020a. Identifying implicit vulnerabilities
through personas as goal models. In: Computer Security. Springer, pp. 185–202 . 

aily, S. , Scandariato, R. , Shostack, A. , Sion, L. , Ki-Aries, D. , 2020b. Contextualisation
of data flow diagrams for security analysis. In: Graphical Models for Security: 

7th International Workshop, GraMSec 2020, Boston, MA, USA, June 22, 2020 

Revised Selected Papers. Springer, p. 186 . 
iresmith, D.G. , 2003. Analyzing and Specifying Reusable Security Requirements. 

Technical Report. Software Engineering Institute, Carnegie Mellon University, 
Pittsburgh, PA . 

artenstein Col. Dr., I., 2008a. Medical Evacuation in Afghanistan: Lessons Identified 
Lessons Learned [online]. Technical Report. Available From: https://stoptheme 

devacmadness.files.wordpress.com/2012/02/nato- medical- evacuation- in- 

afghanistan- mp- hfm- 157- 05.pdf [Accessed 19 January 2018]. 
artenstein Col. Dr., I., 2008b. Medical Evacuation Policies in NATO: Al- 

lied Joint Doctrine for Medical Evacuation [online]. Technical Report. 
Available From: https://stopthemedevacmadness.files.wordpress.com/2012/02/ 

nato- medical- evacuation- policies- in- nato- mp- hfm- 157- 01.pdf [Accessed 19 
January 2018]. 

omeland Security. Strategic Principles for Securing the Internet of Things [online]. 

2016. Available From: https://www.dhs.gov/securingtheIoT [Accessed 30 June 
2017]. 

nternational Council of Systems Engineering. Systems Engineering Handbook. IN- 
COSE; version 3.1 ed.; 2007. 

nstitute of Electrical and Electronics Engineers (IEEE) , 1990. Standard Computer 
Dictionary: A Compilation of IEEE Standard Computer Glossaries. IEEE, New 

York, NY . 

. International Organization for Standardization, International Electrotechnical Com- 
mission (IEC), ISO/IEC/IEEE 24765:2010(E) Systems and Software Engineering - 

System and Software Engineering Vocabulary (SEVocab), International Organi- 
zation for Standardization, Geneva, Switzerland. 

ones, A. , 2007. A framework for the management of information security risks. BT 
Technol. J. 25 (1), 30–36 . 

i-Aries, D. , Dogan, H. , Faily, S. , Whittington, P. , Williams, C. , 2017a. From require-

ments to operation: components for risk assessment in a pervasive system of 
systems. In: 2017 IEEE 25th International Requirements Engineering Conference 

Workshops (REW)-Proceedings of 4th International Workshop on Evolving Se- 
curity & Privacy Requirements Engineering. IEEE, pp. 83–89 . 
n

s

15 
i-Aries, D. , Faily, S. , 2017. Persona-centred information security awareness. Comput. 
Secur. 70, 663–674 . 

i-Aries, D. , Faily, S. , Dogan, H. , Williams, C. , 2017b. Re-framing “the AMN”: a case
study eliciting and modelling a system of systems using the Afghan mission 

network. In: 11th IEEE International Conference on Research Challenges in In- 
formation Science 10–12 May 2017 Brighton, UK. IEEE . 

ane, J.A. , Epstein, D. , 2013. What is a System of Systems and Why Should I Care?.
University of Southern California . 

aier, M.W. , 1996. Architecting principles for systems-of-systems. In: INCOSE Inter- 

national Symposium, vol. 6. Wiley Online Library, pp. 565–573 . 
C4, 2018. The MC4 System [online]. MC4 US Army, Available From: http://www. 

mc4.army.mil/Mc4System/Mc4Sys.aspx [Accessed 15 January 2018]. 
cKnight D.H., Chervany N.L., 1996. The meanings of trust. 

eier, M.J., 2011. A provider’s perspective: utilizing deployed information tech- 
nology to care for our wounded warriors. In: Presented at the 2011 Military 

Health System Conference, January 24–27, National Harbor, Maryland: The Joint 

Staff, J4/HSSD. The Defense Technical Information Center. Available From: http:// 
www.dtic.mil/dtic/tr/fulltext/u2/a556202.pdf [Accessed 19 January 2018]. 

eland, P.H. , Jensen, J. , 2008. Secure software design in practice. In: Availability,
Reliability and Security, 2008. ARES 08. Third International Conference on. IEEE, 

pp. 1164–1171 . 
orris, E. , Place, P. , Smith, D. , 2006. System-of-Systems Governance: New Patterns 

of Thought. Technical Report. Carnegie Mellon University Pittsburgh PA Software 

Engineering Inst. . 
ouratidis, H. , 2011. Secure software systems engineering: the secure tropos ap- 

proach. JSW 6 (3), 331–339 . 
ATO. NATO Standard AMedP-8.1 A1 [online]. 2013. NATO Standardization Agency, 

Available From: https://shape.nato.int/resources/site6362/medica-secure/ 
publications/amedp-8.1%20eda%20v1%20e.pdf [Accessed 14 January 2018]. 

COIC. NCOIC - What is Interoperability [online]. 2019. https://www.ncoic.org/ 

what- is- interoperability/ [Accessed 20 December 2019]. 
cube, C. , Lim, S.L. , 2018. On systems of systems engineering: a requirements engi-

neering perspective and research agenda. In: Requirements Engineering Confer- 
ence (RE), 2018 IEEE 26th International. IEEE . 

cube, C. , Lim, S.L. , Dogan, H. , 2013. Identifying top challenges for international
research on requirements engineering for systems of systems engineering. In: 

Requirements Engineering Conference (RE), 2013 21st IEEE International. IEEE, 

pp. 342–344 . 
ielsen, C.B. , Larsen, P.G. , Fitzgerald, J. , Woodcock, J. , Peleska, J. , 2015. Systems of

systems engineering: basic concepts, model-based techniques, and research di- 
rections. ACM Comput. Surv. 48 (2), 18:1–18:41 . 

IST. NIST Special Publications [online]. 2017. NIST Computer Security Resource 
Centre, Available From: http://csrc.nist.gov/publications/PubsSPs.html [Accessed 

22 April 2017]. 

ffice of the Deputy Under Secretary of Defense, for Acquisition and Technology. 
Systems and Software Engineering, Systems and Software Engineering. Systems 

Engineering Guide for Systems of Systems, Washington, DC: ODUSD(A&T)SSE, 
2008, 1st Edition. 2008. 

ahon E.. Best Soldiers for the worst days: Medevac crews in Afghanistan 
save lives day, night [online]. 2012. US Army, Available From: https: 

//www.army.mil/article/83749/best _ soldiers _ for _ the _ worst _ days _ medevac _ 
crews _ in _ afghanistan _ save _ lives _ day _ night [Accessed 15 January 2018]. 

oss, R. , McEvilley, M. , Oren, J.C. , 2016. Systems security engineering. NIST Spec.

Publ. 800, 33 . 
effers G.I.. A Lot of Blood in Kandahar [online]. 2011a. SIGNAL Magazine, AFCEA In- 

ternational, Available From: https://www.afcea.org/content/lot- blood- kandahar 
[Accessed 16 January 2018]. 

effers G.I.. Military Treats Outbreak of Chat Rooms in Afghanistan [online]. 2011b. 
SIGNAL Magazine, AFCEA International, Available From: https://www.afcea.org/ 

content/military-treats-outbreak-chat-rooms-afghanistan [Accessed 16 January 

2018]. 
hostack, A. , 2014. Threat Modeling: Designing for Security. John Wiley & Sons . 

indre, G. , Opdahl, A.L. , 2005. Eliciting security requirements with misuse cases. Re- 
quir. Eng. 10 (1), 34–44 . 

ommerville, I. , 2015. Software Engineering, tenth ed. Pearson . 
rello. 2018. Trello. Trello, Available From: https://trello.com/ [Accessed 2 May 

2018]. 

rivellato, D. , Zannone, N. , Glaundrup, M. , Skowronek, J. , Etalle, S. , 2013. A seman-
tic security framework for systems of systems. Int. J. Coop. Inf. Syst. 22 (01), 

1350 0 04 . 
an Lamsweerde, A. , 2009. Requirements Engineering: From System Goals to UML 

Models to Software, vol. 10. John Wiley & Sons, Chichester, UK . 
hittington, P. , Dogan, H. , 2016. Smartpowerchair: characterization and usability of 

a pervasive system of systems. IEEE Trans. Hum. Mach. Syst. 47 (4), 500–510 . 

and, D.E. , 1972. Trust and managerial problem solving. Adm. Sci. Q. 229–239 . 
hou, B. , Drew, O. , Arabo, A. , Llewellyn-Jones, D. , Kifayat, K. , Merabti, M. , Shi, Q. ,

Craddock, R. , Waller, A. , Jones, G. , 2010. System-of-systems boundary check in 
a public event scenario. In: System of Systems Engineering (SoSE), 2010 5th In- 

ternational Conference on. IEEE, pp. 1–8 . 

r Duncan Ki-Aries is a Lecturer in Computer Science and Cyber Security at 

ournemouth University (BU), and a Programme Leader of the M.Sc. Cyber Security 

nd Human Factors at BU. Duncan is also an active member of the Requirements 
ngineering (RE) community. Current and previous research has explored how tech- 

iques from Requirements Engineering can be used to align with the assessment of 
ecurity, risk, and human factors, specifically in the context of Systems of Systems, 

http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0013
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0013
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0014
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0014
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0015
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0015
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0015
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0015
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0015
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0016
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0016
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0016
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0017
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0017
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0017
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0017
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0017
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0018
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0018
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0018
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0019
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0019
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0019
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0019
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0020
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0020
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0020
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0020
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0020
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0020
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0020
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0020
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0020
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0020
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0021
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0021
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0021
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0022
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0022
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0022
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0022
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0023
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0023
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0023
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0023
https://cairis.org
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0025
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0025
https://chrome.google.com/webstore/detail/persona-helper/mhojpjjecjmdbbooonpglohcedhnjkho
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0027
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0027
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0027
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0028
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0028
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0028
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0029
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0029
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0029
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0030
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0030
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0030
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0030
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0031
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0031
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0031
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0031
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0031
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0032
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0032
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0032
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0032
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0032
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0032
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0033
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0033
https://stopthemedevacmadness.files.wordpress.com/2012/02/nato-medical-evacuation-in-afghanistan-mp-hfm-157-05.pdf
https://stopthemedevacmadness.files.wordpress.com/2012/02/nato-medical-evacuation-policies-in-nato-mp-hfm-157-01.pdf
https://www.dhs.gov/securingtheIoT
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0038
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0038
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0040
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0040
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0041
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0041
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0041
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0041
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0041
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0041
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0042
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0042
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0042
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0043
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0043
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0043
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0043
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0043
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0044
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0044
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0044
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0045
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0045
http://www.mc4.army.mil/Mc4System/Mc4Sys.aspx
http://www.dtic.mil/dtic/tr/fulltext/u2/a556202.pdf
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0049
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0049
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0049
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0050
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0050
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0050
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0050
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0051
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0051
https://shape.nato.int/resources/site6362/medica-secure/publications/amedp-8.1%20eda%20v1%20e.pdf
https://www.ncoic.org/what-is-interoperability/
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0054
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0054
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0054
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0055
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0055
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0055
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0055
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0056
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0056
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0056
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0056
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0056
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0056
http://csrc.nist.gov/publications/PubsSPs.html
https://www.army.mil/article/83749/best_soldiers_for_the_worst_days_medevac_crews_in_afghanistan_save_lives_day_night
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0060
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0060
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0060
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0060
https://www.afcea.org/content/lot-blood-kandahar
https://www.afcea.org/content/military-treats-outbreak-chat-rooms-afghanistan
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0063
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0063
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0064
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0064
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0064
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0065
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0065
https://trello.com/
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0067
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0067
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0067
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0067
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0067
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0067
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0068
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0068
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0069
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0069
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0069
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0070
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0070
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0071
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0071
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0071
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0071
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0071
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0071
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0071
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0071
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0071
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0071
http://refhub.elsevier.com/S0167-4048(22)00088-8/sbref0071


D. Ki-Aries, S. Faily, H. Dogan et al. Computers & Security 117 (2022) 102690 

w
c

s
S

q
a

s

D  

R

u
t

‘  

s  

f

b
s

S
o

i

D
i

w
s

v
B

p
t

B

e
I

D
t

g

c
a

G
n

b

hilst integrating the use of tool-support with CAIRIS, and which now explores in- 
lusive and accessible security by design. Duncan’s work has appeared in leading 

ecurity and system engineering venues such as Computers & Security and the IEEE 
oSE, in addition to the international workshop on Evolving Security & Privacy Re- 

uirements Engineering (ESPRE) 2017 and ESPRE 2018. Duncan has also served as 
 student volunteer at British HCI 2016, and RE conferences over recent years, and 

ince 2019 has been part of the organising committee of ESPRE, co-located with RE. 

r Shamal Faily is a Lecturer in Cyber Security at the School of Computing at
obert Gordon University (RGU), and Programme Leader of RGU’s Cyber Security 

ndergraduate degree. Shamal is also a RISCS Fellow in Secure Development Prac- 
ices, and a SPRITE+ Expert Fellow. Shamal’s research explores how security can be 

built in’ at the earliest stages of a software product or service’s design, and how
oftware can be designed to ensure it remains secure and usable when used in dif-

erent contexts. As such, Shamal’s research interests are at the intersection of Cy- 

er Security, Software Engineering, and Human-Computer Interaction (HCI). Shamal 
erves on the editorial board of the International Journal of Systems and Software 

ecurity and Protection (IJSSSP), was a general cochair of British HCI 2016, and one 
f the founding chairs of the Evolving Security and Privacy Requirements Engineer- 

ng (ESPRE) annual workshop series. 
16 
r Huseyin Dogan is an Associate Professor and the Deputy Head of Department 
n Computing and Informatics at Bournemouth University. Huseyin’s recent research 

as funded by the industry, Innovate UK, Engineering and Physical Sciences Re- 
earch Council (EPSRC), European Commission (EC) and Higher Education Inno- 

ation Fund (HEIF). Huseyin was the General Co-Chair for the 30th International 
ritish Computer Society Human Computer Interaction Conference. He has over 100 

ublications and his research on Assistive Technologies (with Dr Paul Whitting- 
on) featured on the BBC South, BBC Radio Solent, The Ergonomist, Auto Express, 

ournemouth Echo and The Sunday Times magazine. Huseyin was also the Gen- 

ral Co-Chair for the 30th International British Computer Society Human Computer 
nteraction Conference (BCS HCI 2016). 

r Chris Williams is a Senior Principal Engineer with Dstl. Chris graduated from 

he University of Oxford with a First in Engineering Science, and subsequently 

ained his Ph.D. from Bristol University on the topic of chaotic waveforms for 

ommunications. Alongside periods in industry (Research Manager for Fujitsu) and 
cademia (Research Fellow at Bristol University) much of his career has been in 

overnment defence research (Dstl and predecessors). Areas of expertise include 
ovel waveforms, communications signal processing, dynamic spectrum access, risk 

ased decision making, agile systems and requirements engineering. 


	coversheet_template
	KI-ARIES 2022 Assessing system of systems (VOR).pdf
	Assessing system of systems information security risk with OASoSIS
	1 Introduction
	2 Background and related literature
	2.1 Systems of systems
	2.2 SoS security and risk
	2.3 Models and tool-support

	3 Approach
	3.1 The case study scenario
	3.2 The SoS characterisation process
	3.3 The SoS information security risk assessment process
	3.4 The SoS information security risk modelling and assessment process
	3.5 Stakeholder feedback and validation

	4 Applying OASoSIS to the MMN SoS
	4.1 Case study scenario
	4.1.1 The scenario

	4.2 Applying OASoSIS: Step 0 - characterising the MMN
	4.2.1 MEDEVAC management and oversight
	4.2.2 MEDEVAC operational environment
	4.2.3 MEDEVAC implementation
	4.2.4 MEDEVAC engineering and design considerations

	4.3 Steps 1-7 - assessing security risk with OCTAVE Allegro
	4.4 Step 8 - modelling with tool-support
	4.4.1 Modelling roles and personas
	4.4.2 Modelling personas and tasks with use cases
	4.4.3 Modelling data flows and boundaries
	4.4.4 Modelling risk
	4.4.5 Modelling goals and obstacles


	5 Discussion and lessons learned
	5.1 Applying Step 0
	5.2 Applying Steps 1-7
	5.3 Applying Step 8
	5.4 Stakeholder review

	6 Conclusion
	6.1 Limitations
	6.2 Applicability
	6.3 Future work

	Declaration of Competing Interest
	Acknowledgement
	References



