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ABSTRACT Video quality assessment (VQA) methods focus on particular degradation types, usually
artificially induced on a small set of reference videos. Hence, most traditional VQA methods under-perform
in-the-wild. Deep learning approaches have had limited success due to the small size and diversity of existing
VQA datasets, either artificial or authentically distorted. We introduce a new in-the-wild VQA dataset that
is substantially larger and diverse: KonVid-150k. It consists of a coarsely annotated set of 153,841 videos
having five quality ratings each, and 1,596 videos with a minimum of 89 ratings each. Additionally,
we propose new efficient VQA approaches (MLSP-VQA) relying on multi-level spatially pooled deep-
features (MLSP). They are exceptionally well suited for training at scale, compared to deep transfer learning
approaches. Our best method, MLSP-VQA-FF, improves the Spearman rank-order correlation coefficient
(SRCC) performance metric on the commonly used KoNViD-1k in-the-wild benchmark dataset to 0.82.
It surpasses the best existing deep-learning model (0.80 SRCC) and hand-crafted feature-based method
(0.78 SRCC). We further investigate how alternative approaches perform under different levels of label noise,
and dataset size, showing that MLSP-VQA-FF is the overall best method for videos in-the-wild. Finally,
we show that the MLSP-VQA models trained on KonVid-150k sets the new state-of-the-art for cross-test per-
formance on KoNViD-1k and LIVE-Qualcomm with a 0.83 and 0.64 SRCC, respectively. For KoNViD-1k
this inter-dataset testing outperforms intra-dataset experiments, showing excellent generalization.

INDEX TERMS Datasets, deep transfer learning, multi-level spatially-pooled features, video quality

assessment, video quality dataset.

I. INTRODUCTION

Videos have become a central medium for business mar-
keting [1], with over 81% of businesses using video as a
marketing tool. Additionally, over 40% of businesses have
adopted live video formats such as Facebook Live for market-
ing and user connection purposes [2]. For consumers, video is
the primary source of media entertainment; for example the
average US consumer spends 38 hours per week watching
video content [3] and it is projected that online videos will
make up more than 82% of all consumer internet traffic
by 2022 [4]. Streaming platforms such as YouTube report
that more than a billion hours of video are watched every
day [5]. The success of online videos is due in part to the con-
sumer belief that traditional TV offers an inferior quality [3].
Additionally, increased accessibility to video content
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acquisition hardware, as well as improvements in overall
image quality, are a central aspect in smartphone technology
advancement. Similarly, user-generated content is produced
at an increasing rate, but the resulting videos often suffer from
quality defects.

Therefore, a wide range of video producers and consumers
should be able to get automated feedback on video qual-
ity. For example, user-generated video distribution platforms
like YouTube or Vimeo may want to analyze new videos
according to quality to separate professional from the amateur
video content, instead of only indexing by video playback
resolution. Additionally, with an automated video quality
assessment (VQA) system, video streaming services can
adjust video encoding parameters to minimize bandwidth
requirements while ensuring the delivery of satisfactory video
quality.

A critical emerging challenge for VQA is to handle ecolog-
ically valid in-the-wild videos. In environmental psychology,
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ecological validity is defined as “the applicability of the
results of laboratory analogues to non-laboratory, real life
settings” [6]. In our case the term can be understood as a
measure for the extent to which the data represented in a
dataset can be generalized to data that would be naturally
encountered in the use of a technology. Concretely, this
would refer to the types and degree of distortions in visual
media contents of internet videos, such as those consumed
on YouTube, Flickr, or Vimeo. The term in-the-wild refers to
datasets that are “‘not constructed and designed with research
questions in mind” [7]. In the case of VQA this would
mean datasets that are not recorded or altered with a specific
research purpose in mind, such as artificially distorting videos
at variable degrees.

It comes as no surprise that no-reference VQA (NR-VQA),
in particular, has been a field of intensive research in
the past few years achieving significant performance gains
[8]1-[19]. However, state-of-the-art NR-VQA algorithms per-
form worse on in-the-wild videos than on synthetically dis-
torted ones. These methods aggregate individual video frame
quality characteristics that are engineered for specific pur-
poses, such as detecting particular compression artifacts.
Often, these features are a balance between precision and
computational efficiency. Furthermore, since there is a lack
of large-scale in-the-wild video quality datasets with authen-
tic distortions, a thorough evaluation of NR-VQA methods
is difficult. Most existing databases are intended as bench-
marks for the detection of those specific artificial distortions
that NR-VQA algorithms have classically been designed to
detect.

Given the previous challenges, our first contribution is the
creation of a large ecologically valid dataset, KonVid-150k.
Similar to the dataset KoNViD-1k [20], the ecological valid-
ity of KonVid-150k stems from its size, content diversity,
as well as naturally occurring, and thus representative degra-
dations. However, being two orders of magnitude larger than
existing datasets, it poses new challenges to VQA methods,
requiring to train across a vast amount of content and a wide
span of authentic distortions. Moreover, since a fixed budget
usually constrains the development of a dataset, we needed
to ensure a minimum level of annotation quality. Therefore,
a part of KonVid-150k consists of 153,841 five seconds
long videos that are annotated by five subjective opinions
each. This set, from here on called KonVid-150k-A, is over
125 times larger than existing VQA datasets in terms of
number of videos and with close to one million subjective
ratings over eight times larger in number of annotations
[20]-[23]. The dataset is accompanied by a benchmark set of
nearly 1,600 videos (KonVid-150k-B) from the same source
with a minimum of 89 opinion scores each. This presents
a unique opportunity to analyze the trade-off between the
number of training videos and the annotation noise/precision,
in terms of the performance on the KonVid-150k-B bench-
mark dataset.

This new dataset exacerbates two problems of classi-
cal NR-VQA methods. First, the computational costs of
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hand-crafted feature-based approaches are increased through
the sheer number of videos. Second, since hand-crafted
features handle in-the-wild videos worse than conventional
databases, this dataset is very challenging for classical
NR-VQA methods. An alternative to hand-crafted features
comes with the rise of deep convolutional neural networks
(DCNNSs), where stacked layers of increasingly complex fea-
ture detectors are learned directly from observations of input
images. These features are often relatively generic and have
been proven to transfer well to similar tasks that are not too
different from the source domain [24], [25]. This suggests
considering a DCNN as a feature extractor with a benefit over
hand-crafted features in that the features are entirely learned
from data.

As a second contribution, we propose to use a new way
of extracting video features by aggregating activations of all
layers of DCNNs, pre-trained for classification. We adopt
a strategy similar to Hosu et al. [26] and extract narrow
multi-level spatially pooled (MLSP) features of video frames
from an InceptionResNet-v2 [27] architecture to learn VQA.
By global average pooling the outputs of inception module
activation blocks, we obtain fixed sized feature represen-
tations of the frames. We showcase the scalability of this
approach by comparing it to the baseline of freezing the
weights of the feature extraction network and training a new
head, which is a technique that is commonly used in transfer
learning.

The third contribution of this paper consists of two network
variants trained on the frame feature vectors that surpass
state-of-the-art NR-VQA methods on in-the-wild datasets
and train at a rate that is able to scale to hundreds of thousands
of videos. In a short ablation study we investigate the impact
of architectural and hyperparameter choices of both models.
Both approaches are then evaluated on existing VQA datasets
consisting of authentic videos as well as those containing arti-
ficially degraded videos and show that on in-the-wild videos
the proposed method outperforms classical methods based on
hand-crafted features. In particular, training and testing on
KoNViD-1k improves the state-of-the-art 0.80 to 0.82 SRCC.
Finally, we show that training our proposed model on the
new dataset we achieve a 0.83 SRCC when cross-testing on
KoNViD-1k. This outperforms state-of-the-art intra-dataset
test scenarios, where training and testing is performed on the
same dataset. It is surprising, as intra-dataset tests have the
benefit of not being affected by any domain shift [28].

In summary, our main contributions are:

« KonVid-150k, an ecologically valid in-the-wild video
quality assessment database, two orders of magnitude
larger than existing ones.

o The successful application of deep multi-layer spatially
pooled features for video quality assessment, which
allows training of state-of-the-art models at scale on
conventional hardware.

o Three deep neural network models (MLSP-VQA-FF,
-RN, and -HYB). They surpass the intra-dataset state-
of-the-art performance on KoNViD-1k with 0.82 SRCC
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versus the best existing 0.80 SRCC, and show excel-
lent generalization in inter-dataset tests when trained
on KonVid-150k, surpassing even the intra-dataset tests
with 0.83 SRCC.

Il. RELATED WORK

This paper contributes to datasets and methods for video qual-
ity assessment. In this section we summarize related work in
both fields as well as research that uses deep features that was
influential for our work.

A. VQA DATASETS

There are a few distinguishing characteristics that divide
the field of VQA datasets which are usually governed by
decisions made by their creators. We will cover the character-
istics differentiating the wide variety of relevant related works
separately.

1) VIDEO SOURCES
The first distinguishing factor that heavily influences the use
of a dataset is the source of stimuli.

The early works in the field of VQA datasets stem
from 2009 to 2011. EPFL-PoliMI [29], [30], LIVE-VQA
[31], [32], CSIQ [33], VQEG-HD [34], and IVP [35] were
mostly concerned with particular compression or transmis-
sion distortions. Consequently, these early datasets contain
few source videos that were degraded artificially to cover
the different distortion domains. From today’s standpoint the
induced degradations lack ecological validity when compared
to degradations observed in new videos in-the-wild. Overall,
the focus of VQA datasets has been shifting away from
both transmission artifacts, as transmission networks have
become much more stable over the last decades, and artificial
introduction of distortions. Instead, a primary concern has
been covering more contents and in-the-wild distortions.

Recently designed VQA datasets from 2014 to 2019
(CVD2014 [21], LIVE-Qualcomm [22], KoNViD-1k [20],
and LIVE-VQC [23]) have taken the first steps towards
improving ecological validity. CVD2014 contains videos
which were degraded with realistic video capture related
artifacts. Videos in LIVE-Qualcomm, LIVE-VQC, and
KoNViD-1k were either self-recorded or crawled from public
domain video sharing platforms without any directed alter-
ation of the content. In this paper we make the distinc-
tion between synthetic and in-the-wild datasets, where the
former includes videos that have been either altered after
recording or recorded in a specific way to contain particular
distortions, and the latter represents sets of videos that have
been gathered from auxiliary sources with minimal alter-
ation, in order to represent content commonly consumed by
internet users. Both CVD2014 and LIVE-Qualcomm fall into
the synthetic category, while we categorize LIVQ-VQC and
KoNViD-1k as in-the-wild.

An additional side-effect of the above-mentioned change in
dataset paradigms are differences in numbers of devices and
formats represented in modern datasets. Synthetic datasets
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commonly include fewer capturing devices, are usually
recorded in the same format, and often depict fewer scenes.
In-the-wild datasets, on the other hand, include more unique
contents and capturing devices, as the data is gathered from
external sources without control over the recording process.
This is also reflected in the datasets we reference:

o CVD2014 considers videos taken by 78 different cam-
eras with different levels of quality from low-quality
camera phones to high-quality digital single-lens reflex
cameras. The video sequences were captured one at a
time from different scenes using different devices. They
captured a total of 234 videos, three from each camera,
with a mixture of in-capture distortions. While each
stimulus in CVD2014 is a unique video rather than an
alteration of a source video, the dataset only covers five
unique scenes, which is the smallest number of unique
scenes among all VQA datasets.

o LIVE-Qualcomm contains videos recorded using eight
different mobile cameras at 54 scenes. Dominant fre-
quently occurring distortion types such as insufficient
color representation, over/under-exposure, auto-focus
related distortions, blurriness, and stabilization related
distortions were introduced during video capturing.
In total, the 208 videos cover six types of authentic dis-
tortions, but there is no quantification as to how common
these distortions are for videos in-the-wild.

o LIVE-VQC contains videos captured by 80 naive mobile
camera users, totaling 585 unique video scenes at vari-
ous resolutions and orientations.

« KoNViD-1k contains 1,200 unique videos sampled from
YFCC100m. It is hard to quantify the number of devices
covered, but in terms of content and distortion variety,
it is the largest existing collection of videos. The videos
in KoNViD-1k have been reproduced from Flickr, based
on the highest quality download option; however, they
are not the raw versions originally uploaded by users.
The videos show compression artifacts, having been re-
encoded to reduce bandwidth requirements.

For KonVid-150k we are employing a strategy similar to
KoNViD-1k in that we download them from Flickr, however
we obtained the originally uploaded versions of the videos
to re-encode them at a higher quality. We aim to reduce
the number of encoding artifacts while keeping the file size
manageable for distribution in a crowdsourcing study with an
average of 1.23 megabytes per video.

2) SUBJECTIVE ASSESSMENT

The second distinguishing factor is the choice of subjective
assessment environment. VQA has been a field of research
since before the time when video could easily and reliably
be transmitted over the Internet. Consequently, early datasets
have all been annotated by participants in a lab environment.
This allows for assessment of quality under strictly-controlled
conditions with reliable raters, giving an upper bound to
discriminability. With dataset sizes increasing, due to a push
for more content diversity and transmission rates improving,
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crowdsourcing has become an affordable and fast way of
annotating multimedia datasets with subjective opinions. In a
lab setup it is practically infeasible to handle annotation of
tens of thousands of items. The downside of crowdsourcing
is areduced level of control over the environment, resulting in
potentially lower quality of annotation. However, with care-
ful quality control considerations a crowdsourcing setup can
achieve an annotation quality comparable to lab setups [36].
Concretely, CVD2014 and LIVE-Qualcomm are annotated
in a lab environment, while KoNViD-1k and LIVE-VQC
are both annotated using crowdsourcing. Considering the
sheer size of our dataset, we also employed a crowdsourcing
campaign with rigorous quality control in the form of an
initial quiz and interspersed test questions to ensure a good
annotation quality.

3) NUMBER OF OBSERVERS

A third factor that has been insufficiently studied thus far
is the choice of numbers of ratings per video. With a few
exceptions, early works in lab environments ensured at least
25 raters per stimulus. Additionally, it has been a common
approach that all participants rated all stimuli.

Recent works [23] have increased the number of ratings per
stimulus to above 200 to ensure very high quality annotation.
However, given a fixed, affordable budget of annotations, one
must consider the trade-off between the benefit of slightly
more accurate quality scores for a small number of stimuli
and the potential increase in generalizability when annotating
more stimuli with fewer votes. The 8-fold increase in num-
bers of ratings per stimulus when going from the generally
accepted 25 to 200 ratings could just as well be invested in
an 8-fold increase of numbers of stimuli, each rated 25 times.
The increase of the precision of the experimental MOS suffers
from diminishing returns as the number of raters increases.
Since the precision gain per vote is highest at none or few
ratings, careful considerations have to be made with respect
to the distribution of annotation budgets across an unlabeled
dataset. This is especially true in the wake of deep learning
approaches outperforming classical methods in many com-
puter vision tasks, as deep learning models are known to be
robust to noisy labels [37] but also hungry for input data.

Figure 1 shows a comparison of relevant VQA datasets on
some of these characteristics. There is an evident progression
to a wider variety of contents in the last few years. We are
attempting to push this boundary much further by exploring
the trade-off between the number of ratings per video and the
total annotated stimuli.

B. IQA USING DEEP FEATURES

There have been several recent works that inspired our
approach for feature extraction. TL-Xception [38] was an ini-
tial work that utilized deep-features to predict image quality
in a transfer learning setting. Using an Xception-net [39] as a
base-model, they added two 1 x 1 convolutional layers on
top, followed by both a global average pooling layer and
a global maximum pooling in parallel. The outputs of the
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FIGURE 1. Comparison of size characteristics of current VQA datasets. Our
proposed datasets, KonVid-150k-A and KonVid-150k-B are represented by
the two right most bars of the histograms. Note the logarithmic scale.

pooling served as an input to a small fully connected head
which was topped off with a 5-neuron output layer that repre-
sents the opinion score as a distribution. Using this approach,
the authors achieved state-of-the-art performance.'

Recently, two related works [42], [43] extracted features
from pre-trained networks, before feeding them into neural
networks for quality predictions of much smaller size. Both
of these approaches perform the extraction only at the heads
of the feature extraction networks, which typically model
higher-level semantic structures. In the case of VSFA [42]
a ResNet-50 model was used, where features were extracted
from the ‘resSc’ layer near the top of the network and subse-
quently pooled. The prediction network is a recurrent network
using a gated recurrent unit capable of modeling temporal
dependencies in the features. PVQ [43] on the other hand
use both 2D features extracted from a PaQ-2-PiQ [44] model,
as well as 3D features extracted using a 3D-ResNet-18 [45]
model. The features are pooled independently and ultimately
fed into an InceptionTime [46] network for the prediction
task.

The BLINDER framework [24] improved upon the
approach of feature extraction at the head of a pre-trained
network by using multiple layers of the base-model to extract
deep features. They resized images to 224 x 224 and extracted
a feature vector from each layer of a pre-trained VGG-net.
Each of these features vectors was then fed into separate SVR
heads and trained, such that the average layer-wise scores
predict the quality of an image. BLINDER was evaluated on
a variety of IQA datasets and reported an improvement of the
state-of-the-art.

Reference [26] went a step further by utilizing deeper
architectures to extract features, such as Inception-v3 and
InceptionResNet-v2. Furthermore, features were aggregated
from multiple levels and extracted from images at their
original size. This retained detailed information that would
have been lost by down-sizing the inputs. Moreover,
it allowed linking information coming from early levels

IThe paper also references DeepRN [40] as a better model, however the
results of DeepRN for KonIQ-10k have since been shown to be incorrect [41]
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(image dependent) and general category-related information
from the latter levels in the network.

This approach has since been further elaborated on with
DeepFL [47], which incorporated a supervised fine-tuning
step prior to feature extraction to drastically improve state-
of-the-art NR-IQA performance on the complex artificially
degraded KDID-10k dataset.

We use the same approach as presented in [26] to extract
sets of features of video frames. The layers of the DNNs
are a basic measure for the level of complexity that the fea-
ture can represent. For example, first layer features resemble
Gabor filters or color blobs, while features in higher levels
correspond to semantic entities such as circular objects with
a particular texture or even faces. Changes in the response of
different features can, therefore, encode temporal informa-
tion. For example, it is reasonable to assume that a change
in the overall response of low-level Gabor-like features can
indicate the rapid movement of an object. Consequently,
learning from frame-level features allows to learn the effect
of temporal degradations on video quality indirectly.

In [48] a similar approach was used for the purpose of
NR-VQA. The method extracted features for intra-frames,
averaging them along the temporal domain to obtain a video-
level feature vector. The final video quality prediction is
done by an SVR. In our approach we go beyond this by
considering both an average feature vector with our MLSP-
VQA-FF architecture, as well as an LSTM model that takes
a set of consecutive features of frames as input, leveraging
temporal information of feature activations.

C. NR-VQA
Existing NR-VQA methods can be differentiated based on
whether they are based solely on spatial image-level fea-
tures or also explicitly account for temporal information.
In general, however, all recently developed models are
learning-based.

Image-based NR-VQA methods are mostly based on
theories of human perception, with natural scene statis-
tics (NSS) [49] being the predominant hypothesis used
in several works, such as the naturalness image quality
evaluator (NIQE) [50], blind/referenceless image spatial
quality evaluator (BRISQUE) [51], feature-map-based refer-
enceless image quality evaluation engine (FRIQUEE) [52]
and high dynamic-range image gradient-based evaluator
(HIGRADE) [53]. NSS hypothesizes that certain statistical
distributions govern how the human visual system processes
particular characteristics of natural images. Image quality can
be derived by measuring the perturbations of these statis-
tics. The approaches above have been extended to videos by
evaluating them on a representative sample of frames and
aggregating the features by averaging.

Approaches that consider temporal features, so-called
general-purpose VQA methods, are less numerous and more
particular in their approach. In [11], the authors extended an
image-based metric by incorporating time-frequency charac-
teristics and temporal motion information of a given video
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using a motion coherence tensor that summarizes the pre-
dominant motion directions over local neighborhoods. The
resulting approach, coined V-BLIINDS, has been the de facto
standard that new NR-VQA methods are compared with.

Apart from V-BLIINDS, several other machine-learning-
based models for NR-VQA have been proposed. Regret-
tably, most have only been evaluated on older datasets
such as LIVE-VQA, making comparisons across multiple
datasets difficult. Moreover, their codes are not publicly
available, further exacerbating this issue. The three most
notable examples are the following. V-CORNIA [52] is
an unsupervised frame-base feature-learning approach that
uses Support Vector Regression (SVR) to predict frame-
level quality. Temporal pooling is then applied to obtain the
final video quality. SACONVA [54] extracts feature descrip-
tors using a 3D shearlet transform of multiple frames of a
video, which are then passed to a 1D CNN to extract spatio-
temporal quality features. COME [55] separated the problem
of extracting spatio-temporal quality features into two parts.
By fine-tuning AlexNet on the CSIQ dataset, spatial quality
features are extracted for each frame by both max pooling
and computing the standard deviation of activations in the last
layer. Additionally, temporal quality features are extracted as
standard deviations of motion vectors in the video. Then, two
SVR models are used in conjunction with a Bayes classifier
to predict the quality score.

TLVQM [19] and 3D-CNN + LSTM [56] are recently
published approaches in blind VQA which claim state-of-
the-art performance. The former is a hierarchical approach
for feature extraction. It computes two types of features: low
complexity features characterizing temporal aspects of the
video for all video frames, and high complexity features rep-
resenting spatial aspects. High complexity features relating to
spatial activity, exposure, or sharpness, are extracted from a
small representative subset of frames. TLVQM achieves the
best performance on LIVE-Qualcomm. 3D-CNN + LSTM is
an end-to-end DNN approach, where 32 groups of 16 224 x
224 crops of frames are extracted from the original video and
individually fed into a 3D-CNN architecture that outputs a
scalar frame-group quality. This is then subsequently passed
to an LSTM that predicts the overall video quality. This
approach sets the state-of-the-art for KoNViD-1k, besting
TLVQM slightly.

State-of-the-art for CVD2014 is achieved by VSFA [42],
which is an approach that leverages feature extraction at the
head of a ResNet-50 model for each frame of a video. For
each video, all frame features are fed into a recurrent neural
network, with the aim of modeling temporal dependencies in
the frame-wise features. The approach was designed specifi-
cally for quality assessment of in-the-wild videos.

Finally, PVQ [43] is the most recent approach to blind
VQA that marks state-of-the-art performance on the LIVE-
VQC dataset. It combines frame-level feature extraction
using PaQ-2-PiQ [44] with spatio-temporal feature extraction
on patches of frame stacks using a 3D ResNet-18 [45] pre-
trained on the Kinetics dataset [57]. Both the frame-level
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features as well as the 3D features are pooled twice indepen-
dently, before being fed into the InceptionTime [46] model
that is used to predict the quality of a given video.

There has been a body of work by another author on
NR-VQA [48], [58], [59]. However, there are concerns
about the validity of the published performance values [41].
Specifically, it has been shown that the performance values
reported in both [58] and [59] were obtained with implemen-
tations containing some forms of data leakage. In both cases,
the fine-tuning stage of the two-stage process embedded
information about the test sets into the model used for fea-
ture extraction. Furthermore, in [41] it was shown that fine-
tuning prior to feature extraction had much less impact on the
final performance than claimed. Since [48] is using a similar
two-stage approach involving fine-tuning and feature extrac-
tion, and there is a substantial improvement in performance
from the non-fine-tuned to the fine-tuned implementation,
we hold some reservations as to the validity of the reported
performance values.

IIl. DATASET IMPLEMENTATION DETAILS

In this section, we introduce the video dataset in two parts.
First, we discuss the design choices and gathering of the
data in Section III-A alongside an evaluation of the diver-
sity captured by the dataset in relation to existing work in
Section III-B. Then, Section III-C follows up with details
regarding the crowdsourcing experiment to annotate the
dataset. Finally, in Section III-D we analyze the quality of
annotations according to the SOS hypothesis.

A. VIDEO DATASET

Our main objective was to create a video dataset that cov-
ers a wide variety of contents and quality-levels as com-
monly available on video sharing websites. For this reason,
we took a similar approach to collect our data as was done
for KoNViD-1k, with an additional step to improve the qual-
ity of the videos. In KoNViD-1k all collected videos had
been transcoded by Flickr, to reduce their bandwidth require-
ments and standardizing them for playback. Consequently,
noticeable degradation was introduced relative to the original
uploads. Flickr allows the uploading of video files of most
codec and container combinations, resolutions, and durations.
However, they re-encode the uploaded videos to common
resolutions such as HD, Full HD, strongly compressing them.

The Flickr API allows access to metadata that links to
the original, raw uploads. As these raw uploads are often
very large and come in many different formats, they cannot
directly be used for crowdsourcing. Therefore, we proceeded
as follows. We downloaded authentic raw videos that had an
aspect ratio of 16:9 and resolution higher than 960 x 540
pixels. Then we rescaled them to 960 x 540, if necessary,
and extracted the middle five seconds.

Our choice of a playback duration of five seconds was
grounded in several considerations. First, videos with longer
playback durations may bias the subjective evaluation proce-
dure due to the presence of a temporal hysteresis effect [60],
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which is a lingering negative impact on the subjective quality
perception after a subject observed a degradation. The longer
a video playback duration, the more likely this effect can
take place. Moreover, from a practical perspective, since we
tied the payment of crowd workers participating in our study
to the playback duration, reducing it would yield more total
annotations. As a final point, shorter videos are less likely to
be affected by buffering events and the total individual file
size is reduced.

We re-encoded the videos using FFmpeg at a constant rate
factor of 23, which balances visual quality and file size. The
resulting files have an average size of 1.23 megabytes.

flickr

ours original

FIGURE 2. Comparison of the quality of the original (center) to the
version Flickr provides (right) and our transcoded version (left).

Figure 2 is a visual comparison of the different video
versions, showing a small crop of a frame of the originally
uploaded video together with the two re-encodings offered
by Flickr and our own version. Compression artifacts are
clearly visible in the Flickr re-encoded version, whereas our
re-encoding is very similar to the original.

For each video, we extracted meta-information that iden-
tifies the original encoding, including the codec and the
bit-rate. Furthermore, we collected social-network attributes
such as the number of views and likes and publication dates
that indicate the popularity of videos. In total, the collection
amounts to 153,841 videos.

We believe that all the additional measures we have taken
to refine our dataset significantly improved its ecological
validity, and thus the performance of VQA methods trained
on it in the future.

B. DATASET EVALUATION

In order to evaluate the diversity of KonVid-150k, which is
our main objective with this dataset, we will now demonstrate
that it is not only the largest annotated VQA dataset in terms
of video items, but also the most diverse in terms of con-
tent. First, we need a measure for content diversity. For this
purpose we extract the activations at the top of an Inception-
ResNet-v2 model pre-trained on ImageNet for each frame.
To represent a given video, we spatially average the activa-
tions of the last four Inception modules over all frames and
subsequently concatenate them to obtain a 1792-dimensional
content feature. A similar approach has been used in the
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Closest Video

d=123

Query Video

2nd Closest Video 3rd Closest Video

FIGURE 3. Still images from videos closest to the query video on the left as measured by the Euclidean distance d in the feature space of top-layer
features from Inception-ResNet-v2. This shows the utility of activations of layers from pre-trained DCNNs for usage in a content similarity
measure. Even though only the 1792 activations of the last layer were used, which are commonly understood to focus on semantic entities more
so than low level structures, these features encode useful information.

image quality domain before to create a subset of data that
is diverse in content [61].

Figure 3 is an illustration of the usefulness of these content
features to assess content similarity. Given a query video
taken from KoNViD-1k on the left we compute the Euclidean
distance in content feature space to all other videos in the
dataset. On the right we show still frames from the three
videos with smallest distance to the query. We can see that
close proximity in content feature space seems to correspond
to semantically similar video content. The images in the first
row show flying objects in a blue sky, where the color of
the object as well as the color of the sky seem to influence
the distance in content feature space. In the second row we
can see that crowds in front of a stage are located in close
proximity in content feature space. Images in the third row
show that videos containing heads, but especially babies are
encoded similarly in the 1792-d content feature vectors. Light
shows and underwater videos, as seen in the fourth and fifth
rows, can also be retrieved by querying nearest neighbours of
an appropriate video. It is to be noted that the closest videos
for rows one, two and four are near duplicates. The recordings
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seem to be from different periods of time of the same
scene.

Therefore, the extracted features are useful as an informa-
tion retrieval tool, and we make use of it to quantify the degree
by which a video dataset covers the content of competing
datasets. For this purpose we represent a video dataset by its
corresponding set of content feature vectors, X = {x; | i =
1,...,N}, where N is the number of videos in the dataset.
We consider the Euclidean distance of a point x in feature
space to a (finite) point set Y, d(x, Y) = min{d(x, y) |y € Y}.
For two finite point sets X = {x{, ..., x,}, Y = {y1, ..., Ym}
and any given distance s > 0, we define the fraction or ratio
of the first dataset X, that is covered by the dataset Y at
distance s as

{x e X |dx,Y) =<5}

CY,S(X) = |X|

where |A| denotes the cardinality of a set A. For example,
if X C Y, then Y covers X perfectly at distance zero,
ie., Cy o(X) = 1. Or, if Cy 1(X) = 0.8, then this means
that the union of all balls of radius 1 centered at the points
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of the set Y contain 80% of the points in X. The function
s > Cy ¢(X) thus comprises the cumulative histogram of the
individual distances d(x, Y) for all x € X.

When comparing the coverage two datasets with respect
to each other, we check the corresponding cumulative his-
tograms showing the coverage of one dataset by the other.
The dataset with the topmost cumulative histogram then
can be considered to be the dominant one that covers the
competing one.

To compare the diversity of content for several given
datasets Xi, ..., Xk, let us form their union Z = X; U
---U, X and consider how well each dataset X; covers
all the others, i.e., the complement X; = Z\Xj. For this
purpose we compute the cumulative histograms Cyx, (X))
for k = 1,..., K. Figure 4 shows the result for the five
datasets KonVid-150k, KoNViD-1k, VQC, Qualcomm, and
CVD 2014. Here, KonVid-150k clearly has the best coverage
of contents present in the other datasets, as it has the largest
area under the curve.

To summarize the coverage of one dataset X by another, Y,
by a single number rather than the curves of the cumulative
histogram of distances, we define the one-sided distance of X
from Y as

dX,Y)=fdx1,Y),dx2,Y),...,d(x,, Y))

where f is a scalar, non-negative function. For example, if f
is the maximum function, then d(X, Y) is known as the one-
sided Hausdorff distance. For our purpose, the median is
better suited as it is less sensitive to outliers. The distance
d(X,Y) can be understood as a simplified indicator for the
coverage of X by Y. These medians are shown in Figure 4 by
the bullet dots at the coverage ratio of 0.5.

1.00 A

Ratio of Coverage
o IS4
w ~
o w

o
N
u

0.00 1

d(xc, X) for xc € X

FIGURE 4. This figure shows how well a video dataset covers all others
together. The curves are the empirical cumulative histograms of Euclidean
distances d(xc, X) for all xc € X¢, where X€ is the complement to X,

i.e., the union of the other datasets. The green, red, blue, yellow, and cyan
lines refer to X being KonVid-150k, KoNViD-1k, VQC, Qualcomm, and CVD
2014, respectively. KonVid-150k covers the other datasets the best, as the
green plot has the largest area under the curve and it has the smallest
median distance of approximately 2.3 at coverage ratio 0.5. This means
that for half of the videos in all other datasets, there is a similar video in
KonVid-150k that has a distance in content feature space of at most 2.3.

Figure 5 then shows d(X, Y) for the competing dataset
pairs individually. It can be seen that KonVid-150k covers the
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FIGURE 5. Pairwise comparison of content coverage. Empirical
cumulative histograms of d(x, Y) for all x € X. The green, red, blue,
yellow, and cyan line colors refer to the covering set Y and the different
line styles refer to X being KonVid-150k, KoNViD-1k, CVD 2014,
Qualcomm, and VQC, respectively. As expected from the previous figure,
KonVid-150k covers the other datasets the best, indicated by the four
green plots consistently falling to the left of their counterparts.

contents of competing datasets the best, as the green curves
are strictly above the cumulative histograms for the other
datasets. Moreover, the other datasets cover the content space
of KonVid-150k the worst, as the solid lines depicting the
coverage of KoNViD-1k, CVD 2014, Qualcomm, and VQC
of KonVid-150k are generally to the right of the other three
for the respective dataset.

These findings are an indication that our proposed dataset
KonVid-150k is comprised of a large variety of contents with
good coverage of the contents contained in existing works.

C. VIDEO ANNOTATION

We annotated all 153,841 videos for quality in a crowd-
sourced setting on Figure Eight.” First, each participant was
presented with instructions according to VQEG recommen-
dations [62], which were modified to our requirements. Here,
participants were introduced to the task and provided with
information about types of degradation, e.g., poor levels of
detail, inconsistencies in color and brightness, or imperfec-
tions in motion. Next, we provided examples of videos of a
variety of quality levels with a brief description of identifiable
flaws and instructed the reader on the workflow of rating
videos, which is illustrated in Figure 6. Finally, we informed
participants about ongoing hidden test questions that were
presented throughout the experiment, as well as the mini-
mum resolution requirement that enabled them to continue
participating in the experiment. This was checked before the
playback of any video.

During the actual annotation procedure, for each stimulus,
workers were first presented with a white-box of the size of
the video that also functioned as a play button. Then, the video
was shown in its place with the playback controls hidden and
deactivated. After playback finished, it was hidden, and the
rating scale was revealed below it. This setup ensured that
neither the first nor the last still frame of the video were

2http:// www.figure-eight.com/ (now https://appen.com/)
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Please click to play
the video!

O Bad

Please rate below!

What is the visual quality of the video?

O Poor O Fair O Good O Excellent

FIGURE 6. lllustration of the crowdsourcing video playback workflow. A worker is first presented with a white box of 960 x 540
pixels. Upon clicking the box, the video plays in its place. Playback controls are disabled and hidden. Upon finishing, the video is
hidden and replaced with a white box that informs the participant to rate the quality on the Absolute Category Rating (ACR)
scale shown below. The rating scale is only shown upon completion of video playback.

influencing the worker’s rating which could be another source
for the temporal hysteresis effect [60], and no preemptive
rating could be performed before the entirety of the video
had been seen. An option to replay the video was also not
provided. These choices are a deviation from the VQEG
recommendations, and might be perceived overly restrictive
and annoying by a crowd worker. However, feedback from
pilot studies for the interface design did not reflect this.
Moreover, this approach improves attentiveness and ensures
that the obtained score is the intuitive response from the
worker. Additionally, playback of any other video on the page
was disabled until the currently playing video was finished,
in order to better control viewing behavior and discourage
unreliable or random answers.

According to Figure Eight’s design concept, crowd work-
ers submit batches of multiple ratings in so-called pages.
Each page has a fixed batch size of rows, where each row
conventionally represents a single item. Due to constraints on
the number of rows allowed per study, we grouped 15 stimuli
by random selection into each row, with a page size of ten
rows per page, totaling to 150 videos per batch, respectively
page.

Moreover, the design concept intends a two-stage testing
process, where workers are first presented with a quiz of test
questions followed by subsequent pages where test questions
are randomly inserted into the data acquisition process. Test
questions are not distinguishable from conventional annota-
tion items.

In our implementation, illustrated in Figure 7, we inter-
spersed three test videos with twelve videos randomly sam-
pled from the dataset in each row with test questions. The test
videos were sampled from hand-picked set of videos, which
in one part was made up of very high-quality videos obtained
from Pixabay> and in another of heavily degraded versions of
them. Therefore, we defined the ground truth quality of each
test video as either excellent or bad, respectively. We per-
formed a confirmation study to ensure that the perceived
quality of these videos was rated at the very top or bottom
ends of the 5-point ACR scale.

In the second stage, after the quiz, consisting of only test
rows, workers annotated 150 videos in 10 rows per page.

3 http://pixabay.com
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Quiz Data Data Data Data
Page Page 1 Page 2 Page 3 Page 4
TR DR DR DR DR
TR DR DR TR DR
TR » | DR DR DR TR
> > > >
TR TR DR DR DR
TR | |or||[TR| |DR]| |DR|

TR [133 test rows with 3 test and 12 data videos each

DR |10368 data rows with 15 data videos each

FIGURE 7. Simplified work flow diagram of the experiment. A worker is
first presented with a quiz page of test rows (TR, in yellow) with three test
videos and twelve data videos each. Upon passing the quiz with >70%
accuracy they proceed to answer data pages with one test row per page.
Data rows (DR, in white) contain 15 data videos. Data rows are annotated
by five unique participants. Test rows can be answered once by each
worker.

On each page, we included one further test row at a random
position. Participants had to retain at least 70% accuracy on
test questions throughout the experiment. Data entered from
workers that dropped below this threshold were removed
from our study, and the corresponding videos were scheduled
for re-annotation.

When running a study on Figure Eight, the experimenter
decides the number of ratings per data row, as well as the
pay per page. The latter was set such that with eight seconds
per video, including five seconds for viewing and three sec-
onds for making the decision, a worker would be paid USD
3 per hour. We had compiled 10,368 data rows of 15 data
videos each. These data rows were presented to five workers
each, yielding 155,520 annotated video clips. From these,
152,265 were valid* and were retained, forming our larger
dataset, called KonVid-150k-A.

Each of the 10,368 data rows was presented to five workers.
There were altogether 133 test rows for presentation to all
crowd workers. However, each crowd worker could annotate

4In some rare (< 1%) cases users bypassed our restrictions by disabling
javascript and were able to proceed without actually rating the videos. In that
case the required 5 votes were not met, and we had to discard this video.
Additionally, not all videos were readable by the Python libraries we used as
feature extractors. Those videos were also removed.
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any given test row at most once. Since 12 of the 15 videos
in a test row were sampled from the set of data videos,
we thus obtained far more than five ratings for each of these
individual videos. In total, 1,596 data videos were used in
the 133 test rows and were rated between 89 and 175 times,
due to randomness in test question distribution. We separated
1,575 valid* videos of this very extensively annotated set
in a new dataset and call it KonVid-150k-B. As a random
subset of the entirety of our videos selected from Flickr, it is
ecologically valid and from the same domain as the other data
videos. This dataset will be used as a test set for the evaluation
of our models trained on KonVid-150k-A.

The choice for five individual ratings per data row was
based on a small scale pilot study with a subset of 600 ran-
domly sampled videos. For this subset we obtained two sets
of 50 opinion scores for each video with a similar experimen-
tal setup as described above. We then evaluated the SRCC
between a MOS comprised of a random sample of n votes
from one set to the MOS of the other set. At 5 votes this SRCC
reached 0.8, which we considered to be a good threshold. For
reference, the SRCC between the two independent samplings
of 50 votes settled at 0.9. Further investigation of the feasi-
bility of our choice of 5 ratings is contained in more detail
in Section V-E.

D. ANNOTATION QUALITY

Another common characteristic to compare the annotation
quality of different studies is by evaluating the standard devi-
ation of opinion scores (SOS) as a function of MOS. It follows
the basic idea that in quality controlled experimental studies
subjective opinions will vary only to a certain extent, as the
experimental setup ensures similar test conditions. In the
case of the 5-point scale we used in our experimental setup,
the maximum SOS is expected near a MOS of 3, while the
minimum will be attained near the extremes of the rating scale
(i.e., 1 and 5). Therefore, computing the average SOS over all
videos is not an unbiased indicator, as common datasets have
differing distributions of MOS values. Instead, the variance
o2 is modelled as a quadratic function of the MOS [63],
which in the case of a 5-point scale is described as:

SOS(MOS)? = a(—x% + 6x — 5), (1

and the SOS parameter a is a better indicator the variance of
subjective opinions for any particular experimental study.

Moreover, the SOS parameter has been shown to correlate
with task difficulty and can be used to characterise applica-
tion categories [64]. For VQA the SOS parameter has been
reported in the range a € [0.11, 0.21], with agoNviD-1k =
0.14 and acvp2014 = 0.17. In the case of LIVE-Qualcomm
and LIVE-VQC, no SOS parameter has been reported and the
publicly available annotation data does not allow for such an
analysis, as only the MOS values for videos in these specific
datasets are available.

We computed and visualized the SOS parameter for
KonVid-150k-B as well, see Figure 8. For the case of the
larger KonVid-150k-A set, we have 5 ratings per stimulus
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FIGURE 8. Comparison of the SOS hypothesis [63] of KoNViD-1k,
CVD2014, and KonVid-150k-B. The SOS parameter for the three datasets
are a = 0.14, a = 0.17, and a = 0.21, respectively. For VQA the typical
range is a € [0.11, 0.21], which shows that KonVid-150k can be
considered a typical example in terms of annotation quality.

which allows only for 21 different MOS values, and therefore
we did not include it in the figure. Nonetheless, KonVid-
150k-B is a good estimation of what can be expected in terms
of annotation quality of KonVid-150k as a whole. The fig-
ure shows the comparison between KoNViD-1k, CVD2014,
and KonVid-150k-B, where the latter has an SOS parameter
of agonvid-150k-8 = 0.21, which lies within the typical range
for VQA experiments.

Considering the similarities between KoNViD-1k and
KonVid-150k, the difference in a seems surprisingly large at
first. However, some differences in the design choices of the
subjective annotation process can be identified as potential
causes for the larger SOS parameter for KonVid-150k.

Videos from KoNViD-1k and KonVid-150k are both sam-
pled from Flickr.com. However, their compression settings
are different. While the videos in KonViD-1k are heavily
compressed, those in KonVid-150k are representative of the
originals as uploaded by their respective authors. This means
that KonVid-150k videos are more diverse in terms of distor-
tion types, as heavy compression can have a strong masking
effect. A wider variety of distortions is expected to cause a
higher disagreement between raters, and thus a higher vari-
ance of their answers.

Moreover, the sources for the test videos in each dataset
used during the crowdsourcing experiment are different.
KoNViD-1k test videos were sampled from the same source
and with ground truth annotations from a prior study, while
the test videos in KonVid-150k are sampled from another
source, and involve artificial distortions.

On the one hand, the choice of test videos for KoNViD-1k
can cause workers to pay more attention, and agree better,
however, at the cost of having more biased answers. First,
the test and data videos are impossible to distinguish at a
glance. This means that crowd-workers need to constantly
pay attention to all work items, and not just to those that are
easy to identify as test items. Second, the test videos have
similar levels and types of distortions. There are no other
items to anchor user opinions at the extreme of the quality
scale. This means that the range of the quality scale may not
be used well. The downside of this choice is that the accepted
answers for the test videos are derived from a pilot study, and
this can introduce a bias towards the opinions expressed in
that study.

VOLUME 9, 2021



F. G6tz-Hahn et al.: KonVid-150k: Dataset for NR-VQA of Videos in-Wild

IEEE Access

Inception-ResNet-v2 body

—»T 10 Inception-A —1—»—1—» 20 Inception-B TT 10 Inception-C —1

. 4 4 4 4 4

concatenated MLSP features (16928-dimensional)

FIGURE 9. Extraction of multi-level spatially-pooled (MLSP) features from a video frame, using an InceptionResNet-v2 model pre-trained on
ImageNet. The features encode quality-related information: earlier layers describe low-level image details, e.g. image sharpness or noise, and
later layers function as object detectors or encode visual appearance information. Global Average Pooling (GAP) is applied to the activations
resulting from the Stem, each Inception-module, as well as the Reduction-modules, and finally concatenated to form MLSP features. For more
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information regarding the individual blocks please refer to the original paper [27].

On the other hand, KonVid-150k uses pristine quality
videos from a different source (Pixabay.com), alongside
highly degraded variants of the same videos. These videos are
easier to distinguish from data videos. Consequently, workers
are not forced to pay attention to all items the same, they can
theoretically put more thought in answering test videos than
they do for data videos. The tests in this case are more lenient,
as they are selected to represent the extremes of the quality
range (both highest and lower quality). However, they also
serve as anchors for the quality scale, which are not available
for KoNViD-1k. The approach is less biased, but can result in
more disagreement between annotators, which in turn leads
to a higher variance of the answers. It is preferable to have
less bias rather than a higher agreement on the wrong ratings.

IV. VIDEO QUALITY PREDICTION

In this section, we illustrate our approach to video quality
prediction. We provide a brief description of the way we per-
form feature extraction in Section IV-A, followed by details
regarding the models we evaluate in Section IV-B. Finally,
in Section IV-C we provide a comparison of our two-stage
approach of feature extraction followed by training with dif-
ferent fine-tuning approaches that are common for transfer
learning approaches.

A. FEATURE EXTRACTION

The naive way to perform transfer learning for tasks related
to visual features with small sets of data is removing the head
of a pre-trained base-model and replacing it with a small fully
connected head. By freezing the layers in the base-model it’s
predictive power can be used to perform well on the new task.
After training this new header, it is not uncommon to unfreeze
all layers and fine-tuning the entire trained network with a
low learning rate to improve predictive power even more.
However, this approach has three important downsides.

1) First, the new task is trained based on the highest level
features in the base-model. These features are partic-
ularly tuned to detecting high-level semantic features
that are useful in the detection of objects present in
the image. However, for tasks such as quality, low-level
features with a small receptive field are arguably more
important.
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2) Secondly, for each forward and backward pass the
entire base-model has to be present in memory, which
contain many more weights than the header network
that is being trained. Consequently, training is slowed
down a lot.

3) Finally, the last fine-tuning step is prone to overfitting,
as the high capacity of the base-model alone allows the
network to memorize training data rather than extract-
ing useful general features. Careful hyperparameter
tuning is therefore required, to ensure this step is suc-
cessful in improving performance.

Instead of performing fine-tuning, we trained our models
on features extracted from pre-trained DCNNs. The proce-
dure is an expansion of what we described earlier for the
comparison of content diversity, except we extracted fea-
tures of all Inception modules of the network. The approach
is inspired by [26], namely we extracted narrow multi-
level spatially-pooled (MLSP) features, but for individual
frames of videos, as shown in Fig. 9. In principle, this
general approach of extracting activations from individual
layers of a network can be applied to any popular archi-
tecture. Related work has shown that this approach works
with an Inception-ResNet-v2 network as a feature extrac-
tor in the IQA domain [47], [61]. For the extraction pro-
cess we, therefore, passed individual video frames to an
InceptionResNet-v2 network, pre-trained on ImageNet [27].
We then performed global average pooling on the activation
maps of all kernels in the stem of the network, as well as
on each of the 40 Inception-ResNet modules and the two
reduction modules. Concatenating the results yielded our
MLSP feature vector consisting of average activation levels
for 16,928 kernels of the InceptionResNet-v2 network. These
MLSP feature vectors were extracted for all frames of all
videos. Figure 10 shows a visualization of parts of the MLSP
feature vector for multiple consecutive frames.

Table 1 gives an overview of some hyperparameter set-
tings used in the training of our MLSP-based models for
the compared datasets. Mean square error (MSE) was used
as a loss function for a duration of 250 epochs, stopping
early if the validation loss did not improve in the most recent
25 epochs at an initial learning rate of 10~*. By default,
the MLSP-VQA-FF model was trained with a learning rate

72149



IEEE Access

F. Gotz-Hahn et al.: KonVid-150k: Dataset for NR-VQA of Videos in-Wild

Level of activation
over time of the
first block (Stem)

Median level of activation of block-wise
MLSP features over all frames of 3 sample videos

Level of activation
over time of the
last block (I-RN-C 10)

0.35
2.5 A
— I 0.30 0.159
c ]
s20 0.25
g D e —— S —
5 15 ——m— 4 ——— 0.20 0.101
o e ——
"El_o«wgs 0.15 14 4
o ——— 4
E—————|BELE || H 005
e i
2o ML L L A 0
0.0{——— 0.00 i 10 00 0 0 0o D 0.00 |
* e 5533555555 150050555500RRRARRRARIOTINENE3S 0 0 W @
U”ZZZZZZZZZﬁ(-SZZZZZZZZ QQQQQQQQQQQEZZZZZZZZZU
o2 QKoo zZ2zzZzzzzzzZzzZzzZ2z2 rrecoccoccoe 2
_'_‘_'_'_'_'_'_'_'EIC e e e R I R - - - - - - - - - - - R E T H T B B By~

FIGURE 10. Visualization of the variation of activation levels of MLSP features over the course of KonVid-150k videos. In the center, the median
level of activation for each of the 43 blocks from the Inception-ResNet-v2 network is displayed for 3 sample videos. The black whiskers indicate the
50% confidence interval on the level of activation. For the first block (Stem), the whiskers extend to 0.7. The left and right plots show the activation

of 1/8th of the first and last blocks’ features over time.

TABLE 1. Training settings and parameters.

MLSP-VQA-FF MLSP-VQA-RN/-HYB
Type frames  batch size Ir \ frames  batch size Ir

KoNViD-1k all 128 102 180 128 104
LIVE-Qualcomm all 8 10-3 150 8 10—*
CVD2014 all 8 1073 140 8 10~
LIVE-VQC all 8 10-3 150 8 104
Proposed all 128 102 180 128 104

of 1072, and both the MLSP-VQA-RN and the MLSP-VQA-
HYB models were trained with a learning rate of 1074

B. MODEL IMPLEMENTATION DETAILS

Different learning-based regression models, such as Sup-
port Vector Regression (SVR) or Random Forest Regression
(RFR), have been employed to predict subjective quality
scores from frame features, with SVR yielding generally
better results [19]. However, most existing works only extract
a few dozen to a few hundred features. Since SVR is sub-
optimal when applied to very large dimensional features
like our MLSP feature, we instead train three small-capacity
DNNs (Figure 11):

o MLSP-VQA-FF, a feed-forward DNN where the aver-
age feature vector is the input of three blocks of fully
connected layers with ReLU activations, followed by
batch normalization and dropout layers.

e MLSP-VQA-RN, a deep Long Short-Term Memory
(LSTM) architecture, where each LSTM layer receives
the feature vector or the hidden state of the lower LSTM
layer as an input and outputs its hidden state. This stack-
ing of layers allows for the simultaneous representation
of input series at different time scales [65]. The bottom
LSTM layer can be understood as a selective memory of
past feature vectors. In contrast, each additional LSTM
layer represents a selective memory of past hidden states
of the previous layer.

« MLSP-VQA-HYB, a two-channel hybrid of both the FF
and RN variants. The temporal channel is a copy of
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the RN model’s architecture, while the second channel
is a mirror of the FF network scaled up to match the
number of kernels in the temporal branch in the last
layer. The outputs of the two channels are concatenated
and a small 32 kernel fully connected layer feeds into
the last prediction layer.

Our tests showed that employing dropout of any kind within
the recurrent networks, such as input/output dropout or recur-
rent dropout, resulted in reduced performance. We therefore
do not employ any dropout in these architectures.

C. TRANSFER LEARNING COMPARISON

As mentioned before, this two-step strategy of feature extrac-
tion followed by training a regressor is much faster than
transfer learning and fine-tuning an Inception-style network.
It’s difficult to fairly assess the difference, as a lot of factors
play a role. For example, when fine-tuning an Inception-net,
the speed at which the videos are read from the hard-drive
can become a bottle-neck, if a very powerful GPU is per-
forming the training procedure. Our proposed approach with
an Inception-ResNet-v2 as a feature extraction network has a
benefit for this scenario. Since the input data for each frame
is fixed at 16,928 floating point values, the requirements
for hard-drive reading speed are not exacerbated when using
datasets with larger resolution videos. In contrast, if the GPU
used to perform the training is not as powerful, it itself can
become a bottle-neck of the system. In this case, our proposed
approach has the alternative benefit that the small network
size allows for much larger batches and quicker forward and
backward passes.

In order to quantify the difference, we compare differ-
ent setups of transfer learning and fine-tuning to our pro-
posed two-step MLSP feature-based training procedure on
a machine that reads from an NVMe connected SSD and
trains the networks using Tensorflow 2.4.1 on an NVIDIA
A100 with 40GB of VRAM. To simplify the setup, we are
evaluating only the MLSP-VQA-FF model on the pre-
extracted first frames of KonVid-150k-B. One might argue
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FIGURE 11. Left: The MLSP-VQA-FF model, that relies on average frame MLSP features and a densely connected
feed forward network. Middle: The MLSP-VQA-RN recurrent model, implementing a stacked long short-term
memory network. Right: The hybrid MLSP-VQA-HYB dual channel model, that has a bigger variant of the FF
network on the left and the recurrent part of the RN network on the right. Both channels output activations at
each timestep and are merged along the feature dimension, before feeding into a small prediction head. Both the
RN and HYB models take corresponding frame features at each time step as an input to the network.

that the first frame is not as representative of the opinion
scores, but our aim is to investigate the differences in train-
ing speed, rather than an exhaustive performance evaluation.
The transfer learning scenarios are all performed using an
Inception-ResNet-v2 base-model with our FF model sitting
on top for 40 epochs. However, we compare four slightly
different scenarios:

« Koncept: The FF model takes the last layer of the base-
model as an input, much like the Koncept model pro-
posed in [61]. The weights of the base-model are not
frozen, so the entire model is fine-tuned over the course
of the training. We employ two training stages, one with
alearning rate of 1 x 10_3, and the second with a learning
rate of 1 x 1073,

o IRNV2: Instead of fine-tuning the entire model through-
out both stages, we freeze the layers of the Inception-
ResNet-v2 base-model for the first stage, so as to avoid
the large update steps caused by the random initialisation
of the header network to destroy the useful features in
it. For the second stage we unfreeze the weights in all
layers.

« IRNV2-MLSP: As stated before, one downside of the
above approaches lies in the circumstance that the
header network relies only on the top level features as
inputs. For the third comparison we concatenate the
activation layers of all Inception-modules and feed that
as an input to the header network. Here, we also freeze
the base-model weights for the first stage, and unfreeze
all weights for the second stage.
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e« MLSP: The final item in the comparison takes the
MLSP features described above as an input. This means,
the model is much smaller, as the base-model does not
need to be loaded. However, the model cannot leverage
the spatial information about the activations to make it’s
prediction. No explicit weight freezing is performed in
this scenario.

These different cases are compared in Figure 12. The green
graph, corresponding to the Koncept model, takes the longest
to train in total and achieves the worst validation performance
at the end of the 80 epochs. The reason for the slow train-
ing in the first stage is that none of the weights are frozen
and the backpropagation step therefore takes additional time.
Both the orange IRNV?2 and blue IRNV2-MLSP models train
faster by approximately 22%, as the weights are frozen in
the first stage. However, they differ in that the inclusion
of all Inception-modules in the concatenation layer for the
latter increases performance significantly. Finally, the red
graph, representing the MLSP-VQA-FF model trained on
extracted MLSP features achieves the best performance while
surpassing the IRNV2-MLSP model in terms of speed by a
factor of 74. Moreover, peak performance is achieved much
earlier, as the second training stage is not required, raising the
speed-up to factor 171.

However, feature extraction has to be performed once as
well, which for the first frames of KonVid-150k-B took
38 seconds. Including this time in the comparison still renders
the MLSP-VQA-FF model faster by factor 36, when consid-
ering both training stages. This factor is dependant on input
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FIGURE 12. A visualization of the convergence of different transfer
learning techniques along with information about the training times. The
solid lines depict the first training stage of 40 epochs, where the IRNV2
(orange) and IRNV2-MLSP (blue) architectures have their weights frozen.
The dashed lines represent the second training stage of 40 epochs where
all models had their weights unfrozen. For the second stage we start from
the best performing model according to validation loss from the previous
stage. This is the reason for the discontinuities between the graphs.
Koncept (green) and IRNV2 connect the last layer to the small header
network, while IRNV2-MLSP concatenates all individual Inception-module
outputs to feed into the head. Finally, MLSP-VQA-FF works off of
extracted MLSP features, which for this scenario took 38 seconds.

resolutions, however with videos increasing in resolution
the speed-up will only change in favor of the MLSP-based
model, as its training speed will not change, while the training
speed of the fine-tuning approach is inversely correlated with
input resolution. This shows the power of using pre-extracted
MLSP features.

Furthermore, we have observed the success of fine-tuning
an Inception-style network in this manner is very sensitive
to hyperparameters, while training the small FF network on
MLSP features is fairly robust.

V. MODEL EVALUATION

In this section, we provide several performance evaluations
of our proposed models as well as related works on our
proposed dataset. First, in Section V-A we give some context
to performance evaluations of modern VQA approaches of
different kinds of datasets. Section V-B then compares the
MLSP-VQA models on existing datasets, validating their use-
fulness as VQA models. A performance comparison of differ-
ent VQA methods on the KonVid-150k-B set is provided in
Section V-C, validating the utility of our proposed dataset.
Section V-D then investigates inter-dataset performance of
our proposed models when trained on our proposed dataset.
Finally, in Section V-E we explore more elaborate training
schemes for the MLSP-VQA-FF model which consider dif-
ferent numbers of vote budget distributions.

A. INTRODUCTION

Our proposed NR-VQA approach of extracting features
from a pre-trained classification network and training DNN
architectures on them have been designed to predict video
quality in-the-wild. We evaluate the potential of the MLSP
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features when used for training the shallow feed-forward and
recurrent networks by measuring their performance on four
widely used datasets (KoNViD-1k, LIVE-VQC, CVD2014,
and LIVE-Qualcomm) and our newly established dataset
KonVid-150k. We consider two basic scenarios, namely
(1) intra-dataset, i.e. training and testing on the same dataset,
and (2) inter-dataset, i.e., training (and validating) on our
large dataset KonVid-150k and testing on another.

There are two fundamental limitations in these datasets
that affect the performance of our approach. The first one
relates to the video content, in the form of domain shifts
between ImageNet and the videos in the datasets. The other
one is due to the different types of subjective video quality
ratings (labels) in the datasets, that may affect the cross-
testing performance.

First, the features in the pre-trained network have been
learnt from images in ImageNet. There are situations when
the information in the MLSP features may not transfer well
to video quality assessment:

« Some artifacts are unique to video recordings; this is
the case of temporal degradations such as camera shake,
which does not apply to photos.

o Compression methods are different for videos in com-
parison to images. Thus, the individual frames may
show encoding-specific artifacts that are not within the
domain of artifacts present in ImageNet.

o In-the-wild videos have different types and magni-
tudes of degradations compared to photos. For example,
motion blur degradations can be more prevalent and of
a higher magnitude in videos compared to photos. This
could affect how well MLSP features from networks pre-
trained on ImageNet transfer to VQA.

Secondly, concerning the subjective video quality ratings
to be predicted when cross-testing, while there are similari-
ties between the rating scales used in the subjective studies
corresponding to each dataset, the ratings themselves may
suffer from a presentation bias. For example, in the case of a
dataset with highly similar scenes, but minuscule differences
in degradation levels, as is the case for LIVE-Qualcomm and
CVD2014, a human observer may become very sensitive to
particular degradations. Conversely, video content becomes
less critical for quality judgments. The attention of the human
observer is diverted to parts in the video he might otherwise
not have looked at, had he not seen the same or a very similar
scene many times before. Whether the resulting subjective
judgments can be regarded as fair quality values is arguable.
A human observer would rarely watch a scene multiple times
before rating the quality. This bias of subjective opinions
may greatly influence how the quality predictions trained
in one setting generalize to others. Similarly, quality scores
obtained in a lab environment will be much more sensitive
to differences in technical quality than a worker in a crowd-
sourcing experiment might be able to pick up. Therefore,
it may be challenging to generalize from one experimental
setup to another. While consumption of ecologically valid
video content happens in a variety of environments and on
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TABLE 2. Results of different NR-VQA metrics on different authentic VQA datasets. Top performance of each dataset is highlighted.

in-the-wild synthetic
KoNViD-1k  LIVE-VQC LIVE-Qualcomm CVD2014
Name SRCC (+0)  SRCC (+0) SRCC (40) SRCC (+0)
NIQE (1 fps) 0.34 (£0.05)  0.56 (+——) 0.46 (40.13) 0.58 (40.10)
BRISQUE (1 fps)  0.56 (£0.05)! 0.61 (£——) 0.55 (40.10) 0.63 (£0.10)!
~ CORNIA (1 fps) 0.51 (£0.04) —— (——) 0.56 (40.09) 0.68 (40.09)
> V-BLIINDS 0.65 (£0.04)!  0.72 (£——) 0.60 (£0.10) 0.70 (£0.09)!
HIGRADE (1 fps)  0.73 (£0.03) —— (£-—) 0.68 (40.08) 0.74 (£0.06)
FRIQUEE (1 fps)  0.74 (£0.03) —— (£——) 0.74 (0.07) 0.82 (40.05)
TLVQM 0.78 (£0.02) —— (£-—) 0.78 (£0.07) 0.83 (£0.04)
VSFA? 0.76 (£0.03) —— (——) 0.74 (40.05) 0.88 (4-0.03)
% PVQ? 079 (——) 0.83 (£-—) - (- S —
A  3D-CNN+LSTM* 080 (t-—) —-— (——) 0.69 (£——) S —
MLSP-VQA-FF 0.82 (+0.02)  0.72 (+0.06) 0.71 (40.08) 0.77 (40.06)
MLSP-VQA-RN 0.78 (£0.02)  0.70 (£0.06) 0.72 (£0.07) 0.75 (£0.06)
MLSP-VQA-HYB  0.79 (£0.02)  0.69 (£0.07) 0.75 (£0.04) 0.79 (£0.05)

! Performance improves when using random forest regression.

2 The authors did not evaluate the method on LIVE-VQC.
4 The authors did not evaluate the method on CVD2014.

on LIVE-Qualcomm and CVD2014.

a multitude of devices, it is arguable whether one experimen-
tal setup is superior.

B. MODEL PERFORMANCE COMPARISONS

We first evaluate the performance of the proposed model
on four existing video datasets. KoNViD-1k and LIVE-VQC
both pose the unique challenge that they are in-the-wild video
datasets, containing authentic distortions that are common
to videos hosted on Flickr. LIVE-Qualcomm contains self-
recorded scenes of different mobile phone cameras that were
aimed at inducing common distortions. CVD2014 differs
from the previous two, in that it is a dataset with artificially
introduced acquisition-time distortions. It also contains only
five unique scenes depicting people. Finally, LIVE-VQC was
a collaborative effort of friends and family of the LIVE
research group that were asked to submit video files of a
variety of contents to capture diversity in capturing equipment
and distortions.

We are comparing our proposed DNN models against pub-
lished results for other methods that have been thoroughly
evaluated on these datasets using SVR and RFR. Detailed
information regarding the experimental evaluation and results
of the classical methods can be found in [19].

We adopt a similar testing protocol by training 100 dif-
ferent random splits with 60% of the data used for training,
20% used for validation, and 20% for testing in each split.
Table 2 summarizes the SRCC w.r.t. the ground-truth for
the predictions of the classical methods (taken from [19])
alongside several recent approaches based on deep features
and our own DNN-based approach. It is to be noted that the
random splits for the classical methods are equal, whereas
the test setups used for VSFA, PVQ and 3D-CNN + LSTM
are slightly different. Moreover, the splits we used for our
evaluations of the MLSP-VQA models are different from the
ones used to evaluate the classical methods in [19], but we put

VOLUME 9, 2021

3 The authors did not evaluate the method

an emphasis on emulating the test setup. For brevity, we are
only reporting the results for classical methods obtained using
SVR, although four individual results are slightly improved
using RFR.

The FF network outperforms the existing works
on KoNViD-1k, improving state-of-the-art SRCC from
0.80 to 0.82, while the RN and HYB models remain competi-
tive with an SRCC of 0.78 and 0.79, respectively. This shows
that the proposed approaches are performing close to state-of-
the-art on authentic videos with some encoding degradations.
Since the feature extraction network is trained on images with
natural image distortions, some of the extracted features are
likely indicative of these distortions, which are not unlike the
video encoding artifacts introduced by Flickr.

Existing methods had not been evaluated exhaustively on
LIVE-VQC at the time of writing. Our recurrent networks
achieve 0.70 (RN) and 0.69 (HYB) SRCC, while the FF
model performs at 0.72 SRCC. Recent articles on arXiv have
pushed the state-of-the-art to 0.83 SRCC [43]. One of the
difficulties inherent to VQC with respect to our models is the
circumstance, that it is comprised of videos of various reso-
lutions and aspect ratios. An evaluation of the performance
of the models with respect to the video resolutions can be
found in the top part of Figure 13. Since 1080p, 720p, and
404p in portrait orientation are the predominant resolutions
with 110, 316, and 119 videos, respectively, we grouped the
other resolutions into the other category. We can see that both
the FF and RN models perform worse on the 1080p and 720p
videos, whereas the HYB model performs better on the higher
resolution videos.

In the case of LIVE-Qualcomm our best performance
of 0.75 SRCC of the hybrid model is surpassed only by
TLVQM with 0.78. Since the dataset is comprised of videos
containing six different distortion types, we also evaluated
the performance of the models according to each degrada-
tion, as depicted in the middle plot of Figure 13. Here, we
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FIGURE 13. Percent deviation of the mean RMSE of the proposed models
on each of the six degradation types present in LIVE-Qualcomm (top),
each of the six test scenarios in CVD2014 (middle), and the different
resolutions in LIVE-VQC (bottom).

show the deviation of the RMSE of each model for each
distortion type from the average performance in percent.
Little deviation between all three models is observed for both
Exposure and Stabilization type distortions. However, for
Artifacts and Color the RN model deviates from the other two
drastically, performing worse on the former and better on the
latter. Videos in the focus degradation class show auto-focus
related distortions where parts of the video are intermittently
blurry or sharp over time and are overall the biggest challenge
for our recurrent models, that both perform over 20% worse
on them than average. Finally, the Sharpness distortion is best
predicted by the recurrent networks, with the hybrid model
outperforming the pure LSTM network.

On CVD2014, our proposed models with SRCCs of 0.77,
0.75, and 0.79 for the FF, RN and HYB models, respectively,
are outperformed by both FRIQUEE and TLVQM at 0.82 and
0.83 SRCC and far outperformed by VSFA at 0.88 SRCC.
CVD2014 is a dataset of videos of two different resolutions,
with artificially introduced capturing distortions and only five
unique scenes of humans and human faces. The magnitude of
the artifacts is at a level that is not commonly seen in videos
in-the-wild, and the types of defects are also not within the
domain of distortions present in ImageNet. Therefore, this
is the most challenging dataset for our approach and, con-
sequently, the relative performance of our approach is worse.
CVD2014 is split into six subsets with partially overlapping
scenes but distinct capturing cameras. The bottom part of
Figure 13 shows the relative deviation of the RMSE from
the mean performance for each of these test setups. The first
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two setups include videos at 640 x 480 pixels resolution,
which are generally rated with a lower MOS than videos in
the other test setups, which could both be an important factor
in our models’ increased performance here. Although all
setups include scenes 2 and 3, scene 1 is only included in test
setups 1 and 2, scene 4 is only included in test setups 3 and 4,
and scene 5 is solely included in test setups 5 and 6. Since the
features we use are tuned to identify content, as we showed in
Section III-B, inclusion or exclusion of particular scenes can
have an impact on the performance of our method. Moreover,
since each test setup contains videos taken from different
cameras than the rest, it is possible that the in-capture distor-
tions caused by particular cameras in any individual test setup
may be closer to the types of distortions present in ImageNet.

C. EVALUATION OF KONVID-150K-B

We now consider the performance evaluation when train-
ing and testing on our new dataset, KonVid-150k-B
of 1,596 videos, each with at least 89 ratings comprising the
quality score. We separate these tests from the previous ones
because, in this case, we have the option to train the networks
on the additional 150k videos in KonVid-150k-A that stem
from the same domain. From the previous experiments, it is
evident that TLVQM is the best performing classical metric
on the similar domain, given by KoNViD-1k, by a large
margin. Therefore, we compare our MLSP-VQA models only
against TLVQM and the standard V-BLIINDS. Furthermore,
since the authors of VSFA has made code available to train
their model from scratch, we also evaluate this DNN-based
method. For both PVQ and 3D-CNN + LSTM functional
implementations to train a model from scratch was not avail-
able at the time of writing.

Table 3 summarizes the performance results. Compared
to the performance on KoNViD-1k, V-BLIINDS (row 1)
improves slightly, while TLVQM (row 2) performs signif-
icantly worse. In the case of VSFA the performance on
KonVid-150k-B is only slightly worse. Since the main dif-
ference between KoNViD-1k and this dataset is the reduced
re-encoding degradations, it appears as though the classical
methods over-emphasize their prediction on these artifacts.
The fourth through sixth rows list the performance of our
models, which outperform the other compared methods, beat-
ing VSFA’s 0.72 SRCC with 0.81 (FF), 0.78 (RN) and 0.75
(HYB) when trained and tested on the B variant exclusively.

Finally, the last three rows show the results from train-
ing on the large dataset, KonVid-150k-A, with 150k videos.
For these last three evaluations a random subset of 50%
of KonVid-150k-B was used for validation during training.
The remaining part of KonVid-150k-B was used for test-
ing. We note an additional substantial performance increase
for our networks. The FF model’s performance increases
from 0.81 SRCC to 0.83, while the RN model improves
from 0.78 SRCC to 0.81. The largest performance gain can
be observed for the HYB network, as it improves from
0.75 SRCC to 0.81 SRCC as well. This demonstrates, for the
first time, the enormous potential gains that can be achieved
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TABLE 3. Results of NR-VQA metrics tested on KonVid-150k-B. The first six rows are all intra-dataset performance results, meaning that the metrics were
trained and tested on KonVid-150k-B. The bottom three rows denoted by “(Full)” describe the performance when training on the entirety of
KonVid-150k-A, using half of KonVid-150k-B as a validation set, and the other as a test set.

Name PLCC (+0)  SRCC (+0)  RMSE (+o0)
o  V-BLINDS (SVR) 0.68 (£0.04)  0.68 (£0.04)  0.27 (£0.02)
% TLVQM (SVR) 0.68 (£0.12)  0.71 (£0.04)  0.26 (£0.04)

VSFA ! 0.75 (£ 0.03)  0.72 (&£ 0.03)  0.25 (+ 0.01)

MLSP-VQA-FF 0.83 (£0.02)  0.81 (£0.02)  0.26 (+£0.01)
,  MLSP-VQA-RN 0.80 (£0.02)  0.78 (£0.02)  0.29 (£0.01)
£ MLSP-VQA-HYB 0.76 (£0.04)  0.75 (£0.04)  0.32 (£0.03)
a

MLSP-VQA-FF (Full) 0.86 (£0.01)  0.83 (=0.01)  0.19 (+£0.01)

MLSP-VQA-RN (Full)  0.83 (£0.01)  0.81 (£0.01)  0.21 (£0.01)

MLSP-VQA-HYB (Full)  0.83 (£0.01)  0.81 (£0.01)  0.21 (£0.01)

! The splits used in the evaluation for VSFA are different to the rest of the splits used
in the other evaluations. However, the same ratio for splitting was used, and the same
numbers of splits were considered in the evaluation.

TABLE 4. Inter-dataset test performance comparison of our three models averaged over 10 splits trained on the entirety of KonVid-150k-A when
compared with previous best results (See the table notes for the sources of the performance numbers.). The first row additionally contains the best
intra-dataset performance. The different splits only affect the validation and test sets, as all videos of KonVid-150k-A are used for training.

in-the-wild synthetic

KoNViD-1k LIVE-VQC LIVE-Qualcomm CVD2014

SRCC (+0)  SRCC (&0) SRCC (&0) SRCC (&0)
Intra-dataset best 0.82 (£0.02)  0.83 (40.06) 0.78 (0.07) 0.88 (0.04)
Prev. inter-dataset best ~ 0.79 (£——)'  0.77 (£-.—)' 049 (——)?  0.62 (——)?
MLSP-VQA-FF 0.83 (£0.01)  0.75 (+0.01) 0.64 (£0.01) 0.55 (0.02)
MLSP-VQA-RN 0.80 (£0.01)  0.71 (+0.01) 0.61 (+0.03) 0.52 (+0.02)
MLSP-VQA-HYB 0.79 (£0.01)  0.71 (+0.01) 0.62 (+0.03) 0.52 (+0.02)

I These results were obtained in [43] by training on the LSVQ dataset.
2 These results were obtained in [19] by training on the KoNViD-1k dataset.

by vast training datasets for VQA. Although KonVid-150k-A
only has MOS scores comprised of five individual votes,
by training on them and validating on the target dataset we
drastically improve performance. It is to be noted as well
that the test sets in this scenario are larger than when train-
ing and testing solely on KonVid-150k-B. This renders the
test performance to be even more representative. However,
the change in variance of the resulting correlation coeffi-
cients cannot directly be attributed to the increase in train-
ing dataset size. The difference likely arises from the fact
that the models trained using KonVid-150k-A have the same
training data, and are therefore more likely to learn simi-
lar features. Nonetheless, this effect should be investigated
further.

D. INTER-DATASET PERFORMANCE

Considering the diversity in content and distortions in
KonVid-150k we highlight the power of KonVid-150k in
combination with our MLSP-VQA models in inter-dataset
testing scenarios. At the time of writing, LIVE-VQC has
not been considered in any performance evaluations across
datasets. The previously best reported cross-test perfor-
mances between the other three legacy datasets are three
different combinations of NR-VQA methods and training
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datasets.” Specifically, TLVQM trained on CVD2014
performs best on KoNViD-1k cross-testing with 0.54 SRCC.
V-BLIINDS trained on KoNViD-1k is the best combina-
tion for cross-testing on LIVE-Qualcomm with 0.49 SRCC.
Finally, FRIQUEE trained on KoNViD-1k performs best
when cross-testing on CVD2014 with 0.62 SRCC. It is appar-
ent from these results that no single NR-VQA and dataset
combination generally outperforms in inter-dataset testing
scenarios.

We evaluate the performance of our models when
cross-testing on other datasets, trained on KonVid-150k-A
and validated and tested on each 50% of KonVid-150k-B.
The average SRCC performances of 10 models are reported
in Table 4. For ease of comparison we also include the best
within-dataset performance in the first row, as well as the pre-
vious best cross-dataset test performances as taken from [18]
in the second row of the table. Although the performances
between our different models do not vary much, the results
reveal some interesting findings.

o The cross-dataset test performance of the FF model
on KoNViD-1k of 0.83 SRCC is higher than all other
within-dataset test performances and especially any
cross-test setups. This again underlines the potential

5These results are taken from [18].
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power of data, even if it is annotated with lower preci-
sion. Although KonVid-150k does not have the Flickr
video encoding artifacts present, it can predict the dis-
torted videos of KoNViD-1k better than training on
videos taken from the same dataset.

e On LIVE-Qualcomm the cross-dataset test perfor-
mances of all our models are slightly better than
V-BLIINDS (0.60), when it is trained and tested
on LIVE-Qualcomm. Since V-BLIINDS has been
the de facto baseline method, this is a remarkable
result. Additionally, for a cross-dataset test our pro-
posed KonVid-150k dataset shows the best generaliza-
tion to LIVE-Qualcomm, improving the previous best
0.49 SRCC to 0.64.

o Next, our models struggle with CVD2014, as none of
them beat even the most dated classical models trained
and tested on CVD2014 itself. This may be in part due to
the nature of the degradations induced in the creation of
the dataset, which are not native to the videos present
in KonVid-150k. Moreover, the domain shift between
KonVid-150k and CVD2014 seems to be larger than
to the other datasets, as the previous best cross-dataset
performance is also not achieved.

The cross-test performance drops notably when testing
on synthetic video datasets. This has already been observed
in the IQA domain [47], where training and testing on the
same domain resulted in much higher performance than when
the source and target domains were different. The types of
distortions in individual frames of videos from two different
domains result in different characteristics of the activations
of Inception-net features, resulting in reduced performance.

E. EVALUATION OF TRAINING SCHEMES

As described in Section II-A, the choice of the number of rat-
ings per video is a distinguishing, yet so far unexplored factor
in the design of VQA datasets in the context of optimizing
model training performance. In order to study the effect of
varying the number of ratings per video, we trained a large
set of corresponding models in two experiments. In the first
one, we increased the number of ratings to reduce the level
of noise in the training set. In the second one, we additionally
introduced the natural constraint of a vote budget, limiting the
total number of ratings to a constant.

It is common to use an equal number of votes for each
stimulus so that the MOS of the training, validation, and
test sets have the same reliability, respectively, the same
level of noise. Deep learning is known to be robust to label
noise [37], however, this has been only studied when the
same amount of noise is present for all items in all parts of
the dataset (train/test/validation). Thus, the first question we
investigate is:

o What impact do different noise levels in the training and
validation sets have on test set prediction performance?

More precisely, we are interested to know the change in pre-
diction performance when fewer votes are used for training
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and validating deep learning models, compared to the number
of votes used for test items.

In order to answer this question, we randomly sampled
v = 1,2,4,7,14,26, and 50 votes five times for each
video within KonVid-150k-B and computed the correspond-
ing MOS values (7 x 5 MOS per video). We then trained
our MLSP-VQA-FF model by varying both training set, and
validation set MOS vote counts while keeping the test set
MOS vote count at 50. For each pair of training and vali-
dation MOS, we considered twenty random splits with 60%
of the data for training, 20% for validation, and 20% for
testing, with the above mentioned five versions of the MOS
each. Therefore, we trained 5 x 20 x 7 x 7 = 4900 models
in total.

Performance analysis at different numbers of
votes comprising training and validation MOS

0.75 4 i
0.70 i
3 0.65 - ;
o i
5 i
v ! Number of votes
0.60 - 1 comprising validation MOS
i — 1 — 14
i 2 — 26
0.55 1 ; — 4 50
i —_7
1 2 4 7 14 26 50

Numbers of votes comprising training MOS

FIGURE 14. This plot summarizes the evaluation of MLSP-VQA-FF models
trained on KonVid-150k-B using different numbers of votes comprising
the training or validation MOS, indicated by the x axis and the color of the
graphs, respectively. The y-axis shows the average of 20 models’ SRCC
between the predicted MOS values on the test set and the ground truth
data, which is comprised of 50 votes.

The graph in Figure 14 depicts the mean SRCC between
the models’ predictions and the ground truth MOS of the test
sets. Each line in this graph represents a different number
of votes comprising the validation MOS, whereas the x-axis
indicates the number of votes comprising the training MOS.
Note that the x-axis is scaled logarithmically for better visu-
alization. There are three key observations concerning the
prediction performance:

o The prediction performance improves as the number of
votes comprising the training MOS increases, regardless
of the number of votes used for validation.

o The performance improvements scale approximately
logarithmically with the number of votes comprising the
training MOS.

o The test set performance varies less due to changes in
the number of votes used for validation than it does due
to the number of votes for items in the training set.

The fact that performance improves with lower training
label noise is not surprising. Nonetheless, the gentler slope
for the performance curves beyond four votes comprising
the training MOS is an indicator that the common policy to
gather 25 votes for all stimuli in a dataset may be sub-optimal,
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due to diminishing returns. In fact, at approximately five
votes (1/10th of the analysed budget) the model bridges
more than 66% of the performance gap between the minimal
performance at 0.55 SRCC and best performance at around
.73 SRCC, suggesting it to be a good trade-off between
precision and cost.

The comparison between data splits in this experiment
is not balanced, because the data points in the graphs of
Figure 14 correspond to different vote budgets, ranging from
1 rating per video in one instance on the left up to 50 per
video on the right. The annotation of datasets in the lab and
also in the crowd usually is constrained by a budget in terms
of total hours of testing or overall cost of crowdsourcing.
This translates to a maximum number of votes that can be
attained for a given dataset. Therefore, the second question
we investigate is:

o Given a fixed vote budget, how does the allocation of
votes on the training set affect test performance?

In other words, is it better to collect more votes for fewer
stimuli, or less votes for more videos?

In order to answer this question, we first divided
KonVid-150k-B into five disjoint test sets (each with 20%
of all videos) and sampled the same number of videos from
the remaining set of KonVid-150k-B for validation. We then
considered three levels of precision at 100, 5, and 1 votes
comprising the MOS of videos used in training, as well
as six vote budgets of 100,000, 25,000, 10,000, 2,500, and
1,000 votes. We built the training sets accordingly, sampling
from the remaining videos in KonVid-150k-B first, and then
adding in videos from KonVid-150k-A, if needed, such that
the smaller sets are proper subsets of the larger variants. For
the vote budget of 100,000 votes we consequently created
three training sets of 1,000, 20,000, and 100,000 videos
at training MOS precision levels of 100, 5 and 1 vote(s),
respectively. It is to be noted that the overlap between the
different samples of the same sets increases as the set size
increases, as the whole KonVid-150k-B set is only comprised
of ~150,000 videos, which in turn has an effect on the
standard deviation of the predictions.

We trained both MLSP-VQA-FF and MLSP-VQA-RN on
the five different splits for all three vote budget distributions
and reported the results in Table 5. We give the average
SRCC, PLCC, and RMSE between the models’ predicted
scores and the MOS computed by using all available votes.
There are few key takeaways from these results:

« Asone would suspect, the performance drops as the total
vote budget decreases.

o Surprisingly, however, the performance appears to be
stable across the different distribution strategies for bud-
gets of more than 1,000 votes.

o For smaller vote budgets a middle ground choice
between MOS precision and numbers of videos seems
to be favorable, as indicated by the 5 vote MOS distri-
bution strategy outperforming the more and less precise
extreme strategies. This suggests that for very small vote
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TABLE 5. Performance of our FF model at a fixed vote budget of 100,000,
25,000, 10,000, 2,500, and 1,000 votes.

Set PLCC (Fo0) SRCC (£0) RMSE (+0)
1000@100  0.76 (£0.03)  0.73 (£0.04) 0.24 (£0.01)
20000@5 0.76 (£0.02)  0.74 (£0.03)  0.24 (£0.01)
100000@1 0.77 (£0.02)  0.74 (£0.03)  0.24 (£0.01)
250@100  0.75 (£0.01)  0.70 (£0.01)  0.26 (£0.01)
5000@5 0.77 (£0.02)  0.72 (£0.02)  0.25 (£0.01)
25000Q1 0.76 (£0.02)  0.72 (£0.02)  0.25 (£0.01)
100@100  0.68 (£0.03)  0.62 (£0.05) 0.28 (£0.01)
2000@5 0.68 (£0.02)  0.64 (£0.03)  0.28 (£0.02)
10000@1 0.69 (£0.06)  0.66 (£0.05)  0.28 (£0.01)
25@100  0.56 (£0.08)  0.51 (£0.07)  0.32 (£0.02)
500@5 0.59 (£0.04) 0.54 (£0.07)  0.34 (£0.02)
2500@1 0.57 (£0.04)  0.52 (£0.05)  0.36 (£0.04)
10@100  0.46 (£0.07)  0.41 (£0.09)  0.34 (£0.02)
200@5 0.55 (£0.05)  0.50 (£0.07)  0.34 (£0.02)
1000@1 0.46 (£0.12)  0.44 (£0.10)  0.45 (£0.05)

budgets in particular the focus should be on fewer than
the commonly suggested 30 rating MOS recommenda-
tions that are found in literature.

VI. CONCLUSION
We introduced a large-scale in-the-wild dataset KonVid-150k
for video quality assessment (VQA), as well as three novel
state-of-the-art no-reference VQA methods for videos in-the-
wild. Our learning approach (MLSP-VQA) outperforms the
best existing VQA methods trained end-to-end on several
datasets, and is substantially faster to train without sacrificing
any predictive power. The large size of the database and
efficiency of the learning approach have enabled us to study
the effect of different levels of label-noise and how the vote
budget (total number of collected scores from users) affects
model performance. We were able to study the effect of
different vote budget distribution strategies, meaning that the
number of annotated videos was adjusted according to the
desired MOS precision. Under a fixed budget, we found that
in most cases the number of votes allocated to each video is
not important for the final model performance when using our
MLSP-VQA approach and other feature-based approaches.

KonVid-150k takes a novel approach to VQA, going far
beyond the usual in the VQA community. The database
is two orders of magnitude larger than previous published
datasets, and it is more authentic both in terms of variety
of content types and distortions, but also due to the com-
pression settings of the videos. We retrieved the original
video files uploaded by users from Flickr, without the default
re-encoding that is generally applied by any video sharing
platform to reduce playback bandwidth costs. We encoded the
raw video files ourselves at a high enough quality to ensure
the right balance between quality and size constraints for
crowdsourcing.

The main novelty of the proposed MLSP-VQA-HYB
method is the two-channel architecture. By global average
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pooling the activation maps of all kernels in the Inception
modules of an InceptionResNet-v2 network trained on Ima-
geNet, we extract a wide variety of features, ranging from
detections of oriented edges to more abstract ones related
to object category. These features are input to the partially
recurrent DNN architectures, which on the one hand makes
use of the temporal sequence of the frame features, while
on the other also considering the individual frame features
as well.

‘We have trained and validated the proposed methods on the
four most relevant VQA datasets, improving state-of-the-art
performance on KoNViD-1k. Our models fall short on LIVE-
VQC, which we assume is cause by the many different types
of resolutions present in the dataset. While a few works out-
perform our proposed method on the LIVE-Qualcomm and
CVD2014, this is likely due to the artificial nature of degra-
dations in these datasets that our feature extraction network
is not trained on. We also show that our proposed method
outperforms the current state-of-the-art on KonVid-150k-B,
the set of 1,596 accurately labeled videos that are part of our
proposed dataset. Additionally, by training our method on the
entirety of the proposed noisily annotated dataset, we can
improve the inter-dataset test performance on KoNViD-1k
and LIVE-Qualcomm and are competitive in an inter-dataset
setup on LIVE-VQC. Moreover, we surpass even the intra-
dataset performance on the KoNViD-1k dataset by training on
KonVid-150k. CVD2014 appears to be a tough challenge for
our approach, both when trained in within-dataset and cross-
dataset scenarios.

Some of our findings open up avenues for interesting
future investigations. The overall very high performance
of our MLSP-VQA-FF model suggests that recurrent neu-
ral networks pose difficulties for the purpose of modeling
video quality which has also been reflected in recent related
work [43]. Further investigations are required to understand
the more nuanced reasons for this beyond the well-established
challenge of vanishing gradients within recurrent networks.
Moreover, it is likely that a more elaborate pooling scheme
which accounts for temporal hysteresis could be beneficial
for the performance of the FF model. Recent efforts in the
field show promising results by investigating more elaborate
temporal pooling strategies [42], [43]. Combining our efforts
of extracting features from all levels of a pre-trained network
with pooling strategies that account for particular temporal
effects is a key challenge in further improving quality predic-
tion of videos in-the-wild.
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