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Abstract

Object detection and segmentation have evolved drastically over the past two decades thanks to

the continuous advancement in the field of deep learning. Substantial research efforts have been

dedicated towards integrating object detection techniques into a wide range of real-world prob-

lems. Most existing methods take advantage of the successful application and representational

ability of convolutional neural networks (CNNs). Generally, these methods target mainstream

applications that are typically based on 2D imaging scenarios. Additionally, driven by the strong

correlation between the quality of the feature embedding and the performance in CNNs, most

works focus on design characteristics of CNNs, e.g., depth and width, to enhance their modelling

capacity and discriminative ability. Limited research was directed towards exploiting feature-

level dependencies, which can be feasibly used to enhance the performance of CNNs. More-

over, directly adopting such approaches into more complex imaging domains that target data of

higher dimensions (e.g., 3D multi-modal and volumetric images) is not straightforwardly appli-

cable due to the different nature and complexity of the problem. In this thesis, we explore the

possibility of incorporating feature-level correspondence and correlations into object detection

and segmentation contexts that target the localisation of 3D objects from 3D multi-modal and

volumetric image data. Accordingly, we first explore the detection problem of 3D solar active

regions in multi-spectral solar imagery where different imaging bands correspond to different

2D layers (altitudes) in the 3D solar atmosphere.

We propose a joint analysis approach in which information from different imaging bands is

first individually analysed using band-specific network branches to extract inter-band features

that are then dynamically cross-integrated and jointly analysed to investigate spatial correspon-

dence and co-dependencies between the different bands. The aggregated embeddings are further

analysed using band-specific detection network branches to predict separate sets of results (one

for each band). Throughout our study, we evaluate different types of feature fusion, using convo-

lutional embeddings of different semantic levels, as well as the impact of using different numbers

of image bands inputs to perform the joint analysis. We test the proposed approach over different
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multi-modal datasets (multi-modal solar images and brain MRI) and applications. The proposed

joint analysis based framework consistently improves the CNN’s performance when detecting

target regions in contrast to single band based baseline methods.

We then generalise our cross-band joint analysis detection scheme into the 3D segmentation

problem using multi-modal images. We adopt the joint analysis principles into a segmentation

framework where cross-band information is dynamically analysed and cross-integrated at vari-

ous semantic levels. The proposed segmentation network also takes advantage of band-specific

skip connections to maximise the inter-band information and assist the network in capturing

fine details using embeddings of different spatial scales. Furthermore, a recursive training strat-

egy, based on weak labels (e.g., bounding boxes), is proposed to overcome the difficulty of

producing dense labels to train the segmentation network. We evaluate the proposed segmen-

tation approach using different feature fusion approaches, over different datasets (multi-modal

solar images, brain MRI, and cloud satellite imagery), and using different levels of supervisions.

Promising results were achieved and demonstrate an improved performance in contrast to single

band based analysis and state-of-the-art segmentation methods.

Additionally, we investigate the possibility of explicitly modelling objective driven feature-

level correlations, in a localised manner, within 3D medical imaging scenarios (3D CT pul-

monary imaging) to enhance the effectiveness of the feature extraction process in CNNs and

subsequently the detection performance. Particularly, we present a framework to perform the

3D detection of pulmonary nodules as an ensemble of two stages, candidate proposal and a false

positive reduction. We propose a 3D channel attention block in which cross-channel informa-

tion is incorporated to infer channel-wise feature importance with respect to the target objective.

Unlike common attention approaches that rely on heavy dimensionality reduction and computa-

tionally expensive multi-layer perceptron networks, the proposed approach utilises fully convo-

lutional networks to allow directly exploiting rich 3D descriptors and performing the attention

in an efficient manner. We also propose a fully convolutional 3D spatial attention approach that

elevates cross-sectional information to infer spatial attention. We demonstrate the effectiveness

of the proposed attention approaches against a number of popular channel and spatial attention

mechanisms. Furthermore, for the False positive reduction stage, in addition to attention, we

adopt a joint analysis based approach that takes into account the variable nodule morphology

by aggregating spatial information from different contextual levels. We also propose a Zoom-in

convolutional path that incorporates semantic information of different spatial scales to assist the

network in capturing fine details. The proposed detection approach demonstrates considerable



gains in performance in contrast to state-of-the-art lung nodule detection methods.

We further explore the possibility of incorporating long-range dependencies between arbi-

trary positions in the input features using Transformer networks to infer self-attention, in the

context of 3D pulmonary nodule detection, in contrast to localised (convolutional based) atten-

tion . We present a hybrid 3D detection approach that takes advantage of both, the Transformers

ability in modelling global context and correlations and the spatial representational characteris-

tics of convolutional neural networks, providing complementary information and subsequently

improving the discriminative ability of the detection model. We propose two hybrid Transformer

CNN variants where we investigate the impact of exploiting a deeper Transformer design –in

which more Transformer layers and trainable parameters are incorporated– is used along with

high-level convolutional feature inputs of a single spatial resolution, in contrast to a shallower

Transformer design –of less Transformer layers and trainable parameters– while exploiting con-

volutional embeddings of different semantic levels and relatively higher resolution.

Extensive quantitative and qualitative analyses are presented for the proposed methods in

this thesis and demonstrate the feasibility of exploiting feature-level relations, either implicitly

or explicitly, in different detection and segmentation problems.
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1. Introduction

1.1 Motivation

Localising and identifying objects is a simple task for the human brain. However, adopting

these tasks into computers is not trivial. Computer vision is the branch of artificial intelligence

that focuses on understanding, automating, and incorporating tasks of the human visual system

into computers. Object detection and segmentation are two fundamental visual recognition tasks

of which many computer vision applications are based on. Advances in imaging technologies

and hardware attracted interest of the research community towards developing novel localisation

methodologies that target different real-world problems (e.g., computer aided diagnosis [4], text

detection [5], face recognition [6], pedestrian detection [7]).

Early approaches utilised hand-crafted features, such as Histogram of Oriented Gradients

(HOG) [8], Haar Wavelets (Haar) features [9], Local Binary Pattern (LBP) [10], Scale Invariant

Feature Transform (SIFT) [11], and Speeded Up Robust Features (SURF) [12], in combination

with classifiers, such as Support Vector Machines (SVM) [13], Adaptive Boosting (AdaBoost)

[14], Random Forests [15], and Cascaded classifiers [16], to perform the object detection task in

a sliding window fashion. However, these methods are based low level feature descriptors which

limits their ability in capturing task semantics, leading to low discriminative ability particularly

when applied to more complex tasks. On the other hand, early segmentation methods involved

simple unsupervised methods such as clustering (e.g., K-means [17] and Spectral clustering

[18]), region growing [19], and graph based strategies [20]. These methods also rely on manually

engineered features, and are hyper-parameter and pre- and post processing dependant, making

them difficult to adapt to new applications.

Recent advances in Deep Learning (DL) techniques marked a milestone in the field of com-

puter vision, particularly, the rise of Convolutional Neural Networks (CNN) in which objective

driven visual features and high level semantic information are learned automatically avoiding the

need of manual feature engineering. Starting from LeNet [21] where CNNs where first optimised

using backpropagation and Stochastic Gradient Descent (SGD), to AlexNet [22] in which deeper

CNNs were utilised with the help of Graphical Processing Units (GPU) to achieve state-of-the-

art performance in visual recognition tasks at the time. Since then, and due to their exceptional

representational powers, CNNs have attracted a lot of research efforts in which extensions and

variations where proposed to enhance their performance, and have therefore become the de facto

approach to computer vision problems [22, 23], including object detection, e.g., RCNN [24],

SSD [25], and [26], and segmentation, e.g., Fully Convolutional Neural Network (FCN) [27],
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U-Net [28], and SegNet [29].

Generally, CNN based localisation involves two main steps, feature extraction, in which

a CNN is utilised as a backbone to extract representative high level feature maps from pixel

level inputs, and a localisation stage, in which positions of target objects are predicted based

on the extracted feature maps. Driven by the immediate correlation between the quality of the

extracted information and the inferred performance of CNNs [22, 30–32], considerable amount

of research was directed towards investigating CNN design characteristics –such as depth (VGG

[33] and ResNet [34]), and width (GoogLeNet [35] and Wide ResNet [36])– to improve their

performance. While this has proven feasibility on various mainstream applications that typically

target RGB images, it is still challenging to adopt these concepts to more complex applications

that target volumetric and multi-modal data due to different nature and complexity as well as the

increased computational overhead associated with such tasks [37].

More recently, some works demonstrated the significance of incorporation of feature-level

correlation modelling mechanisms to enhance the representational power of CNNs. Such meth-

ods aim at capturing cross-channel (e.g., [1, 38]) and inter-spatial (e.g., [1]) dependencies, as

well as global context and long range dependencies (e.g., [2, 39]), to infer feature importance

(i.e., attention) and allow more effective feature extraction by promoting the network to focus

on meaningful embeddings. In the same line, other methods utilised cross-feature spatial cor-

respondence and feature-level correlations indirectly by dynamically analysing subsets of the

input and cross integrating this information at different semantic levels (e.g., low- and high-level

features [40, 41], decision-making level [42], and transfer learning [43]) to provoke the network

in capturing dependencies within the different parts of the input. These methods demonstrate

great potential in different computer vision tasks, however, these methods in general target 2D

imaging scenes, limited research was dedicated towards incorporating feature correlation learn-

ing for 3D imaging scenarios.

In this work, motivated by the continuing advancements in deep learning based object de-

tection and segmentation , as well as the growing interest in understanding the impact of feature

relations and dependencies on the the effectiveness and adaptability of convolutional neural net-

works in real-world applications, we investigate different 3D object detection and segmentation

problems and evaluate the feasibility of directly utilising feature-level dependencies and corre-

lations within these contexts:

• Detection and Segmentation 3D objects in multi-dimensional imagery.

Several deep learning based methods were proposed to solve different mainstream object
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detection and segmentation tasks, these typically target 2D scenes based on RGB imag-

ing. Other methods that are designed for 3D objects typically target volumetric images or

point cloud data. The problem of detecting 3D objects from 3D images that capture sparse

layers of a 3D scene (e.g., multi-spectral solar imaging) is widely overlooked. Further-

more, methods that target volumetric data generally formulate the localisation problem as

a pixel-wise classification task, or as perform the detection based on 2D slices along the

depth axis. While such approaches partially solves the problem, training segmentation

Deep Neural Networks (DNN) requires significant amounts of labelled samples which is

not typically available for this type of data. Incorporating weak-supervision methods may

be an opportune solution to reduce the complexity of such tasks. On the other hand, the

2D based detection approach neglects the 3D aspect of the data, which may be directly

used to enrich the information used to perform the detection. Limited research was pro-

posed towards handling the problem as a 3D bounding box prediction task from 3D data

(e.g., medical imaging), which may also be used as a prior to reduce the segmentation

complexity.

• Exploiting and modelling feature-level correlations.

Driven by the direct impact of the learned embeddings in CNNs on the quality of their final

performance, research efforts focused on exploring several engineering aspects of Neural

Networks (NN). These involved depth, width, cardinality, receptive field, and capacity of

detection networks, which has consistently proven sufficient within many computer vision

domains. However, limited research was directed towards understanding the influence and

explicitly incorporating feature-level correspondence and correlations into the CNNs, par-

ticularly within 3D imaging contexts. Feature-level correlation learning targets capturing

inter-spatial or cross-feature (e.g., cross-channel) relations, which may be observed either

in a localised or a global context, to provide complementary information to the analysis

and improve the quality of the learning process. This can be done either explicitly by

directly modelling these relations, or by implicitly provoking DNNs to capture feature-

level relations by dynamically and jointly analysing different subsets of the features. Such

analysis may be effectively utilised with minimal additional resource requirement which

is typically limited in contexts where target 3D image data (e.g., volumetric data or multi-

modal data).

• Objective driven inference of feature importance.
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In the same line of feature-level correlation learning, feature importance can be utilised

to enhance the performance of DNNs. This is typically addressed using attention mecha-

nisms, in which feature extraction networks are promoted to selectively focus on features

with high relevance and ignore less important features with respect to a given objective, in

a learnable manner. The recent emergence and notable success of convolutional attention

as well as self-attention methods has drawn a lot of interest towards this problem. How-

ever, most existing methods are designed to handle 2D images or sequence-to-sequence

applications (e.g., natural language processing). Generalising these methods to more com-

plex data of higher dimensions (e.g., 3D medical data) is not straightforward due to the

increased computational cost associated with such tasks. Moreover, convolutional based

methods that target 2D imaging applications neglect the inherent 3D aspect of the data

when directly adopted into such domains. Incorporating attention strategies with DNNs is

an applicable option in which the performance of DNNs may be improved.

In this work, we explore different object detection and segmentation problems in the context

of 3D imaging data. Particularly, we look into the detection and segmentation of 3D objects

in multi-spectral data that observes sparse 2D layers of a 3D scene. We also look into the de-

tection of 3D objects in volumetric images using 3D bounding boxes. We explore different

feature-level correlation learning approaches as well as attention techniques to increase the dis-

criminative ability and performance of deep learning models. In Sections 1.2 and 1.3, we present

an overview and briefly discuss the overall contribution of this work, respectively. Section 1.4

presents the outline of this thesis.

1.2 Overview

Existing object localisation methods rely on CNNs and focus on exploring design characteristics

to improve their discriminative ability. Such methods aim at mainstream, typically 2D imaging

based, applications. Generalising such methods into more complex contexts that target data of

higher dimensions (e.g., 3D and multi-modal images) is not straightforwardly applicable and

therefore requires the design of specialised methods. The aim of this work is to investigate

the possibility of incorporating feature-level correspondence and correlation learning schemes

within detection and segmentation contexts that target such scenarios. Particularly, we explore

the impact of incorporating cross-channel, inter-spatial, as well as global correlation learning

schemes, that which may be inferred either implicitly, by promoting CNNs to capture, and dy-
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namically integrate, feature-level relations using design characteristics and objectives, or explic-

itly by directly modelling such relations in a learnable manner. In this study, we explore these

hypotheses within multi-modal, as well as, 3D imaging based localisation contexts. We explore

a joint analysis approach in which cross-band information is dynamically and gradually utilised

to perform localisation of 3D objects in multi-spectral images that observe different layers of a

3D scene. Specifically, we consider the detection and segmentation of 3D solar Active Regions

(ARs) in multi-spectral atmospheric imagery as a case-study to evaluate the benefits of such

analysis. We also investigate the influence of directly modelling cross-channel, inter-spatial, and

global correlations to infer feature importance, within volumetric imaging contexts. Particularly,

we consider 3D pulmonary nodule computed tomography imaging scenarios as a case-study to

evaluate the proposed correlation learning schemes. In the remainder of this section, we briefly

highlight the contributions of this thesis with respect to the motivations and rational discussed

in Section 1.1.

1.3 Contributions

1.3.1 3D object detection in multi-layer multi-spectral images based on
cross-band dependencies

We present a multi-tasking deep learning framework that targets the detection of 3D objects

using multi-spectral imagery that observe sparse 2D layers of a 3D scene (e.g., multi-spectral

solar images). The proposed method performs the detection in a two stage pipeline based on

regional convolutional networks. We exploit the dependencies between the different imaged

layers (imaging bands) to produce 3D detections where different image bands (layers) have their

own set of results. The proposed method analyses band-specific information and dynamically

aggregates and jointly analyses cross-band features at different semantic levels throughout the

detection network to capture spatial correspondence and feature-level correlations with respect

to the detection objective. A training strategy is presented to optimise the weights of the pro-

posed multi-tasking detector more effectively with respect to each of the individual tasks in

contrast the the classical training approach in which all tasks are optimised simultaneously, with

no additional computational overhead. Extensive analysis demonstrate the effectiveness of the

proposed paradigm using stat-of-the-art CNN backbones and different data types and numbers

of imaging modalities.
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1.3.2 3D object segmentation in multi-layer multi-spectral images based on
cross-band dependencies

We investigate the possibility of generalising the proposed joint analysis based detection

paradigm (discussed in Section 1.3.1) into the segmentation task of 3D objects in multi-layer

multi-spectral images (solar images). We apply the cross-band analysis principles into a multi-

tasking encoder-decoder convolutional network to dynamically capture inter- and cross-band

relations. The proposed segmentation network also aggregates band-specific spatial information

from different resolutions and semantic levels to assist the network in recovering finer details.

To overcome the difficulty in designing 3D (i.e., multi-layer) pixel-wise annotations, we pro-

pose a weakly-supervised iterative learning strategy in which segmentations are recursively re-

fined starting from bounding box priors. The proposed approach demonstrates feasibility against

state-of-the-art methods, over different datasets, and using different levels of supervision.

1.3.3 Object detection using cross-channel and inter-spatial correlations based
attention

We present a 3D object detection framework from volumetric images (medical computed tomog-

raphy). The proposed framework performs the detection as an ensemble of two stages, candidate

proposal, and a false positive reduction stage to reduce the number of false alarms. We present

a 3D fully convolutional attention block in which cross-channel correlations are explicitly mod-

elled and used to infer feature importance. We also present a 3D spatial attention block based

on cross-sectional features (axial, coronal, and sagittal) to infer inter-spatial correlations. We

incorporate a joint analysis approach that exploits different levels of spatial contextual informa-

tion simultaneously to reduce the number of false alarms. In the same line, we present a 3D

zoom-in convolutional path to assist the network in effectively capturing spatial information at

different scales and semantic levels in a learnable manner. We provide extensive analysis on

a public pulmonary nodule detection dataset in which we evaluate and compare different spa-

tial and cross-channel attention strategies, and combinations of both. We demonstrate that both

channel and spatial attention techniques can enhance the overall network performance, with

channel attention showing more performance gains in contrast to spatial attention, or the com-

bination of both attention strategies. The proposed method demonstrates effectiveness against

stat-of-the-art nodule detection and attention methods.
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1.3.4 Object detection using global correlations based attention

Convolutional neural network demonstrate superior spatial representational abilities, However,

they suffer in modelling long-range relations due to their inherent locality. On the other hand,

Transformer networks (self-attention based networks) [39] demonstrate a great ability when

modelling global context and long-range correlations between arbitrary positions. Nonethe-

less, the tokenisation of image inputs in Transformers degrades the spatial locality information.

Moreover, Transformers are computationally expensive due to their quadratic cost with respect

to the input size, which makes them difficult to directly adopt for computer vision tasks. In this

work, we explore the possibility of exploiting global context to infer self-attention (i.e., Trans-

formers) to perform the detection task from volumetric medical images (pulmonary computed

tomography). We present a hybrid Transformer CNN architecture in which both, the represen-

tational power of CNNs and the Transformer ability in modelling long-range correlations, are

simultaneously used to effectively perform the detection task in an end-to-end 3D manner. We

propose two hybrid Transformer CNN variations in which we evaluate the trade-off between in-

corporating a deep Transformer design using 3D features of relatively small resolution, against

using information from multiple –and relatively larger– spatial scales with a shallower –less

computation demanding– Transformer networks. We also investigate the possibility of jointly

exploiting localised attention mechanisms (convolutional based cross-channel and inter-spatial

attention) with global context based attention (self-attention) to further enhance the detection

performance. An extensive analysis, including an ablation study in which different Transformer

configurations are evaluated, as well as a comparison against state-of-the-art nodule detection

and attention methods, is provided. To the best of our knowledge, we are the first incorporate

Transformers into the 3D pulmonary nodule detection problem.

1.4 Outline

The remainder of this thesis is outlined as follows:

Chapter 2 – Machine Learning and Object Localisation Background: presents required back-

ground materials related to the work conducted in this thesis, including basic concepts of

neural networks, convolutional neural networks, and deep learning based object detection

and segmentation methods. This chapter also discusses state-of-the-art multi-spectral and
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volumetric object localisation deep learning based methods, as well as an overview of

deep learning based attention mechanisms.

Chapter 3 – Application Related Background: provides background information and existing

works associated with problems investigated in this thesis. Particularly, we consider two

applications of which we investigate the possibility of incorporating cross-feature corre-

spondence and correlation learning schemes within. These include multi-spectral imaging

scenarios that observe sparse 2D layers in a 3D scene, in this case we look into multi-

spectral imaging of solar active regions in the solar atmosphere. We also consider vol-

umetric medical imaging scenarios, specifically, we look into 3D computed tomography

imaging of pulmonary nodules. This chapter identifies gaps and challenges and discusses

potential improvements associated with existing solutions that target these applications.

Chapter 4 – MLMT-CNN for Object Detection in Multi-layer and Multi-spectral Images:

presents a Multi-layer Multi-tasking (MLMT) framework, MLMT-CNN, to tackle the 3D

solar active region detection problem from multi-spectral images that observe different

layers of the 3D solar atmosphere. A novel joint analysis approach in which inter-band

and cross-band spatial correspondence and correlations are dynamically analysed to per-

form the detection is proposed. Extensive analysis is presented in which the proposed

framework is compared to state-of-the-art detection methods, using different cross-band

feature aggregation strategies, and over different datasets.

Chapter 5 – MLMT-CNN for Object Segmentation in Multi-layer and Multi-spectral Images:

Extends our joint analysis approach, MLMT-CNN, to handle the pixel-wise classification

task from multi-layer multi-spectral solar images. A weakly-supervised recursive training

approach is proposed to overcome the difficulty in producing dense segmentation anno-

tations. Comparative analysis against state-of-the-art segmentation methods and using

different levels of supervision and for different applications, is provided.

Chapter 6 – AttentNet for Pulmonary Lung Nodule Detection Using 3D Cross-channel and

inter-spatial Convolutional Attention: presents AttentNet, an automated, two stage, 3D

pulmonary nodule detection framework from CT images. Two 3D convolutional attention

approaches are proposed to capture cross-channel and inter-spatial correlations and sub-

sequently assist the network focusing on learning effective features and produce a more

accurate prediction. Extended analysis is carried out in which the proposed methods are
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evaluated on a public dataset and compared against state-of-the-art nodule detection and

attention methods.

Chapter 7 – TransCNN for Pulmonary Lung Nodule Detection Using Self-attention: presents

a hybrid CNN Transformer pulmonary nodule detection framework in which 3D inputs are

leveraged to perform the detection task, taking advantage of the spatial representational

powers of CNNs and the Transformer ability in modelling global context. An extended

experiment and comparison against localised attention mechanisms as well as existing

state-of-the-art nodule detection methods, is presented.

Chapter 8 – Conclusions and Future Work: concludes the work presented in this thesis and

discusses potential future directions and improvements.
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2. Machine Learning and Object Localisation Background

2.1 Introduction

In this chapter, we provide the background materials required for this thesis. We start by dis-

cussing the basics of neural networks and convolutional neural networks in Sections 2.2 and

2.3. Object localisation (detection and segmentation) from multi-modal data as well as from

3D volumetric imagery form the majority of this thesis. Therefore, we present an overview

of deep learning based object detection and segmentation and compare different state-of-the-art

methods in Sections 2.5.2 and 2.5, respectively. In Section 2.5.3, we discuss methods of weakly-

supervised object segmentation of which we adopt in this thesis. Moreover, we overview object

detection and segmentation methods that specifically target multi-modal imagery in Section 2.6.

In Section 2.7, we investigate localisation methods designed to handle data of 3D nature. Fi-

nally, in Section 2.8, we provide an overview of deep learning based attention mechanisms that

are used in this thesis. Particularly, we focus on convolutional based localised attention (cross-

channel and spatial attention) in 2.8.1. We also discuss global context based attention in 2.8.2.

In Section 2.9, we summarise this chapter.

2.2 Neural Networks

Digital neural networks (NNs) are algorithms designed to emulate the biological neural network

in the human brain. They are modelled as acyclic graphs that consist of a number of connected

nodes known as neurons, where each connection is weighted by a value that is found through

an optimisation process that is governed by a pre-defined objective [44]. In a neural network,

each node represents a linear combination of the output values from the previous connected

nodes (see Fig. 2.2. Non-linearity is imposed through some activation function e.g., Sigmoid,

Rectified Linear Unit (ReLU) (see Fig. 2.1), at the firing end of each node. Accordingly, a

neuron can be viewed as a mapping function between an input and an output space, in which

information from the input are embedded. Typically, neurons are organised in the form of groups

known as layers. Deeper models can therefore be created by stacking a number of layers, such

that all neurons in subsequent layers are pair-wise fully connected, while inter-layer neurons

share no connections.

A network can include any number of layers, and individual layers may contain any number

of neurons. However, the choice of number of layers and neurons must be carefully engineered

with respect to the complexity of the task and data.

A network is trained using a gradient descent optimisation process that involves a forward-
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Figure 2.1: Visualisation of different activation functions, Sigmoid (a), TanH (b), ReLU (c), and
LeakyReLU (d). Adopted from [45].

pass and back-propagation step. Initially, all network parameters are assigned small random real

values. Inputs are fed into the first layer of the network, and are sequentially passed throughout

the network’s layers up to the last layer, where the final output is produced. This is known as

the forward-pass. The quality of the prediction (output) is then quantified using some objective

function (loss function), in which the error between the input the target output is computed. The

gradient of the loss function is then computed with respect to all weights –individually, using

the chain rule– in the neural network, and is used to update (tweak) the network’s parameters

such that the overall error is decreased. This is known as back-propagation. Completing a single

forward pass and a back-propagation step represents a single training iteration. Training the

network with all training samples represents a single training epoch. This process is repeated

until the model being trained converges to a desired (or a minimum) loss.

Common loss functions may include, e.g., mean squared error and mean absolute error losses

(regression problems), binary cross entropy and hinge loss (binary classification problems), and

categorical cross entropy loss (multi-class classification).

The process of minimising (or maximising) the objective function of which the network is

trained with, is known as the optimisation problem. Different optimisation algorithms control

different settings such as the learning rate when computing the model’s parameters update, these

may include, e.g., Gradient Descent (GD), Stochastic GD (SGD) [46], Mini-batch GD [47], and

Adam [48].
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Figure 2.2: An overview of a single perceptron (left) and a multi-layer neural network (right). A percep-
tron computes the weighted sum of the input values (x) added to a bias value (b). The resulting value is
then non-linearly mapped using some activation function. Accordingly, each layer of the neural network
contains a number of perceptrons that bear learnable weights and biases.

Using Gradient Descent (GD), a local minimum of a differentiable function (in this case, a

loss function) is found by iteratively taking steps towards the opposite direction of the function’s

gradient with respect to the coefficients of the tested model (the steepest descent), computed us-

ing the entire training dataset. This approach however is computationally expensive particularly

for large datasets. SGD and mini-batch GD were proposed extending on GD, to overcome the

high computational cost associated with it, by using a single data point (i.e., SGD) or a subset

of data points (i.e., mini-batch GD) at a time to compute the derivative of the loss function. Sev-

eral other variations of GD were proposed to enhance the quality of the optimisation process.

Momentum based optimisers use the moving weighted average of past gradients to compute

the parameter update values aiming to accelerate the convergence towards the relevant direction

(i.e., reduces gradient’s fluctuation). Adam adds to this by using the squared gradients to adopt

the value of the learning rate used to update the networks parameters.

Neural networks are able to learn complex models and perform non-trivial tasks (e.g., clas-

sification) robustly, however, a major drawback of a neural networks is that the number of pa-

rameters can grow notably particularly for large input (e.g., images).

2.3 Convolutional Neural Networks

A convolutional neural network (CNN) is a generalised form of neural networks that is designed

by combining neural networks with image processing concepts. In a standard neural network,

2D images inputs are flattened into 1-dimensional vectors to enable processing them by the

network layers. This however, degrades the inherent spatial correlation in imagery data. It also

leads to a significant increase in the number of trainable parameters, making it more resource

demanding.
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On the other hand, CNNs exploits spatial connectivity by incorporating kernels of weights

in a sliding-window fashion to capture spatial features from input space, in this case, images

(see Fig. 2.3) [44]. Weights (i.e., kernels) are shared in the different positions of an input image,

reducing the parameter overhead by significant margin. The essence of this process is that if an

important pattern –with respect to a given objective– exists in the investigated image , a kernels

learns to capture it in any possible position in the image.

A convolutional neural network consists of several hidden layers, such as convolutional lay-

ers, pooling, activation, regularisation layers, and fully connected layers. Pooling layers (e.g.,

maximum and average pooling) perform dimensionality reduction by filtering feature maps ex-

tracted by previous convolutional layers using some statistical operation. Regularisation layers

(e.g., dropout and batch normalization layers) promote the generalisability of the network and

therefore reduces the risk of over-fitting. Dropout [49] layers achieves that by randomly omitting

neuron values during training to prevent complex co-adaptations of the network on training sam-

ples aiming and promote a favorable regularisation effect. Batch normalisation [50] standardises

the mean and variance of the input data of to a layer promoting faster learning, more independant

learning of each layer, makes the network less prone to the choice of weight initialisation, and

a regularisation effect. Using combinations of these layers allows the network to dynamically

embed information from different spatial scales and semantic levels [51].

CNNs have become the default method of choice as the backbone of most computer vision

tasks (e.g., object detection [25, 26, 52], and object segmentation [27, 28]) due to their spatial

representational powers and ability of learning task related features without human intervention

(e.g., hand-crafted features). Nonetheless, designing CNNs requires careful engineering and

hyper-parameter optimisation that is typically guided by trial and error. CNNs also lack the abil-

ity of encoding positional information, and are prone to spatial variance. Additionally, training

CNNs requires considerable amounts of annotated data and computational resource.

2.4 Object Detection

Object detection involves two main tasks, localisation, in which the coordinates of an object are

determined (e.g., bounding box), and classification, in which the category of the localised object

is predicted. In the past two decades, object detection has evolved drastically, from sliding

window and hand-crafted features (e.g., Haar features [16], and HOG [8]) based detection to

the more advanced deep learning based detectors (e.g., [25, 26, 52–54]). Generally, DL based
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2. Machine Learning and Object Localisation Background

Figure 2.3: Visualisation of the convolutional operation using two convolutional kernels of size 3x3x3
(each), and stride of size 1.

detectors exploit on convolutional neural networks to analyse images. These may be split into

two main categories, 1) two stage detection, in which images are analysed in two steps, region

proposal (generate a set of suspicious locations) and a final classification stage, and 2) one stage

detection, where a DNN learns to regress object locations and classes in a single step. See Fig.

2.4.

2.4.1 One-stage object detection

Liu et al. [25] proposed single shot detectors (SSD), to perform object detection in a single stage

fashion. In their approach, unlike sliding window based approaches, an input image is divided

into a grid in which each sub-region (grid cell) is analysed to determine the presence of objects

within that particular cell. To allow the detection of multiple objects and dynamically detect

objects of different size, SSD assigns multiple boxes of different aspect ratios and scales to each

of the grid cells, these are known as anchor boxes, and are commonly used in CNN based object
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detectors. For each object in the image, the anchor with the highest overlap is assigned the class

of that object. Input images are first analysed by a feature extraction CNN (e.g VGG [33] or

ResNet [34]). The resulting feature maps are then passed into an SSD detection network, the

detection network consists of 5 consecutive convolutional layers, in which the feature map is

further down-sampled, so that each layer bears a particular receptive field. The idea is to allow

the network detect objects of different scales and improve the compactness of the predicted

bounding boxes. As per, the earlier layers realise smaller receptive field and can therefore better

represent smaller objects, and vice-versa. The detection layers are trained to regress offsets that

are used to tweak the location and size of the pre-defined anchor with respect to the ground truth

box. They also predict a class probability for each of these anchors. Redundant detections are

finally eliminated using non-maximum suppression (NMS).

A similar approach known as YOLO (you only look once) was proposed in [26]. YOLO

follows the same grid approach, however, YOLO consists of a single detection layer that in

contrast the multiple detection layers used in SSD. Both SSD and YOLO demonstrate a great

potential in object detection. YOLO tend to outperform SSD, when considering the speed of the

detection, however, both detectors suffer when detecting small objects as well as neighboring

objects, due to the grid strategy followed in both approaches [53, 55, 56].

A more recent single stage detector, CornerNet, was proposed in [53]. Unlike SSD and

YOLO, CornerNet detects object in the form of a pair of keypoints, the top-left and the bottom-

right corners of objects, avoiding the need of engineering anchors or dividing the image into a

grid. An encoder-decoder CNN is trained to predict two heatmaps that embed the locations of

the top-left and bottom-right corners, respectively. Additionally, the network predicts offsets that

are used to tweak the predicted corner locations. The final bounding boxes are therefore derived

using the two corner locations. ConrnerNet shows better performance comparing to both single

stage detectors, SSD and YOLO, but lower results comparing to other two stage detectors [53].

2.4.2 Two-stage object detection

Girshick et al. [24] proposed a two stage detector, Regional Convolutional Neural Networks

(RCNN) , to solve the detection problem in two steps, region proposal and detection. In the

region proposal stage, suspicious location in which objects may exist are predicted, in a class

agnostic manner. These are then passed into the detection stage to predict for each location the

class it belongs to. In RCNN, a selective search method [57] –based on hierarchical clustering

of pixels based on their morphological characteristics, color, and texture– is used to perform the
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region proposal task. Proposed regions are then extracted, directly from the image (i.e pixel-

level), and are passed, one by one, into a feature extraction CNN (e.g., VGG or ResNet) to

extract deep features. The extracted feature maps are passed into a fully connected classification

layer to perform the final class prediction. This approach however, demanded extensive time

and computational resources.

Fast RCNN [58] fixed this problem by extracting the feature maps for the entire input image

first, followed by pooling the suspected regions (region proposals) directly from the convolu-

tional feature maps. Since the down-sampling rates are known, the relative locations of the

proposed regions can simply be determined. This operation is known as Region of Interest (RoI)

pooling and has gained popularity in object detection for its simplicity and effectiveness. These

simple modifications have drastically improved both the speed and the accuracy on the initial

version of RCNN.

Building on Fast RCNN, Faster RCNN [52] further enhanced the detection strategy and per-

formance by replacing the selective search region proposal approach with a fully convolutional

Region Proposal Network (RPN), see Fig. 2.5. RPN takes feature maps produced by a feature

extraction CNN as an input. Anchors of different sizes and scales are assigned at every possible

location (pixel) on the extracted feature map, enhancing the networks ability in separating neigh-

bouring objects. The RPN is then trained to predict offsets to tweak each anchor with respect

to their associated ground truth boxes. Additionally, RPN predicts the abjectness (i.e., object

vs. not object probability) for each anchor, all in a fully convolutional manner. The proposed

regions are then pooled –using RoI pooling– and are passed into a detection network. The detec-

tion network –a fully connected network– in turn, predicts offsets to improve the compactness

of the initially proposed bounding box (proposed by the RPN), as well as the class of which a

detected object belongs to. The use of RoI pooling and fully connected layers, as well as the fact

that Faster RCNN consists of two stages, increases the overall time overhead. However, Faster

RCNN has repeatedly demonstrated outstanding performance, in terms of accuracy, in contrast

to single stage detectors [59, 60].

A variation of Faster RCNN, R-FCN (region-based fully convolutional network) was pro-

posed in [54]. The idea is to improve the speed of Faster RCNN by reducing the detection into

a fully convolutional single stage, while retaining high detection accuracy using the anchors

strategy followed in Faster RCNN. R-FCN exploits the RPN concept from Faster RCNN and

modifies it by replacing the fully connected classification layer by a convolutional layer that is

trained to predict a positive-sensitive score map. This map acts as a scoring map in which re-
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Figure 2.4: Overview of popular object detection approaches.

gions of interests (i.e., proposals by the region proposal layer) are each pooled from. The bins of

the pooled map are used to form the final classification score by a simple averaging operation.

Results show that while R-FCN outperforms Faster RCNN in terms of speed, Faster RCNN still

yields higher detection accuracy.

Generally, while one stage detectors (e.g., SSD) can achieve higher detection speed in con-

trast to two stage detectors, two stage detectors (e.g., Faster RCNN) can achieve higher accuracy

in contrast to single stage detectors [53,54,59,60], see Fig. 2.6. Nonetheless, such methods tar-

get the detection from 2D images, and are not directly applicable for 3D data that observes

sparse 2D layers of a 3D object (e.g., multi-spectral solar data) or volumetric images. In this

thesis, we explore the possibility of incorporating and generalising DL based detection concepts

into multi-modal imaging scenarios that observe different layers of 3D objects, as well as 3D

volumetric imaging scenarios.
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2. Machine Learning and Object Localisation Background

Figure 2.5: An overview of Faster RCNN [52] and Mask RCNN [61]. Input images are first processed
by convolutional layers for feature extraction. These are then passed into the region proposal network
to predict suspicious locations that may include objects. The proposed locations are then pooled from
the feature maps and are passed into parallel detection and segmentation networks to classify bounding
boxes and predict segmentation masks for each suspected location. Faster RCNN [52] is equivalent to
Mask RCNN when discarding the mask prediction network from the architecture. Adapted from [61].

2.5 Object Segmentation

Object segmentation is the process of assigning a class label into the individual pixels of a given

image [62]. Early unsupervised approaches involved simple thresholding, clustering methods

(e.g., K-means and Fuzzy C-means), graph based methods, and region growing methods. Typi-

cally, these methods rely on hand-crafted features and heavy image processing. More recently,

object segmentation has evolved dramatically thanks to the emergence of convolutional neural

networks and their exceptional representational power. See Fig. 2.7. Generally, CNN based

segmentation may be split into two categories, semantic segmentation, in which all objects of

a unique class are treated as a single entity, and instance segmentation, where different objects

(instances) of the same class are detected as individual entities.

2.5.1 Semantic segmentation

Starting from common CNN classification architectures (e.g., VGG [33]), where convolutional

feature maps are flattened into 1-dimensional vectors and are passed into fully connected layers

to predict image level –also 1-dimensional– labels, Shelhamer et al. proposed generalising this

concept by substituting the fully connected layers at the end of the network (prediction heads)
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Figure 2.6: Performance comparison of popular object detectors, Faster RCNN [52], R-FCN [54], and
SSD [25], in terms of detection accuracy and inference time. Different marker styles indicate different
detectors, different colors represent different feature extraction CNN backbones. Each detection frame-
work and CNN backbone pair may be indicated by multiple points where each point represent changes in
hyperparameters (e.g., input size). Adopted from [60].

with convolutional layers to predict 2D segmentation masks directly from 2D feature maps. Us-

ing only convolutional layers promotes faster training by reducing the total number of trainable

parameters. Moreover, unlike fully connected layers, convolutional layers are only locally con-

nected, and can therefore straightforwardly process arbitrary sizes of images. The proposed fully

convolutional network (FCN) consists of a standard CNN encoder network, in which a stack of 5

convolutional layers is used to extract features from the input image. Each convolutional layers

is followed by a max-pooling layer used to reduce the dimensions of the feature maps. A decon-

volutional layer is then used to up-sample the intermediate feature map into the same dimensions

of the original image, allowing the prediction of per-pixel probabilities. Finally, a segmentation

network of 1x1 convolutional layers is used to predict the final 2D segmentation map. At the

input level, images are padded to allow the production of larger feature maps at the end of the

feature extracted CNN.

FCNs demonstrated a great potential in image segmentation and attracted a lot of research

efforts in which variations and improvement were proposed upon the concept of fully convolu-

tional segmentation. Chen et al. [63] proposed Deeplab, by incorporating a number of modifica-

tions to the standard FCN approach in an attempt to overcome some limitations in the original

design. Particularly, the repeated use of dimensionality reduction layers (max-pooling) in FCN
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Figure 2.7: Overview of popular object segmentation networks. Adopted from DeepLab [63] (a), FCN
[27] (b), U-Net [28] (c), and SegNet [29] (d). The figure is best viewed with close-up and using color.
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degrades the low-level spatial features which are important in the context of segmentation. This

leads to poor details in the up-sampled feature map and hence, course segmentations. [63] ad-

dressed these limitations by modifying the stride value in the last two pooling layers such that

the dimensions of their input feature maps is not reduced (i.e., stride=1), and discarding the in-

put padding step used in the original FCN. This allows having larger feature maps as an input

to the prediction layer, however, it also increases the computation overhead of the network. To

overcome this issue, authors exploited dilated convolutional layers, in which the receptive field

is efficiently expanded allowing the extraction of multi-scale spatial embeddings.

Another segmentation approach was introduced in [29], SegNet. Building on FCNs, SegNet

incorporates an encoder-decoder design to perform the segmentation. Unlike FCN, where de-

convolutions are used to up-sample feature maps, the decoder in SegNet gradually reconstructs

the semgentation mask, non-linearly, using pooling index maps from the the correspondent en-

coder layers to indicate the new pixel values in the up-sampled feature map. Each up-sampling

layer is followed by a convolutional layer to learn new dense feature maps. Finally, a 1x1 con-

volutional layer is used to perform the final prediction. The idea is to avoid having to learn the

up-sampling task by non-linearly up-sampling using the aforementioned un-pooling operation.

While [29] demonstrated that their approach improves the segmentation of low-level features

(e.g., edges of objects), however, the up-sampling procedure followed in SegNet disregards the

adjacency information in the processed feature maps and can therefore impact the final quality

of the segmentation.

A popular approach known as U-Net was first proposed in [28] for medical images segmen-

tation. U-Net has a similar encoder-decoder architecture to that in SegNet, however, U-Net ex-

ploits deconvolutional layers to perform up-sampling in the decoder part in a learnable fashion.

The novelty in U-Net relies in the incorporation of skip connections that connect convolutional

blocks from the encoder to their correspondents in the decoder part (see Fig. 2.7). This allows

the aggregation of spatial features from different semantic levels (low- and high-level features)

and spatial scales, assisting the network in recovering fine details that are lost due to the repeated

down-sampling operations [64]. U-Net has demonstrated great potential in object segmentation

and has attracted considerable research efforts in which variations and extensions were proposed

to handle different types of data and applications [65–67].
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2.5.2 Instance segmentation

He et al. proposed Mask RCNN to handle the instance segmentation problem in two stages,

object detection followed by segmentation [61]. Building on Faster RCNN (see section ), a fully

convolutional segmentation branch was integrated into Faster RCNN’s detection framework.

First, feature maps of detected regions are sampled from the convolutional features extracted by

the detection CNN backbone, these are then directly used to predict the final instance masks, see

Fig. 2.5. Mask RCNN demonstrated a great performance over various datasets and applications.

In the same line, Dai et al. proposed performing instance segmentation as a cascade of three

tasks [68]. A shared CNN is first used to extract feature maps that are then used to predict

instance locations in the form of bounding boxes. The predicted locations (regions of interest)

as well as the convolutional features are then used as an input into a class-agnostic segmentation

network that realises foreground and background locations. The resulting masks are used to

mask out background locations from the convolutional features. The masked feature maps then

used as an input into the final classification network where instance classes are predicted.

Gao et al. proposed SSAP, single-shot instance segmentation using affinity pyramid [69].

Their approach performs instance segmentation based on a multi-tasking U-shaped network.

The network is trained to predict an semantic segmentation mask, as well as an pixel-pair affinity

pyramid in which the probability of two pixels belonging to the same instance is predicted over

multiple feature resolutions, and at every possible location. The resulting semantic mask and

affinity pyramid are then processed using a cascaded graph partition module to divide the pre-

dicted semantic mask into instances. Their method achieved promising results on the Cityscapes

dataset.

Wang et al. proposed SOLO (segmenting objects by locations) to solve the instance seg-

mentation problem in a single stage fashion [70]. Images are first divided into a uniform S x S

grid. A cell is associated with a particular object instance if the center of that object falls within

that cell. A CNN is then trained to predict cell-wise semantic classes forming a classification

map of shape C x S x S (where C is the number of classes). Additionally, S x S class-agnostic

instance masks (each of size H x W) are predicted such that each mask corresponds to a single

cell (instance) in the S x S grid. Finally, the semantic class probability mask is used to determine

the class of each of the predicted instance masks.

Generally, all cited approaches show promising results various applications. Single stage

instance segmentation methods are characterised by their computational efficiency in contrast

to two-stage approaches, however, two stage methods show higher accuracy particularly when
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Figure 2.8: Cloud-38 [71] multi-spectral cloud segmentation dataset. Each column represents a single
multi-spectral sample. Rows, from top to bottom, show the bands Near Infrared, Red, Green, and Blue,
respectively. The last row represents ground-truth masks bearing two main classes, cloud (blue) and
background (red).

handling small objects.

2.5.3 Weakly-Supervised Object Segmentation

DL provides powerful solutions for object segmentation. Nevertheless, training segmentation

CNNs requires large numbers of densely labelled samples. Creating such dataset requires ex-

tended amounts of labour and time. Weakly-supervised learning is commonly used to address

these issues, where ill- or partially-labelled datasets are used to provide supervision signals

during the training process. [72] proposed two CNN based approaches for segmenting multi-

spectral Landsat-8 images using U-Net from weak labels. Image bands were combined by find-

ing the median pixel values across 7 Landsat-8 bands, and divided into 50x50 patches to be used

as an input for a U-Net model. Available 78 classes were reduced to two classes (crop land and

non crop land) for convenience. In the first approach, while segmenting the whole image, the

U-Net was provided with the label of a single pixel chosen randomly within the pixels of each

class, to compute the training loss using that pixel only. On the other hand, the second approach

was based on image-level label, where the U-Net was converted to a classifier by the addition
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of an extra dense layer. Segmentation was obtained by thresholding a Class Activation Map

(CAM) computed as a weighted sum over the last convolutional layer filters, using the weights

from the final dense layer. Results demonstrate that the pixel-level based approach achieves

closer performance to the fully supervised U-Net baseline in contrast to the image-level label

based approach.

Additionally, [73] proposed a CNN iterative training technique to perform segmentation

using weak labels estimated by finding the agreement between GrabCut [74] and a segment

proposal method known as Multi-scale Combinatorial Grouping (MCG) [75]. The resulting

masks were then used to initialise an iterative training of a CNN, such that training label is

provided by the previous network’s prediction, and is therefore refined as the network gets better

over the iterations. They evaluate this approach on the Cityscapes dataset [76], scoring 96.9%

of the fully supervised performance. Moreover, similarly to [72], they demonstrate that using

pixel-level weak label outperforms image-level label.

This iterative training approach is commonly used to tackle the segmentation problem from

weak labels. Both [77] and [78] demonstrated that iteratively training a segmentation network

from weak labels estimated based on bounding boxes priors can achieve close performance

to full supervision. Both works show that even when naively converting bounding boxes into

rectangle masks, the segmentation network was still able to recover segmentation masks grad-

ually throughout the iterative training. These findings suggest that this iterative approach may

be an opportune solution to perform segmentation when densely annotated data is not straight-

forwardly applicable. In this work, we further explore DL solutions to perform the segmenta-

tion task from multi-spectral imagery using weak annotations derived from bounding box priors

(Chapter 5).

2.6 Multi-modal Images Based Object Detection and Segmentation

Generally, existing methods that target multi-modal imaging scenarios are designed under the

assumption that different imaging modalities observe different aspects (components) of the same

sensed, typically 2D, scene. Some of these methods process multi-modal images by stacking the

different modalities into multi-channel images. Accordingly, a feature map is jointly extracted

from these bands with all bands contributing equally towards the feature map, and a single

localisation result is produced for the composite image. In [71, 79], this strategy was used

to segment clouds from RGB and NIR (near infrared) images from the multi-spectral dataset
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Cloud-38 (examples of the Cloud-38 multi-spectral dataset are presented Fig. 2.8), while in

[80,81] it allowed detecting power plants from respectively 3 and 7 image bands. The use of all

7 channels allowed [81] outperforming [80] on the same dataset and demonstrated the potential

for DNNs to improve localisation results by exploiting more image bands.

A fusion strategy at decision-making level was proposed in [42] to combine independent

analyses of multiple bands, each by a band-specific YOLO model. This work aimed at object

detection from RGB, NIR (near infrared), MIR (mid infrared), and FIR (far infrared) images

for autonomous vehicles. The detections generated from individual images were combined to

form the final set of detections using NMS (non-maximum suppression) to ensure the reduction

of duplicates. A strong limitation of this approach is that it fails to directly exploit the inter-

dependencies between the bands.

Another feature map-fusion approach was proposed in [41] for pedestrians detection us-

ing visible and thermal images. It used the ACF+T+THOG detector [82] for region proposal,

which employs HOG features extracted separately from the RGB and thermal images. A DNN

classifier then performed the final detection from the fused multi-spectral inputs. Two fusion

architectures (early and late) were explored. The early fusion approach corresponds to the previ-

ously described strategy of a multi-channel input. For late fusion, the two bands were processed

individually in separate subnetworks and their respective feature maps were concatenated before

performing the final analysis by a fully connected layer. This strategy obtained better results,

authors suggest this is due to the band-specific feature optimisation promoted by the late fusion

design. Moreover, they reckon that small misalignments may be overcome as spatial information

gets less relevant in late network stages.

However, when comparing image-level, feature-level fusion, and fusion at decision-making

level, [40] found on the contrary that image fusion worked best when segmenting soft tissue sar-

comas in multi-modal medical images, i.e., Positron Emission Tomography (PET), Computed

Tomography (CT), and Magnetic resonance imaging (MRI). These different observations sug-

gest that there is no universal best fusion strategy, it needs to be adapted with respect to the

considered task.

In [83, 84], a slow fusion approach was utilised for handling video based classification task.

A single input sample consists of a number of consecutive RGB frames, where each frame rep-

resents a time step in the image sequence. A CNN is then used to extract spatial features by

performing the convolution process over the time axis (i.e., using 3D convolutional filters). No

padding was applied to the inputs prior to the convolutional process, accordingly, the time axes
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is gradually reduced by applying further convolutions to the resulting feature maps. The result-

ing features are then passed into a 2D CNN to further extract spatial features and finally perform

the classification task. From a feature fusion perspective, the intuition behind this approach is

to allow the convolutional filters integrate (fuse) spatial information across the different video

frames (temporal axis) by applying the convolution in a 3D manner (using 3D convolution).

Both [83, 84] demonstrate promising results in their target tasks. Such methods are not straight-

forwardly applicable for multi-modal based tasks due to the limited number of frames (i.e.,

modalities) available for such problems in contrast to video data.

In [43], a transfer-learning based feature fusion approach was proposed to segment coronal

holes in Solar Dynamics Observatory (SDO) 7 Extreme Ultraviolet (EUV) bands and line-of-

sight magnetogram. A CNN is initially trained with weak labels and single band images, the

learned network is then fine-tuned over the other bands to progressively integrate information

across the different bands. A final unique prediction is produced by another CNN that takes

as input the combined feature maps from all band specialised CNNs. Results were evaluated

subjectively by the authors. This approach however fails to directly exploit cross-band relations.

In general, cross-band feature fusion seem to be an effective strategy for handling multi-

modal data. Nonetheless, existing works are designed to handle multi-modal images that observe

different compositions of a 2D scene, in this thesis, we focus on the problem of detecting 3D

objects in multi-modal imagery that observe sparse layers of a 3D scene (Chapters 4 and 5).

2.7 Multi-dimensional Object Detection and Segmentation

Recent advances in imaging technologies, computing hardware, as well as in deep learning at-

tracted research efforts towards exploring modern, and application specific, object localisation

solutions. In this section, we review object detection methods that target the detection of 3D

objects using 3D bounding boxes from multi-dimensional images (e.g., RGB-D, 2.5D, 3D volu-

metric, point cloud, and point cloud+RGB data).

Volumetric data (e.g., 3D medical images) is commonly handled in one of three different ap-

proaches. The first approach is by slicing through the a 3D image such that individual 2D slices

are handled one at a time [85–87]. The second approach is based on fusing location information

from different image cross-sections –typically, but not exclusively, axial, coronal, and sagittal–

[88–90]. This approach is known as 2.5D (or pseudo 3D). The first and second approach may

utilise any 2D CNN to perform the detection. To produce the final 3D bounding box, results
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are aggregated from the different input slices using a pre-defined criteria (e.g., voting). Other

works use probability feature maps from the different slices to form a dense 3D probability

maps. The final 3D detection is then inferred using areas in which the detection probabilities

are high [91, 92]. The third approach focuses on explicitly performing the detection in a 3D

manner, [93] utilised a two stage 3D CNN based on Faster RCNN to detect 3D bounding boxes

directly from medical volumetric images. In the same line, [94] used a single stage detection 3D

CNN to predict organ locations, and [95] used a 3D classification CNN to predict 3D bounding

boxes in a convolutional fashion (i.e., sliding window).

Other methods were proposed to handle the segmentation task directly from 3D volumes.

Motivated by the success of U-Net [28] for 2D image segmentation, [96] proposed a 3D CNN

that adopts the key principles of U-Net. The network consists of an encoder-decoder CNN that

incorporates 3D convolutions and utilises skip connections between the correspondent encoder

and decoder layers. In the same line, V-Net was proposed in [97]. While using a similar ar-

chitecture of the 3D U-Net, V-Net proposed augmenting the convolutional blocks by residual

connections to allow deeper learning, they also exploited dice loss in contrast to the cross en-

tropy used in U-Net. Both U-Net and V-Net demonstrated outstanding performance over several

datasets.

Other works focused on handling the 3D detection task for point cloud sensors and ap-

plications, [98] proposed a detection method for self-driving cars using Lidar (light detection

and ranging) data. Based on point cloud maps, a 2D bird’s eye view projection –that embeds

height density and intensity information– was generated and passed to a 2D based single stage

YOLO [99] detector to predict locations of interest in the form of 2D bounding boxes. Point

cloud maps are then used to infer 3D boxes using the 2D bounding box priors. Another Lidar

based detector was proposed in [100] based on the two stage Faster RCNN [52] detection ap-

proach. First, 3D bounding box proposals are generated using a 3D CNN that takes an input

point cloud images that are segmented into foreground only images to reduce the complexity of

the task. The resulting proposals are then passed into a detection network for refinement and

classification. On the other hand, [101] proposed a Multi-view 3D detector based on fusing fea-

tures from both RGB and Lidar sensors. The point cloud images are projected to bird’s eye view

and front view images. The bird’s eye view images are then used to find 3D region proposal

boxes. These are then projected to the front view and the RGB images. Following, feature maps

are extracted –using a CNN– by fusing all three images using an adaptive RoI pooling strategy

and are used to produce the final 3D box predictions. All [98,100,101] demonstrated promising

29



2. Machine Learning and Object Localisation Background

results on the self-driving target detection task.

Generally, while 2D based approaches require less computational resources and are simple

to design, 3D based approaches attain a superior performance when handling 3D data [102–

104]. Nonetheless, most approaches focus on the detection from 3D volumetric or point cloud

data, the detection from 3D imagery that observe sparse 2D layers of a 3D object (e.g., multi-

spectral solar data) is generally overlooked. Additionally, while most works focus on proposing

approaches to handle different types of data, exploring different levels of feature dimensionality,

or investigating different deep learning architectures and detection strategies, limited research

was dedicated towards directly exploiting data correlations and feature importance to improve

the quality of the learning and therefore the detection. We explore these matters in this thesis.

2.8 Attention Mechanisms

Attention in DL may be split into two main categories, local (e.g., CNN based attention) and

global attention. In local attention, attention is inferred in a localised manner such that each

part of the attention output is computed using a subset of the input. On the other hand, global

attention targets long range context in which the entire input is incorporated to compute every

part of the attention output. In this section, we review both local and global state-of-the-art

attention techniques.

2.8.1 Local Attention

Local attention can be divided into two main categories, channel-wise and spatial-wise attention.

The objective of channel-wise attention is refine inter-channel embeddings by directly modelling

the correlations between the different channels. Hu et al. proposed squeeze and excitation units,

Multi-layer Perceptron (MLP) networks that generate attention maps using a dimensionality

reduced descriptor in which cross-channel spatial information is aggregated. The resulting at-

tention maps are then used to recalibrate the channels of the convolutional feature [38].

Ac = σ(MLP(AvgPool(F))R∈Cx1x1) (2.1)

where Ac is the resulting Channel Attention (CA) map. F represents an intermediate convo-

lutional feature map of size C x H x W. AvgPool represents adaptive average pooling. MLP

is a multi-layer perception network and σ(·) is a sigmoid activation function. Subsequently, a

refined feature map F′ is computed using element-wise multiplication such that F′ = F⊗Ac.
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Figure 2.9: An overview of channel attention (top) and spatial attention (bottom) as proposed in [1]. Max
and average poolings are used to reduce the dimensionality of the input feature maps. Note that in the
spatial attention case, pooling is preformed along the channel axis. The resulting features are passed into
a shared fully connected layer (in the case of channel attention), or a convolutional layer (in the case of
spatial attention). The resulting embeddings are then passed into a Sigmoid activation function in which
outputs are used to infer the final attention maps. Adapted from [1].

Thereafter, Woo et al. proposed Convolutional Block Attention Modules (CBAM), in which

they extend the concept of squeeze and excitation by adding a subsequent Spatial Attention (SA)

gate [1]. Spatial attention utilises the inter-spatial relationship within the convolutional features

to assist the CNN learning where to attend within a feature map. This was achieved by projecting

the channels of the convolutional feature into a 2D map embedding using channel-wise pooling

operators, the resulting map was then passed through a convolutional layer followed by a sig-

moid function to generate the final spatial attention map. Moreover, in contrast to squeeze and

excitation units, [1] demonstrate that incorporating max pooling in addition to average pooling

can provide complementary clues that can enhance the overall attention performance. Accord-

ingly, cross-channel and spatial attention can be described as follows:

Ac = σ(MLP(AvgPool(F))+MLP(MaxPool(F)))R∈Cx1x1 (2.2)

As = σ(Conv2D3x3(AvgPool(F)+MaxPool(F)))R∈CxHxW (2.3)

where Ac and As are the channel and spatial attention maps, respectively. F represents an in-

termediate convolutional feature map of size C x H x W. AvgPool and MaxPool are adaptive

average and max pooling layers. MLP is a multi-layer perception network. Conv2D3x3 is a con-

volutional layer with kernel size of 3 x 3. σ(·) is a sigmoid activation function. Note that in the

case of spatial attention, pooling operations are performed along the channel axis. Consequently,
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2. Machine Learning and Object Localisation Background

a refined feature map F′ is computed using element-wise multiplication of the intermediate fea-

ture map F and the resulting attention map M, where M ∈ {Ac,As}. See Fig. 2.9. Moreover, [1]

shows that combining both attention approaches by applying them in a consecutive order (i.e.,

channel-wise followed by spatial attention) can further enhance the overall performance in con-

trast to using either of the attention approaches individually, or using other combination schemes

(e.g., spatial followed by channel-wise attention, or by applying both approaches in parallel). In-

corporating channel and spatial attention in CBAM can improve the representational capabilities

of CNNs, and therefore enhances their performance [1]. This is in line with the findings of Sun

et al. [105] (pulmonary nodule classification in CT images), Lu et al. [106] (pulmonary tuber-

culosis detection in CT images), Nawshad et al. [107] (COVID-19 detection in X-ray images),

Sangeroki et al. [108] (thoracic disease detection in chest X-rays), and Park et al. [109] (generic

object detection).

Generally, these methods target 2D images and rely on heavy dimensionality reduction and

expensive MLP networks to infer attention, limited research was dedicated to handle attention

for 3D data by explicitly exploiting 3D information to infer attention. We further explore these

limitations in this thesis (Chapters 6 and 7).

2.8.2 Global Attention

Global attention aims to model long-range correlations and inter-dependencies between arbitrary

positions. Vaswani et al. proposed Transformer networks based on multi-headed self-attention

for sequence-to-sequence tasks. An input vector is used in three ways, query, key, and value.

Accordingly, attention is expressed as a mapping between a query and a set of key and value

pairs, to an output vector, by finding the weighted sum of the values using weights that are

found by a compatibility function of the query and the corresponding key [39]. More formally,

the over all attention process is described as follows:

MultiHead(Q,K,V ) = Concat(head1,..,headi)W O

headi = Attention(QW Q
i ,KW K

i ,VWV
i )

Attention(Q,K,V ) = softmax(
QKT
√

dk
)V

(2.4)

where Q, K, and V represent queries, keys, and values, and their correspondent learnable param-

eters W Q, W K , and W Q, respectively. W O represents a learnable linear projection process.
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2.8. Attention Mechanisms

Figure 2.10: An overview of Vision Transformer as proposed in [2]. An input image is split into multiple
fixed size patches that are then linearly projected into a new feature space. These are then used along with
positional embeddings as an input for a Transformer encoder layer where multi-headed self-attention is
performed. Adapted from [2].

Dosovitskiy et al. [2] generalised this concept to computer vision tasks by splitting an im-

age (RGB images) into a sequence of vectorised patches that can then be managed by a pure

Transformer (e.g., [39]). see Fig. 2.10.

While Transformers demonstrate a great potential in computer vision tasks, they rely on

heavy pre-training and are difficult to scale to large inputs due to their computational cost. [2,

110, 111]. Moreover, vision transformers suffer when modelling local structures due to the

tokenisation of input images [112].

A segmentation –Transformer based– network was proposed in [114], Segmenter, in which

RGB images are directly, patch-wise, fed into a Transformer network to capture global context.

Image patches are first flattened and used as the sequence input to a standard Transformer en-

coder. The resulting features, along with class embeddings, are then passed into a transformer

decoder network that is trained to map patch-level embeddings to patch-level class scores. The

final prediction is found by up-sampling the resulting patch-wise class scores into pixel-level

probability maps using bi-linear interpolation. Results demonstrate that the performance of this

approach is highly dependant on both, pre-training, as well as the patch size used as an input to

the transformer. Smaller patch size lead to better performance but at higher computational cost,

and vice versa. This observation is in line with the understanding that the image tokenisation in

vision Transformers degrades the spatial information leading to a decreased performance.

To tackle these limitations, a number of studies proposed using a hybrid architecture that
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2. Machine Learning and Object Localisation Background

Figure 2.11: BraTS [113] multi-modal MRI brain tumour segmentation dataset. Each column represents
a single multi-modal sample. Rows, from top to bottom, show the modalities T1Gd, T1N, T2N, and Flair,
respectively. The last row is the ground-truth mask showing 3 main classes, enhancing tumour (blue), the
peritumoral edema (brown), and the necrotic and non-enhancing tumour core (green).

combines both, CNNs for their spatial representation power and their relatively low computa-

tional cost, along with Transformers for their ability in modelling long-range dependencies.

Carion et al. proposed DETR [115], to handle the detection problem in RGB images us-

ing Transformer networks. A 2D CNN encoder was incorporated to embed and down-sample

spatial features that are then fed into a Transformer network to capture global context and long-

term correlations. The resulting spatial are then flattened, aggregated with positional encodings,

and are then used as the input sequence to a Transformer network in which global context and

long-range correlations are investigated. Subsequently, the Transformer network performs the

detection as a prediction task of a as set –of which size is fixed– of bounding boxes, and using

a bipartite matching loss. Authors demonstrate promising results, however, they find that such

approach struggles when dealing datasets that target the detection of small objects.

Wang et al. [110] proposed TransBTS, where a CNN encoder was incorporated to extract

and down-sample embeddings of 3D MRI (magnetic resonance imaging) images from the multi-

modal Brain Tumor Segmentation (BraTS) dataset [113] (examples of the BraTS MRI images

are presented in Fig. 2.11). The down-sampled features were then fed into a pure Transformer

unit to capture long-range relations and perform attention, the Transformers output was passed
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into a decoder CNN to perform object segmentation. This approach takes advantage of both,

the representational power of CNNs as well as the Transforrmer’s ability in modelling long

range correlations. Other works used a similar approach to perform segmentation in 2D images

and demonstrated promising results and a great potential of this hybrid approach for different

applications, e.g., [111, 116–118].

In this thesis, due to the recent success and the increasing interest in vision transformers, we

explore the possibility of incorporating Transformers to handle the detection task of 3D medical

images (Chapter 7) and compare the influence of global context based attention in contrast to

localised attention mechanisms.

2.9 Summary

In this chapter, required background knowledge has been presented in preparation for proposed

methods in the following chapters. We have discussed basic concepts of neural networks and

convolutional neural networks as well as deep learning based object detection and segmentation

approaches. We have also provided an overview of multi-modal and 3D object localisation,

deep learning based, state-of-the-art methods. Additionally, we have discussed concepts of deep

learning based attention mechanisms that can be exploited to improve the performance of neural

networks.

In the remainder of this thesis, we discuss background information and existing works asso-

ciated with problems investigated in this thesis, in Chapter 3. Following, we explore the problem

of detecting and segmenting 3D objects in multi-modal data that observe sparse 2D layers of a

3D scene. We focus on incorporating inter-band and cross-band information in a joint analysis

based approach to perform the detection and segmentation of solar active regions in Chapters 4

and 5, respectively. We then investigate the problem of detecting pulmonary nodules in 3D med-

ical images in Chapters 6 and 7, where we explore the possibility of generalising the cross-band

joint analysis approach and reformulate the problem into an attention problem and explore the

possibility of explicitly modelling inter-channel (spatial), cross-channel, and global correlations

in a learnable manner.
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3.1. Introduction

3.1 Introduction

In Chapter 2, we presented background materials and knowledge associated with deep learning

and object detection and segmentation methods that will be used over the course of this thesis.

In this chapter, we provide an overview of existing methods that are relevant to the work

conducted in this thesis. Particularly, we focus on the detection and segmentation of solar active

region from multi-spectral images in Section 3.2, as well as the detection of pulmonary nodule

form 3D computed tomography images in in Section 3.3.

In each section, we discuss and compare state-of-the-art methods proposed for each task.

We also identify limitations and possible improvements on these methods. Finally, we conclude

and summarise this chapter in Section 3.4.

3.2 Solar Active Regions Localisation

Solar active regions (ARs) are 3D objects that span the solar atmosphere and are characterised

by their highly dynamic and strong magnetic fields. Active regions generate different forms

of solar activity such as coronal ejections and flares. The development of other solar features

such as sunspots, coronal loops, and prominences is associated with the development of these

active regions. The precise localisation of solar ARs is therefore crucial to study and understand

solar activities and phenomenons. Such analysis is enabled by remotely observing the solar

atmosphere using multi-spectral ground- and space-based sensors.

The solar atmosphere consists of different layers spanning from the solar surface towards

the chromosphere, transition region, and the solar corona. It consists of different elements,

each of these elements emits light of particular wavelengths at certain a temperature within

the temperature gradient that spans the solar atmosphere. Therefore, when observing the solar

disk, different wavelengths (bands) reveal different, and sparse, 2D layers (distinct altitudes that

correspond to particular temperatures) of the 3D solar atmosphere. See Table 3.1, and Figs.

3.1 and 3.2. This is different from common multi-spectral imaging scenarios, such as Earth

sensing from space or RGB-D imaging, where different bands show different compositions of

the observed scene. For convenience, we refer to this special multi-spectral scenario as multi-

layer.

Most AR localisation existing methods are based on unsupervised learning and morpholog-

ical analysis. [121] proposed a method for single-band images from PM/SH (Paris Meudon’s

Spectroheliograph) and SOHO’s (Solar and Heliospheric Observatory) Extreme ultraviolet
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3. Application Related Background

Figure 3.1: The temperature gradient as observed
over different heights in the solar atmosphere.
Adopted from [119].

Wavelength Ion Peak temperature Observed layer
304 Å He II 8.0x104 K Chromosphere
171 Å Fe IX-X 1.3x106 K Transition region
195 Å Fe XII 1.6x106 K Lower Corona
284 Å Fe XV 2.0x106 K Higher Corona

Table 3.1: SOHO EIT solar imaging bands and their correspondence to distinct tem-
peratures in the solar atmosphere. Using different imaging bands, SOHO EIT is
able to isolate emissions from narrow temperature ranges and correspondingly ob-
serve distinct, and sparse, solar layers (altitudes). Adopted from [120].

Imaging Telescope (EIT), based on local thresholding and morphological operations followed

by region growing. The method was evaluated against manual detections (synoptic maps) pro-

duced at PM/SH and National Oceanic and Atmospheric Administration (NOAA), and detected

similar numbers of solar ARs as PM, and about ∼ 50% over detection than NOAA.

In [122], AR segmentation was performed by computing the pixel-wise fractal dimension

(a measure of non-linear growth that reflects the degree of irregularity over multiple scales) in

a convolutional fashion, and feeding the resulting feature map to a Fuzzy C-means [123] pro-

cess to produce the final segmentation. This method processes a single band at a time, and

was subjectively evaluated on the SOHO/EIT 171 Å, 304 Å, and 284 Å bands. The use of in-

dividual bands was justified by the fact that each imaging band provides information from a
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3.2. Solar Active Regions Localisation

different solar altitude, authors showed how solar ARs span different areas in different imag-

ing bands. This however, neglects the inter-dependencies between the bands, which can be

exploited for increased performance. We address this in Chapters 4 and 5, where we design a

multi-tasking framework to predict AR locations individually in the different bands while si-

multaneously incorporation (correspondence) between the different solar layers by dynamically

aggregating cross-band information on multiple semantic levels.

Additionally, [124] proposed SMART for AR extraction from Solar and Heliospheric Ob-

servatory (SOHO) Michelson Doppler Imager (MDI) magnetograms. Their approach is based

on thresholding two consecutive images to identify candidate AR areas. This is followed by

discarding candidates that are not present in both images. The resulting mask is then dilated to

include decaying areas around the detected ARs. Performance was evaluated by comparing the

number of detections to those in NOAA over a solar cycle (1997-2008), where SMART shows

a lower number 72% of the time. The authors believe that this is due to the fact that SMART

tends to merge nearby spots in one detection. SMART was used to extract solar ARs for the

Heliophysics Integrated Observatory (HELIO)1.

Another method known as Spatial Possibilistic Clustering Algorithm (SPOCA) [125] used

clustering to extract (pixel-wise) solar ARs and coronal holes from SOHO/EIT 171 Å and 195 Å

combined images. SPOCA’s segmentation is based on Fuzzy C-means and Possibilistic C-means

[126], followed by post-processing with morphological operations. Both SPOCA and [122]

suggest that using fuzzy logic based approaches can assist in overcoming the uncertainty in

defining AR boundaries. The quality of results was subjectively evaluated on 112 observations.

SPOCA is now used in the Heliophysics Feature Catalogue (HFC) online catalogue.

A comparison between SMART and SPOCA, was presented in [127], where both areas and

number of detections were investigated over a ∼6 weeks period, in which solar activity level

was high (May–June 2003), and compared to those in NOAA. Results show that both SMART

and SPOCA detect more regions than NOAA, with SMART being the highest. These results,

although apparently in contradiction with those of [124], may indicate that SMART is good at

detecting solar ARs in periods of high activity, but under-performs at medium and low activity.

Both SMART and SPOCA detect comparable numbers of active regions [127]. Authors

explain that the differences noted in their study may be caused by the different AR definition

used in each method. Moreover, SMART and SPOCA use different types of solar imagery

(photospheric, and coronal, respectively). This may indicate that detecting solar ARs using

1http://hfe.helio-vo.eu/Helio/

39

http://hfe.helio-vo.eu/Helio/
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Figure 3.2: Illustration of the solar disk as it appears in SOHO/MDI (Magnetograms) images, PM/SH
(3934 Å), and SOHO/EIT (304 Å, 171 Å, 195 Å, and 284 Å) multi-spectral imagery, where each image
band corresponds to a certain altitude in the solar atmosphere.

single band images may be an under-constrained problem.

To the best of our knowledge, DL methods has not yet been explored for the problem of AR

localisation at the time conducting this work. Indeed, the lack of labelled AR datasests limits

the opportunity of involving DL methods. Most cited works are therefore based on unsuper-

vised learning approaches, making them difficult generalize to different imaging sensors (e.g.,

ground- and space-based) and bands or adapt to cyclic variations and activity levels of the solar

atmosphere. In Chapters 4 and 5, we address these limitations by investigating DL solutions to

handle the problem of localising solar ARs, we also address the data limitations associated with

both, the solar AR detection and the segmentation tasks.

Moreover, most cited works are designed to process individual image bands at a time (e.g.,

[121,122,124]) and therefore fail to exploit the multi-spectral aspect of the data. Other methods

that incorporate information from multiple imaging bands (e.g., [125]) neglect the multi-layer

aspect of the data by producing a single set of 2D predictions for all layers (i.e., image bands)

of the 3D solar ARs. Over the course of Chapters 4 and 5, we investigate the possibility of

exploiting inter-band and cross-channel (i.e., cross-band) correspondence and correlations in a
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multi-tasking joint analysis based approach in which localisation is carried out in each imaging

band (i.e., solar layer) individually, but based on multi-spectral information.

3.3 Pulmonary Nodule Localisation

The early detection of pulmonary cancer plays a crucial role in the treatment. Manual screen-

ing of 3D CT scans is time consuming and may be impacted by multiple factors, including the

experience and the well-being of radiologists. The increasing amounts of pulmonary data collec-

tions along with the advances in convolutional neural networks have attracted research interest

towards automating the pulmonary nodule localisation and classification task. Generally, most

existing works deploy two stage CNN based detectors and investigate different levels of fea-

ture dimensionality, e.g, 2D, pseudo 3D (cross-sectional 2D planes), and 3D [3, 128]. Berens et

al. [129] proposed a two stage detector based on a 2D U-Net [28] for region proposal, followed

by a false alarm reduction CNN that takes three orthogonal 2D slices as an input. They evaluate

their approach on the pulmonary nodule detection dataset Lung Nodule Analysis (LUNA16) [3],

and conclude that directly incorporating 3D information may be a good direction to improve on

the performance of their approach. Indeed, this was demonstrated in [130], where the authors

compare 2D, pseudo 3D, and 3D CNNs for the lung nodule detection task and find that using 3D

kernels significantly improves the performance. Similarly, Riquelme et al. demonstrate in their

extended survey on DL for lung nodule detection [128], that the best performing methods are the

ones that incorporate 3D information in their approaches. This shows that 2D based approaches

fail to fully exploit the inherent 3D nature of the nodule structure.

Liao et al. proposed a 3D region proposal network based on Faster RCNN [52] for the can-

didate proposal stage. The top five suspicious proposals are passed into a subsequent CNN in

which a modified or-gate [131] is employed to predict the final score [132]. Zhu et al. proposed

a similar 3D CNN based on dual path networks (DPN) [133] for nodule detection along with

a gradient boosting machine (GBM) [134] for the final classification stage [135]. They deploy

an encoder-decoder design for their detection network to allow learning nodule features from

different semantic levels. They show that by using grouped convolutions [136] and dense con-

volutional connections [137] in their DPN, the network was able to detect more nodules while

decreasing the computational overhead.

Building on [132] and [135], Li et al. adopted squeeze and excitation paths (i.e., [38]) to their

detection CNN to assist the network learn inter-dependencies within the extracted features [138].
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Other works also exploited an encoder-decoder design, e.g., [139–141], and have demonstrated

great potential within the lung nodule detection task. Additionally, both [140] and [138] adopt

focal loss [142] to tackle the class imbalance in the pulmonary images and have empirically

demonstrated an enhanced performance in the nodule detection task.

Generally, most existing works explore different feature dimensionality, semantic level, and

spatial scale, as well as different objective functions to perform the nodule detection task. Lim-

ited research has been dedicated towards incorporating feature importance and inter-spatial and

cross-channel correlations. In Chapter 6, building on state-of-the-art methods, we investigate

DL techniques study the possibility of explicitly modelling and inferring feature importance

and spatial and cross-channel correlation on a deep feature level. We also study the possibil-

ity of incorporating information from different feature dimensionality (2D, pseudo 3D, and 3D)

simultaneously, in an end-to-end, effective manner.

For the false positive reduction stage, [143] proposed using an ensemble of five CNNs to

analyse nodules using different levels of context. Each CNN was trained using a unique crop

size (i.e., level of context) and the final score was defined as a function of all the predictions. In

the same line, [105] proposed a more efficient approach by jointly analysing nodules on different

contextual levels using a single CNN. Both experiments demonstrate that incorporating contex-

tual information leads to an enhanced prediction. This is expected since pulmonary nodules have

highly variable morphology and size (more details in Chapter 6). Thus, in Chapter 6, we design

a false positive reduction network in which we employ a joint analysis approach that aggregates

spatial features from multiple contextual levels, improving the overall detection performance.

3.4 Summary

In this chapter, we have discussed background information and existing works associated with

problems investigated in this thesis. We identified gaps and challenges and discussed potential

improvements associated with existing solutions.

More specifically, we first provided an overview on the detection and segmentation of solar

active region from multi-spectral and multi-layer images. Generally, most existing works are

based on unsupervised learning and rely on fixed pre- and post-processing steps making them

difficult to generalise to new solar imaging domains and solar cyclic changes. The 3D (multi-

layer) aspect of multi-spectral solar data has been commonly neglected in available solutions.

We then provided an overview on the problem of pulmonary nodule detection from volumet-
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ric CT scans and discussed related state-of-the-art deep learning based solutions. Most existing

works focused on investigating different levels of feature dimensionality (2D, pseudo 3D, and

3D), and semantic and spatial levels of extracted embeddings. However, limited research has

been dedicated towards exploring feature importance, spatial and cross-channel, and global cor-

relations, which can be exploited for more accurate detection.

In the rest of this thesis, we explore a deep learning based joint analysis strategy in which

inter-band and cross-band (cross-channel) correspondence and correlation is incorporated to per-

form 3D (i.e., multi-layer) detection and segmentation of solar active regions in Chapter 4 and

Chapter 5 respectively. In Chapter 6 and 7, we further investigate the possibility of explicitly

modelling inter- and cross-channel correlations, as well as long range correlations (global con-

text) to infer feature importance, and consequently more effective learning, to solve the problem

of pulmonary nodule detection.
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4.1 Introduction

Solar active regions (ARs) are areas in the solar atmosphere that observe strong and dynamic

magnetic fields, the detection these regions is essential in studying solar weather and behaviours.

Such analysis is possible by remotely sensing the solar atmosphere using multiple wavelengths

captured from different ground- and space-based sensors (e.g., see Figs. 4.1 and 4.2). However,

unlike traditional multi-spectral scenarios such as Earth imaging from space, e.g., [41,42,71,79–

82], where multiple imaging bands reveal different aspects or compositions of the same scene,

in solar physics, different bands capture the solar atmosphere at different temperatures that are

associated with different altitudes across the solar atmosphere (i.e., distinct 2D layers of the 3D

solar atmosphere) [122]. Thus, we refer to this special multi-spectral scenario as multi-layer.

Very few solutions were presented to the AR localisation problem. Most of these methods

exploited single image bands only, e.g., [121, 122]. Authors justified this by the fact that each

band provides information from a different solar altitude, they show how areas of solar ARs

differ from band to band [122]. We, however, argue that inter-dependencies exist between bands,

which can be exploited for enhanced performance.

The SPOCA method [125] used Fuzzy C-means and Possibilistic C-means [126] clustering

to segment solar ARs and coronal holes from the SOHO/EIT (solar and heliospheric observa-

tory’s extreme ultraviolet imaging telescope) 171 Å and 195 Å combined images, assuming that

they should yield identical detection. This approximation may result in a poor analysis of at least

one of these bands. The use of fuzzy logic in SPOCA aims to address the uncertainty in defining

AR boundaries [125]. Generally, these methods are mainly based on clustering and morphologi-

cal operations, thus are pre- and post-processing dependant, which makes them difficult to adapt

to new image domains and hyperparameter-dependant.

Deep learning (DL) has dramatically improved object detection in the last few years. Gener-

ally, most existing methods target 2D images or 3D volumes (e.g., [25,26,52–54]), however, the

sparse 3D nature of the multi-spectral solar data requires designing a specialized DL framework.

The term sparse here indicates the nature of the multi-spectral images, where each wavelength is

centered at elements that emit light of particular wavelengths at a particular temperature within

the temperature gradient spanning the solar atmosphere, and therefore observing distinct phys-

ical locations (i.e., different 2D cuts that lie at different altitudes in the solar atmosphere). See

Table 3.1, and Figs. 3.1 and 3.2. This is different from common multi-spectral images that

show different compositions of the same physical location.
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DL based methods that target multi-spectral data commonly treat multi-spectral images in

a similar fashion to RGB images, by stacking different bands into multi-channel images [40,

79–81, 144]. These methods are designed under the assumption that the different image bands

capture different aspects of the same scene, which makes it ill-suited for our multi-layer case,

where spatial positioning indeed differs from band to band. Another common approach is to

aggregate information from different bands at different levels (e.g., feature level and image level)

[40–42, 82, 145–147]. This feature fusion strategy demonstrates potential for DNNs to improve

localisation by exploiting the multi-spectral aspect of the data. Some works found that feature

level fusion assists CNNs in producing a more consistent detection than using image level fusion

for pedestrian detection from RGB and thermal images [41]. Contrary, image fusion worked best

when segmenting soft tissue sarcomas in multi-modal medical images [40]. This suggests that

there is no universal best fusion strategy. Thus, we investigate different types of fusion and

different stages to apply fusion. Another feature fusion strategy was used to segment coronal

holes from 7 EUV bands and line-of-sight magnetogram in [43]. The method relies on training

a CNN, using weak labels, to segment coronal holes from a single band, followed by fine-

tuning the learned CNN over the other bands consecutively. Finally, embeddings of the band-

specialised models are aggregated and are passed into a final segmentation CNN, resulting in a

unique final prediction. This unique localisation result for all multi-spectral images is a common

limitation to all cited works for our multi-layer scenario, which we address in this study with a

multi-task network.

In this chapter, we introduce a novel MultiLayer MultiTask CNN (MLMT-CNN), a multi-

tasking DNN framework, as a solution for the solar AR detection problem by taking into con-

sideration the multi-layer aspect of the data and the 3-dimensional spatial dependencies between

image bands. Our approach exploits both band specific and cross-band information by extract-

ing and aggregating features on different semantic levels, allowing the network to focus on ef-

fective inter-band details while simultaneously learning correspondence and inter-dependencies

between the different bands. The proposed detection paradigm performs the detection of solar

ARs, simultaneously, in the different bands with respect to their correspondent band-specific

ground-truth, and is therefore multi-tasking.

The 3D nature of our multi-spectral and multi-layer imaging scenario, which differs from

other multi-spectral cases such as Earth observations, requires a new benchmark. Therefore,

we introduce two annotated datasets comprised of images of the solar atmosphere from both

ground and space-based sensors. They cover evenly all phases of solar activity, which follows
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an 11-year cycle. To the best of our knowledge, no localisation ground-truth is readily available

for such data. We therefore design a labelling tool that takes into account multi-spectral and

temporal information to assist the manual labelling process of the solar images.

Furthermore, we propose a training approach that accounts to the different objectives of the

individual MLMT components using their correspondent losses, in contrast to the classical train-

ing in which all components are deemed to reach an optimal solution simultaneously according

to their overall loss.

Our contributions may be summarised as:

1. We present a paradigm to handle multi-spectral solar images that show several layers of a

3D object that span the solar atmosphere (i.e., multi-layer). We demonstrate the effective-

ness of our approach in MLMT, a multi-task DL framework for solar AR detection based

on feature aggregation and joint analysis of multi-spectral and multi-layer information.

We demonstrate the potential of our proposed paradigm by implementing it with differ-

ent state-of-the-art CNN backbones, as well as handling different data types and arbitrary

number of bands.

2. We propose a training strategy for MLMT that optimises the DNN weights more effec-

tively for each objective than the classical training strategy.

3. We introduce two balanced and annotated datasets of multi-layer images of the solar at-

mosphere for AR detection, from both ground- and space-based data.

4. We design and release a multi-spectral and multi-layer image annotation tool that facili-

tates bounding box labelling using temporal and spectral information.

5. We further validate our approach on an artificially created dataset of multi-modal medical

images of similar spatial configurations to the multi-layer solar images.

In the reminder of this chapter, we present the details of the proposed method in Section

4.2. In Section 4.3, we present extended experiments along with the details of the solar data and

our annotation tool. Finally, Section 4.4 summarises this chapter and provides key findings and

conclusions.
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Figure 4.1: Ground-truth (red) and MLMT-CNN’s (green) detection of solar ARs at three levels of solar
activity (left to right: high, medium, low) in randomly selected images from (top to bottom) SOHO/MDI
Magnetogram and PM/SH 3934 Å.

4.2 Proposed Method

Our framework exploits several time-matched multi-layer images (see Section 4.3.1.1) in par-

allel, to predict separate, although related, localisation results for each image band. Our local-

isation involves two stages: detection, in the form of bounding box around an object and its

classification of object type, followed by a segmentation stage (Chapter 5) to produce a pixel-

wise classification map enclosed in the predicted bounding box.

For both stages, we deploy a multi-layer and multi-task DL framework that analyses infor-

mation from neighbouring layers (image bands). The network learns band-specific features that

are then fused at multiple levels in the network, inducing the network to learn effective inter-

band features while also capturing cross-band correspondence and inter-dependencies. Finally,

the resulting embeddings from neighbouring layers are jointly analysed to produce their separate

but related results. Note that the term multi-tasking here refers to the multi-layer nature of the

localisation problem, in which band-specific (i.e., layer-specific) detections are predicted with

respect to band-specific ground-truth, simultaneously for all input image bands.
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Figure 4.2: Ground-truth (red) and MLMT-CNN (green) and SPOCA’s (white) detection of solar ARs at
three levels of solar activity (left to right: high, medium, low) in randomly selected images from (top to
bottom) SOHO/EIT 304 Å, 171 Å, 195 Å, and 284 Å.

In this section, we introduce the main concepts of the MLMT-CNN framework in Section

4.2.1, the backbone network used in our framework in Section 4.2.2, and the details of our

detection approach in Section 4.2.3.
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4.2.1 MultiLayer-MultiTask (MLMT) Framework

While some existing works were developed for analysing multi-spectral images, to our best

knowledge, the problem of detecting objects over multi-layer imagery, which is a sparse 3D

multi-spectral case in which different bands show different scenes (i.e., layers), was not yet

addressed. The proposed multi-layer and multi-task (MLMT) framework addresses this scenario

by incorporating three key principles:

1. Extracting features from different image bands individually using parallel feature extrac-

tion branches. This allows the network to learn independent features from each band

according to their band-specific objective.

2. Aggregating the learned features from the different branches using feature fusion opera-

tions. In this work, we test fusion by addition and concatenation at different feature levels

(i.e., early and late feature fusion). This assists the network to jointly analyse the extracted

features from different bands and thus learn inter-dependencies between the image bands.

3. Generating a set of results per image band, based on a multi-task loss, allowing the detec-

tion of different sections or layers of 3D objects in the different bands in a multi-tasking

manner.

Points 1 and 3 are motivated by the nature of the multi-layer data, where different bands

capture different locations in a 3D scene, each providing some unique information. Our frame-

work aims at obtaining specialised results for each image band, in contrast to most existing

works where focus is on producing a single set of predictions to all image bands. This is crucial

since the localisation information may differ from one band to another in cases of multi-layer

images (e.g., solar images). Yet, all bands are spatially correlated, which motivates point 2.

Our framework exploits the inter-dependencies between the different bands by its joint analysis

strategy, enhancing its performance in individual bands. Furthermore, our framework emulates

how experts manually detect solar ARs, where a suspected region’s correlation with other bands

is evaluated prior to its final classification. This demonstrates the usefulness and importance of

accounting for (spatially and temporally) neighbouring slices in detecting ARs.

Our framework design is flexible and can accommodate any number of available image

bands (layers) and perform different tasks (e.g., detection and segmentation). Additionally, as

suggested by existing works, since different scenarios may require different fusion strategies, the

modularity of our framework allows it to be easily adapted to different cases. We demonstrate

50



4.2. Proposed Method

this by applying our framework to different applications in Section 4.3 (e.g., solar ARs, BraTS-

prime datasets) , where we examine different types and levels of feature fusion such as early and

late addition and concatenation.

4.2.2 Backbone Networks

The 3 key principles are applicable to different backbones since they are not architecture depen-

dent. We demonstrate this by applying these principles into different backbone networks and

tasks, particularly, AR detection as we show in this chapter, and segmentation in Chapter 5.

We adopt the Faster RCNN architecture as the backbone of our detection framework. Faster

RCNN is a DL-based detector that may be trained to detect and classify a number of objects

from a –usually RGB– image. It consists of three main parts: 1) convolutional layers to extract

features from the input image. From these features, 2) a region proposal network (RPN) proposes

suspicious locations that might contain an object, and 3) a detection network predicts the object

class of each proposed locations. We apply our framework to the three stages detection strategy

of Faster RCNN generalising it to jointly analyse multiple images that span different locations

or layers of a 3D scene.

Comparing to other state-of-the-art architectures (e.g., YOLO and SSD), the multi-stage de-

sign of Faster RCNN allows aggregating information from different bands at different levels,

namely low level (i.e., feature extraction stage) and high level information (i.e., region propos-

als). Additionally, Faster RCNN has scored the highest accuracy in [60].

4.2.3 MLMT-CNN: Detection Stage

Our detection DNN is presented in Fig. 4.3. It takes the pre-processed multi-layer image as

input. A CNN (ResNet50 or VGG16 in our experiments) is first used as a feature extraction

network. Parallel branches (subnetworks) produce a feature map per image band, following the

late (or feature map) fusion strategy. Since individual bands provide different information, this

allows the subnetworks’ filters to be optimised for their input bands individually, and therefore

focus on learning effective inter-band embeddings.

The feature maps from the different bands are then aggregated by a concatenation operation,

aiming the assist the network in learning cross-band inter-dependencies. The combined feature

map is jointly analysed by one parallel network per image band that performs region proposal

(RPN). The RPN stage uses three aspect ratios ([1:1], [1:2], [2:1]) and four sizes of anchor (32,
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64, 128, and 256 pixel width). We found empirically that these match well the typical size and

shape of solar ARs. One specialised RPN per image band is trained.

During training time, for each band, the correspondent region proposals along with the com-

bined feature map are passed into a detection network to perform the final prediction for the

band. However, at testing time, the band-specialised detector modules use the region proposals

from all bands. This combination of region proposals helps finding potential AR locations (re-

gion proposals) in solar layers (imaging bands) where they are more difficult to identify using

clues from neighbouring layers. This also aids the network in learning the inter-dependencies

between the different bands more dynamically, benefiting from information from different bands

simultaneously while having band-specialised region proposal and detection models.

It is worth noting that during training, the RPN proposals for a band are filtered (i.e., labelled

as positive or negative) with respect to their overlap with the band’s own ground-truth. Hence,

combining them in the training time would mean implicitly inheriting the ground-truth of a band

to another, in contradiction with the band-specific ground-truth used for training the detector

module. Indeed, different bands show distinct cuts of a 3D object in which each cut must have

its own ground-truth. Combining ground-truths of different bands at training time may hinder the

learning of both the RPN and detector modules. Therefore, region proposals are only combined

at testing time to ensure a better learning of the final detection modules.

Using the combined feature map aids the network to learn the relationship between the im-

age bands, in both region proposal and classification stages, hence providing an enhanced per-

formance in line with the nature of the data. This prediction is still band-specialised thanks to the

different ground-truths being used for each band at training time. The essence of our approach

is in line with concepts of attention, where the network is provoked to focus on each of the input

bands individually using the parallel band-specific CNN branches and prediction heads, while

simultaneously incorporating cross-band inter-dependencies by sharing and aggregating infor-

mation from the different bands at different semantic levels. We demonstrate in Section 4.3 that

this is particularly helpful in cases where an AR is difficult to detect in a single band.

We train our MLMT framework using all input bands and branches according to a combined

loss function:

L = ∑
b

(
1

Ncls
∑

i
Lcls(pbi , p∗bi

)+λ
1

Nreg
∑

i
p∗bi

Lreg(tbi , t
∗
bi
)

)
(4.1)

where b and i refer to the image band and the index of the bounding box being processed, re-

spectively. p and p⋆ are the predicted anchor’s class probability and its actual label, respectively.

Lastly, t and t⋆ represent the predicted bounding box coordinates and the ground-truth coordi-
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Figure 4.3: MLMT for detection using the Faster-RCNN backbone following the late feature fusion
approach. ‘Plus’ sign denotes concatenation of the feature maps, or of the lists of region proposals (at
testing time). Each image band is analysed independently using a band-specific convolutional branch
to extract band-specific features. These are then fused and are jointly analysed by band-specific RPN
modules such that each RPN produces region proposal for its correspondent band. The fusion process
assists the network in learning inter-dependencies between the different bands. Region proposals from
different RPNs are then aggregated and passed onto band-specific detection heads, where each band gets
a separate (but related) set of predictions.

nates, respectively. The terms Lcls and Lreg are the bounding-box classification loss and the

bounding-box regression loss, respectively, as defined in [52]. More specifically, the term Lcls

indicates the log loss:

Lcls(p, p∗) =− log(pt) (4.2)

where pt = p if the class label is 1, and pt = 1− p otherwise. Moreover, the term Lreg rep-

resents the smoothL1 defined over the parameterised target and the predicted bounding boxes,

t∗ = (t∗x , t
∗
y , t

∗
w, t

∗
h) and t = (tx, ty, tw, th), respectively. Accordingly, the regression loss is com-
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puted as follows:

Lreg(t, t∗) = ∑
i∈x,y,w,h

smoothL1(ti − t∗i )

where:

smoothL1(d) =

{
0.5x2 i f |d|< 1

|d|−0.5 otherwise

} (4.3)

The values of the parameterised predicted and target bounding box coordinates (i.e., t and t∗,

respectively) are computed with respect to the anchor boxes as follows:

tx = (x− xa)/wa, ty = (y− ya)/ha,

tw = log(w/wa), th = log(h/ha),

t∗x = (x∗− xa)/wa, t∗y = (y∗− ya)/ha,

t∗w = log(w∗/wa), t∗h = log(h∗/ha)

(4.4)

where x,y,w, and h represent the center coordinates, width, and height of a predicted bounding

box, respectively. Similarly x∗,y∗,w∗ and h∗ and xa,ya,wa, and ha represent the coordinates of

target bounding boxes and the anchors, respectively. The parameter λ balances the classification

and the regression losses (we set λ to 10 as suggested in [52]). Ncls and Nreg represent the size

of the mini batch being processed and the number of anchors, respectively. It is worth noting

that our proposed framework is not limited to using Faster RCNN’s loss and may be trained with

using other task-suitable loss functions.

During training, the weights of each stage (i.e., feature extraction, region proposal, and

detection) are stored independently whenever the correspondent loss decreases. At testing time,

the best performing set of weights is retrieved per stage. We refer to this practice as ‘Multi-

Objective Optimisation’ (MOO). The improved performance that we observe in Section 4.3

may be explained by each stage having a different objective to optimise, which may be reached

at different times.

In this study, we experiment with a 2, 3, and 4-band pipeline. However, the approach may

generalise straightforwardly to n bands and new imaging modalities.

4.3 Experiments

All experiments were implemented using Tensorflow with an NVIDIA GeForce GTX 1080 Ti

GPU. Our detection framework was trained for 3000 epochs (∼4 days), respectively, using Adam
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optimiser [48] with a starting learning rate of 2e-5.

Generally, the performance of detection methods may be evaluated in different ways, e.g.,

precision, recall, F1-score, mean average precision, and accuracy. We evaluate our detection

stage using both precision and recall since they provide an insight on, respectively, the specificity

and the sensitivity of the tested model. Additionally, we use F1-score to study the harmonic

mean of both specificity and sensitivity. Additionally, we compute the average precision score

to evaluate the performance of the proposed approach in contrast to single band based detectors.

Solar ARs are dynamic structures that are constantly changing (e.g., merging and splitting,

from and to multiple regions) during their lifetime [125, 148–150]. Using common similarity

criterion to determine the quality of detections (i.e., categorising predictions into true positive,

false positive, and false negative detections) such as Intersection over Union (IoU) fails to cap-

ture two prevalent scenarios when handling solar active region structures: 1) when a solar AR

area is detected by multiple neighbouring bounding boxes, and 2) when a cluster of neighboring

solar ARs is detected in a single bounding box.

In the first scenario (considering an IoU based criteria with a threshold of 0.5), a small

predicted box that observes an intersection
predicted area >= 0.5 of a larger ground-truth box, but has an IoU

< 0.5, is deemed false positives when evaluated against the IoU threshold. However, in effect,

the predicted area represents intersection
predicted area > 0.5 of an active region. Using IoU in such cases

does not take such scenarios into consideration. A similar phenomena is observed when a big

detection encloses smaller ground-truth boxes of which intersection
ground-truth area >= 0.5, but has an IoU <

0.5 (i.e., scenario 2). Such detection is also deemed false positive (and the ground-truth boxes

are subsequently deemed false negative). However, effectively, the enclosed area within the

predicted box represents an active region. See figure 4.4.

Therefore, to address the two aforementioned prevalent scenarios, we design a dynamic

criterion that accounts for the variable characteristics associated with solar ARs when evaluating

the performance of the proposed approach. Accordingly, a detection is considered a true positive

if its intersection with a ground-truth box is greater or equal to 50% of either the predicted or

ground-truth area, and is of an area that lies within the AR area distribution of the annotated

dataset, otherwise, a detection is deemed false positive. Ground-truth bounding boxes that fail

to associate with any prediction according to the proposed true positive criteria are subsequently

deemed false negatives. We empirically found that this provides a good trade-off of precision

over recall within our target application.

Additionally, to further demonstrate the aforementioned scenarios associated with the IoU
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based evaluation criterion, we provide results of the proposed detection method when using an

IoU based criterion to indicate the quality of detections using IoU thresholds of 0.25 and 0.5.

In this case, any detection associated with an IoU greater than or equal to the threshold value

is deemed true positives, otherwise it is considered a false positive. It is worth noting that a

threshold value of 0.5, is commonly –but not exclusively– used to evaluate object detection

methods [151,152]. The use of a lower threshold (i.e., 0.25 IoU) here is merely to showcase the

aforementioned predominant scenarios of which IoU criteria fails to account for, even at lower

a threshold.

It is worth noting that both our annotation and evaluation processes were validated by a solar

physics expert. Non Maximum Suppression (NMS) is used to discard any redundant detections.

4.3.1 Data

4.3.1.1 Labelled AR Datasets

Solar data has been continuously acquired using space- and ground-based sensors over the past

decades with increasing amount of data. Ground-based observations benefit from significantly

easier setups, but tend to suffer from a lower quality due to their dependency on weather con-

ditions and atmospheric obstacles. It is therefore highly desirable to consider both modalities

when designing observation analysis methods. The Solar and Heliospheric Observatory (SOHO)

spacecraft and Paris-Meudon (PM) observatory benefit from a large period of data, starting in

1996 and 1909 respectively, in comparison to more recent observatories such as the Solar Dy-

namics Observatory (SDO) which was launched in 2010. Hence, this study works on these

images, available respectively from the SOHO archive1 and the BASS2000 online portal2.

Multi-layer solar images comprise of measurements at different ultraviolet and X-ray wave-

lengths (denoted as bands). Imaging telescopes divide the electromagnetic spectrum into bands

of varying but narrow widths and centred on the emission wavelengths of ionised elements of

interest. Since these ionised elements exist at given temperatures, they allow imaging different

altitude regions of the solar atmosphere, following its temperature gradient.

Solar ARs are areas of strong magnetic field. Therefore, the multi-spectral images may be

complemented by information about the intensity and polarity of the magnetic field, obtained

from polarised light in the form of magnetograms. With current technologies, magnetograms

are mainly available for the photosphere. We use those provided by SOHO/MDI.

1https://sohowww.nascom.nasa.gov/data/
2http://bass2000.obspm.fr
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Figure 4.4: Detections of solar active regions visualized when an IoU based criterion is applied during
evaluation (odd rows) against the proposed criterion (even rows). Ground-truth (red), and MLMT-CNN
detections (true positive in green and false positive in white) of solar ARs in images from SOHO/EIT (top
to bottom) 284 Å, 171 Å, 195 Å, and 304 Å. We observe that using IoU as an evaluation criterion causes
some detected ARs to be regarded as false positives. Particularly, when an AR is detected by multiple
boxes, or when multiple neighboring ARs are detected as a single structure. The proposed criterion on
the other hand accounts for such cases.
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Figure 4.5: Our multi-spectral labelling tool used to annotate multi-spectral solar observations used in
this study. In the top window, the first and the second rows, respectively, show 3 subsequent and 3
previous time steps in relation to the observation being annotated. The left side of the bottom window is
the observation being annotated, while the right side shows an auxiliary image or spectrum.

The images of this study were acquired in the 171 Å, 195 Å, 284 Å, and 304 Å bands (SO-

HO/EIT imager, Fe-IX/X, Fe-XII, Fe-XV, and He II emissions lines respectively), 3934 Å band

(Paris Meudon (PM) Spectroheliograph (SH) imager, Ca II K3 emission line), and the magne-

togram images (SOHO/MDI imager, line-of-sight) as illustrated in Figs. 4.1 and 4.2. These cor-

respond to observing the photosphere (magnetogram), chromosphere (3934 Å), chromosphere

and base of the transition region (304 Å), transition region (171 Å and 195 Å), and corona

(284 Å). Solar observations are acquired frequently to study the evolution of solar features and

events over time. Table 4.1 summarises the observation frequencies and other data properties.

Our detection framework requires ground-truth annotations of solar ARs in the form of

bounding boxes. Available solar datasets such as [153], contain pre-processed SDO imagery
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Table 4.1: Technical summary of the two annotated datasets. Note that the values in brackets indicate the
number of samples of which the SPOCA subset is formed.

Dataset Modality Image
resolution

Obs. fre-
quency

Activity
level # images # BBoxes Seg. masks

availability

UAD

SOHO/EIT
284 Å

1024x1024 12 min

High 84 (5) 801 (41)

Yes

Medium 93 (9) 610 (53)
Low 146 (12) 868 (72)
All 323 2279 (166)

SOHO/EIT
171 Å

1024x1024 12 min

High 84 (5) 873 (46)
Medium 93 (9) 635 (66)

Low 146 (12) 673 (56)
All 323 2181 (168)

SOHO/EIT
195 Å

1024x1024 12 min

High 84 (5) 875 (51)
Medium 93 (9) 678 (61)

Low 146 (12) 1118 (101)
All 323 2671 (213)

SOHO/EIT
304 Å

1024x1024 12 min

High 84 (5) 807 (46)
Medium 93 (9) 614 (56)

Low 146 (12) 1071 (79)
All 323 2492 (181)

LAD

PM/SH
3934 Å

1500x1340 ∼ 1 day

High 47 618

No

Medium 91 697
Low 128 471
All 266 1786

SOHO/MDI
Magnetogram 1024x1024 96 min

High 47 618
Medium 91 697

Low 128 471
All 266 1786

that is homogenised spatially and temporally, suitable for ML problems. However, these do not

include any form of localisation ground truth. To the best of our knowledge, no such annotated

dataset is currently publicly available. Therefore, we publish two new datasets with localisation

annotations, which we refer to as the Lower Atmosphere Dataset (LAD), and upper atmosphere

dataset (UAD). Upper Atmosphere Dataset (UAD), see Fig. 3.2. Both datasets include bounding

box annotations produced using our multi-spectral labelling tool which displays, side by side,

images from an auxiliary modality and from a sequence of 3 previous and 3 subsequent time

steps (see Fig. 4.5). Additionally, the UAD dataset includes weak segmentation labels (details

in Chapter 5). All annotations were validated by a solar physics expert.

A solar cycle lasts approx. 11 years, during which the magnetic flux frequency, i.e., rate of

solar ARs appearing on the solar disc, varies. It may be broken down into three main periods

of high, medium, and low activity level [154]. Accordingly, we select images evenly from each

activity level, with years 2002-03 for high activity, 2004-05 for medium activity, and 2008-
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10 for low activity. A random selection with a minimum 24 hrs (and average 21 days) gap

avoided introducing any bias from consecutive observations. Table 4.1 presents an overview of

annotated images and ARs over the three solar activity levels for both datasets. The numbers

naturally reflect the fact that ARs appear more (resp. less) frequently in high (resp. low) activity

periods, as seen in Figs. 4.1 and 4.2.

We split the datasets into training and testing sets in the following proportions. For LAD,

we use 213 images (1380 bounding box) for training, and 53 images (406 bounding box) for

testing. For UAD, we use 283 images for training, and 40 images for testing. This amounts to

2205, 1919, 2341, and 2016 training bounding boxes in the 304 Å, 171 Å, 195 Å, and 284 Å

bands respectively, and 287, 262, 330, and 263 testing bounding boxes. Furthermore, in order

to compare against the localisation of SPOCA, we consider a subset of the UAD testing set for

which SPOCA detection results are available in HFC: the SPOCA subset. It consists of 26 testing

images (181, 168, 213, and 166 bounding boxes in the 304 Å, 171 Å, 195 Å and 284 Å images

respectively). Both datasets are augmented using north-south mirroring, east-west mirroring,

and a combination of the two. Augmentation with arbitrary rotations of the images is a popular

way of augmenting astronomy datasets. However, such rotations are ruled out from our study

because solar ARs tend to appear predominantly alongside the solar equator. All annotations

were validated by a solar physics expert.

Pre-processing

In this section, we describe the pre-processing applied to the annotated solar AR datasets, of

which we use in both our detection and segmentation (Chapter 5) experiments. Our system takes

as input time-matched observations, possibly acquired by different instruments or at different

orientations of the same instrument. As such, they need to be spatially aligned prior to analysis.

We therefore harmonise the radius and centre location of the solar disk. This is done either using

SOHO/EIT image preparation routines (for EIT images), or by thresholding the solar disc –using

Otsu thresholding [155]– , finding the minimum enclosing circle fitting, and re-projecting the

enclosed disc into a unified centre and radius (for the PM/SH images). Orientation is normalised

by SOHO/EIT and PM routines to a vertical north-south solar axis. Although this process does

not perfectly normalise the solar coordinates due to a possible small time difference and resulting

east-west rotation of the Sun between the two acquisitions, it ensures a sufficient alignment for

our purpose of AR detection from spatially and temporally correspondent solar disks. We then

eliminate any prominences or solar eruptions that may appear near the solar limb of SOHO/EIT

images by masking out all areas outside the solar disk.
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Figure 4.6: MLMT for detection using the Faster-RCNN backbone following the early feature fusion
approach. ‘Plus’ sign denotes concatenation of the feature maps, or of the lists of region proposals (at
testing time).

4.3.1.2 BraTS-prime

To further demonstrate the benefits of our joint analysis based approach, we create a synthetic

dataset from the BraTS (Brain Tumour Segmentation) multi-modal dataset [113] of similar spa-

tial configurations to the solar imaging bands. BraTS comes with manual labels that can be

used to train a detection or segmentation DNN, it consists of full 3D MRI image volumes of

brain in 4 modalities (T1GD, T1, T2, and Flair) and 3 classes: enhancing tumour (ET), necrotic

and non-enhancing tumour core (NCR/NET), and peritumoural edema (ED). We create the syn-

thetic dataset by selecting one 2D slice of each image modality (T1GD, followed by T1, T2, and

Flair), each separated by a spatial gap of size 1 voxel. This emulates the solar images scenario

where each band shows ARs in a different solar altitude. Although such spatial gap may seem

much lower than for solar images, they are justified by the speed of change of the imaged brain

from one slice to another neighbouring one being much larger than for the generally smoother

solar ARs. For each modality, we use a total of 11,533 and 190 training and testing images,

respectively. From this point on, we refer to this dataset as BraTS-prime.
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4.3.2 Detection Stage Evaluation

All tested CNNs were initialised with pre-trained ImageNet [156] weights. Indeed, [157]

demonstrated that CNNs pre-trained on RGB images may fine-tune and adapt well to other

modalities such as depth images, provided that the image’s gain and contrast are suitably en-

hanced to match those of the pre-training RGB images. A single-channel solar image was re-

peated along the depth axis resulting in a 3-channel image matching the pre-trained CNN’s input

depth. Its worth noting that each of the prediction heads (i.e., the band specific region proposal

and detection networks) adopt a similar hyper-parameter configuration to that proposed in Faster

RCNN [52].

HFC’s SPOCA detections were obtained from 171 Å and 195 Å images only, combined as

two channels of an RGB image, and SPOCA produces a single detection for both bands. We

compare this detection against the ground-truth detections of each of the bands, individually.

SPOCA may only combine image bands that are located close to each other in the solar atmo-

sphere and for which it makes sense to produce a common set of detection results. Thus, HFC’s

SPOCA results are only available for bands of the transition region (171 Å) and low corona

(195 Å), and no images from the chromosphere (304 Å) or the high corona (284 Å) were used.

However, to prove the versatility of our detector, we also experiment with a combination of chro-

mosphere, transition region, and corona bands on the SPOCA subset in addition to the whole

UAD.

4.3.2.1 Independent Detection on Single Image Bands

We first compare detection results produced by Faster RCNN over individual image bands, dif-

ferent DL-based feature extraction networks are tested, namely, ResNet50 and VGG16. We

also evaluate the performance of a classical sliding window detection approach based on an

SVM [158] classifier and HOG [8] features. Results are presneted in Table 4.2. This serves as

baseline to assess our proposed framework.

Generally, we find that both CNN based detectors significantly outperform the classical SVM

HOG detector confirming the superiority of CNNs in extracting effective features and learning

semantic patterns associated with a given objective in contrast to the crisp hand-crafted features

such as HOG. Moreover, we find that ResNet50 produces better results comparing to VGG16,

over both UAD and SPOCA datasets. This demonstrates the importance of the residual learning

concept in ResNet50 allowing learning deeper features and reducing the risk of vanishing gradi-
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Figure 4.7: Comparison of the detection performance over UAD dataset using different detectors, when
using different numbers of image band inputs to perform the analysis.

ant. Accordingly, we continue using ResNet50 as the network of choice for the remaining part

of our experiment.

When comparing the detection results per image band, we notice that 304 Å images are re-

peatedly amongst the most difficult to analyse in UAD, having the lowest F1-scores in all tests.

On the other hand, 171 Å shows the highest results of all UAD bands, followed by 284 Å and

195 Å, respectively. This may be explained by ARs having a denser or less ambiguous appear-

ance in 171 Å, 195 Å, and 284 Å image bands than in 304 Å since they are higher in the corona.

A similar observation can be made in the LAD dataset when comparing the Magnetogram re-

sults to PM/SH 3934 Å, where Magnetograms observe a lower altitude than PM/SH 3934 Å.

This demonstrates that the these bands are not equal in how difficult they may be analysed,

even though they were acquired at the same time with same size and resolution. These observa-

tions suggest that detecting solar ARs using information provided by a single band may be an

under-constrained problem.

4.3.2.2 Joint Detection on Multiple Image Bands

We now present the results of our framework when detecting solar ARs over the UAD bands

jointly. We experiment with different types of feature fusion and different combinations of
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Table 4.2: Detection performance of the single image band detectors. For each band, the highest scores
are highlighted in bold.

Detector Dataset Band Precision Recall F1

Faster RCNN
(ResNet50)

LAD 3934 Å 0.93 0.82 0.87
LAD Magn. 0.89 0.78 0.83
UAD 304 Å 0.73 0.83 0.78
UAD 171 Å 0.84 0.89 0.86
UAD 195 Å 0.81 0.75 0.78
UAD 284 Å 0.86 0.82 0.84

SPOCA 304 Å 0.72 0.82 0.77
SPOCA 171 Å 0.87 0.87 0.87
SPOCA 195 Å 0.82 0.73 0.77
SPOCA 284 Å 0.86 0.82 0.84

Faster RCNN
(VGG16)

UAD 304 Å 0.67 0.78 0.72
UAD 171 Å 0.84 0.81 0.82
UAD 195 Å 0.79 0.73 0.76
UAD 284 Å 0.83 0.81 0.82

SPOCA 304 Å 0.68 0.80 0.74
SPOCA 171 Å 0.85 0.80 0.82
SPOCA 195 Å 0.78 0.72 0.75
SPOCA 284 Å 0.84 0.82 0.83

SVM (HOG)

UAD 304 Å 0.55 0.48 0.52
UAD 171 Å 0.63 0.58 0.61
UAD 195 Å 0.62 0.58 0.60
UAD 284 Å 0.84 0.55 0.67

bands. We compare against the state-of-the-art AR detector HFC’s SPOCA [125]. We further

compare against a sequential fine-tuning method derived from [43] through adapting the first

stage of their approach to Faster RCNN by sequentially fine tuning it over the neighbouring

image bands. We evaluate this approach on UAD. Moreover, we compare against Faster RCNN

on single bands to demonstrate the benefit of jointly processing the image bands, taking into

account their inter-dependencies for enhanced individual detections.

In our first experiment, we compare early fusion, i.e., pixel level concatenation, (see Fig.

4.6) against late fusion (feature level concatenation or addition) , on the LAD dataset. Overall,

the three approaches show an enhanced performance in contrast to single band based detection.

However, we find that late fusion with concatenation shows higher performance than early fu-

sion, having 0.90 F1-score versus 0.88 for magnetograms, while both scored 0.89 over 3934 Å.

We further test late fusion using element wise addition and observe a decrease of 1% and 3%

64



4.3. Experiments

Table 4.3: Detection performance of the MLMT-CNN detectors. For each band, the highest scores are
highlighted in bold.

Detector Fusion Dataset Bands Prec. Recall F1

MLMT-
CNN
(ResNet50 –
MOO)

Early –
concat.

LAD

3934 Å 0.96 0.82 0.89
Magn. 0.95 0.82 0.88

Late –
concat.

3934 Å 0.97 0.82 0.89
Magn. 0.96 0.85 0.90

Late –
addition

3934 Å 0.95 0.82 0.88
Magn. 0.94 0.80 0.87

MLMT-
CNN
(ResNet50)

Late –
concat.

UAD

171 Å 0.92 0.77 0.84
284 Å 0.90 0.81 0.85
171 Å 0.82 0.85 0.83
195 Å 0.86 0.72 0.78
195 Å 0.88 0.67 0.77
284 Å 0.84 0.78 0.81
304 Å 0.82 0.79 0.80
195 Å 0.87 0.75 0.80

MLMT-
CNN
(ResNet50 –
MOO)

Late –
concat.

UAD
171 Å 0.90 0.83 0.87
284 Å 0.93 0.80 0.86

SPOCA
171 Å 0.89 0.83 0.86
284 Å 0.92 0.80 0.86

UAD
171 Å 0.86 0.77 0.82
195 Å 0.89 0.75 0.81

SPOCA
171 Å 0.83 0.77 0.80
195 Å 0.86 0.73 0.79

UAD
195 Å 0.88 0.68 0.77
284 Å 0.84 0.78 0.81

SPOCA
195 Å 0.87 0.67 0.75
284 Å 0.81 0.78 0.80

UAD
304 Å 0.82 0.78 0.80
195 Å 0.88 0.78 0.83

SPOCA
304 Å 0.79 0.78 0.79
195 Å 0.85 0.77 0.81

UAD
304 Å 0.78 0.74 0.76
171 Å 0.76 0.76 0.76
284 Å 0.79 0.78 0.78

UAD

304 Å 0.93 0.69 0.79
171 Å 0.94 0.66 0.78
195 Å 0.91 0.72 0.80
284 Å 0.93 0.66 0.77

SPOCA
Early –
concat.

SPOCA
171 Å 0.54 0.93 0.68
195 Å 0.58 0.82 0.68

[43] using
Faster
RCNN
(ResNet50)

Sequential
fine-tuning

UAD

304 Å 0.73 0.83 0.78
171 Å 0.80 0.90 0.84
195 Å 0.83 0.72 0.77
284 Å 0.86 0.80 0.83
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Figure 4.8: Comparison of the detection results over UAD (left) and BraTS-prime (right) datasets. Each
group of bars represents the F1-score achieved on an imaging modality. Different colors represent differ-
ent methods.

in the F1-score over 3934 Å and Magnetogram, respectively. Late fusion is thus adopted for all

following experiments.

We also evaluate the benefit of our MOO strategy using our 2-band based architecture on the

UAD dataset. As seen in Table 4.3, this approach generally improves the F1-scores in most bands

comparing to the non-MOO architectures. This behaviour may indicate that the two feature

extraction stages were indeed more effectively optimised for their different tasks at different

epochs. Thus we use this MOO approach for all other experiments.

On the UAD dataset, with various combinations of 2 bands, we notice a general improvement

over single band detections. In addition, the performance varies in correspondence to the bands

being used. Combining bands that are difficult to analyse (304 Å or 195 Å that have lowest

F1-scores in the single band analyses) with easier bands (171 Å and 284 Å) unsurprisingly

enhances their respective performance. More interestingly, combining the difficult 304 Å and

195 Å bands together also improve on their individual performance. Similarly, when combining

bands that are easier to analyse (171 Å and 284 Å), performances are also improved over their

individual analyses. Following these settings, our 2-band based approach was able to record

higher or similar F1-scores in contrast to the best performing single-band detector. This supports

our hypothesis that joint detection may provide performance gains through learning the inter-

dependencies between the image bands. Moreover, the most dramatic improvement in F1-scores

across both LAD and UAD datasets is for the 3934 Å images when magnetograms are added

to the analysis. This is in line with the current understanding of AR having strong magnetic

signatures.

Generally, in the UAD dataset, we find that using a combination of 2 bands produces the best
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Table 4.4: AR detection performance of MLMT-CNN and baseline detectors when an IoU (intersection
over union) based evaluation criterion is used. Results presented in the table are found using two IoU
threshold values, 0.5 and 0.25 (indicated within brackets). The rows with grey background indicate
results produced using single-band based detectors. For each band, the highest scores are highlighted in
bold.

Detector Dataset Bands Prec. Recall F1
IoU 0.5 (0.25)

304 Å 0.56 (0.70) 0.65 (0.82) 0.60 (0.75)
171 Å 0.65 (0.78) 0.68 (0.82) 0.66 (0.80)
195 Å 0.61 (0.76) 0.52 (0.57) 0.56 (0.65)UAD

284 Å 0.66 (0.82) 0.63 (0.79) 0.64 (0.81)
304 Å 0.55 (0.70) 0.65 (0.82) 0.59 (0.75)
171 Å 0.66 (0.81) 0.67 (0.83) 0.67 (0.82)
195 Å 0.60 (0.76) 0.54 (0.69) 0.57 (0.73)

Faster-RCNN
(ResNet50)

SPCOA

284 Å 0.68 (0.83) 0.65 (0.80) 0.66 (0.82)

MLMT-CNN
(Late concat. –
ResNet50)

UAD

304 Å 0.51 (0.77) 0.48 (0.73) 0.49 (0.75)
171 Å 0.69 (0.86) 0.61 (0.76) 0.65 (0.81)
195 Å 0.67 (0.83) 0.59 (0.73) 0.62 (0.77)
284 Å 0.69 (0.88) 0.59 (0.76) 0.64 (0.81)

SPOCA

304 Å 0.52 (0.75) 0.50 (0.73) 0.51 (0.74)
171 Å 0.70 (0.84) 0.64 (0.76) 0.66 (0.80)
195 Å 0.64 (0.80) 0.58 (0.73) 0.61 (0.76)
284 Å 0.71 (0.88) 0.62 (0.78) 0.66 (0.83)

SPOCA SPOCA
171 Å 0.16 (0.34) 0.26 (0.56) 0.19 (0.42)
195 Å 0.16 (0.33) 0.20 (0.43) 0.18 (0.37)

[43] using
Faster-RCNN
(ResNet50)

UAD

304 Å 0.56 (0.70) 0.65 (0.82) 0.60 (0.75)
171 Å 0.62 (0.74) 0.70 (0.84) 0.66 (0.79)
195 Å 0.62 (0.79) 0.55 (0.70) 0.58 (0.74)
284 Å 0.68 (0.83) 0.62 (0.75) 0.65 (0.79)

SPOCA

304 Å 0.55 (0.70) 0.65 (0.82) 0.59 (0.75)
171 Å 0.66 (0.77) 0.71 (0.82) 0.68 (0.79)
195 Å 0.62 (0.76) 0.54 (0.67) 0.58 (0.71)
284 Å 0.69 (0.83) 0.63 (0.77) 0.66 (0.80)

F1 scores in comparison to using 3 or 4 bands in the analysis, see Table 4.3 and Fig. 4.7. This

may be caused by the fact that optimising the network for multiple tasks (2, 3, or 4 detection

tasks) simultaneously increases the complexity of the problem. While the network successfully

learned to produce better detections in the case of 2 bands, it was difficult to find a generalised

yet optimal model for 3 or 4 bands at the same time. Thus, for 4 bands, the model obtains the

best precision but at the expense of a poor recall. Visual results are presented in Fig. 4.9.
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Table 4.5: F1-scores of single image band based detectors against MLMT-CNN with different fusion
strategies over BraTS-prime (with 1 slice gap). All detectors are based on ResNet50. For each band, the
highest scores are highlighted in bold.

Bands
Faster
RCNN

MLMLT-CNN
(Early - addition)

MLMLT-CNN
(Early - concat.)

MLMLT-CNN
(Late - concat.)

T1Gd 0.73 0.74 0.83 0.89
T1 0.54 0.78 0.89 0.91
T2 0.56 0.76 0.86 0.89

Flair 0.48 0.75 0.86 0.91

We further compute the average precision (AP) score over the UAD dataset for both, the

best performing MLMT-CNN (i.e., using late concatenation feature fusion based on 2 image

band inputs) and Faster RCNN using single band based analysis. We observe that MLMT-CNN

consistently obtains higher average precision scores of 0.88, 0.96, 0.92, and 0.97, in contrast

to Faster RCNN with AP of 0.80, 0.90, 0.89, and 0.92 over the SOHO/EIT bands 304 Å, 171

Å, 195 Å, and 284 Å, respectively. This confirms the advantage of the joint analysis approach

when detecting solar ARs. On the other hand, the single band based analysis using Faster RCNN

requires less inference time of ∼ 0.5 seconds (GPU time) per image band input, in contrast to

∼ 0.8 seconds when using the 2 bands based joint analysis approach.

On the SPOCA subset, over the bands 171 Å and 195 Å for which it is originally designed,

the SPOCA method obtains the poorest performance, in terms of F1 score, of all multi-band and

single-band experiments. It is worth noting that this method relies on manually tuned parameters

according to the developers’ own definition and interpretation of AR boundaries, which may

differ from the ones we used when annotating the dataset. While supervised DL-based methods

could integrate this definition during training, SPOCA could not perform such adaptation. This

may have had a negative impact on its scores. Furthermore, visual inspection shows a poor

performance for SPOCA on low solar activity images, see Fig. 4.2. This may be due to the

use of clustering in SPOCA, since in low activity periods the number of AR pixels (if any) is

significantly smaller than solar background pixels, which makes it difficult to identify clusters.

Moreover, the sequential fine tuning approach similar to [43] shows a close performance to

single band detection using Faster RCNN with an identical precision, recall and F1-score over

the band 304 Å and a slight decrease over the other 3 bands, See Table 4.3 and Fig. 4.8. This may

be due to the fact that its transfer learning does not incorporate the bands’ inter-dependencies

when analysing the different bands. Moreover, the method was designed in [43] to produce a

single prediction for the different bands, this differs from our usage where we predict a different

68



4.3. Experiments

Figure 4.9: Ground-truth (red) and MLMT-CNN’s (green) detection of solar ARs in randomly selected
images from (left to right) SOHO/MDI Magnetogram and PM/SH 3934 Å, SOHO/EIT 304 Å, 171 Å,
195 Å, and 284 Å. Contrast has been increased for convenience of visualisation.
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Figure 4.10: Detection results of MLMT-CNN (green) over the BraTS-prime dataset (red) in randomly
selected images. Each row indicates a single multi-modal image sample. Columns indicate the modalities
T1Gd, T1N, T2N, and Flair, respectively.
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set of detections per band.

Additionally, we evaluate our method using IoU and compare our results to both, single band

based detection by Faster-RCNN and joint detection from SPOCA and the fine tuned network

of [43] (see Table 4.4). When using an IoU threshold of 50%, we find that our method pro-

duces the highest F1 score over the 195 Å band amongst all methods on both UAD and SPOCA

datasets, with a comparable performance over 171 Å and 284 Å. On the other hand, our method

shows a drop in performance performance on 304 Å comparing to Faster RCNN and the sequen-

tially fine-tuned network. Generally, all methods show a significant decrease in the F1 scores

when using IoU based criterion, with SPOCA being the lowest amongst all methods. A similar

pattern is observed when using a less strict IoU threshold of 25%. During our visual inspection,

we notice that in some cases, detected solar ARs are regarded false positives when evaluated

against the IoU criterion. Particularly, when a cluster of neighbouring active region areas (i.e.,

neighbouring solar ARs) is detected as a single AR structure, or when an AR is detected by mul-

tiple neighbouring boxes. See Fig. 4.4. These observations suggest that an IoU based criterion

does not perfectly capture the dynamic characteristics of solar ARs, even when incorporating an

IoU threshold as low as 25%. Unlike generic object detection tasks, where object morphology

and boundaries are well defined, solar ARs are dynamic structures that are continuously evolving

(e.g., merging and splitting, emerging and dying out) [125, 148–150]. Therefore, when design-

ing our evaluation criterion (Section 4.3), we take into account the aforementioned scenarios

associated with solar ARs.

We further evaluate our detection approach with different fusions, over the 4 bands of BraTS-

prime dataset, and compare it against single band based detection. All fusion strategies signifi-

cantly outperform single band detectors, with late concatenation fusion being the highest, show-

ing an average F1-score increase of 39% across all modalities. See Table 4.5 and Fig. 4.8. This

confirms our hypothesis that exploiting inter-dependencies between the image bands by the joint

analysis may provide a superior performance in contrast to single band based detection. Visual

results over the BraTS-prime dataset are presented in Fig. 4.10

4.4 Summary

Accurate detection of solar ARs is an important step in studying solar weather and phenomenons.

Contrary to typical multi-spectral imaging scenarios, where the different image bands show

different compositions of an observed scene, in the solar scene, different bands image different

71



4. MLMT-CNN for Object Detection in Multi-layer and Multi-spectral Images

altitudes in the solar atmosphere, showing different layers of 3D objects (e.g., solar ARs) that

span the solar atmosphere.

In this chapter, we presented MLMT-CNN, a multi-layer and multi-tasking framework to

tackle the 3D solar AR detection problem from multi-spectral images that observe different

layers of the 3D solar atmosphere. The proposed approach dynamically analyses information

from neighbouring layers (imaging bands) by learning band-specific features that are aggregated

at different semantic levels and analysed jointly to capture cross-band correlations. The resulting

embeddings are used to produce separate, yet related, results for each of the neighbouring layers.

To address the lack of labelled solar AR datasets, we design a multi-spectral labelling tool, in

which we use to create two, deep learning suitable, ground- and space-based, multi-spectral AR

detection datasets. All annotated images were validated by a solar physics expert. Additionally,

we create a synthetic dataset of similar spatial configurations to that in the solar images, from a

multi-modal brain imaging dataset, and use it to further evaluate the proposed approach.

In our experiments, we find that by fusing information from different image bands at differ-

ent feature levels, CNNs were able to detect objects more consistently across the different layers.

Furthermore, our study suggests that different imaging scenarios may require different types of

feature fusion strategies. We also show that the number of bands used in the analysis might af-

fect the performance and must be optimised to each imaging scenario. Generally, MLMT-CNN

showed competitive results against both baseline and state-of-the-art detection and methods.

The proposed framework is versatile and may use different CNN backbones or tasks, it may

also be straightforwardly generalised to any number or modalities of images. To demonstrate

this, in Chapter 5, we extend our framework to perform multi-layer solar AR segmentation by

adapting the main concepts of our proposed detection approach. Moreover, in Chapter 6, we

generalize and reformulate our cross-band joint analysis approach to handling volumetric 3D

imaging scenarios, where we investigate the influence of incorporating inter- and cross-channel

correlation learning in 3D medical imaging localisation and classification tasks. In Chapter 7,

we further study the impact of exploiting long range correlations and global context and compare

it to the inter- and cross-channel correlation modelling approach. The work in this chapter has

been presented in the following publications:

• M. Almahasneh, A. Paiement, X. Xie, J. Aboudarham, Active region detection in multi-

spectral solar images. International Conference on Pattern Recognition Applications and

Methods, 2021.
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• M. Almahasneh, A. Paiement, X. Xie, J. Aboudarham, MSMT-CNN for solar active re-

gion detection with multi-spectral analysis. Springer Nature Computer Science, 2022.

• M. Almahasneh, A. Paiement, X. Xie, J. Aboudarham, MLMT-CNN for object detection

and segmentation in multi-layer and multi-spectral images. Machine Vision and Applica-

tions, 2021.
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5.1 Introduction

We investigated the possibility of exploiting DL methods to detect solar ARs in the form of 3D

bounding boxes in multi-spectral images that observe different altitudes in the solar atmosphere,

in Chapter 4. We proposed a multi-layer multi-tasking (MLMT-CNN) joint analysis framework

that incorporates inter-band information and cross-band spatial correspondence and feature-level

correlations to extract effective features and produce separate, yet related, detections across the

individual imaging bands (layers). In this chapter, extending on our previous work, we investi-

gate the possibility of generalising the proposed approach to perform AR segmentation from the

multi-layer solar images. We design a multi-tasking segmentation approach (i.e., performs the

AR segmentation in the different bands with respect to their band-specific ground-truth simul-

taneously), that combines the concepts of our joint analysis approach and the encoder-decoder

design of U-Net [28]. The proposed approach takes predicted locations from the detection stage

in the form of bounding boxes (i.e., Chapter 4) and exploits cross-band information, in addition

to spatial and semantic information of different levels to produce more accurate segmentations.

Moreover, to address the difficulty of producing accurate and detailed annotations for AR seg-

mentation, we propose a recursive training approach based on weak labels (i.e., bounding boxes).

Developing segmentation DNNs requires a big number of pixel-wise labels. Designing such

label can be time consuming and may require extensive labour, particularly when dealing with

multi-layer data, where 3D objects (e.g., solar ARs) must be labelled in each band separately.

Additionally, from the solar data perspective, the fuzzy nature of AR boundaries makes prepar-

ing such dataset more challenging. Therefore, we investigate weakly-supervised learning meth-

ods to overcome these issues. Weak-supervision is a branch of machine learning where noisy or

partially-labelled data samples are used to provide supervision signals in a supervised learning

set up. Both [72] and [43] show that CNNs can be directly trained to segment multi-spectral

images directly using weak labels. [72] demonstrates that the network was able to learn gener-

alised representations from the weak annotations. In [73, 77, 78], an iterative training strategy

was used to train segmentation CNNs from initial weak dense annotations that are approximated

from bounding boxes. By updating the initial training labels using the predictions from previous

training iterations, CNNs were able to gradually refine their predictions and result in a close

performance to models trained with full supervision. These findings suggest that this iterative

approach may be opportune for our solar data case, hence, we utilise an iterative training strategy

for our segmentation task.
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In this chapter, our contribution may be summarised as follows: 1) we extend our multi-layer

multi-tasking (MLMT-CNN) detection framework proposed in chapter 4 to perform pixel-wise

classification in multi-spectral images that observe different layers of a 3D object, using our joint

analysis strategy to exploit inter-band and cross-band spatial correspondence and feature-level

correlations. 2) To address the difficulty of producing accurate and detailed annotations for AR

segmentation, we propose a recursive training approach based on weak labels (i.e., bounding

boxes). 3) We demonstrate the proposed segmentation approach using state-of-the-art back-

bone CNNs and evaluate its performance over different datasets (solar ARs, BraTS-prime, and

a multi-spectral satellite cloud imaging dataset), different levels of supervision, and different

combinations of input bands.

The rest of this chapter presents the details of the proposed method in Section 5.2, Section 5.3

presents the dataset details and carries out extensive analysis and experimental results. Lastly,

Section 5.4 discusses key conclusions and provides an overall summary for this chapter.

5.2 MLMT-CNN: Segmentation Stage

Similar to our detection framework (i.e., Chapter 6), our segmentation approach takes as an input

time matched multi-band images, in this case, solar ARs that are detected by the detection stage.

The network design aims to dynamically embed information from the neighbouring solar layers

(image bands) by focusing on learning band-specific features using parallel feature extraction

branches, while simultaneously learning cross-band relations by jointly analysing the extracted

features from different bands through cross-band feature aggregation. Finally, based on a multi-

tasking objective, band specific networks are used to predict segmentation masks per image

band.

This framework is versatile and may be used with various DNN backbones. In Chapter 6,

we experiment with Faster RCNN as the backbone of our detection stage, here, we experiment

with U-Net as a backbone to perform the segmentation task, demonstrating the benefits of our

joint analysis scheme in learning the inter-dependencies between the different image bands in

both stages. We also evaluate our approach for different applications (solar ARs, BraTS-prime,

and Cloud-38-prime datasets), using different feature aggregation types and levels (addition and

concatenation, early and late).

In this section, we introduce the backbone network used in our segmentation framework in

Section 5.2.1, and the details of our segmentation strategy in Sections 5.2.2.
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Figure 5.1: MLMT-CNN segmentation architecture using the U-Net backbone, following the late feature
fusion approach. Inputs from different bands are first analysed using band-specific feature extraction
CNN branches, these are then cross-integrated and jointly analysed to allow the network capture spatial
correspondence and dependencies between the different bands. Blue arrows are skip connections, applied
to the appropriate channel of the joint feature map for each branch. Finally, the network predicts band-
specific masks based on the aggregated features, driven by a multi-tasking objective.

5.2.1 Backbone Networks

The key principles of our framework (see Section 4.2.1) may straightforwardly generalise to

different backbones since they are architecture agnostic. For our segmentation task, we adopt

the principles of U-Net [28] to design our network. Nevertheless, other competing networks can

also be used, and we also experimented with FCN8 [27] in early tests. U-Net is a fully convolu-

tional network that consists of 3 main parts: 1) contraction path, 2) bottleneck, and 3) expansion

path. We dynamically use these 3 components to design our network such that individual band

segmentations are predicted. We also take advantage of U-Net’s skip connections to allow com-

bining features from different semantic and spatial levels within the same band, this maximises

the learned information within individual bands. These features are fused at the bottleneck of
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U-Net to allow capture cross-band spatial correspondence and cross-feature correlations.

5.2.2 Segmentation Framework

Our segmentation framework is presented in Figs. 5.1 and 5.2. It consists of 3 parts: 1- band-

specific feature extraction, 2- cross-band feature fusion, and 3- band-specific mask reconstruc-

tion. The network takes as input the AR detections (patches) produced by the detection stage.

Each detection is cropped from all image bands, and resized into 224x224 pixel before entering

the segmentation network.

The feature extraction part consists of parallel U-Net contracting paths (one per band), each

specialised to extract a feature map from its band individually. The resulting feature maps are

then combined in the latent space (i.e., late fusion). It is worth noting that different feature fu-

sion operations may be used. In this work, we experiment with addition and concatenation. The

combined feature map is passed to the mask reconstruction part where parallel U-Net expensive

paths (a specialised path per band) perform the final prediction. Skip connections are utilised be-

tween each band’s contracting path and its correspondent expensive path to preserve fine details

learned in early layers of that band (blue arrows in Fig. 5.1).

To overcome the lack of dense AR annotation, we use weak labels to train our segmentation

network along with a recursive training approach. In the first round of iterations, weak annota-

tions are used to guide the training. Once the network converges, the training is repeated from

random weights using the new labels predicted by the model from the previous round. This pro-

cess is repeated until validation loss stops decreasing, or starts to increase. The idea is inspired

by [72, 73, 77, 78], where authors demonstrate that iteratively training segmentation CNNs with

weak labels can achieve results close to fully supervised.

Our weak label was carefully designed to provide a conservative representation of solar

ARs, favouring a high precision over recall, to accelerate the first training round (as detailed

in 5.3). Recursive training allows the network to learn a more generalised representation in a

self-supervised recursive manner that aims to limit the bias that may be introduced by the initial

weak label. In other words, given a carefully engineered (generally representative) weak label,

the essence of our approach is to gradually (recursively) converge towards a more generalised

decision boundary (model) in which the predicted segments are more meaningful in contrast to

the previous constrained training iteration of which model is biased towards ill defined labels.

This is in line with the discovery that sampling as little as 4% of the pixels to compute the

training loss enables CNNs to achieve a close performance to fully supervised, caused by the
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Figure 5.2: MLMT-CNN segmentation architecture using the U-Net backbone, following the early feature
fusion approach.

strong correlation within the training data of a pixel-level task [159]. It is worth noting that

in the case of using incorrect weak labels (e.g., limited task representation) to initialise the

training procedure, the learning process of the target task may be hindered and may indeed lead

to the divergence of the model. Therefore, care must be taken when designing the weak label to

maximise the representation of the target task. Including a reference manually labelled validation

subset may form a tool to better interpret the performance of the learned model. However, in

the case of limited availability of such solution, careful qualitative examination may be followed

to interpret the predictions of the learned model. The results of our recursive approach were

validated by a solar physics expert, and will be further discussed in Section 5.3.

Moreover, the solar data suffers from a class imbalance by nature, since most of the solar

disk is covered by quite sun (solar background). The use of AR crops (patches from previous

detection) helps in reducing this imbalance significantly, yet it does not solve the matter com-

pletely. Hence, we train our model using a weighted categorical cross entropy loss that combines
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information from all image bands as follows:

L(y, ŷ) =− ∑
b=0

∑
c=0

ωc ∑
i=0

yicb ∗ log (ŷicb) (5.1)

where y and ŷ are the actual and the predicted classes, respectively, ωc is the weight of the cth

class, and i and b denote the pixel and the band being processed, respectively. We use the values

2, 1, and 2 as the weights for the three AR, solar background (quite sun), and image back-

ground classes, respectively. These weights were found to be best performing by experimenting

with different values based on prior computed class ratios. Adding the weighting term to the

combined loss prevents any bias that might be caused by the dominating solar background class.

5.3 Experiments

Our segmentation experiment was carried out using Tensorflow on an NVIDIA GeForce GTX

1080 Ti GPU. The segmentation stage was trained for 250 epochs (∼0.41 day) using Adam op-

timiser [48] with a starting learning rate of 4e-3. All methods under comparison were evaluated

using the IoU (intersection over union) criteria. It is worth noting that other popular similarity

measures (e.g., Dice score and Hausdorff distance) may also be used to evaluate the segmen-

tation performance. Dice score and IoU are positively correlated, they both range between 0

(no similarity) and 1 (highest similarity), using either of these metrics may therefore suffice the

purpose of comparing the performance of different models. On the other hand, Hausdorff dis-

tance [160] may be used to evaluate how close the predicted object boundaries are with respect

to the boundaries defined in the ground-truth. However, since our segmentation approach targets

data of weak labels (solar ARs in this case), such evaluation is not straightforwardly applicable

and is therefore avoided.

5.3.1 Data

5.3.1.1 Weak AR Segmentation Labels

The vanishing nature of AR borders makes preparing dense AR labels difficult, subjective, and

time-consuming [125]. To address this, we adopt a weak labelling procedure, along with a recur-

sive training technique that will be detailed in Section 5.3.2, to perform the AR segmentation.

Starting from the bounding box, we produce an imperfect but quick weak annotation for the

iterative training procedure. Its worth noting that weak labels are only produced for the UAD

datset, see Table 4.1.
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Table 5.1: Performance of single image segmentation over BraTS-prime (fully supervised detectors) and
Weak-BraTS-prime (weakly-supervised detectors). For each class, the highest scores are highlighted in
bold.

Architecture Supervision Bands
IoU score per class Mean

NCR/NET ED ET IoU

FCN8
Fully

supervised

T1Gd 0.54 0.43 0.70 0.56
T1 0.08 0.33 0.0 0.14
T2 0.49 0.48 0.23 0.40

Flair 0.43 0.51 0.19 0.38

U-Net
Fully

supervised

T1Gd 0.69 0.52 0.80 0.67
T1 0.56 0.50 0.19 0.42
T2 0.63 0.56 0.36 0.52

Flair 0.50 0.59 0.29 0.46

U-Net
Weakly-

supervised

T1Gd 0.66 0.33 0.53 0.51
T1 0.58 0.39 0.0 0.32
T2 0.58 0.43 0.1 0.37

Flair 0.44 0.49 0.0 0.31

The weak annotation is generated by the following procedure. A local contrast stretching is

applied to each AR bounding box (i.e., detection label) by stretching its intensities between the

65th and the 98th percentiles (picked empirically), forcing a gap between the two quiet Sun (i.e.,

background, lower range of values) and AR (higher range of values) classes. This is followed by

an Otsu binarisation that minimises within-class variance and maximises between-class variance

[155]. A mild morphological dilation follows to suppress any small holes in the initial mask,

done using a 3x3 elliptic structuring element. Lastly, any remaining components with area under

10 pixels are discarded, resulting in the weak AR mask.

This segmentation label approximation approach aims at only labelling pixels that we are

certain about as AR considering their evident activity, building on prior knowledge on the pixel

intensity (i.e., solar ARs are the brightest regions in the solar disk). This is motivated by the dis-

covery in [159] that training data of a pixel-level task has a strong between-sample correlation,

and that randomly sampling as little as 4% of the pixels to train a CNN can achieve about the

same performance as full supervision.

5.3.1.2 Weak-BraTS-prime

In order to evaluate our recursive training approach, we create weak labels for our synthetic

dataset BraTS-prime presented in Section 4.3.1.2. This is achieved by introducing a morpho-
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Figure 5.3: MLMT-CNN segmentation performance over BraTS-prime dataset. Each group of images
represents a single multi-modal sample. Rows in each group show, from top to bottom, images, ground-
truth masks, and predicted masks, respectively. Columns show the modalities T1Gd, T1N, T2N, and Flair,
respectively. Masks show 3 main classes, enhancing tumour (blue), the peritumoral edema (brown), and
the necrotic and non-enhancing tumour core (green).
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Table 5.2: Segmentation performance of MLMT-CNN (U-Net) with full supervision over BraTS-prime
for different numbers of modalities and feature fusions. For each class, the highest scores are highlighted
in bold.

Archi-
Fusion

Slice
Bands

IoU score per class Mean
tecture gap NCR/NET ED ET IoU

MLMT-
CNN
(U-Net)

Early -
concat.

1

T1 0.60 0.56 0.41 0.52
T2 0.59 0.59 0.39 0.52
T1 0.62 0.59 0.35 0.52
T2 0.63 0.61 0.36 0.53

Flair 0.63 0.63 0.39 0.55
T1Gd 0.75 0.66 0.78 0.73

T1 0.75 0.69 0.76 0.73
T2 0.74 0.71 0.70 0.72

Flair 0.73 0.68 0.62 0.68

Early -
addition

1

T1Gd 0.74 0.64 0.78 0.72
T1 0.73 0.67 0.74 0.71
T2 0.69 0.66 0.65 0.67

Flair 0.68 0.67 0.61 0.65

Late -
concat.

1

T1Gd 0.71 0.63 0.81 0.72
T1 0.73 0.65 0.74 0.71
T2 0.71 0.68 0.70 0.70

Flair 0.69 0.67 0.64 0.67

Late -
addition

1

T1Gd 0.70 0.60 0.81 0.70
T1 0.71 0.63 0.73 0.69
T2 0.67 0.66 0.67 0.67

Flair 0.68 0.66 0.60 0.65

Early -
concat.

2

T1Gd 0.68 0.55 0.76 0.66
T1 0.67 0.61 0.66 0.65
T2 0.64 0.65 0.55 0.61

Flair 0.57 0.62 0.46 0.55

3

T1Gd 0.63 0.51 0.73 0.62
T1 0.63 0.60 0.62 0.62
T2 0.57 0.64 0.43 0.55

Flair 0.59 0.61 0.41 0.54

[43] using
U-Net

Sequential
fine-tuning

1

T1Gd 0.71 0.55 0.82 0.69
T1 0.56 0.50 0.19 0.42
T2 0.65 0.58 0.26 0.50

Flair 0.57 0.61 0.33 0.50
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Figure 5.4: Comparison of the segmentation results over BraTS-prime dataset. Each group of bars repre-
sents the IoU score achieved on an imaging modality. Different colors represent different methods.

logical erosion (using a 4x4 elliptic kernel) to the original manual annotation. This process was

applied to each class separately, and the final weak label was produced by aggregating the eroded

masks of all classes. This approach differs from our approach in labelling solar ARs, due to the

different complexity and number of classes between the two datasets, and their different appear-

ances of images which call for different unsupervised segmentation methods. Nonetheless, it is

in line with the idea of including only pixels that we are confident about in the weak label, which

we follow when labelling solar ARs. In this study, we refer this dataset as Weak-BraTS-prime.

As discussed in Section 4.3.1.2, the synthetic BraTS-prime dataset is created by selecting one

2D slice of each image modality separated by a spatial gap of size g = 1 to emulate the solar

images scenario where each band shows ARs in a different solar altitude. Here, we further ex-

periment with g being either 1, 2, or 3 voxels, to instigate the influence of the image modalities

having different levels of spatial correspondence on the segmentation.

5.3.1.3 Weak-Cloud-38

We further evaluate our recursive training approach on a third weakly labelled dataset derived

from the Cloud-38 [71] multi-spectral dataset. Cloud-38 consists of Landsat-8 observations in

4 bands (Near Infrared, Red, Green, and Blue), and their pixel-wise ground truth for cloud seg-

mentation. The variety of cloud shapes, sizes, and densities (compactness), in addition to the

complexity of the segmentation problem (i.e., number of classes), makes this dataset closer to

our AR scenario than Weak-BraTS-prime, and hence, a fairer comparison. However, it is worth
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Figure 5.5: Comparison of the segmentation performance over BraTS-prime multi-modal dataset using
different feature fusion strategies and different numbers of image band inputs.

noting that the 3D aspect is missing from this dataset, as the different bands image the same

(∼2D) scene. To prepare the weakly labelled dataset, we select informative patches with more

than 80% nonzero pixels, avoiding black margins in Landsat-8 images. The remaining images

are then initially segmented using a threshold value of 120 (picked empirically). Any connected

components with area smaller than 10 pixel are discarded. Finally, we apply a morphological

dilation using an elliptic structuring element of size 7x7 pixel. The resulting dataset consists

of 2,502 images per band. We split the dataset into 2,382 and 120 training and testing images,

respectively. To enhance the training set, we augment the images using 3 types of mirroring: hor-

izontal, vertical, and a combination of both. This is consistent with the augmentation approach

applied to the solar images. In this work, we refer to this dataset as weak-Cloud-38.

5.3.2 Segmentation Stage Evaluation

Our AR segmentation results were all qualitatively assessed and validated by a solar physics

expert. We also visually compare the results against SPOCA and a sequentially fine-tuned U-

Net model (similar to the first stage of [43]).

Additionally, to quantitatively demonstrate the benefit of the joint analysis, and due to the

lack of manual AR pixel-wise ground-truth, we evaluate our approach using the BraTS-prime
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Figure 5.6: Visualisation of MLMT-CNN segmentation results over the Cloud-38 datasets. Each group of
images corresponds to a particular image band, Red (top left), Green (top right), Blue (bottom left), and
near infrared (bottom right). Each sample (i.e., a single row in a group) consists of, left to right, the input
image, ground-truth label, and the predicted mask, respectively. Masks show two main classes, cloud (in
blue color) and background (in red color).

synthetic dataset. Weak-Cloud-38 may not be used for this purpose because of its different

bands capturing the same scene, rather than different layers of a 3D object. It is worth noting

that we do not aim to achieve state-of-the-art performance in tumour segmentation, but rather

to confirm the benefit of the joint analysis in scenarios similar to our solar case, where different

modalities show different cuts of a 3D object. Since ground-truth is available for this dataset,

we follow the classical fully-supervised training procedure. Furthermore, we use Weak-BraTS-

prime and Weak-Cloud-38 to evaluate our iterative training strategy from weak labels against

full supervision. Its worth noting that the segmentation subnetworks adopt the same layers

configuration of their correspondent blocks in U-Net [28].
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Figure 5.7: MLMT-CNN’s recursive segmentation results of solar ARs visualised progressively over
different training iterations in randomly selected multi-spectral solar image samples. Columns show,
from left to right, input image band, initial weak label, and the predicted masks of recursive training
iterations 1, 2, 3, and 4, respectively. Each group of two rows indicates a particular SOHO/EIT imaging
band, from top to bottom, 304 Å, 171 Å, 195 Å, and 284 Å.
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Table 5.3: Evaluation of weakly-supervised MLMT-CNN (U-Net) on Weak-BraTS-prime. For each class,
the highest scores are highlighted in bold.

# train.
stages

Bands
IoU score per class Mean

NCR/NET ED ET IoU

1

T1Gd 0.67 0.40 0.38 0.48
T1 0.66 0.41 0.40 0.49
T2 0.62 0.45 0.39 0.49

Flair 0.64 0.46 0.38 0.49

2

T1Gd 0.69 0.43 0.40 0.51
T1 0.69 0.41 0.40 0.50
T2 0.66 0.45 0.38 0.50

Flair 0.67 0.47 0.38 0.51

3

T1Gd 0.67 0.40 0.37 0.48
T1 0.67 0.40 0.37 0.48
T2 0.64 0.42 0.36 0.47

Flair 0.64 0.45 0.34 0.48

Table 5.4: Comparison of full- and weak-supervision for MLMT-CNN (U-Net) over weak-Cloud-38. For
each band, the highest scores of the weakly-supervised models are highlighted in bold.

Super- # train.
stages

IoU score per band Mean
vision Red Green Blue NIR IoU
Fully NA 0.95 0.95 0.95 0.95 0.95

Weakly
1 0.78 0.80 0.83 0.83 0.81
2 0.79 0.80 0.83 0.83 0.81
3 0.78 0.81 0.82 0.83 0.81

5.3.2.1 Independent Segmentation on Single Image Bands

We first compare segmentation results produced by U-Net and FCN8 over the AR and BraTS-

prime (Table 5.1) individual image bands, analysed independently, to evaluate different DL-

based segmentation networks. These results also serve as baseline to assess our joint analysis

based approach in Section 5.3.2.2.

We notice that U-Net produces higher IoU values over all bands for BraTS-prime, as well

as smoother AR boundaries, compared to FCN8. This is expected since U-Net utilises skip

connections to help retrieving fine details in the mask reconstruction process. Therefore, we use

the building blocks of U-Net in our joint segmentation framework.

When comparing the results of U-Net over different modalities, we notice that the T1-Gd

modality gets the highest IoU score for the ET class. A similar trend can be seen when comparing

the results of the NCR/NET class over different modalities. On the other hand, we find that Flair
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Figure 5.8: AR segmentation comparison between the proposed method, SPOCA, and sequentially fine-
tuned DNNs similar to [43], over the SPOCA subset. Red is AR, blue denotes the quite Sun background,
and green is outside of the solar disk.

gets the highest IoU for the ED class comparing to the other modalities. This contrast in the IoU

scores is in line with the understanding that different modalities provide different information.
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5.3.2.2 Joint Segmentation on Multiple Image Bands

Similar to our detection experiment (i.e., Chapter 4), we assess our framework using different

combinations of image bands and different types of feature fusion to evaluate their influence on

the segmentation performance.

Quantitative results First, we present our BraTS-prime segmentation on combined bands

using our joint analysis approach (Table 5.2). We note that all combinations improve on the

single-band results, with the best improvement coming from combining all four modalities. All

following BraTS-prime experiments use a four-band architecture.

We compared four fusion strategies, namely fusing features after one block of convolution

only (early) and at the end of convolutions (late), using addition and concatenation. A visu-

alisation of MLMT-CNN following the early fusion scheme is presented in Fig. 5.2. We find

that early fusion with concatenation shows higher results. This differs from our observation in

the AR detection experiment, hence confirming that the fusion strategy needs to be adapted to

the analysis scenario. Visual results of the proposed early fusion based segmentation scheme

is presented in Fig. 5.3. Accordingly, we continue using early fusion with concatenation for

all BraTS-prime segmentation experiments. On the other hand, as expected, following the joint

analysis early fusion based approach with 4 bands increases the inference time requirement from

∼ 0.008 seconds (GPU time) when using U-Net single band based analysis, to ∼ 0.029 seconds.

As expected, there is a negative correlation between the IoU score and the width of slice

gap, where the overall increase in the IoU was the highest for smaller gaps and higher levels of

spatial correspondence (i.e., gap of 1 pixel). This observation, together with the improved results

from combining bands, suggest that jointly analysing related multi-modal images in scenarios

similar to our solar case may indeed aid the network in learning the inter-dependencies between

the different modalities.

We compare against sequentially fine-tuned U-Net models similar to the first stage of [43]

in Table 5.2 and Figs. 5.4 and 5.5. They achieved comparable IoU scores to those produced by

U-Net on single bands. Hence, they do not benefit from the combination of modalities as our

framework does.

Additionally, as a mean to assess our iterative training steps, we use weak-BraTS-prime

and weak-Cloud-38 to evaluate this strategy against manual annotations, and compare it to the

classical training approach.
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Figure 5.9: Weak label (middle) and MLMT-CNN’s (right) segmentation of solar ARs in randomly se-
lected images (left) from SOHO/EIT 304 Å (top left), 171 Å (top right), 195 Å (bottom left), and 284 Å
(bottom right).
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Table 5.5: Similarity between the proposed architecture and the refined weak labels across different
training iterations.

Architecture # train. stages # Bands IoU score per band Mean IoU
284 Å 195 Å 171 Å 304 Å

MLMT-CNN
(U-Net)

1 4 0.84 0.81 0.71 0.71 0.77
2 4 0.93 0.93 0.88 0.88 0.91
3 4 0.93 0.94 0.91 0.89 0.92
4 4 0.94 0.94 0.91 0.89 0.92

Table 5.6: Similarity between SPOCA’s predictions and our presented architecture.

Dataset Input IoU score per band
284 Å 195 Å 171 Å 304 Å

SPOCA Patch 0.41 0.46 0.44 0.33

When evaluating the recursively trained model using weak-BraTS-prime dataset against the

fully supervised model on BraTS-prime manual annotations, we notice an increase in the IoU

scores after one step of recursion (i.e., 2 stages of training, first using the weak labels, then using

the previous predictions as labels), achieving 71% of the fully supervised performance (Table

5.3). Moreover, this iterative training process achieves 85% of the fully supervised approach

over the Weak-Cloud-38 dataset, with the best performance also being after one round of recur-

sion, with an increase of 1% over the Red band (Table 5.4). These observations indicate that

our recursive training strategy is beneficial in cases where manual annotations are not available,

such as solar ARs. Visualisation of MLMT-CNN’s segmentation performance over Cloud-38

dataset are presented in Fig. 5.6

Furthermore, in contrast to the single band based segmentation of weak-BraTS-prime (last

4 rows of Table 5.1), we also note that performance still benefits from the joint analysis even

when trained – classically or recursively – with weak labels (Table 5.3).

Qualitative results Lastly, in Table 5.5, we evaluate the proposed segmentation approach over

the AR class by computing the IoU between the predicted masks and the weak annotations used

during training to indicate the agreement between the two. Nevertheless, since weak labels are

used to compute the IoU, care must be taken when interpreting the results. Note that the pro-

posed weak label aims to include only pixels that have an evident activity (see Section 5.3.1.1).

Generally, we observe a progressive increase in the overall IoU score across the training itera-

tions, with the lowest IoU recorded in the first training stage, in which the initial weak label was
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used to train the network, while the highest IoU increase was observed in the second training

stage, in which the network was trained using refined annotations produced by the network from

the first training iteration. In other words, the highest disagreement was observed between the

initial weak label and the predictions from the first training iterations. This is expected, the weak

annotations used in the first iterations are designed to only include pixels with evident activity

(this may be represent an under-segmentation process), on the other hand, we expect the net-

work to be biased towards learning a generalized representation of solar ARs, such that more

AR pixels are included in the predicted mask, causing a low IoU value between the predictions

and the weak labels. The following training iterations show comparable performance and less

increase in the overall IoU score, this may indicate that the annotation refinement throughout the

training iterations is approaching a more stable version. Fig. 5.7 present visual results obtained

by different training iterations using the proposed recursive training approach.

We also visually compare our segmentation results on the SPOCA subset, using our pro-

posed architecture, against SPOCA and sequentially fine-tuned DNNs similar to [43] (without

their final stage of fusing the CNNs’ individual predictions) (Fig. 5.8. The results show that

our framework generally finds more detailed solar AR shapes than SPOCA, while being more

sensitive to fainter regions of ARs.

Additionally, in Table 5.6, we compare our AR segmentation results to SPOCA by finding

the IoU between the predictions produced by the two approaches over the SPOCA subset. This

may be used to indicate the agreement between the two methods. We find that both 171 Å and

195 Å achieve a higher agreement of 44% and 46%, respectively, in contrast to 304 Å and 284 Å

scoring 33% and 41%, respectively. This is expected since SPOCA was designed to segment

solar ARs in 171 Å and 195 Å. Overall, the similarity between our predictions and SPOCA’s

is relatively low. However, as discussed in our detection experiment (Section 4.3.2.2), SPOCA

was manually tuned by the developers according to their own interpretation of AR boundaries

which may be different from our interpretation when annotating the dataset. Hence, care must

be taken when interpreting the results.

Comparison against sequentially fine-tuned CNNs in the spirit of [43] is fairer, since the

DNNs were trained on our data. Segmentation of the sequentially fine-tuned CNNs appears to

be of similar quality to ours, although shapes of an AR between neighbouring bands evolve more

smoothly with our method. This is an advantage of accounting for the 3D geometry of solar ARs

in performing the 2D segmentation. More visual results are presented in Fig. 5.9.
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5.4 Summary

In this chapter, we presented a segmentation approach to handle the pixel-wise classification task

in multi-spectral images that observe different layers of a 3D object. The proposed method in-

corporates the joint analysis principles from Chapter 4 to exploit bands-specific and cross-band

spatial correspondence and feature-level correlations as well as spatial and semantic informa-

tion of different levels. Additionally, a recursive training approach based on weak labels (i.e.,

bounding boxes) was proposed to overcome the difficulty in producing dense AR annotations.

The proposed segmentation approach was applied to state-of-the-art backbone CNNs and was

evaluated over different applications (brain and cloud segmentation from multi-modal imagery),

using different levels of supervision (full- and weak-supervision), and different combinations of

input bands.

Our joint analysis approach showed competitive results against both baseline and state-of-

the-art segmentation methods, and using different datasets. Inline with our observation in Chap-

ter 4, we find that CNNs can produce enhanced predictions by jointly analysing information from

different image bands, at different semantic levels. The proposed approach was also evaluated

qualitatively on solar ARs. Results demonstrate that CNNs may show a satisfactory localisation

performance when iteratively trained from weak annotations. Both our weak annotations and

predictions were validated by a solar physics expert.

Incorporating spatial correspondence and feature-level correlations between different bands

has demonstrated effectiveness in within the detection (Chapter 4) and segmentation task of

3D objects in multi-spectral data. In Chapter 6, we explore the possibility of generalising this

concept to handling 3D volumetric medical images, where we reformulate the problem as an

attention problem in which inter- and cross-channel correlations are explicitly learnt by CNNs.

We also explore the possibility of applying the joint analysis into a false alarm reduction task

by aggregating information from inputs of different levels of spatial context. In Chapter 7, in

addition to cross- and inter-channel attention and correlation analysis, we investigate the influ-

ence of incorporating long range correlations and global context on the lung nodule localisation

problem and study the possibility of combining attention mechanisms for an improved learning.

The work in this chapter has been published in the following journal:

• M. Almahasneh, A. Paiement, X. Xie, J. Aboudarham, MLMT-CNN for object detection

and segmentation in multi-layer and multi-spectral images. Machine Vision and Applica-

tions, 2021.
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AttentNet for Pulmonary Nodule
Detection Using 3D Cross-channel and
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6.1 Introduction

Pulmonary cancer remains the leading cause of cancer related death across genders. With a 5-

year-survival rate between 10% to 20%, lung cancer accounted for 18% (1.8 million) of the total

cancer deaths worldwide in the year of 2020 [161]. Early detection of pulmonary nodules plays

an important role in the success of the treatment, inspecting low-dose computed tomography

(CT) scans has proven to be an adequate method for initial diagnoses [161–163]. Pulmonary

nodules tend to be isolated and have a spherical shape comparing to the continuous and elon-

gated blood vessels. Doctors rely on these morphological presumption to locate nodules in 3D

CT scans. However, considering the increasing amount of CT images that require evaluation,

this process becomes time exhaustive, laborious, and prone to human error. In [164], four ex-

perienced radiologists were given 1018 CT scans to independently locate suspicious pulmonary

lesions, this resulted a set of 2669 different nodules located by at least one radiologist, with 928

locations marked by all four radiologists. The contrast in the radiologists’ predictions demon-

strates the uncertainty faced when managing lung nodules. Factors such as the experience, the

mental and the emotional state of the examiner, can indeed affect the accuracy of the analysis.

In fact, diagnostic errors caused by inaccurate radiological reporting are considered of the main

causes of patient mortality and permanent injuries [165–168].

Object detection has evolved drastically in line with the recent advances in deep learning,

however, typical deep learning object detection methods (e.g., [25, 26, 52–54]) are designed for

generic object detection tasks and typically aim at analysing 2D and RGB images. They are

not suited to be directly applied to the medical imaging domain (e.g., 3D CT images) due to

the different nature of the data and the complexity of the task. The recent introduction of data

collections (e.g., LUNA16 dataset [3]) attracted more interest to the pulmonary nodule detection

problem. It also made the integration of DL tools possible, however, training DNNs requires

huge amounts of labelled samples, which remains a challenge when dealing with pulmonary

images. Preparing such datasets is very resource intensive due to the 3D nature of the CT images

and the high complexity of the task. Additionally, unlike common computer vision problems, the

sparse nature of lung nodules within the lung region, along with the prevailing class imbalance in

the pulmonary data, make the detection task more challenging. Therefore, this scenario requires

designing a specialised DL approach.

Computer aided detection (CAD) are systems designed specifically to assist radiologists

in detecting lung nodules. Incorporating such systems has been clinically proven to decrease
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observational oversights (i.e., false negative rate) while significantly reducing the reading time

required per scan and retaining a consistent quality [168–170]. Indeed, a number of studies

have demonstrated that CAD systems were able to detect nodules that were originally missed by

experienced radiologists [168, 171–174]. Generally, CAD systems consists of two consecutive

stages, a candidate proposal stage, in which candidate locations are proposed at a high sensitivity

and typically on the account of high false positive rates, and a false positive reduction stage to

minimise the number of the false alarms and produce the final set of predictions [3].

In [129], a 2D U-Net based candidate proposal stage was deployed along with a CNN clas-

sifier that takes three cross-sectional (axial, coronal, and sagittal slices) images as an input.

Authors conclude that directly incorporating 3D information may be of potential for an en-

hanced performance. This was confirmed in [128, 130], where authors compared the impact of

exploiting different levels of feature dimensionality (2D, pseudo 3D, and 3D) to perform the

detection. Results demonstrate that directly incorporating the 3D aspect can significantly en-

hance the overall performance, 2D based approaches neglect the inherent 3D nature of the prob-

lem. In this line, [132] proposed a two stage 3D detection framework based of Faster RCNN in

which an encoder-decoder design was exploited for the region proposal stage. Their approach

demonstrated great results in the nodule detection task. Continuing from [132], [135] proposed

exploiting grouped convolutions ( [136]) and dense convolutional connections ( [137]) to im-

prove the performance of the two stage detector. Additionally, [139–141] also demonstrated

great potential using a similar encoder-decoder CNN so solve the nodule detection task.

Generally, existing methods investigate different levels of depth, spatial scale and dimen-

sionality of the CNN features. Limited research has been dedicated towards incorporating fea-

ture importance and inter-spatial and cross-channel correlations, which can be exploited for

more accurate, and effective, detection. This problem is commonly addressed using attention

mechanisms. Attention simulates the cognitive process of selective focus on features with high

relevance to a task while excluding others. Incorporating such methods can improve CNNs

performance by explicitly modelling correlations between the extracted features, in a learnable

manner, and therefore focus on important structures associated with a given objective. Note that

the term cross-channel here refers to the dependencies between embeddings within a feature

channel with respect to embeddings from other feature channels. The term inter-spatial on the

other hand refers to the spatial contextual dependencies between the different locations within a

feature map.

Indeed, [38] demonstrate using their channel-wise attention method, known as squeeze and
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excitation networks (i.e., Eq. 2.1), that by directly learning the correlations between the extracted

feature maps (i.e., channels), CNNs are able to yield significant improvements over different

tasks and datasets. Similarly, CBAM (i.e., Eqs.2.2 and 2.3) [1] shows that in addition to cross-

channel correlations (channel-wise attention), inter-spatial correlations (spatial-wise attention)

can also be utilised, either solely or in combination with cross-channel correlations, to enhance

the performance of CNNs. In this line, [138] adopted squeeze and excitation paths ( [38]) for

their pulmonary nodule detection network, they demonstrate an enhanced performance in con-

trast to the network when no attention is used. However, common attention approaches (e.g., [38]

and [1]) are originally designed targeting 2D data, they also rely on heavy dimensionality reduc-

tion and expensive multi-layer perceptron networks (see Eqs. [38], 2.2, and 2.3), making them

not optimal for handling 3D data. We argue that directly incorporating the 3D aspect of the data

to infer attention can yield an enhanced performance.

In this work, we investigate the possibilities of incorporating DL methods to solve the pul-

monary detection problem. Specifically, we present a two stage (candidate proposal and false

positive reduction) detector based on Faster RCNN [52]. In line with [132,135,138], we adopt a

3D encoder-decoder structure for the backbone network of our candidate proposal stage. More-

over, motivated by the high relevance of nodule morphology and the sparse nature of nodule

locations, as well as the success of attention mechanisms in medical imaging related tasks (e.g.,

detection [105–108,175] and segmentation [110,111,116,176]), we investigate the possibility of

explicitly modelling and inferring feature importance and spatial and cross-channel correlations.

We also study the possibility of incorporating information from different feature dimensionali-

ties (2D, pseudo 3D, and 3D) simultaneously, in an end-to-end learnable and effective manner.

More specifically, we evaluate different state-of-the-art attention mechanisms and propose two

3D fully convolutional –cross-channel and inter-spatial– attention blocks that demonstrate po-

tential within the pulmonary nodule detection task.

Furthermore, we utilise a cross-sectional augmentation approach to battle the limited avail-

ability of annotated samples. In line with the objective of the candidate proposal stage, we

exploit a testing time augmentation strategy that further enhances the sensitivity of the trained

model. To tackle the class imbalance problem present in the lung data, we adopt focal loss [142]

and exploit an online hard example mining technique [177].

For our False positive reduction stage, in addition to exploiting attention techniques, and

inspired by the variant nodule sizes (See Fig. 6.1), we adapt our joint analysis approach from

Chapters 4 and 5, and demonstrate that by aggregating information of multiple levels spatial
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context and simultaneously analysing them, the network was able to produce an enhanced per-

formance. This is inline with the findings in [143] (using CNN ensembles) and [105] (using

feature aggregation), where they demonstrate that incorporating information of different extents

of spatial context can improve the overall detection. Additionally, we propose a zoom-in con-

volutional path to assist the network in capturing information of different spatial scales in a

learnable manner.

Lastly, we propose a modified version of ReLU [178] activation in an attempt to refine it

against dying neurons by allowing the generation of small negative outputs for inputs that lie in

the flat segment of ReLU. We empirically demonstrate the benefits of our proposed activation

within the lung nodule detection task.

More formally, our contributions may be summarised as follows:

1. We present a framework to handle 3D pulmonary nodule detection from CT images. Our

framework detects nodules in two stages, candidate proposal and false positive reduction.

We evaluate our framework on the publicly available dataset, LUNA16, and demonstrate

an outstanding performance against state-of-the-art lung nodule detection methods.

2. We propose two fully convolutional attention blocks in which we incorporate 3D features

to infer cross-channel and cross-sectional spatial correlations. We demonstrate the bene-

fits of the proposed attention strategies within the lung nodule detection task. We show

that while both attention approaches can enhance the performance of the detection CNN,

channel attention shows more significant gains in contrast to spatial attention. We also

carry out extensive experiments using different state-of-the-art attention mechanisms and

compare their performance against our proposed methods.

3. We deploy a joint analysis based approach that improves the performance of the false

positive reduction stage by simultaneously exploiting different levels of spatial contextual

information.

4. We present a zoom-in convolutional block that allows the network learning information

from different scales and therefore enhance the final prediction.

5. We propose a modification of the ReLU activation function to reduce the risk of the dying

ReLU problem and empirically evaluate its influence within the lung nodule detection

task.
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Figure 6.1: Distribution of nodule diameters in LUNA16 [3] dataset. The average nodule diameter is 8.32
mm.

In the remainder of this chapter, Section 6.2 presents the details of our proposed frame-

work, Section 6.3 discusses datasets, pre-processing, experiments and results. Last, Section 6.4

presents a summary of this chapter.

6.2 Proposed Method

Our proposed framework, AttentNet, detects pulmonary nodules in two stages: 1) candidate

proposal, in which we adopt a 3D encoder-decoder design to propose suspicious locations of

nodules at high sensitivity, 2) and a subsequent false positive reduction stage to reduce the

number of false alarms. For the candidate proposal stage, we incorporate fully convolutional

attention blocks to efficiently assist the network in focusing on informative features along both,

cross-channel and inter-spatial axes. For the false positive reduction stage, we exploit nodule

morphology by jointly analysing inputs of different contextual levels. Additionally, we incorpo-

rate a zoom-in convolutional path to allow the network pick fine details from different feature

scales. During inference time, detections are aggregated from different transformations of the

input image. The final classification score is found by ensembling the models of both stages.

The two detection stages are optimised separately, each according to its correspondent objective.

An overview of our proposed framework is presented in fig. 6.2.

100



6.2. Proposed Method

Figure 6.2: The framework of AttentNet. AttentNet performs pulmonary nodule detection in two stages,
candidate proposal (i.e., region proposal network), in which we exploit a 3D encoder-decoder network
to predict suspicious nodule locations, and a false positive reduction stage in which a 3D CNN is used
to extract deep features from the proposed nodules and produce the final prediction. We augment the
building blocks of our network with attention units to assist the network in focusing on effective nodule
features and therefore produce an enhanced detection.

6.2.1 Candidate proposal stage

We incorporate an encoder-decoder network as the backbone of our candidate proposal stage. An

input image is first processed by two consecutive 3D convolutional layers of 32 channels each,

using 3 x 3 x 3 kernels, followed by a 3D max pooling layer to reduce the spatial dimension of

the resulting feature map by a factor of 2. The resulting volumetric feature is then passed into

a sequence of four residual blocks [34] that consist of 2, 3, 3 and 3 residual units, respectively.

Each of the residual blocks is followed by a max pooling layer. The resulting embeddings are

then up-sampled by two subsequent deconvolutional layers using 2 x 2 x 2 kernels and strides of

2. Each up-sampling layer is followed by a residual block (consisting of 3 residual units each).

To avoid overfitting, we regularise the network using 3 dropout layers in the encoder part and

101



6. AttentNet for Pulmonary Nodule Detection Using 3D Cross-channel and Inter-spatial
Convolutional Attention

one dropout layer in the last decoder layer. We use 0.3 dropout rate for all dropout layers.

It is worth noting that at an effective image resolution, even a single image can exhaust the

GPU memory. To address this constraint and allow processing the 3D inputs at an effective

resolution and a representative training batch size, input images are split into 128 x 128 x 128

size patches during training, additionally, we utilise grouped convolutions [136] within the resid-

ual units. Grouped convolution allows efficient model parallelism by splitting both, the feature

channels, and the convolutional kernels into a number groups. Each group of filters processes

their correspondent feature channels and produce a part of the output channels. The resulting

feature maps are then projected into a new linear space using a subsequent 1 x 1 x 1 convolution.

This allows reducing the computational overhead and the number of parameters while retaining

the number of features and a consistent performance [37, 136, 179]. Grouped convolution have

repeatedly demonstrated effectiveness within the lung nodule detection task [135,180–182]. Ac-

cordingly, a single residual unit consists of three convolutional layers of 1 x 1 x 1, 3 x 3 x 3 ,

and 1 x 1 x 1 kernel sizes, respectively, with the second layer utilising grouped convolutions of

32 groups [37,136,179]. An overview of our candidate proposal backbone network is presented

in Fig. 6.2.

Inspired by the success demonstrated by attention mechanisms in medical imaging related

tasks (e.g., [105–108, 175, 176]), as well as the sparsity of pulmonary nodule locations, and

the high relevance of nodule morphology for the nodule detection task, we utilise two attention

mechanisms within the building blocks of our backbone network to assist the network in focus-

ing at meaningful and effective embeddings. Specifically, we propose 3D fully convolutional

cross-channel and spatial attention blocks for the candidate proposal stage.

Given an intermediate 3D convolutional feature map F ∈ RCxDF xHF xWF , cross channel at-

tention is computed as follows: First, spatial information is aggregated using adaptive average

pooling, resulting an embedding E ∈ RCxDE xHE xWE . Here, C represents the channels of the fea-

ture map, DF , HF , WF and DE , HE , WE represent the depth, height, and width of F and E, respec-

tively. Note that in our preliminary experiments, we test other types of spatial feature aggregation

(e.g., adaptive max pooling) and observe no particular benefit within our nodule detection task,

therefore we continue using average pooling. Consequently, E is passed into a convolutional

layer with 3D kernels of size DE x HE x WE , and no padding, producing a C x 1 x 1 x 1 descrip-

tor. A sigmoid function is then applied to produce the final channel attention map Ac, in which

channel-wise importance scores are predicted. The feature map F is then recalibrated using

element-wise multiplication with the attention map A. For our experiment, we set DE , HE , WE
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to 3, therefore, the overall attention map computation can be summarised as follows:

Ac = σ(W(E))R∈Cx1x1x1

= σ(Conv3D3x3x3(AvgPool3D(F)R∈Cx3x3x3))
(6.1)

where AvgPool3D represents adaptive 3D average pooling. Conv3D3x3x3 is a 3D convolutional

layer, the subscript represents the size of the kernels used in the convolutional layer. σ(·) is a

sigmoid activation function. Note that we continue using these notations for the reminder of this

chapter. Accordingly, the refined feature map is computed as follows:

F′ = Ac ⊗F (6.2)

where ⊗ denotes element-wise multiplication. Our cross-channel attention block is visualised

in Fig. 6.3

Our channel-wise attention strategy aims to assist the network in effectively learning to fo-

cus on informative feature and ignore (down-weight) irrelevant or less informative ones. Other

works that incorporate multi-layer perceptrons rely on heavy dimensionality reduction to de-

crease the computation overhead of the attention network. Particularly, [1, 38] use an adaptive

pooling operation to create a C x 1 x 1 x 1 descriptor in which spatial information of the in-

termediate features is embedded. This is then passed to a multi-layer perceptron where the

feature’s dimensionality is further reduced by a pre-defined factor (see Eqs. 2.1 and 2.2). Note

that the size of the spatial descriptor is less proportional to the intermediate embedding when

dealing with 3D feature maps (e.g., pulmonary nodules) in contrast to that in 2D based analysis

(e.g., [1,38]), leading to a limited spatial information. We avoid this by replacing the multi-layer

perceptron by a fully convolutional network, allowing an efficient use of rich spatial descriptors

with higher dimensionality (i.e., C x 3 x 3 x 3).

To perform spatial attention, we adopt a joint analysis approach that integrates spatial in-

formation from different image cross-sections (i.e., axial, coronal, and sagittal). First, an inter-

mediate 3D feature map F ∈ RCxDF xHF xWF is linearly transformed into E ∈ R1xDF xHF xWF using a

convolutional layer with kernels of size 1 x 1 x 1:

E =Conv3D1x1x1(FR∈CxDF xHF xWF )R∈1xDF xHF xWF (6.3)

Note that the resulting feature map E is of dimensions 1 x DF x HF x WF , therefore, by reducing

the first axis (i.e., DF x HF x WF ), E can be processed using 2D convolutions along the DF axis

(this is equivalent to having a 2D input of DF channels). The feature map E is now projected into

103



6. AttentNet for Pulmonary Nodule Detection Using 3D Cross-channel and Inter-spatial
Convolutional Attention

the axial, coronal and sagittal planes. Each of these feature maps is then processed by a unique

2D convolutional network, producing three 2D convolutional feature maps {Eaxi,Ecor,Esag} ∈
RDF xHF xWF :

Eaxi =Conv2D3x3(Axial(E))R∈DF xHF xWF

Ecor =Conv2D3x3(Coronal(E))R∈DF xHF xWF

Esag =Conv2D3x3(Sagittal(E))R∈DF xHF xWF

(6.4)

where Axial(·) Coronal(·) and Sagittal(·) are transformation functions that project inputs from

axial plane into coronal and sagittal planes, respectively. This is equivalent to applying 2D

convolution with different absolute orientations in the 3D space. The resulting embeddings

are then spatially aligned, and are combined (concatenated) along a new axis to form a cross-

sectional (3D) feature map Ecs ∈ R3xDF xHF xWF :

Ecs =Concat(Eaxi,Ecor,Esag)
R∈3xDF xHF xWF (6.5)

Last, Ecs is transformed back into RCxDF xHF xWF using 1 x 1 x 1 convolution. A sigmoid function

is then applied to produce the final spatial attention map As, in which spatial importance scores

are predicted:

As = σ(Conv3D1x1x1(Ecs)
R∈CF xDF xHxWF ) (6.6)

The attention map As is used to refine the intermediate feature map using element-wise multi-

plication:

F′ = As ⊗F (6.7)

The overall proposed spatial attention process is visualised in Fig. 6.4

While spatial attention proposed in [1] focuses on capturing spatial correlations within the

convolutional features, we argue that the use of element-wise pooling operations along the chan-

nel axis, to aggregate spatial information limits the volumentric information when dealing with

3D data. Note that spatial attention in [1] was originally designed for 2D based analysis, see Eq.

2.3. Our cross-sectional spatial attention approach not only leverages 2D inter-spatial relations,

but also captures 3D information by jointly analysing the three orthogonal planes of the 3D fea-

ture map (axial, coronal, and sagittal). This particularly important when managing volumetric

images, where target structures may have different visual appearance when viewed in different

cross-sectional planes, e.g., pulmonary nodules. See Fig. 6.5.

Our attention blocks (cross-channel, or spatial attention) can be straightforwardly integrated

and jointly trained with any 3D CNN architecture. In line with [1] and [38], we place our

104



6.2. Proposed Method

Figure 6.3: An overview of our proposed 3D fully convolutional cross-channel attention unit within
a residual block. As illustrated, our channel attention exploits 3D adaptive pooling to embed spatial
information from an intermediate convolutional feature map F, these are passed into a 3D convolutional
layer in which output is an attention map Ac of size C x 1 x 1 x 1. This will then be used to adaptively
refine the intermediate feature maps inferring channel importance and inter-channel correlations (F′).
Here,

⊗
and

⊕
represent element-wise multiplication and addition, respectively. Note that the addition

operation represents the residual path in the residual block. The parameter k represents the kernel size
used in the convolutional layers.

proposed attention block prior to the residual path of a residual unit. In our experiment, we

individually evaluate the benefits of both, channel and spatial attention, within the pulmonary

nodule detection task. We further evaluate the impact of incorporating both attention techniques

in combination. More details are presented in Section 6.3.

To perform the final detection, the output of the feature extraction network is passed into

two parallel convolutional layers, a classification and a regression layer, to predict classes and

nodule coordinates for each position in the feature map, respectively. In line with [135,138,141],

we train our network with 3 reference anchor sizes, 5, 10, and 20, set based on the nodule size

distribution (see Fig. 6.1). An anchor is considered to be positive if it has an intersection over

union (IoU) ≥ 0.5, and negative if IoU < 0.2. The network is trained according to the combined

loss function:

L = λ Lcls + p∗Lreg (6.8)

where Lcls and Lreg are the classification and location regression losses, respectively. λ is a

balancing operator and is set to 1 in our experiment. p∗ ∈ {1,0} denoting positive and negative
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Figure 6.4: An overview of our proposed 3D fully convolutional inter-spatial attention unit within a
residual block. Our spatial attention takes as input an intermediate 3D feature map F of C channels,
projects it into a 1 channel feature map (using 1 x 1 x 1 convolutions) that is then transformed into three
orthogonal planes (axial, coronal, and sagittal). Each of the resulting features is then processed by a
unique 2D convolutional layer to learn cross-sectional spatial representations. The resulting feature maps
are then spatially aligned, aggregated by concatenation, and are linearly projected back to C 3D channels
in which we use to infer cross-sectional spatial attention As. Intermediate feature maps are adaptively
refined (F′) using element-wise multiplication (

⊗
in the figure). Here,

⊕
represent element-wise addition

used in the residual path of the residual block. The parameters k and s represent the kernel size and the
stride used in the convolutional layers.

anchors, respectively. Similar to [138, 140], we adopt a focal cross-entropy loss [142] for the

nodule classification task:

Lcls(pt) =−α(1− pt)
γ log(pt) (6.9)

here, considering an anchor’s predicted probability p, pt = p if the ground-truth label is positive,

and pt = (1− p) otherwise. γ is a modulating parameter. Well classified samples (i.e., pt → 1)

cause the modulating term to approach 0, down-weighting their loss values, and vice versa for

hard examples. Note that α acts as a class balancing parameter. We find that setting γ and α to

2 and 0.5, respectively, provides a favorable balanced performance. In line with the essence of

attention, focal loss assists the network in focusing on more informative samples and therefore,

structures. This is particularly important when managing class imbalanced data, in this case,

pulmonary nodule images.

Moreover, we use smooth L1 loss [52] for location regression task :

Lreg(t∗, t) =

|t∗− t| if |t∗− t|> 1

(t∗− t)2 otherwise
(6.10)

given that t and t∗ are vectors representing the relative coordinates of a nodule location in,
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Figure 6.5: Pulmonary nodules viewed in different cross-sectional planes: axial (top), coronal (middle),
and sagittal (bottom).

respectively, the prediction space and ground-truth:

ti = (
x− xa

da
,
y− ya

da
,
z− za

da
, log

d
da

) (6.11)

where (x,y,z,d) and (xa,ya,za,da) are the predicted nodule center and diameter, and the coordi-

nates of an anchor i, respectively. Similarly, the ground-truth relative coordinates are defined as

t∗i using the original nodule coordinates (x∗,y∗,z∗,d∗).

To further reduce the class imbalance impact, we adopt an online hard negative mining

strategy [177]. During training, N negative samples with the highest nodule probability are

selected to be used in the computation of the loss. Remaining samples are ignored and do not

contribute to the loss. Here, we set N to 2. Hard negative mining has repeatedly demonstrated

usefulness in the nodule detection task [132, 135, 138–141].

For the network’s activation function, we use a modified rectified linear unit (ReLU). ReLU

[178] functions have gained popularity due to their simplicity and robustness. This manifests in

their ability of preserving the gradient flow in the positive input range. Since the linear portion

of ReLU does not saturate (i.e., unbounded), it allows gradients on active neurons to remain

proportional to their activation. Moreover, in the negative input range, ReLU promotes network

sparsity by setting the activation value to zero [178]. However, this becomes a problem when

many inputs have negative values, leading to a degraded gradient flow in the backpropagation

process, and therefore, no learning. To avoid this problem, we simply modify ReLU such that it
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generates small negative outputs when the input lies in the negative range. Particularly, we in-

corporate a hyperbolic tangent function for the negative range of ReLU. Given a ReLU function

f (x) = max(0,x), our modified ReLU can be formulated as follows:

g(x) =

x if x > 0

tanh(x) otherwise
(6.12)

where x is the input of the activation function. The idea of this modification is to preserve the

linear characteristic of ReLU for positive input values, while improving the gradient flow for

negative inputs. Moreover, unlike pure ReLU, the modified ReLU is smooth around the origin

(x=0), promoting a faster learning process. A visual comparison of both activations is presented

in Fig. 6.6. In Section 6.3, we empirically demonstrate the benefits of our proposed activation

and compare it to pure ReLU activation. We also compare the performance of the proposed

activation function against commonly used ReLU alternatives, Leaky ReLU [183] and ELU

[184], in which the negative gradient flow is enhanced by allowing outputs for input values that

lie within the negative range of ReLU. It is worth noting that Leaky ReLU has been widely used

within the pulmonary nodule detection task to reduce the risk of the dying neurons [185–189],

we demonstrate in our experiment that our modified activation can outperform ReLU, Leaky

ReLU, and ELU activations in the nodule detection task.

Furthermore, we employ a testing time augmentation (TTA) strategy in which an input image

is orientated along axial, coronal, and sagittal cross-sections. Each of the resulting images is

then processed by the network to predict candidate locations. Results from all cross-sections

are then aggregated and used to form the final set of predictions It is worth noting that these

augmentations are similar to the ones used during training. Testing time augmentation is a simple

and an effective way to enhance the performance of DNNs [33, 110, 190–192]. We demonstrate

this in our experiment for the nodule detection task.

6.2.2 False positive reduction stage

Pulmonary nodules are highly variable in shape, size, and density, they have similar morpho-

logical characteristics to neighbouring organs and non-nodule structures, e.g., blood vessels and

airways (see Figs 6.1 and 6.7). This high morphological variability increases the complexity

of the detection task leading to high rates of false positive detections [3, 193–198]. To address

this issue, we deploy a false positive reduction stage, in which we utilise a joint analysis based

approach that incorporates nodule morphology and spatial context information to perform the
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Figure 6.6: Visual comparison of ReLU, Leaky ReLU, ELU, and our proposed modified ReLU activation
(left), and their correspondent derivatives (right).

final detection. We further utilise cross-channel attention to assist the network in focusing on

important information by modelling correlations between the embedded features. An overview

of our false positive reduction stage is presented in Fig. 6.2.

First, a suspected region (i.e., candidate locations proposed by the candidate proposal stage)

is extracted in three different scales, such that each patch spans a different level of spatial context

(area) around the center of the suspected region. Here, we use small (15 x 15 x 15), medium

(25 x 25 x 25), and large (40 x 40 x 40) patches, representing short, medium, and long range

spatial context, respectively. Note that these are picked with respect to nodule size distribution.

The extracted patches are then resized (individually) into 20 x 20 x 20 using bicubic interpola-

tion, and are fed into three parallel convolutional layers in which each layer is specialised in a

particular type of patches (i.e., small, medium, or large). The resulting feature maps are then

individually down-sampled using a max pooling operation, aggregated (concatenated), and are

jointly analysed by a sequence of four residual blocks [34], in which 2, 3, 3, and 3 residual units

are incorporated, respectively. Moreover, the first residual block is followed by subsequent max

pooling layer to further reduce the dimensionality of the 3D feature maps. In line with the con-

cept of attention, our design aims at assisting the network in learning contextual information by

independently analysing nodules at different extents of spatial information (scales), while mod-

elling correlations between the different contexts by jointly analysing the aggregated feature

maps. Fig. 6.8 shows examples of nodule images of different contextual levels and a random

selection of their feature maps. We notice that by jointly exploiting inputs of different scales,

the network was able to integrate information from multiple levels of spatial context (MLSC).
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Figure 6.7: A visual comparison between pulmonary nodule (top) and non-nodule (bottom) regions. The
two classes share similar appearance and morphology, increasing the complexity of the classification task.

Figure 6.8: Examples of random pulmonary nodules (odd columns) and their correspondent feature maps
(even columns) from different levels of spatial context: long range context (top), medium range context
(middle), and short range context (bottom). Note that the feature maps are selected randomly from the
second convolutional layer in the false positive reduction network. We notice that exploiting information
from different input scales (levels of context) assists the network in integrating spatial contextual infor-
mation of different levels.

In our experiment (Section 6.3), we demonstrate the benefit of the joint analysis and compare it

against the performance when single scale inputs are used.

As observed in Fig. 6.1, most nodules are of small size, making the classification task more

challenging [193–196, 199]. Moreover, smaller structures are prone to shrinkage due to the use

of down-sampling layers, this contributes negatively to the quality of the acquired information,

and therefore the accuracy of the detection. Thus, we augment the residual units of our back-

bone network by zoom-in convolutional paths to assist the network in picking fine details from

different feature scales. An intermediate feature map F is first processed by a deconvolutional

layer using kernels of size 2 x 2 x 2 and stride of 2, the feature map is therefore up-sampled

by a factor of 2. The resulting embedding is then regularised using a batch normalisation layer,

followed by a non-linear activation layer, and is finally transformed back into its original di-
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Table 6.1: Candidate proposal ablation study: FROC at different numbers of false positives per scan
obtained by different methods under comparison on a randomly selected keep-out fold from LUNA16
dataset. Here, CA and SA stand for channel attention and spatial attention, respectively. The highest
scores are highlighted in bold.

FROC Mean 0.125 0.25 0.5 1.0 2.0 4.0 8.0
RPN 0.772 0.576 0.669 0.754 0.790 0.846 0.878 0.890
RPN+CA [38] 0.813 0.638 0.697 0.792 0.856 0.877 0.911 0.919
RPN+SA+CA [1] 0.743 0.576 0.631 0.687 0.745 0.816 0.862 0.886
RPN+SA [1] 0.719 0.507 0.602 0.688 0.725 0.801 0.843 0.869
RPN+CA [1] 0.779 0.584 0.679 0.753 0.807 0.847 0.884 0.902
RPN+proposed CA+SA 0.782 0.544 0.689 0.765 0.810 0.864 0.886 0.912
RPN+proposed SA 0.784 0.575 0.670 0.750 0.813 0.860 0.900 0.923
RPN+proposed CA 0.826 0.657 0.761 0.808 0.834 0.887 0.909 0.929

mensions using a 3D max pooling operation. The output of the zoom-in layer is incorporated

as a skip connection similar to a residual path using element-wise addition. See Fig. 6.9. The

intuition behind this strategy is to promote the network into learning to emphasise (magnify)

small structures using the up-sampling convolution, such that they are less prone to diminishing

due to repeated down-sampling operations and the increasing receptive field. In our experiment

(Section 6.3), we demonstrate the effectiveness of our proposed zoom-in path within the false

positive reduction task, and evaluate its performance within the candidate proposal task.

Surprisingly, unlike our finding in the candidate proposal stage, we observe no significant

improvement when integrating our proposed spatial attention (Eqs. 6.3 to 6.7) within the false

positive reduction task. A similar pattern was found when evaluating spatial attention from

[1]. Nonetheless, when evaluating channel attention within the false positive reduction task, we

observe an enhanced performance using the channel attention approach proposed in [1], while no

significant yield was found by integrating our proposed technique (Eqs. 6.1 to 6.2). This may be

due to the different complexity of the two tasks. In Section 6.3, we provide an extensive analysis

in which we compare different types and combinations of attention techniques. Accordingly, we

adopt the cross-channel attention approach from [1] into the building blocks of our false positive

reduction network. The over all channel attention process is described in Eq. 2.2. Similar to [1],

channel attention is placed prior to the residual path in a residual unit.

The output of the last residual block is then passed into a fully connected notwork of 3 sub-

sequent layers in which the final layer predicts nodule probabilities using a sigmoid function.

Similar to the candidate proposal stage, we evaluate focal cross entropy [142] within our false

positive reduction task. We observe that setting the modulation parameter γ (Eq. 6.9) to 0 pro-
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duces the best overall performance. While using higher values provoke lower false positive rates

on the account of lower sensitivity in the nodule class, setting γ to 0 induces a favorable balance

in the overall performance. Note that when γ is set to 0, the loss computation is equivalent to

using pure cross entropy.

6.2.3 Integration of detection stages

Our framework performs the detection in two stages, candidate proposal and false positive re-

duction. In line with [3] and [141], we find that ensembling the two stages such that the final

prediction is a function of the two models, achieves the best detection performance. First, for

each tested image, predictions are then sorted in a descending order with respect to their nodule

probability, locations with the highest 300 nodule scores are used as an initial pool of candi-

dates. These are then evaluated against a threshold t, where t is set to 0.3. To eliminate any

overlapping predictions, candidates are then processed by a non maximum suppression (NMS)

operation with an intersection over union threshold of 0.1.

The remaining nodule candidates are then passed into the false positive reduction stage,

where candidate regions are extracted and are processed by the false positive reduction network.

For each detection, the final score is defined as the average probability of both stages. Last,

detections with probabilities ≥ 0.3 are used to form the final set of detection.

6.3 Experiments

All experiments were implemented using PyTorch DL library with an NVIDIA V100 16GB

GPU. Both the candidate proposal and false positive reduction stages were trained (separately)

for 250 and 10 epochs (∼2 and ∼0.5 days), respectively, using a batch size of 7 and 64, re-

spectively. For both stages, we use Stochastic Gradient Descent (SGD) [200] optimisation with

an initial learning rate of 0.01. For the candidate proposal stage, the learning rate is decreased

to 0.001, 0.0005, and 0.0001 after 50, 100, and 150 epochs, respectively, while it is conserved

at 0.01 for the false positive reduction stage. Network parameters are initialised using He et

al. [201].

We train and evaluate both stages following 10-fold cross validation as suggested by

LUNA16 [3]. Performance is evaluated using the LUNA16’s official metric, Free Receiver

Operating Characteristic (FROC) [202], in which sensitivity is computed at 7 predefined false

positive rates (i.e., 0.125, 0.25, 0.5, 1, 2, 4, and 8) per scan. Most clinical setups define their
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Table 6.2: FROC at different numbers of false positives per scan obtained by the best performing can-
didate proposal network (proposed RPN with cross-channel attention) on a randomly selected keep-out
fold from LUNA16 dataset using different activation functions.

FROC Mean 0.125 0.25 0.5 1.0 2.0 4.0 8.0

ReLU 0.826 0.657 0.761 0.808 0.834 0.887 0.909 0.929
Leaky ReLU 0.822 0.602 0.732 0.826 0.868 0.897 0.910 0.916
ELU 0.830 0.641 0.743 0.802 0.861 0.895 0.923 0.943
prop. mod. ReLU 0.833 0.642 0.733 0.808 0.882 0.909 0.922 0.938

effective threshold between 1 and 4 false positives per scan. Including lower false positive rates

in the evaluation metric makes the task more challenging [3].

In the remainder of this section, we present data and pre-processing in Sections 6.3.1 and

6.3.2, respectively. Furthermore, to evaluate the contribution of the individual components of

our approach, we first perform an ablation study for each of the detection stages (candidate

proposal and false positive reduction stage) in Section 6.3.3, then we evaluate the performance

of the fully integrated system in Section 6.3.4.

6.3.1 Data

We use the LUNA161 (LUng Nodule Analysis 2016) [3] dataset, a subset of LIDC/IDRI dataset

[203], to carry out our experiments. The LIDC/IDRI dataset was collected in two stages, a

blinded annotation stage, where 4 radiologists were asked to independently mark suspicious lo-

cations, and an unblinded stage, where results of all radiologists where anonymised and provided

to each of the radiologists to assist them and re-evaluate their initial annotations.

As recommended by [204], [205], and [206], thin slices must be used for pulmonary nodule

analysis, therefore, LUNA16 excludes scans with slice thickness > 2.5 mm. Scans with im-

paired slices or inconsistent slice spacing are also excluded, resulting a total of 888 CT scans.

Moreover, only nodules that are ≥ 3 mm and are accepted by a minimum of 3 out 4 radiolo-

gists are included in LUNA16, summing up to 1186 nodule labels. Following the lung cancer

screening protocols in [207], any remaining annotations are flagged as irrelevant findings.

Furthermore, for the false positive reduction task, LUNA16 provides 754,975 candidate lo-

cations acquired using multiple existing methods ( [208–212]). These include 1,166 nodules

that match the radiologists annotations and 753,809 of non-nodule locations.

1available at https://luna16.grand-challenge.org/
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Figure 6.9: An overview of our proposed 3D fully convolutional zoom-in path within a residual block.
Our zoom-in path takes intermediate feature maps of size C x D x H x W as an input. These features are
up-sampled by a transposed convolutional operation resulting a feature map of size C x D′ x H ′ x W ′ to
assist the network in capturing finer details from different spatial scales. The extracted features are then
normalised using a batch normalisation layer, mapped into a non-linear space, and are pooled using a
max pooling operator in which the resulting embeddings are of the same dimensions as the original input.
These are then aggregated along with the features from the residual block using an element-wise addition
process (

⊕
in the figure). The parameters k and s represent the kernel size and the stride used in the

convolutional and the max pooling layers.

6.3.2 Pre-processing

Similar to [138] and [135], we pre-process LUNA16 images by clipping their intensity values

between -1200 and 600 Hounsfield units (HU) followed by rescaling them between 0 and 1. We

use the lung masks provided by LUNA16 to isolate the informative lung region and mask out

any surrounding organs. Due to GPU limitations, for the candidate proposal stage, images were

split into patches of size 128 x 128 x 128 during the training stage. We follow the same approach

for the testing stage allowing an overlap of 32 pixels between the cropped patches.

Additionally, we follow a cross-sectional augmentation strategy, where scans, along with

their annotations, are transformed from axial plane (original plane), into sagittal and coronal
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Table 6.3: False positive reduction ablation study: FROC at different numbers of false positives per scan
obtained by different methods under comparison on a randomly selected keep-out fold from LUNA16
dataset. The top section of the table compares results of the false positive reduction network when incor-
porating spatial information from different contextual levels. The bottom section presents a comparison
of different attention mechanisms. Here, CA and SA stand for channel attention and spatial attention,
respectively. The highest scores are highlighted in bold.

FROC Mean 0.125 0.25 0.5 1.0 2.0 4.0 8.0
Short range spatial context 0.623 0.207 0.354 0.538 0.681 0.763 0.877 0.936
Medium range spatial context 0.769 0.503 0.646 0.738 0.822 0.861 0.902 0.910
Long range spatial context 0.715 0.487 0.578 0.681 0.740 0.814 0.854 0.855
Multi-level spatial context (MLSC) 0.792 0.529 0.626 0.738 0.831 0.915 0.946 0.963
MLSC+zoom-in (MLSC-Z) 0.813 0.661 0.730 0.783 0.822 0.846 0.912 0.938
MLSC-Z+proposed CA+SA 0.678 0.455 0.500 0.575 0.715 0.792 0.844 0.866
MLSC-Z+proposed SA 0.805 0.564 0.661 0.790 0.828 0.881 0.939 0.972
MLSC-Z+proposed CA 0.775 0.564 0.640 0.740 0.790 0.849 0.899 0.946
MLSC-Z+CA+SA [1] 0.740 0.433 0.566 0.713 0.801 0.849 0.907 0.909
MLSC-Z+SA [1] 0.778 0.505 0.634 0.744 0.821 0.903 0.919 0.919
MLSC-Z+CA [38] 0.833 0.593 0.711 0.812 0.883 0.926 0.950 0.957
MLSC-Z+CA [1] 0.848 0.702 0.745 0.815 0.862 0.906 0.940 0.963

planes.

For the false positive reduction stage, patches are extracted using annotation coordinates

provided by LUNA16 for the false positive reduction task. Each patch is cropped in 3 different

sizes (levels of spatial context), 15 x 15 x 15, 25 x 25 x 25, and 40 x 40 x 40. This ensures the

coverage of 99% of the nodules [213]. All patches are then resized to 20 x 20 x 20 using bicubic

interpolation. Furthermore, during training, we augment the nodule class using cross-sectional

augmentations, followed by 1-pixel shifts along the z, y, and x axes.

6.3.3 Ablation study

6.3.3.1 Candidate proposal stage

For the candidate proposal task, we compare the impact of different attention mechanisms

against the performance of our backbone CNN when no attention is used. Results are presented

in Table 6.1 Fig. 6.10. Performing 10-folds cross validation requires extensive amounts of time

(e.g., ∼2 days per fold), therefore, for the purpose of evaluating the candidate proposal stage,

training and testing were performed using a randomly selected keep-out fold. Nonetheless, in

Section 6.3.4, we evaluate our fully integrated system using 10-folds cross validation as sug-

gested in LUNA16 [3]. Note that all our experiments are trained using ReLU activation function

unless stated otherwise.
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Figure 6.10: FROC of AttentNet using different attention mechanisms under comparison on a randomly
selected keep-out fold from LUNA16 dataset. Legend indicates average FROC score across all false
positive thresholds for each tested detector.

In our first experiment, we evaluate the performance of our candidate proposal network when

no attention is incorporated. This will serve as a baseline for our candidate proposal stage. We

find that the network has successfully detected lung nodules at a recall (sensitivity) of 0.878

at 4 false positives per scan, and an FROC score (i.e., average sensitivity over 7 false positive

thresholds, 0.125, 0.25, 0.5, 1.0, 2.0, 4.0, 8.0) of 0.772, prior to any false positive reduction.

Note that most clinical setups define their effective threshold between 1 and 4 false positives per

scan [3]. This demonstrates a compelling potential of CNNs in the pulmonary nodule detection

task.

To evaluate the impact of different attention mechanisms, we compare cross-channel and

spatial-wise attention when applied individually, and when applied in combination (i.e., subse-

quently) within the building blocks of the detection network.

We find that all channel attention approaches (i.e., the proposed approach and the ones

from [1] and [38]) contribute positively to the overall detection performance, with our proposed
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Figure 6.11: Validation loss of the proposed lung nodule detection network using different activation
functions. Our proposed modified ReLU activation is smooth around the origin, promoting faster learning
in contrast to both, pure ReLU and leaky ReLU activations.

strategy producing the highest FROC score of 0.826, in contrast to 0.779 and 0.813 using the

attention approaches from [1] and [38], respectively. This demonstrates the advantage of our

fully convolutional design, by replacing the MLP units (i.e., channel attention in [1] and [38])

with convolutional operations, we avoid the need for heavy dimesionality reduction (see Sec-

tion 6.2.1), and attention can therefore be efficiently performed using spatial embeddings of

higher dimensions, leading to an enhanced performance. As demonstrated by the results, this is

particularly useful when managing 3D data of high spatial resolution.

Moreover, when evaluating the impact of spatial attention, we find that our proposed spatial

attention strategy was able to successfully enhance the network’s performance with an FROC

score of 0.784, showing an increase of 1.2% comparing to the baseline network when no at-

tention is used. On the other hand, we find that spatial approach from [1] leads to a worse

performance comparing to the baseline network. This shows that, in contrast to [1], where

spatial descriptors are aggregated using element-wise pooling operations along the channel axis,
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Table 6.4: FROC at different numbers of false positives per scan obtained by our fully integrated two
stage pulmonary nodule detection system, AttentNet, in contrast to baseline methods using 10-folds cross
validation on LUNA16 dataset. Here, TTA indicates the use of testing time augmentation. The highest
scores are highlighted in bold.

FROC Mean 0.125 0.25 0.5 1.0 2.0 4.0 8.0
ZNET [129] 0.811 0.661 0.724 0.779 0.831 0.872 0.892 0.915
3D RCNN [132] 0.834 0.662 0.746 0.815 0.864 0.902 0.918 0.932
DeepLung [135] 0.842 0.692 0.769 0.824 0.865 0.893 0.917 0.933
DeepSeed [138] 0.862 0.739 0.803 0.858 0.888 0.907 0.916 0.920
AttentNet (RPN) 0.842 0.656 0.774 0.831 0.874 0.903 0.923 0.936
AttentNet 0.871 0.752 0.817 0.857 0.885 0.920 0.933 0.933
AttentNet+TTA 0.874 0.748 0.812 0.856 0.893 0.919 0.942 0.945

neglecting the volumetric aspect of the data, the incorporation of cross-sectional spatial informa-

tion in our attention strategy can successfully assist the network in learning correlations between

the different image cross-sections, and consequently capturing important 3D information within

the images.

Generally, while both our spatial and cross-channel attention demonstrate a positive impact

within the pulmonary nodule detection task, we observe that the network yields a better per-

formance using channel-wise attention in contrast spatial attention. A similar trend is observed

when evaluating channel and spatial attention from [1] and [38]. Moreover, when combining

both our channel and spatial attention by applying them in subsequently (as suggested in [1]),

we notice an increase in the FROC score comparing to the baseline network when no attention

is used, however, we find that the network benefits the most when cross-channel and spatial at-

tention are incorporated individually, with channel attention being the best performing amongst

all configurations. In terms of inference time, in contrast to the RPN baseline with no atten-

tion, requiring ∼ 0.082 seconds (GPU time) per sample (i.e., 128 x 128 x 128 image patch.

See Section 6.3.2.), the proposed channel and spatial attention are slower recording an infer-

ence time of ∼ 0.100 and ∼ 0.123, respectively. This is expected since aggregating the network

with attention paths increases the computational complexity. Furthermore, when evaluating

the performance attention methods from [1], we find that their channel attention produces better

results in contrast to both, their spatial attention, and spatial and channel attention when applied

in combination. These observations indicate a high importance of inter-channel dependencies

in the pulmonary nodule detection task. In fact, we argue that channel attention not only assists

the network in modelling inter-channel correlations, but also inherently infers spatial attention
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by assisting the network in focusing on important feature maps (channels) in which informative

spatial features are embedded. Accordingly, and due to the improved performance demonstrated

in our experiment, we continue using our proposed channel attention as the method of choice

for the candidate proposal task.

In our preliminary experiments, we evaluate our zoom-in path within the candidate proposal

stage. We observe comparable performance to the network when no zoom-in paths are used.

This is expected since the candidate proposal network benefits from an encoder-decoder de-

sign in which spatial features are extracted from multiple spatial scales. However, the zoom-in

path demonstrates benefits when incorporated within the false positive reduction task, where an

encoder-decoder design is not straightforwardly applicable due to the relatively narrow input

dimensions (details in Section 6.3.3.2).

Finally, we evaluate the impact of our proposed modified ReLU activation function within

the nodule detection task by applying it to the best performing network configuration amongst

all tested detectors (i.e., RPN with the proposed cross-channel attention), and compare its perfor-

mance to the network with pure ReLU, Leaky ReLU, and ELU activations. Results are presented

in Table 6.2. We find that the modified ReLU activation produces an increased FROC score of

0.833 comparing to 0.826, 0.822, and 0.830 when using pure ReLU, Leaky ReLU, or ELU ac-

tivations, respectively. More particularly, when comparing to pure ReLU and Leaky ReLU, a

significant increase is observed in the sensitivity at false positive per scan thresholds from 1.0

to 8.0, in which an effective clinical threshold (i.e., 1.0 - 4.0) is defined within [3]. In the same

line, the proposed modified ReLU activation achieves the highest sensitivity at 1 and 2 false

positives per scan. ELU on the other hand obtains higher sensitivity at 4 and 8 false positives

per scan, and a comparable average FROC score to the proposed activation. This is expected

since ELU and the proposed activation have similar characteristics over the negative segment of

the activation function. The performance gain using the proposed activation may be explained

by the smoother gradient flow in contrast to that in ELU as demonstrated in Fig. 6.6. Unlike

unbounded activations (e.g., Leaky ReLU), our modified ReLU activation, as well as ELU acti-

vation, are bounded for negative inputs, promoting network regularisation and reducing the risk

of overfitting. These observations demonstrate that allowing small outputs for inputs in the neg-

ative range of ReLU can improve the gradient flow and therefore enhances the learning process,

see Fig. 6.11. Accordingly, we adopt this modified ReLU activation for our detection network

and continue using it for the remainder of our experiment.
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Figure 6.12: Pulmonary nodules detected by AttentNet (green) against ground-truth boxes (red). Blue
boxes indicate false positive detections. Red boxes with no overlapping detections indicate false negative
samples.
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6.3.3.2 False positive reduction stage

For the false positive reduction task, we first evaluate the impact of using different input scales

(levels of spatial context) on the detection, and compare it against our proposed joint analysis

approach in which we incorporate inputs of multi-level spatial context (MLSC). We then evaluate

the performance of our zoom-in path, as well as different attention mechanisms, against the

performance of our backbone CNN when no attention is used. Results are presented in Table

6.3. Similar to the candidate proposal stage, we evaluate our false positive reduction network

using a randomly selected keep-out fold.

When comparing different input scales for the false positive reduction network, we find that

medium range spatial context (25 x 25 x 25) produces the best performance in contrast to short

(15 x 15 x 15) and long (40 x 40 x 40) range spatial context. However, we find that jointly

analysing Multi-level Spatial Context (MLSC) inputs enhances the overall detection compar-

ing to using any of input scales individually, with an FROC score of 0.792 comparing 0.769

produced using medium range spatial context inputs. This demonstrates the importance incor-

porating spatial information from different levels when managing objects with the high size

variability such as the pulmonary nodules (see Fig. 6.1). Furthermore, Fig. 6.8 shows that

our MLSC network was able to integrate spatial contextual information of different levels us-

ing our joint analysis approach. We also find that augmenting our Multi-level Spatial Context

with Zoom-in paths (MLSC-Z) enhances the performance even further, with an FROC score

of 0.813, showing an increase of 2.1% comparing to the performance when the zoom-in path

is not used. Note that unlike the candidate proposal stage where the network benefits from an

encoder-decoder design in which feature maps are extracted from multiple spatial scales, due

to the nature of the false positive reduction task and the relatively narrow input dimensions, an

encoder-decoder approach is not straightforwardly applicable. Thus, we design and incorporate

our zoom-in path within the building blocks of the false positive reduction network.

When comparing different attention approaches, similar to our observation in the candidate

proposal stage (Section 6.3.3.1), channel attention demonstrates the best performance compar-

ing to spatial attention. Indeed, the essence of cross-channel attention is in line with the concept

of our joint analysis approach, in which we aim to assist the network in capturing correlations

between inputs of different levels of spatial context, this suggests that both, channel attention

and the joint analysis approach provide complementary information to one another. Further-

more, contrary to our finding in the candidate proposal task, we notice that channel attention

approaches form [1] and [38] show better performance comparing to our proposed channel at-
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tention within the false positive reduction task, with the channel attention from [1] producing

the highest results, showing an increase of 3.5% in the overall FROC score in contrast to the

performance when no attention is used. This may be due the different complexity between the

two tasks, this may indicate that the MLP based attention (e.g., [1] and [38]) is more suitable

for the false positive reduction task in contrast to our fully convolutional channel-wise attention

strategy. Accordingly, we continue using channel attention from [1] as our approach of choice

in the false positive reduction stage. On the other hand, we find that our spatial attention pro-

duces the highest sensitivity at 8 false positives per scan, and a higher overall performance in

contrast to the spatial attention approach from [1]. This demonstrates the benefits of incorpo-

rating cross-sectional spatial information in our spatial attention comparing to the channel-wise

pooling approach used in [1].

Overall, our results demonstrate the importance of exploiting morphological information

when dealing with pulmonary nodules. Combining nodule morphology with attention mecha-

nisms further enhances the network ability in learning effective embeddings and consequently

produce more accurate predictions.

6.3.4 Integrated system performance

In this section, we evaluate the performance of our proposed nodule detection system by integrat-

ing both detection stages (candidate proposal and false positive reduction stage) in an ensemble

model. Note that all experiments in this section are done following 10-folds cross validation as

suggested in LUNA16 [3]. Results are presented in Table 6.4.

First, we evaluate the performance of our candidate proposal network (RPN) when no false

positive reduction stage is incorporated. We find that that our network produces a better overall

performance in contrast to the two stage detector [129] and higher or comparable results to

the single stage detectors, [132], [135] and [138]. Additionally, when comparing our network to

baselines at false positives per scan ≥ 1, in which an effective clinical threshold is defined [3], we

find that our network outperforms [129], [132], and [135] at 1.0, 2.0, 4.0 and 8.0 false positives

per scan, as well as [138] at 4.0 and 8.0 false positives per scan with a comparable performance

at 1.0 and 2.0 false positives per scan. Note that our proposed network contains 3.1M trainable

parameters, in contrast to 17M, 5.4M, 1.4M, and 5.4M parameters in [129], [132], [135], and

[138], respectively, making it one of the most compact networks amongst all methods under

comparison. This demonstrates the positive impact of our proposed 3D attention strategy, by

enabling the network in focusing on important features, our network was able to efficiently
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Figure 6.13: FROC of all systems under comparison using 10-folds cross-validation over LUNA16
dataset. Our proposed system produces the highest FROC score (average sensitivity over all false positive
thresholds) of 0.874 with a total sensitivity of 95%.

predict nodule locations with an enhanced performance, prior to any false positive reduction.

Furthermore, we find that by integrating both detection stages as an ensemble, our network

was able to achieve the highest performance score amongst all methods under comparison. With

an FROC score of 0.871, showing a significant increase of 2.9% in contrast to our network prior

to the false positive reduction step, and 0.9% comparing to [138], the second highest nodule

detector. This indicates the importance of the false positive reduction step, particularly when

managing a critical task such as pulmonary nodule detection. By analysing suspected nodule

regions and extracting deeper semantic features, the network was able was able to produce an

increased performance.

Moreover, to evaluate the impact of testing time augmentation (TTA), we compare the per-

formance of our network with TTA against the network when no TTA is used. We find that

TTA produces an enhanced FROC score of 0.874, showing an increase of 0.3% in contrast to

the network when no TTA is used, being the best performing detector amongst all network ap-
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proaches. This is in line with the finding in [33,110,190–192], in which TTA was demonstrated

to be a simple and effective way to boost the performance of DL models. This is in line with

the essence of cross-feature correlation analysis. It indicates that even the simple aggregation of

cross-feature information at the decision level may lead to boosts in the overall detection perfor-

mance, in this case, the aggregation of locations predicted using input transformations that are

spatially correlated, of which the inference model was trained with, was useful. Accordingly, we

continue using TTA as a part of our network. Fig. 6.12 compares pulmonary nodules as detected

by our network against their correspondent ground-truth locations.

Overall, our proposed detector demonstrates promising results and a great potential within

the pulmonary nodule detection task. AttentNet can efficiently achieve state-of-the-art perfor-

mance with higher FROC score in contrast to state-of-the-art detectors, and a total sensitivity of

95%. See Fig. 6.13. AttentNet significantly outperforms baselines at 1.0, 2.0, and 4.0 false pos-

itives per scan, in which an effective clinical threshold is defined [3], and produces the highest

sensitivity at the more challenging lower false positive per scan thresholds (i.e., 0.125, 0.25, and

0.5).

6.4 Summary

Accurate detection of lung cancer can significantly impact the success of the treatment, however,

such diagnosis requires careful examination of the lung region using 3D CT scans making it time

consuming and prone to human error. The use of computer aided detection (CAD) can decrease

observational oversights and hence increase the accuracy of the diagnoses. However, pulmonary

nodule detection is a challenging task due to the variable nodule morphology and sparsity of

nodule locations within the lung region.

In this chapter, we present AttentNet, an automated 3D lung nodule detection framework

from CT images. Our framework detects nodules as an ensemble of two stages, candidate pro-

posal, in which a high number of candidates is produced, and a false positive reduction stage to

reduce the number of false alarms.

The proposed framework exploits attention mechanisms to assist the network focusing on

learning effective features and therefore produce an increased performance. Particularly, we

propose a 3D cross-channel attention unit as well as an inter-channel cross-sectional spatial

attention unit, in which we demonstrate effectiveness within the lung nodule detection task. We

show that by incorporating fully convolutional networks, attention can be efficiently performed
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using richer descriptors of higher spatial dimensionality, improving the overall performance

in contrast to popular multi-layer perceptron based attention networks. We demonstrate the

benefits of both channel and spatial attention within the detection task, we also show that channel

attention yields higher performance gains in contrast to spatial attention methods.

Additionally, for the false positive reduction task, we show that by jointly analysing inputs

of different spatial scales along with cross-channel attention, the network was able to aggregate

information of different contextual levels and produce enhanced predictions. We also present

convolutional zoom-in paths to assist the network in capturing spatial information from various

semantic and spatial scales, we demonstrate the benefits of the proposed zoom-in path in the

false positive reduction task.

In our experiment, we carry out an extensive analysis on LUNA16 dataset and show that

AttentNet can outperform state-of-the-art lung nodule detectors by a considerable margin, with

an FROC score of 0.874. Generally, our findings are inline with those in Chapters 4 and 5,

where we demonstrate the benefits of dynamically exploiting inter- and cross-channel (or band)

correlations to perform 3D localisation of solar ARs. In this chapter, we show that explicitly

modelling such correlations can indeed be beneficial for the pulmonary nodule detection task.

Our findings also confirm the benefits of the joint analysis approach in which information is

aggregated from different inputs.

In Chapter 7, we study the feasibility of incorporating global context and long-range cor-

relations within the pulmonary nodule detection task and compare their influence in contrast to

inter- and cross-channel correlations on the overall localisation performance.

The work in this chapter has been published in the following journal:

• M. Almahasneh, X. Xie, A. Paiement, AttentNet for Pulmonary Lung Nodule Detection

Using 3D Attention. Medical image analysis, 2022, (under review).
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TransCNN for Pulmonary Nodule
Detection Using Self-attention
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7.1 Introduction

The strength of CNNs manifests in their rich representational power and ability in embedding

inter- and cross-channel spatial information. However, due to their inherent locality, CNNs

suffer in modelling long-range relations. Moreover, performance of CNNs may be prone to

network factors, such as depth and width [34, 35, 37, 136, 214], and data characteristics such as

target structures with high morphological variance (e.g., texture, shape, and size). To combat

these limitations , research efforts has been directed towards self-attention mechanisms (e.g.,

Multi-headed attention [39] and Vision Transformers [2]) in which global context is incorporated

to model long-range correlations between arbitrary positions. In chapter 6, we demonstrated the

benefits of modelling cross-channel and spatial correlations to perform attention within the lung

nodule detection task. In this chapter, we investigate the possibility of exploiting long-range

relations and global context to infer attention.

Transformers have received considerable interest due to their simple design and outstand-

ing performance on different tasks. However, due to the tokenisation of inputs, Transformers

degrade the local spatial context when dealing with image inputs [112]. Additionally, Trans-

formers suffer from a quadratically growing complexity with respect to the size of the input

sequence [2, 215].

To address these limitations, [2] proposed a patch-wise approach in which 2D inputs are split

into a grid of cells that are used to model correlations as input sequences to perform image clas-

sification, reducing the overall computational overhead of Transformer. [216] proposed a similar

approach for object detection in which the Transformer’s sequence output was reshaped into a

2D embedding and was directly passed into a convolutional detection network to perform the

final prediction. Both [2, 216] demonstrate promising results, however they rely on heavy pre-

training which is often not applicable for different applications. Additionally, splitting images

into patches can impair the spatial locality information, which is important for object localisa-

tion tasks. [117] proposed attaching a CNN decoder to the last Transformer layer to up-sample

the output feature maps into a larger scale and perform object segmentation. In this line, [115]

proposed using a CNN encoder to down-sample the input images into an effective size before

passing them into a pure Transformer to perform the detection. Nonetheless, [117] and [115]

shows that while their approaches achieve good detections for large objects, they struggle when

detecting smaller object.

To address these issue, [111] proposed a hybrid 2D segmentation architecture in which a
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CNN encoder is used to extract and down-sample spatial embeddings, into an size that can be

used directly and effectively with a pure Transformer to perform self-attention, the resulting

Transformer embedding is then reshaped back into a 2D feature map, and is passed into a CNN

decoder to up-sample and perform the segmentation from a large spatial scale. The idea is to

avoid the patch-wise approach by down-sampling the input image into a smaller spatial scale and

feeding the Transformer high level features to model long-range relations, then up-sampling the

resulting features taking advantage from a higher spatial scale to perform the final prediction and

allow the localisation of fine details. Such approach leverages both, the CNN spatial represen-

tational power, as well as global context using Transformers. This approach demonstrated great

performance on the organ segmentation task [111], and was adopted for different segmentation

problems (e.g., 3D brain tumour segmentation [110, 217] and multi-organ segmentation [118]).

Inspired by the recent success achieved by self-attention methods, and based on the success

of the hybrid Transformer CNN based approaches, in this chapter, we investigate the possibil-

ity of incorporating long-range dependencies to solve the pulmonary nodule detection problem.

Particularly, based on the principles of [110, 111, 118, 217], we propose TransCNN, a hybrid

Transformer CNN framework in which 3D inputs are leveraged to perform the detection task,

taking advantage of the representational ability of CNNs and global context modelling in Trans-

formers.

In our study, we explore different Transformer configuration in an ablation study to deter-

mine the best performing architecture. We also explore different types of convolutions to evalu-

ate the impact of different feature types when used as an input for Transformer. Additionally, we

investigate the possibility of combining convolutional attention mechanisms (e.g., cross-channel

and inter-spatial attention) with Transformers to further enhance the detection performance.

Accordingly, we propose two hybrid Transformer CNN variations that demonstrate promis-

ing results and potential within the 3D pulmonary nodule detection task in contrast to state-of-

the-art nodule detectors. In the first approach, we evaluate a Deep Transformer when placed

within the bottleneck of an encoder-decoder CNN and using convolutional features of a single

spatial scale. In the second approach however, we incorporate a Multi-scale Transformer, that

is shallower (less Transformer layers) and requires less parameters, but takes inputs of multiple

spatial scales and a relatively larger dimensions. The idea is to evaluate the trade-off between ex-

ploiting deeper Transformer (i.e., more parameters) design with relatively smaller inputs, against

using information from larger scales, and a shallower Transformer. Note that the terms deep and

shallow here are used to indicate the comparative context of the Deep Transformer –in which
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we use relatively more layers and more trainable parameters– and Multi-scale Transformer –in

which relatively less layers and less trainable parameters– approaches in relation to one another.

To the best of our knowledge, we are the first incorporate Transformers into the 3D object de-

tection task from volumetric images.

It is worth noting that unlike our work in Chapter 6 (AttentNet), where we investigate atten-

tion mechanisms in a two stage (i.e., candidate proposal and false positive reduction) detector, in

this work we focus on evaluating Transformer in a single stage detector (i.e., candidate proposal

task). Nevertheless, in our experiment, we evaluate the proposed approach when combined the

false positive reduction stage from Chapter 6, and compare its performance to when no false

positive reduction stage is used.

In the remainder part of this chapter, we discuss the details of the two proposed detector

variations in Section 7.2. We then present the details of our experiment and results in Section

7.3. Last, we summarise this chapter in Section 7.4.

7.2 Proposed Method

Due to GPU limitations, and due to high computational cost of Transformers, directly using

images –at an effective spatial scale– as an input for Transformers is not feasible, this is particu-

larly difficult when dealing with volumetric images (e.g., pulmonary CT imagery). Additionally,

splitting the input image into patches degrades the locality information and therefore is not suited

for localisation tasks [2, 110]. Our proposed detection, based on [110, 111, 118, 217] , approach

takes an input 3D CT images and processes them using a number of convolutional layers to

extract, and down-sample, spatial embeddings into an effective size that can be then processed

using an image Transformer to capture long-range correlations and perform attention. The out-

put of the Transformer is then up-sampled using convolutional operations and is finally used to

perform the detection. The idea is to combines both, the representational power of CNNs, as

well as the ability of Transformers in modelling global context, simultaneously, to perform the

pulmonary nodule detection task.

Following, we discuss the details of two approaches in which we exploit Transformer to

perform the detection, in Sections 7.2.1 and 7.2.2, respectively.
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Figure 7.1: The framework of TransCNN using Deep Transformer approach. Input images are first
analysed using a 3D CNN encoder to gradually down-sample and extract high-level embeddings that can
be then effectively used with Transformer. The resulting features are then flattened and are passed as an
input sequence into a block of 12 Transformer layers, in which global context and long-range correlations
are investigated to perform attention. The resulting embeddings are then reshaped back into 3D feature
maps and are up-sampled using the CNN’s decoder where the final detection is performed. In the figure,
RB denotes a residual block. PE indicates the positional embedding layer. Green, red, and blue arrows,
denote down-sampling (max-pooling), up-sampling (deconvolution), and skip connections, respectively.

7.2.1 Deep Transformer

An overview backbone CNN is presented in Fig. 7.1. For the CNN component of the detec-

tion network, we utilise a similar encoder-decoder design to that used in AttentNet (Chapter

6). An input image X ∈ RCxDxHxW (1 x 128 x 128 x 128 in this case) is processed using two

convolutional layers, followed by a max pooling layer (stride = 2), and a sequence of 4 residual

blocks [34]. The first, second and third residual blocks are followed by a max pooling layer

each, in which the input dimensions are down-sampled by a factor of 2.

Unlike AttentNet (Chapter 6), while grouped convolutions can significantly reduce the num-

ber of parameters and therefore the computational overhead, we observe that using feature maps

extracted using grouped convolutions can significantly degrade the performance of Transformer

in contrast to using standard convolution (more details in Section 7.3). Thus, for this experiment,

we continue using standard convolution.

The resulting high level feature F of size N x D
16 x H

16 x W
16 can then be effectively processed

using Transformer. Note that N is the number of the 3D feature maps produced by the last convo-

lutional layer in the CNN encoder (64 in this case). Accordingly, F is passed into a convolutional
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layer, in which kernels of size 1 x 1 x 1, and a stride of 1, are used to linearly project the feature

maps into a new embedding space of size 768 x D
16 x H

16 x W
16 . The resulting embedding then

flattened into (768,( D
16 x H

16 x W
16)), and is passed as the input sequence into a deep Transformer

block of 12 pure Transformer layers, in which global context and long-range dependencies are

analysed to perform attention. A single Transformer layer consists of, respectively, layer normal-

isation, multi-headed attention layer [39] (see Eq. 2.4), layer normalisation, and a multi-layer

perception.

The output embeddings from the Transformer block is therefore of size (768,( D
16 x H

16 x W
16)),

this is reshaped back into 768 x D
16 x H

16 x W
16 to enable processing it using convolutional layers.

The resulting volumetric feature map is the passed into a convolutional layer in which the dimen-

sionality of the resulting feature map is reduced back into 64 x D
16 x H

16 x W
16 to allow efficiently

up-sampling operations in the following step.

The resulting feature maps are then processed by 2 subsequent deconvolutional layers such

that each layer performs a dimension up-sampling of factor 2, with respect to its correspondent

input. Each of the deconvolutional layers is followed by a residual block. The resulting feature

maps are then passed into two parallel convolutional layer, in which a per position classification

and nodule coordinate regression is preformed.

Similar to AttentNet (Chapter 6), to decrease the risk of overfitting, we use 3 dropout layers

in the encoder part, and 1 layer in the last decoder layer. In the same line, the proposed detector

was trained using focal loss [142] and smooth L1 loss [52] for the classification and regression

tasks, respectively, as well as online hard negative mining strategy [177], and a similar anchor

configuration to that followed in our AttentNet experiment (see Section 6.2.1).

7.2.2 Multi-scale Transformer

Similar to the Deep Transformer approach, input images are first processed using an encoder

CNN in which spatial embeddings are extracted and down-sampled into an effective size that

can then be used directly with a pure Transformer. However, in contrast to the bottleneck Trans-

former placement adopted in Deep Transformer, here we leverage convolutional features of

multiple spatial scales as the input sequence to Transformer layers in which both global and

local context is dynamically modelled.

Particularly, we place three layers of Transformers, each at a different feature spatial and

semantic level of the CNN component, N1 x D
8 x H

8 x W
8 , and N2 x D

16 x H
16 x W

16 in the third and

forth convolutional layer of the CNN’s encoder, and N3 x D
8 x H

8 x W
8 in the first layer of the
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Figure 7.2: The framework of TransCNN using Multi-scale Transformer approach. Input images are first
analysed using a 3D convolutional layers to gradually down-sample and extract high-level embeddings
that can be then effectively used with Transformer. Feature maps of different spatial scales and semantic
levels from the encoder-decoder CNN are used as sequence inputs into three individual Transformer
blocks –of 1 Transformer layer each– to perform self-attention. Particularly, inputs of size 163 and 83

in the third and forth (i.e., RB3 and RB4 in the figure) convolutional layer of the CNN’s encoder, and
163 in the first (i.e., RB5 in the figure) layer of the CNN’s decoder layer. Each Transformer layer is then
followed by a residual block to further extract convolutional features and re-enforce the feature locality
of which Transformers suffer to model. The resulting feature maps are then further up-sampled and used
to perform the final detection. In the figure, RB denotes a residual block. Green, red, and blue arrows,
denote down-sampling (max-pooling), up-sampling (deconvolution), and skip connections, respectively.
Orange and blue cubic blocks represent, residual blocks and 3D convolution, respectively.

CNN’s decoder layer. Where N1,N2, and N3 are the numbers of 3D feature channels in the

first, second, and third feature maps, respectively. Each Transformer layer is then followed by

a residual block (convolution) to further extract spatial features. An overview of the proposed

approach is presented in Fig. 7.2.

The idea is to 1) use spatial features of multiple spatial scales and of different semantic levels

to investigate for global context and long range relations to perform attention, and 2) re-enforce

the local spatial context in the extracted embeddings by applying further convolutions to the

Transformer output. In contrast to the Deep Transformer approach, this Multi-scale Transformer

strategy has a shallower design (i.e., less Transformer layers within a Transformer block) and

therefore requires less trainable parameters (∼58M vs. ∼92M), while having the advantage of

inputs of higher dimension, and different scales and semantic levels.

7.3 Experiments

Similar to our AttentNet experiment in Chapter 6, we train and evaluate the proposed detector

using LUNA16 [3] dataset, we also use similar pre-processing and data augmentation strategy

(see Section 6.3.2). We also use similar optimiser configuration and batch size (see Section 6.3).

We set the number of training epochs to 250, equating to ∼2 training days using x2 NVIDIA

V100 16GB GPUs. We also use FROC score [202] –average sensitivity at 7 predefined false
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Table 7.1: Transformer ablation study: FROC scores obtained using different Transformer configurations
on a randomly selected keep-out fold from LUNA16 dataset. Note that RB denotes residual block, and is
used to indicate the residual block of which output is used as an input for the Transformer.

# Transformer layers Embedding dim. Transformer position Grouped conv. FROC
– – – ✕ 0.818
4 768 RB4 ✕ 0.837
8 768 RB4 ✕ 0.823
12 768 RB4 ✕ 0.842
12 576 RB4 ✕ 0.833
12 384 RB4 ✕ 0.839
1 768 RB3, RB4, RB5 ✕ 0.829
12 768 RB4 ✓ 0.746

positive rates per scan (i.e., 0.125, 0.25, 0.5, 1, 2, 4, and 8)– to evaluate the performance of all

tested detectors.

In the remainder of this section, we present an ablation study in which we explore the best

Transformer configuration, in Section 7.3.1. Following, in Section 7.3.2, we compare the per-

formance of the proposed Transformer based detector, against popular attention mechanisms.

Finally, in Section 7.3.3, we evaluate the performance of the proposed detector against stat-of-

the-art lung nodule detectors, as well as AttentNet from Chapter 6.

As discussed in Section 7.1, in our experiment, we focus on evaluating Transformer for

the candidate proposal task, however, in Section 7.3.3, we evaluate the proposed detector when

combined the false positive reduction stage from AttentNet (Chapter 6) and compare it to the

performance when no false positive reduction is used.

7.3.1 Transformer Ablation Study

In this section, we investigate different Transformer layouts (number of Transformer layers and

embedding spatial dimensions), as well as the positioning of the Transformer block, and different

types of convolutional features (standard convolution vs. grouped convolutions [136]), to find

the best performing Transformer configuration. For convenience, we use split the data into

a 80% to 20% training and testing sets, respectively, however, in Section 7.3.3, we follow a

10-folds cross validation process to compare the performance of the best performing detector

against state-of-the-art baseline detectors. Results are presented in Table 7.1 and Fig. 7.3.

We first evaluate the Deep Transformer approach, in which the Transformer block is posi-

tioned within the bottleneck of the encoder-decoder CNN, i.e., post residual block 4 (RB4 in
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Figure 7.3: Transformer ablation study: FROC scores at different false positive threshold obtained using
different Transformer configurations on a randomly selected keep-out fold from LUNA16 dataset. Note
that L and E indicate the number of Transformer layers and the feature embedding size used to configure
the Transformer block of each detector. R indicates the residual block in which a Transformer block
takes as input, and G indicates the use of grouped convolutions to construct the CNN component of the
detector.

the Table 7.1) and using standard convolution (i.e., no grouped convolution). We find that all

configurations show an enhanced performance against the baseline CNN when no Transformer

is used –with an FROC score of 0.818–, with the best performance achieved when using 12

Transformer layers within the Transformer block and an embedding size of 768 –with an FROC

score of 0.842–, in contrast to all other combinations (i.e., 4 or 8 layers, and 576 or 384 feature

embedding size). This is in line with the suggested configuration followed in [2]. Therefore, we

continue using Transformer with 12 layers and a feature embedding of size 768 for the remainder

of our experiment.

Moreover, when comparing the performance when using features maps extracted using

grouped convolution (i.e., similar to AttentNet in chapter 6) against using standard convolution,

we find that standard convolution significantly outperforms grouped convolution. We observe

that grouped convolution deteriorates the performance of the detector even when compared to
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the detection when no Transformer is used, with an FROC score of 0.746. This may caused by

the fact that grouped convolution splits the input feature maps and convolutional filters into a

number of groups (32 in this case) and performs the feature extraction from each group indi-

vidually to reduce the computational overhead. Contrary, standard convolution uses all inputs

with each filter to produce all outputs. This may indicate that standard convolution is better

when modelling long range relations across the channel axis when compared to grouped convo-

lution, which is in line with the concepts of Transformer, in which long-range correlations are

investigated.

Lastly, we evaluate our Multi-scale Transformer approach. We find that this approach shows

an enhanced performance in contrast to the baseline network when no Transformer is used.

Similarly when compared to the Deep Transformer approach with 8 Transformer layers using

only ∼58M parameters, comparing to ∼64M parameters, respectively. The Multi-scale Trans-

former approach produces promising results, even when compared to the best performing Deep

Transformer with 12 layers, requiring only 63% of the overall learnable parameters (i.e., ∼58M

vs.∼92M).

Overall, we find that Deep Transformer performs the best comparing to all tested approaches.

We also find that Multi-scale Transformer can also achieve promising performance, at a signif-

icantly lower computational cost (i.e., number of parameters). In terms of inference time, as

expected, due to the increased computational overhead caused by using Transformer networks,

when comparing to the RPN baseline –with no attention– requiring ∼ 0.093 seconds (GPU time)

per sample (i.e., 128 x 128 x 128 image patch), the proposed Deep Transformer (with 12 Trans-

former layers) approach records a slower performance requiring ∼ 0.116 seconds inference time,

and ∼ 0.111 seconds when following the Multi-scale Transformer scheme.

7.3.2 Transformer Against Convolutional Attention

In this section, we evaluate the performance of the proposed Transformer based detectors against

convolutional based attention methods, to study the impact of incorporating global context com-

paring to cross-channel and inter-spatial convolution based attention. Similar to Section 7.3.1,

we evaluate the performance of all detectors using 80% and 20% training to testing data split.

Results are presented in Table 7.2 and Fig. 7.4.

Overall, we notice that most tested attention methods have a positive impact on the detection

performance when compared to the baseline CNN (RPN) when no attention is used. Particularly,

when comparing channel attention (CA) methods from [38], [1] and AttentNet (Chapter 6), we
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Figure 7.4: FROC of TransCNN using different attention mechanisms under comparison on a randomly
selected keep-out fold from LUNA16 dataset. Legend indicates average FROC score across all false
positive thresholds for each tested detector.

find that the channel attention approach from AttentNet performs the best, with an overall FROC

score of 0.851. A similar observation is found when comparing spatial attention methods from

AttentNet and [1]. Additionally, when comparing the best performing channel and spatial atten-

tion (i.e., channel and spatial attention from AttentNet), we find that channel attention performs

better than Spatial attention from. We also find that combining the best performing channel and

spatial attention (i.e., channel and spatial attention from AttentNet) achieve an identical perfor-

mance to that when using only channel attention. These findings are in line with our findings in

Chapter 6. These findings demonstrate the effectiveness of convolutional attention, particularly

cross-channel attention, in which cross-channel correlations are exploited to enhance (refine) the

quality of the extracted features and therefore produce an increased performance.

When comparing self-attention (i.e., Transformer) based detectors against convolutional at-

tention, we find that Deep Transformer produces better results than both spatial and channel

attention from [1] and spatial attention from AttentNet, and comparable results to those by chan-
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Table 7.2: FROC score at different numbers of false positives per scan obtained by different attention
methods under comparison on a randomly selected keep-out fold from LUNA16 dataset. Here, CA and
SA stand for channel attention and spatial attention, respectively. The highest scores are highlighted in
bold.

FROC Mean 0.125 0.25 0.5 1.0 2.0 4.0 8.0
RPN (baseline) 0.818 0.615 0.713 0.804 0.861 0.894 0.914 0.922
RPN+CA [38] 0.849 0.696 0.793 0.836 0.871 0.906 0.922 0.922
RPN+SA+CA [1] 0.785 0.648 0.712 0.766 0.833 0.847 0.847 0.847
RPN+SA [1] 0.814 0.623 0.737 0.805 0.860 0.887 0.895 0.895
RPN+CA [1] 0.758 0.574 0.678 0.754 0.807 0.827 0.834 0.834
RPN+(CA+SA from AttentNet) 0.851 0.689 0.749 0.828 0.894 0.929 0.934 0.934
RPN+(SA from AttentNet) 0.824 0.638 0.725 0.815 0.877 0.898 0.909 0.909
RPN+(CA from AttentNet) 0.851 0.702 0.780 0.838 0.868 0.907 0.924 0.935
RPN+Deep Transformer 0.842 0.644 0.769 0.842 0.872 0.914 0.926 0.931
RPN+Deep Transformer+(CA from AttentNet) 0.831 0.643 0.722 0.811 0.878 0.914 0.925 0.927
RPN+Multi-scale Transformer 0.829 0.653 0.766 0.818 0.855 0.886 0.909 0.912

nel attention from [38], channel attention from AttentNet, and channel and spatial attention from

AttentNet combined. Specifically, Deep Transformer yields 0.842 FROC score, comparing to

0.851 by the best performing detector, and accordingly is the 4th best detector out of all 11

tested detectors. This demonstrates a great potential of Transformers within the pulmonary nod-

ule 3D detection task. This shows that global context can indeed be exploited for an increased

performance.

We also evaluate the possibility of combining Transformer with the best performing cross-

channel attention from AttentNet. We find no particular benefit from this combination, yet more

interestingly, we observe a deterioration in the performance in contrast to both Deep Trans-

former and channel attention from AttentNet when used individually. Intuitively, cross-channel

attention aims to capture long-range correlations along the channel axis, in a localised manner

(i.e., using convolution), to rank the relevance of the individual feature maps (channels) with

respect to a given objective (e.g., nodule detection in this case), which is different in principle

to the Transformers, in which long-range relations are captured in a non-localised manner (i.e.,

between arbitrary positions) aiming to evaluate the importance of global context to the given

task. Based on this intuition, and the aforementioned observation, this suggests that incorporat-

ing both localised attention (convolution based) and global attention simultaneously may hinder

the quality of the feature maps produced by one another, in this case, when detecting pulmonary

nodule.

Moreover, when evaluating Multi-scale Transformer, we notice that it achieves lower FROC

score than Deep Transformer However, Multi-scale Transformer gets higher FROC score than
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Table 7.3: FROC at different numbers of false positives per scan obtained by our proposed Transformer
based detector, TransCNN, in contrast to baseline methods using 10-folds cross validation on LUNA16
dataset. Here, FP-red indicates the use of the false positive reduction stage from AttentNet (Chapter 6),
TTA indicates the use of testing time augmentation, and CA indicate cross-channel attention. The highest
scores are highlighted in bold.

FROC Mean 0.125 0.25 0.5 1.0 2.0 4.0 8.0
ZNET [129] 0.811 0.661 0.724 0.779 0.831 0.872 0.892 0.915
3D RCNN [132] 0.834 0.662 0.746 0.815 0.864 0.902 0.918 0.932
DeepLung [135] 0.842 0.692 0.769 0.824 0.865 0.893 0.917 0.933
DeepSeed [138] 0.862 0.739 0.803 0.858 0.888 0.907 0.916 0.920
AttentNet (RPN) 0.842 0.656 0.774 0.831 0.874 0.903 0.923 0.936
AttentNet (RPN+FP-red.) 0.871 0.752 0.817 0.857 0.885 0.920 0.933 0.933
AttentNet (RPN+FP-red.+TTA) 0.874 0.748 0.812 0.856 0.893 0.919 0.942 0.945
TransCNN (RPN) 0.830 0.656 0.737 0.804 0.863 0.901 0.916 0.932
TransCNN (RPN+FP-red.) 0.867 0.745 0.814 0.853 0.884 0.917 0.929 0.929
TransCNN (RPN+FP-red.+TTA) 0.872 0.748 0.807 0.861 0.888 0.915 0.940 0.943
CA from Ch. 6 (RPN) 0.846 0.665 0.775 0.837 0.881 0.909 0.921 0.937
CA from Ch. 6 (RPN+FP-red.) 0.872 0.764 0.819 0.861 0.882 0.920 0.930 0.930
CA from Ch. 6 (RPN+FP-red.+TTA) 0.876 0.755 0.818 0.863 0.889 0.916 0.943 0.947

channel and spatial attention from [1], and spatial attention from AttentNet, and is accordingly

the 6th best detector out of all 11 tested detectors.

Generally, our experiment demonstrates promising results and a great potential of Trans-

formers within the 3D detection task, in this case pulmonary nodule detection. Results show

that exploiting global context and self-attention can indeed achieve results comparable to state-

of-the-art performance. We anticipate that the performance of Transformers within the 3D de-

tection can be enhanced even further in the future by undergoing improvements in a similar trend

to that observed with CNNs over the past years.

7.3.3 System Performance

In this section, we evaluate the performance of the proposed detector, TransCNN, against state-

of-the-art pulmonary nodule detectors, as well as the cross-channel attention based AttentNet

from Chapter 6. We also evaluate cross-channel attention from Chapter 6, using the same con-

figuration of the CNN component followed in TransCNN (i.e., using standard convolution, in

contrast to grouped convolution used in AttentNet). As suggested in LUNA16 [3], we perform

a 10-folds cross validation to evaluate the performance of all detectors under comparison. Note

that performing 10-folds cross validation requires extensive amounts of time (e.g., ∼2 days

per fold), therefore, In this Section, we only evaluate our Deep Transformer approach, since it
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achieves the best results comparing to the multi-scale Transformer approach, as demonstrated in

Sections 7.3.1 and 7.3.2. Moreover, while we focus in this work on investigating Transformers

in a single stage detector (i.e., equivalent to the candidate proposal stage in two stage detector),

in this section, we further evaluate the proposed detector when combined with the false positive

reduction network from AttentNet, and compare it to the performance when no false positive

reduction stage is incorporated. Similar to AttentNet, the two stages are combined in an ensem-

ble, in which scores of suspicious locations are defined as the average probability predicted by

both, the candidate proposal and the false positive reduction stage. Detections with probabilities

≥ 0.3 are used to form the final set of detections. Additionally, and similar to our experiment in

Chapter 6, we evaluate the proposed detector using testing time augmentation (TTA), in which

predictions are aggregated from different image transformations similar to those used during

training to improve the overall detection performance. Results are presented in Table 7.3.

Generally, TransCNN (RPN only) achieves close performance to methods from [129, 132,

135,138], as well as AttentNet (RPN only), with an overall FRROC score of 0.830. Particularly,

TransCNN gets close or higher sensitivity at false positive per scan thresholds from 1.0 to 8.0,

in which an effective clinical threshold (i.e., 1.0 - 4.0) is defined within [3], to detectors from

[129, 132, 135, 138]. This demonstrates a great potential of incorporating global context (i.e.,

Transformers) for the nodule detection task. Moreover, we observe a significant increase in the

overall performance of TransCNN when incorporating the false positive reduction stage , with

an FROC score of 0.867 , outperforming all detectors from [129,132,135,138], and approaching

the performance of AttentNet when the false positive reduction stage is used. This is in line with

our finding in Chapter 6. This demonstrates the importance of the false positive reduction stage

within the pulmonary detection task.

Furthermore, we find that cross-channel attention from Chapter 6 performs better than both

TransCNN and AttentNet, when comparing all three detectors using RPN only. In the same line,

we observe that when incorporating the false positive reduction stage, cross-channel attention

achieves the best FROC score amongst all tested detectors. This is in line with our findings

in Chapter 6. This indicates that cross-channel correlations are indeed of high relevance when

detecting pulmonary nodules. Note that unlike our channel attention experiment in AttentNet,

here, we use standard convolution instead of grouped convolution to build the backbone CNN.

Accordingly, both channel attention based detectors, i.e., using standard and grouped convolu-

tion, achieve 0.842 and 0.846 FROC score, respectively, and equate to ∼8M and ∼3M learnable

parameters, respectively. This demonstrates that grouped convolution can indeed be exploited to
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Figure 7.5: Pulmonary nodules detected by TransCNN (green) and their correspondent ground-truth
boxes (red). Blue boxes indicate false positive detections. Red boxes with no overlapping detections
indicate false negative samples.
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effectively perform the 3D nodule detection task while maintaining a relatively low parameter

overhead. This also demonstrates the versatility of our cross-channel attention, it can be straight-

forwardly and effectively incorporated with different CNN backbone and types of convolution.

Similar to our finding in Chapter 6, we observe that exploiting testing time augmentation

(TTA) can enhance the overall detection with minimal additional computation cost, increasing

the overall FROC score of TransCNN from 0.867 to 0.872, making it the 3rd highest FROC

score amongst all 12 tested detectors. This trend is consistent with all detectors in which TTA

was exploited. Therefore, we adopt TTA to our proposed detector, TransCNN. Fig. 7.5 visualises

nodules as detected by TransCNN with respect to their correspondent ground-truth locations.

Overall, results demonstrate a superior performance of the cross-channel attention based

detector comparing to all tested detectors and attention techniques. We also find that incorporat-

ing global context and self-attention (i.e., Transformer) can indeed achieve performance close

or higher to stat-of-the-art methods within the 3D pulmonary detection task. These promising

findings indicate potential for further future improvements on the Transformer performance, and

possibly for different 3D detection tasks and applications.

7.4 Summary

We presented TransCNN, a hybrid Transformer CNN based 3D pulmonary nodule detector that

exploits long-range correlations and global context to infer attention. The essence of this ap-

proach is to combine both, the spatial representational power and locality of CNNs with the

Transformer ability in modelling global context.

Accordingly, we propose and evaluate two different approaches, Deep Transformer and

Multi-scale Transformer, in which we explore the impact of exploiting a Transformer of more

layers and trainable parameters using high-level convolutional features as inputs (i.e., at the

CNN’s bottleneck) in contrast to using a shallower Transformer (i.e., less Transformer layers

and less trainable parameters) while taking advantage of inputs of different spatial scales (and

relatively higher dimensions) and semantic levels. We compare the performance of our proposed

approach against state-of-the-art cross-channel and inter-spatial convolutional based attention,

as well as our proposed 3D channel and spatial attention based detector from Chapter 6 (Attent-

Net).

In our extended experiment, we demonstrate the the effectiveness of the two proposed ap-

proaches and find that Transformers can indeed achieve comparable or higher performance to
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stat-of-the-art detectors and attention methods. We also find that Transformer’s performance is

sensitive to the convolutional feature type. Particularly, we observe that Transformer’s observe

a significant drop in performance when using feature maps produced by grouped convolution

as an input, in contrast to standard convolution. Therefore, Transformer input features must be

carefully selected with respect to the given task.

Additionally, we find that our 3D based cross-channel attention (proposed Chapter 6)

achieves the best results out of all tested detectors and attention methods within the nodule de-

tection task, with an overall FROC score of 0.876, comparing to 0.872 achieved by the proposed

Transformer based detector.

We also observe that combining both cross-channel attention (the best performing convolu-

tional attention approach) and global context based attention (i.e., Transformer) may lead to a

decreased performance in contrast to when each attention approach is applied individually. This

suggests that applying localised and global attention simultaneously may impact the quality of

the feature maps (i.e., learning) of one another negatively, when detecting pulmonary nodules.

Generally, Transformers demonstrate a great potential within the nodule detection task. We

anticipate further Transformer performance enhancement and future improvements to take place

in a similar trend to that observed with CNNs in the past decade. To the best of our knowledge,

we are the first to evaluate Transformer within the object detection task from volumetric medical

images.
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8.1 Conclusion

This study explored the possibility of incorporating feature correspondence and feature-level

correlations within deep learning based object detection and segmentation problems that target

contexts of three dimensional imaging. We investigated implicit cross-feature spatial correspon-

dence and feature-level correlation learning schemes that aim at inducing CNNs, through design

characteristics and objectives, to capture such dependencies. We also explore the possibility

of explicitly modelling feature-level dependencies, in a learnable manner, and exploiting these

relations to directly infer feature importance and thus enhance the effectiveness of the feature

extraction process in CNNs. We evaluate the influence of cross-channel and inter-spatial cor-

relations, when utilised in a localised manner using convolution, as well as long-range depen-

dencies between arbitrary locations to capture global context. In this thesis, we show that both

feature-level correlation learning strategies can be feasibly incorporated to address detection and

segmentation problems from multi-modal and volumetric imagery.

• Cross-modal joint analysis based 3D detection. A method to handle the detection prob-

lem of 3D solar active regions in multi-spectral images that observe different 2D layers

(altitudes) in the solar atmosphere was developed in Chapter 4. We introduced a joint anal-

ysis approach in which cross-band information is individually analysed to extract band-

specific features that are dynamically aggregated throughout the detection network, at

different semantic levels, and are jointly analysed to capture spatial correspondence and

dependencies between the different bands, and subsequently predict active region loca-

tions, individually, in each of the imaged solar layers. To address the lack of manually

labelled solar active region detection data, we designed a multi-spectral annotation tool

that provides cues from different imaging bands as well as temporal information when

labeling active regions. Accordingly we designed and presented two manually labelled

3D, multi-spectral, solar active region detection datasets, of which we use to perform our

analysis. Throughout our study, we demonstrate the advantage of exploiting cross-band

dependencies to perform the detection, over different applications (solar active regions de-

tection, and brain tumour detection from multi-modal MRI images). We demonstrated that

the cross-band fusion of high level embeddings leads to an improved performance in con-

trast to the fusion of low level embeddings or transfer learning based fusion approaches,

within the solar active region detection task. We also demonstrated that different imaging

scenarios benefit from different feature fusion strategies, or different number of image
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input bands, and may accordingly require careful engineering with respect to the target

application. The proposed joint analysis approach achieves promising results in contrast

to baseline, single band (e.g., Faster R-CNN), and multi-band based approaches. To the

best of our knowledge, our work is the first to address the problem of solar active region

detection using deep learning methods.

• Cross-modal joint analysis based 3D segmentation. In Chapter 5, we further incor-

porated and demonstrated the effectiveness of the proposed joint analysis scheme within

the segmentation problem of 3D solar active regions from multi-spectral images. The

proposed segmentation approach integrates the principles of the proposed joint analysis

scheme into an encoder-decoder CNN to exploit both cross-band relations, as well as

band-specific information of different spatial scales and semantic levels. To overcome

the difficulty in preparing accurate and detailed segmentation annotations, we presented a

weakly-supervised approach in which the segmentation network was recursively trained

to segment active regions based on bounding box priors. Throughout our experiment, we

demonstrate that using cross-band spatial dependencies can improve the performance of

CNN segmentation models in contrast to popular single band based analysis (e.g., FCN

and U-Net). We also explore different feature fusion schemes using semantic informa-

tion of different levels (early, and late fusion, as well as band-specific skip connections).

The proposed joint analysis scheme demonstrated promising performance in different

applications and types of data (active regions segmentation in multi-spectral solar im-

ages, brain tumour segmentation in multi-modal MRI images, and cloud segmentation

in multi-spectral satellite imagery), using different levels of supervision (weak- and full-

supervision).

• Local cross-channel and inter-spatial correlation based attention in 3D detection con-

texts. We investigated the possibility of explicitly modelling cross-feature correlations in

a localised manner within the 3D detection task of pulmonary nodules from volumetric

computed tomography images, in Chapter 6. We presented a two stage (i.e., candidate pro-

posal, and false positive reduction) 3D detection framework, where we introduce two fully

convolutional attention schemes, to efficiently capture cross-channel and inter-spatial de-

pendencies based on rich 3D descriptors. The proposed channel attention scheme aims at

analysing and modelling correlations between the different feature channels in a localised

manner to infer channel-wise importance. The spatial attention scheme on the other hand,
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considers cross-sectional spatial relations to infer spatial attention. In our experiment, we

demonstrated that while both spatial and cross-channel attention schemes improve the per-

formance within the 3D pulmonary nodule detection context, incorporating channel-wise

attention leads to higher gains in performance in contrast to either the spatial-wise atten-

tion or the combination of both spatial and channel-wise attention, using less trainable

parameters. We also demonstrated that directly using 3D information to infer attention

is superior in 3D contexts comparing to popular methods that rely on heavy dimension-

ality reduction strategies, including CBAM and Squeeze and Excitation networks. This

was feasible thanks to the fully convolutional scheme followed in the proposed attention

mechanism. Our study demonstrates that feature-level correlations can be explicitly and

efficiently utilised in an objective driven manner leading to significant gains in the dis-

criminative ability of CNNs within 3D detection contexts. In the same line, we found that

even decision level correlations may exploited to improve the performance of CNNs by the

aggregating predictions from different input transformations that are spatially correlated.

Through our study, we also proposed an activation function to combat the risk of dying

neurons associated with rectified linear units (ReLU) based activations by allowing gradi-

ent flows for negative inputs while preserving the linear characteristic of such activations.

We empirically demonstrated an enhanced performance using the proposed activation in

contrast to a number of popular activation functions, including ReLU, Leaky ReLU, and

ELU. Additionally, for the false positive reduction task, we presented and utilised a joint

analysis scheme to dynamically integrate information of different spatial contextual lev-

els. We also proposed Zoom-in convolutional paths to allow the network dynamically and

effectively capture and re-enforce spatial details at different semantic levels and spatial

scales. The proposed methods achieve considerable gains in contrast to state-of-the-art

pulmonary nodule detection methods.

• 3D detection based on global correlations and self-attention. We explored the influ-

ence of incorporating long-range dependencies between arbitrary positions within 3D de-

tection contexts, in Chapter 7. We presented a hybrid Transformer CNN framework to

handle the 3D detection problem of pulmonary nodules in volumetric computed tomogra-

phy images. The proposed solution utilises CNNs to extract and down-sample 3D feature

maps from image inputs into an effective size of which a Transformer network can then

efficiently process with respect to the computational cost. As such, the proposed scheme

provides complementary information by taking advantage of both, the localisation and
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representational characteristics of CNNs, as well as the Transformer’s ability in captur-

ing global context. Accordingly, we proposed two hybrid Transformer CNN variants in

which we evaluate the impact of incorporating a relatively deep transformer (i.e., using

more layers and trainable parameters) when used with high level semantic 3D convolu-

tional descriptors, in contrast to a shallower (i.e., using less layers and trainable parame-

ters), less computation demanding, Transformer CNN design that exploits feature maps of

multiple spatial scales and semantic levels. We demonstrate using an ablative study that

both Transformer designs can improve the detection when compared to the baseline CNN

when no Transformer is used. We observe that using high semantic level convolutional

features with Transformers and relatively more trainable parameters induces higher gains

in the detection performance (at a higher computational cost) in contrast to Transformer

designs that exploit feature maps of multiple spatial scales and semantic levels, but less

trainable parameters (at a lower computational cost). The proposed detection approach

achieves comparable or higher performance in contrast to state-of-the-art pulmonary nod-

ule detection CNN based methods, as well as popular localised attention schemes (e.g.,

CBAM spatial and channel wise attention, and Squeeze and Excitation networks). We

further studied the possibility of jointly exploiting localised attention schemes with global

context based attention and found no significant improvements from such combination.

Furthermore, we demonstrate that by ensembling the proposed Transformer CNN based

detection network with the false positive reduction module from Chapter 6, the proposed

method can obtain state-of-the-art performance in contrast to all baseline pulmonary nod-

ule detection methods. Our study demonstrates that global correlations can be effectively

incorporated to infer attention and are indeed useful within 3D detection contexts. To the

best of our knowledge, we are the first to explore Transformers within the object detection

task in volumetric medical imaging contexts.

Generally, extensive analyses were provided throughout this study and demonstrate the im-

portance of incorporating feature-level correspondence and correlations within deep learning

based localisation contexts, in line with our hypothesis in which this work was motivated by.

8.2 Future Work

Feature-level dependency analysis is a fundamental concept that is directly related to the prob-

lem of deep learning. It may be formulated in various fashions that are commonly influenced by
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the same core philosophy, in which the ultimate motivation is to automatically capture patterns,

regularities, and relations present within given data to model some problem or task. The con-

cepts presented in this thesis may be straightforwardly generalised into a wide scope of machine

learning problems, particularly, we believe that such analysis could be very opportune within

tasks that are, by essence, highly dependant on cross-feature correlations.

For instance, particularly but not exclusively, image registration, video summarising and

frame interpolation or recovery, object tracking, multi-modal imaging based tasks, and 3D re-

construction, are all problems that are highly dependant on cross channel and spatial depen-

dencies, and require strong spatial representational and localisation powers. Such tasks may

therefore indicate an attractive candidate in which cross-channel and inter-spatial, convolutional

based, correlation learning techniques may be exploited. In the same line, long range correla-

tions and global context based approaches (e.g., Transformer networks) also indicate promising

potential within such contexts. We believe that hybrid methods (e.g., Transformer CNN hybrid

networks) may particularly form a more applicable solution for such scenarios. Indeed, using

hybrid approaches takes advantage of the representational power of CNNs, the ability of Trans-

formers in capturing global context, and provide a convenient approach to overcome the high

computational cost associated with such tasks.

In this work, we explored joint analysis based approaches within different contexts and tasks.

Such analysis provides an effective solution for by inducing deep learning models to capture

cross-feature relations by dynamically and gradually cross-integrating information from differ-

ent input subsets, e.g., multi-modal imaging scenarios. However, the incorporation of parallel

convolutional analyses can be computationally limiting (i.e., limited scalability), and from a fea-

ture sharing point of view is not ideal. Explicitly modelling such relations in a learnable manner,

e.g., using attention mechanisms, may be a good direction for future works. As we demonstrated

in our experiment, attention based analysis can provide a feasible solution in context where the

computational complexity of the target problem is restraining. Accordingly, we believe that

combining the joint analysis principles with explicit correlation modelling schemes, as well as

parameter sharing strategies (e.g., sharing of feature extraction backbones), may form a feasible

solution for such problems.

During our study, as in many machine learning problems, the limited data availability formed

a main challenge in which we attempted to address using different strategies, e.g., data gathering,

labelling, data augmentation, transfer learning where applicable, and by using weak learning

approaches. While such methods may provide sufficient solutions to the problem, the availability
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of extended amounts of data can directly impact the performance of deep learning methods. In

this regard, further tests using extended amounts of data, as well as different data types and

domains, may provide a closer and a wider insight on the capacity and generalisability of the

proposed methods.

In our work, we demonstrated that using cross-sectional information to infer 3D spatial

attention is opportune and may be feasibly performed. Our approach focused particularly on

axial, coronal and sagittal planes to infer correlations, nonetheless, other cross-sectional planes

may also be utilised to conduct such analysis. A potential future direction may involve in-

vestigating the possibility of directly inferring cross-sectional importance in 3D contexts, by

predicting cross-sectional orientations of which the discriminative ability of the learner model is

maximised. Such analysis may be directly exploited, e.g., to perform detection tasks by jointly

analysing most relevant cross-sectional planes, or indirectly, e.g., to infer feature correlations

and attention. Such understanding may provide a convenient solution for tasks that target volu-

metric data where computational complexity is typically constraining.

Our study demonstrates a notable potential of global context based self-attention networks,

i.e., Transformers, within 3D object detection contexts. We show that utilising convolutional

operations and self-attention networks leads to a favorable enhanced performance in contrast to

either of these methods when utilised separately. We find that this however, may be directly

impacted by the type the convolutional features, e.g., grouped against standard convolutions,

used to perform the global analysis. Future works may investigate the impact of different con-

volutional features, e.g., depth-wise, spatially separable, dilated, and shuffled convolutions, to

further explain such observations and potentially improve the quality and usability of these ap-

proaches. In the same line, recently emerging self-attention based approaches, e.g., [218–220],

investigate and demonstrate the effectiveness of exploiting hierarchical spatial information to

infer self-attention in object detection contexts, directly or with the help of convolutional net-

works. Further studying, evaluating, and extending such methods form an important starting

point for future research.

Generally, in line with the unprecedented advancements in the field of deep learning, cross-

feature correlation modelling seems to offer a promising scope of which such analysis may be

utilised within. We anticipate a continuing trend of positive contributions and improvements

towards more robust machine learning, and consequently, benefiting life.
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