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"According to the laws of aerodynamics, the bumblebee can't fly either, but the Bumblebee doesn't know anything about the laws of aerodynamics, so it goes ahead and flies anyway."

- Igor Sikorsk


## AbSTRACT

The thesis presents the adaption of radio telemetry technology to allow for the tracking of the world's most economically beneficial insect, the honeybee. Currently no technology is available to efficiently enable the long-term evaluation of navigation loss of bees exposed to potentially harmful pesticides such as neonicotinoids. The research aims at developing a self-sustained radio tracking device which can be attached to insects as small as the honeybee. The research presented within the thesis acts as a proof of principle for long range autonomous tracking of bees using a modified radio telemetry.

To allow for compatibility of radio telemetry tags with smaller tags were designed and fabricated which implements a micro-generator that harvests electrical energy from the bee's body vibrations which powers radio-wave transmission from a miniaturized antenna attached to the bees' thorax. The use of lead zirconate titanate (PZT) allowed for sufficient power generation to replace the battery, whilst an increased operation frequency in comparison to current state of the art allowed for sufficient antenna size reduction. Both factors contributed to a significant weight reduction allowing for compatibility with honeybees. The successful transmission of the selfpowered radio telemetry tags is shown whilst outlining the effects of the battery replacement and increased frequency on the link budget of the system.

A review of localisation systems for radio telemetry systems was performed in which alternative methods were investigated to allow for autonomous localisation of the radio telemetry tag with a single receiver. A compact phased array antenna affords angle of arrival (AOA) estimation and bee localisation through a received signal strength indicator approach (RSSI). The phased array antenna is capable of scanning $+/-50^{\circ}$ in azimuth and elevation. Additionally, a reflection type phase shifter capable of a $360^{\circ}$ phase shift was designed and fabricated. Initial tests of the system were conducted in controlled environments and highlighted the system's ability to detect and determine the AoA of a tagged bee within a 20 m range. Further tests demonstrated the systems unobtrusive nature when monitoring the foraging times of tagged bees whilst recording their initial flight trajectories. Commercial applications of the system are shown in which the system is mounted within a polytunnel to monitor plant visitations and pollinator services on strawberry plants.

To overcome the 20 m detection range and achieve long range tracking of tagged bees the receiver unit was integrated to a drone in which the AOA estimate is
autonomously fed into the control system of a drone, allowing for continuous position updates. The drone interprets the estimate in which a bearing is calculated before the drone autonomously moves towards the position of the AoA estimate. The experimental results show proof of concept towards autonomous tracking of tagged bees.
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## Chapter 1.Introduction

### 1.1 Motivation

Recent studies have reported catastrophic declines in flying insect biomass, but are unable to fully identify the drivers of such decline [1]. The consequent loss of ecosystem pollination function is critical to human society [2, 3], and the need to fully understand pollinator spatial use at a landscape scale is critical. For example, to maintain or increase levels of crop pollination requires a continuous supply of pollinators, of which bumblebees and honeybees play a significant role [4]. A decrease in pollinator services could potentially reduce crop yields by up to $40 \%$ [5]. The transformation of the landscape from species rich habitats to agriculturally productive fields is considered a key factor in insect decline [6]. In order to fully establish how pollinators, interact in the environment, it is critical that we are able to follow their movements across considerable distances. However, current tracking technology is restrictive due to a number of technical and logistical challenges including high cost and transportability of equipment, detectability of insects in a range of landscapes (such as hilly terrain), practical implications of transporting cumbersome tracking technology and limited range of detection. This study aimed to develop a new portable and efficient system capable of long-range tracking of bees.

### 1.2 Literature review

### 1.2.1 Importance of insect tracking

A 75\% decline in total flying insect biomass has been observed over the past 27 years $[1,7,8]$. Consequently, global efforts to better understand how such insects behave within their natural habitat have focussed on bee telemetric and colony health monitoring approaches [9]. For honeybees, the widespread use of insecticides such as neonicotinoids have been linked to such declines in population. Insecticides interfere with receptors in the central brain of insects, significantly affecting their cognitive functions and ability to navigate [10, 11]. Fig 1.1 displays the continuous decline in insect biomass per day outlining the huge decrease in insect mass over the past 27 years.


Figure 1.1: (a) shows the distribution of insect biomass (grams per day) captured over all traps in each year. (b) Monthly distributions of insect mass outlining the biggest decreases in warmer months where pollination mostly occurs [1].

Honeybees can forage up to several kilometres from the hive, and communicate information about forage source location to others in the colony via the waggle dance [12, $13,14]$. To decode the information transmitted during the waggle dance and navigate to the proposed location requires a substantial cognitive processing [15]. Navigation via the waggle dance has shown to be processed via flight vectors, which are related to the position of the sun [15]. Navigation has also been demonstrated through the memory of distinct landmarks such as the hive, feeding site or previously communicated locations via waggle dances. The locations are stored as a reference point within the bees' spatial surroundings. The reference points are then used to assist navigation to their destination [16]. This is outlined in Fig 1.2 which demonstrates the concept of spatial memory for navigation in the honeybee.


Figure 1.2: Concept of spatial memory for navigation in the honeybee [16]. Bearing maps are generated by relating landscape features (gradients) to the sun compass. Sketch maps are predicted to be placed into a bearing map, in which snapshots memories of landmarks are placed within the bees projected map. Route maps combine both bearing and sketch map features. They are continuously interchanged when one or more features are missing, such as multiple clouds interrupting the sun compass.

A study in 2014 proved that honeybees exposed to non-lethal doses of neonicotinoids significantly affected their ability to return to the hive. The probability to correctly turn when reaching a landscape structure was reduced, and return flights to the hive were less direct [10]. Neonicotinoids are widely used in agriculture to protect crops from insect pests [17]. Neonicotinoids initially stimulate the insects receptor and cause a depolarizing blockade (neuromuscular blocking agent) later leading to death as a result of paralysis [18]. Neonicotinoid concentrations within nectar and pollen of treated plants are often too low to cause direct mortality to bees [19], however continuous foraging on treated crops will likely lead to long term exposure [10].

Neonicotinoids appear to be compromising to bee cognitive function [20, 21, 22, 23] and there is now an urgent need to understand bee foraging behaviour and navigation when exposed to various concentrations of neonicotinoid impacted environments.

### 1.2.2 Harmonic radar

Applications to study high altitude migration of insects were developed during the 1970's via the use of scanning radar [24]. In the 1990's, radar-based research allowed for increased observation capabilities from the introduction of Vertical Looking Radar (VLR) and harmonic radar. VLR can be used to study high altitude migration of insects, whilst harmonic radar can observe and monitor low altitude foraging flight [25]. Consequently, research became increasingly focussed on flight behaviour and the environmental variables impacting insect flight behaviour. Studies using harmonic radar have shown how healthy honeybees forage in comparison to those exposed to neonicotinoids [10, 26, 27, 28].

Harmonic radar can be separated in two categories: fixed ground-based systems and a handheld portable system, as depicted in Figure 2.3. For more sophisticated and long range studies there is a ground-based radar system capable of achieving a detection range of 1 km providing the system is used in flat terrain , however, due to the stationary design, the system cannot cover the entire foraging range of bees due to the limited detection range of the harmonic radar and its inability to detect bees that fly above the vertical beam width of the parabolic antenna [29]. A simpler handheld version can be used, but the detection range is limited to 60 m [30]. The portable system is powered using a 12 V battery and can be easily placed inside a small backpack. Whilst ground-based harmonic radar have output powers of the order of tens of kilowatts [24], the output of the portable harmonic radar is approximately 0.1 W , contributing to the reduced detection range.

The harmonic radar tag consists of a wire antenna attached to a Schottky diode in parallel with an inductive loop, which is responsible for re-emitting the original waveform to the second harmonic of the signal, thus, differentiating the reflected signal from the tag from cluttered environments, whilst weighing between $6-10 \mathrm{mg}$ [31]. The significantly low tag weight highlights an advantage of using harmonic radar to track insects, since as the power comes from the radar itself there is no requirement for an onboard battery allowing for substantial miniaturisation [32]. Harmonic radar tracking tags have also been achieved via a microstrip design where a patch antenna is used instead of a wire antenna [33]. A comparison between a traditional harmonic radar transceiver and microstrip transceiver is formed in Fig 2.4. A microstrip design can be continuously
attached to the honeybee throughout their lifespan whilst monopole designs have to be attached and removed before and after flights.


Fig 1.3: (a) Ground-based harmonic radar system from Rothamsted, UK [24]. The larger of the two antennae is used for transmitting a signal at 9.4 GHz , whilst the smaller antenna is responsible for capturing signals returned from the tagged insect. (b) Portable harmonic radar system minus antennae [30]. In numbered order it consists of transmitter, mixing circuit, oscillator, low-noise block and 12V battery. (c) Schematic of the insect tracking system [30].


Figure 1.4: (a) A honeybee carrying a harmonic radar transceiver designed for use with traditional ground-based systems operating at 9.4 and 18.8 GHz [24]. (b) Microstrip design of harmonic radar transceiver to decrease the height of the tag [33].

Commercially available radars of interest to entomologists are available in two forms, which can be distinguished via the temporal characteristics of the signal transmission. Frequency Modulated Continuous Wave (FMCW) radars emit a 'chirp', in which the frequency increases with time. The tags distance can then be calculated by comparing the outgoing and incoming signal frequency. As the time frame between increasing the frequency is known the transmitted and received can be correlated to determine the distance from the tag. FMCW radars have been implemented for insect tracking, facilitating increased insect detection precision. Due to the costs involved with generating a high powered 'chirp' across a large frequency range, such devices are difficult to obtain [34]. By contrast, pulsed radar, which emit short bursts of high power radiation, estimate distance via the time delay between transmitted and received signals [35, 36, 37]. Attempts to improve the detection range and sensitivity have seen the inclusion of a pseudorandom code positioning technique to cancel local leakage of the transmitted signal, via the use of advanced signal processing. The leakage is cancelled via the autocorrelation function of the pseudorandom code [38]. The measured sensitivity of the
transceiver is 120 dBm , which is 27 dBm lower than the noise floor [38]. Further challenges include operational frequency as two frequency bands are required. Finding suitable frequencies that satisfy existing regulations has been a particular hindrance for the use of harmonic transponders [39]. The ISM band operating at fundamental frequencies of $2.45,5.8$ and 5.9 GHz have been applied [30, 40], whilst the possibility of using millimetre wave frequency have been explored [41, 42]. Due to the higher path loss associated with higher frequencies only short-range applications have been considered. Maritime radar with a fundamental frequency of 9.4 GHz have been widely adopted for insect tracking [ 32,38$]$.

Traditional radar can be described using the radar equation [39], which can be more accurately characterised using Friis' transmission equation for the forward and return path of the signal [39]. Due to the transceiver's frequency conversion stage, harmonic radar cannot be described via the traditional radar equation, as the harmonic frequency is not accounted for. The transceiver consists of three functions which are harmonized and independent. Firstly, the transceiver is responsible for capturing the transmitted signal and efficiently delivering the signal to the next function which is the frequency conversion. The purpose of the frequency conversion is to deliver a maximum second harmonic power to the transmitting stage. Finally the transmitting stage is responsible for efficiently radiating the generated second harmonic signal back to the receiver [43].

The transceiver comprises a frequency doubler and antenna [44]. The frequency doubler consists of a nonlinear element which is typically a Schottky diode [30], whilst the antenna is responsible for the communication between $T x / R x$, and therefore must be matched to the fundamental and harmonic frequency. Similar design constraints of electrically small antennas can be closely linked to the design of harmonic transceivers. An antenna of small size, good efficiency and broad bandwidth is theoretically impossible to achieve [45]. This is because improving the bandwidth for an electrically small antenna can only be achieved by establishing a TE and TM mode through volume utilisation of the antenna or by reducing efficiency [45]. This leads to designs focussing on meeting small size and good efficiency or small size and broad bandwidth for electrically small antennas. For harmonic transceivers, the impedance characteristics of the diode affect the required matching. Typically, a more complex matching system will increase antenna size, resulting in an improvement in the bandwidth and efficiency of the antenna [46].

We can quantify the tag from a system point of view where we examine the crosssectional area. The harmonic cross-sectional area of the tag can be quantified by:

$$
\begin{equation*}
\sigma_{h}=\frac{P_{d t h} G_{d h}}{W_{d f}} m^{2} \tag{1.1}
\end{equation*}
$$

Where $\sigma_{h}$ is the harmonic cross section of the tag; $P_{d t h} G_{d h}$ is the effective isotropic radiated power (EIRP) emitted from the tag at the harmonic frequency in Watts. $W_{d f}$ is the power density incident upon the tag at the transmitted frequency given in Watts per square meter. Ultimately, we can use the above equation to generate a single parameter to characterise the transceiver performance. As the harmonic cross-section rapidly degrades with power density, it is important to maintain a high transmitted power to achieve maximum range [38].

The radar range equation for harmonic radar shows that the received signal is inversely proportional to the fourth power of the range between $\mathrm{Tx} / \mathrm{Rx}$ and transceiver [47]. The range law can also be applied to higher harmonics, however this requires the inclusion of a multiplication factor $\left(\frac{\lambda}{n}\right)^{2}$, where n is an integer which represents the harmonic [48]. Thus, for practical radar and achieving maximum detectable range utilising the second harmonic is required.

The power density incident upon the tag $S_{t}$ can be calculated by considering the power input into the antenna $P_{t}$, radiating through an antenna of gain G :

$$
\begin{equation*}
S_{t}=\frac{P_{t} G}{4 \pi R^{2}} \tag{1.2}
\end{equation*}
$$

Where $R$ is the separation between transmitter and tag. Assuming the tag is within the main beam of the antenna, the tag will scatter the incident power in multiple directions at the harmonic frequency as shown in Equation 1. As the scattered source is of finite size, the power density must decay as $1 / 4 \pi R^{2}$ away from the tag [47]. From this we can determine that the power density of the second harmonic signal reflected back to the receive antenna is:

$$
\begin{equation*}
S_{r}=\frac{P^{t} G^{2} \sigma_{h}}{\left(4 \pi R^{2}\right)^{2}} \tag{1.3}
\end{equation*}
$$

Using the reflected signal back to the receiver we can define the received power as:

$$
\begin{equation*}
\operatorname{Pr}=A_{e} S_{r} \tag{1.4}
\end{equation*}
$$

Where $A_{e}$ is the maximum effective aperture of the antenna which describes how much power is captured from a given plane wave. We can further describe the effective aperture with the following equation:

$$
\begin{equation*}
A_{e}=\frac{D \lambda^{2}}{4 \pi} \tag{1.5}
\end{equation*}
$$

D can be defined as aperture efficiency which compares the ratio of maximum directivity vs actual directivity and $\lambda$ is the wavelength. The effective aperture defined above does not account for the effect of losses in the antenna. This can be solved by considering the gain of the antenna instead of the aperture. For conventional radar, the received power can now be:

$$
\begin{equation*}
P_{r}=\frac{P_{t} G^{2} \lambda^{2} \sigma}{\left(4 \pi^{3}\right) R^{4}} \tag{1.6}
\end{equation*}
$$

Whilst the equation is suitable for conventional radar it cannot be applied for harmonic radar as multiple factors are excluded such as the second harmonic wavelength, antenna gain at second harmonic and the gain of the transceiver at fundamental and harmonic frequency. We can write harmonic radar power received as:

$$
\begin{equation*}
P_{r h}=P_{t} G_{t} G_{r}\left(\frac{\lambda_{f}}{4 \pi R}\right)^{2} G_{d f} G_{d h} \sigma_{h}\left(\frac{\lambda_{h}}{4 \pi R}\right)^{2} \tag{1.7}
\end{equation*}
$$

The equation is used to determine the maximum possible received power and assumes a lossless system. Multiple factors such as impedance mismatch, polarisation mismatch between the antennas, attenuation of the signal due to propagation effects or multipath can cause partial cancellation of the received power.

The equation now considers the fundamental frequency $\lambda_{f}$ and the harmonic frequency $\lambda_{h}$. The gain of the transmitter/receiver at fundamental frequency $G_{t}$ and receiver gain at harmonic frequency $G_{r}$ whilst also accounting for the gain of the transceiver at receiving and transmitting stages respectively $G_{d f}, G_{d h}$. Defining the sensitivity of the radar system as $P_{\min }$, the maximum detection range $R_{\max }$ can be expressed as:

$$
\begin{equation*}
R_{\max }=\frac{1}{4 \pi}\left(\frac{P_{t} G_{t} G_{r} G_{d f} G_{d h} \sigma_{h} \lambda_{f}^{2} \lambda_{h}^{2}}{P_{\min }}\right)^{\frac{1}{4}} \tag{1.8}
\end{equation*}
$$

Furthermore, by determining the above factors, the radar system can be analysed to determine if sufficient range can be achieved to make the radar system functional.

Despite offering larger operational ranges, harmonic radar is limited by the terrain within which it can successfully operate. Conventional harmonic radar systems, as used in a vast majority of harmonic radar studies, implement a parabolic dish antenna with a very high gain and a half power beam width of 1.8 degrees [34, 49, 50, 51]. Hence, when the insect flies outside of the beam width the gain drastically reduces, significantly impacting the detection range. Alternatively, vegetation such as hedges, bushes and trees provide barriers to the system as signals are heavily attenuated, further reducing the maximum achievable range [31], [32].

Consequently, studies can only take place on flat and open terrain. To overcome this limitation. various $\mathrm{Rx} / \mathrm{Tx}$ designs have been explored to provide highly accurate spatial resolution, whilst allowing for operation in hilly terrains [36], [52]. Designs have incorporated 1.5-degree half power beam widths in azimuth and a much broader beam width of 24 degrees in the elevation plane [53]. To achieve a higher beam width, fewer elements with an antenna array are used, leading to a slightly reduced gain in the Tx and Rx. Referring to the range equation previously derived, the maximum achievable range decreases with a lower antenna gain for Tx and Rx. Whilst these systems have successfully operated in hilly terrains the maximum achievable range was reported to be 500m [52], giving limited coverage of a bee's entire foraging range (typically 3 km ) [29], providing researchers with limited understanding of how bees interact with their extensive environment.

### 1.2.3 Radio Frequency Identification

RFID enables users to uniquely identify objects via wireless communication [54]. The main usage of RFID has been for long-term identification of a large number of individuals [9]. An RFID system consists of a tag and interrogator which communicate between one another via an encoded radio frequency signal. When a tagged object enters the read-zone, the interrogator queries the tag to transmit stored data for identification. This principle is demonstrated in Figure 1.5. RFID systems can be designed to operate with either active or passive tags. The effective signal range between interrogator and tag will vary with the frequency selection, power output of the antenna and the size of the tag [54]. Active tags consist of an on-board battery and have been used on larger insects to achieve detection ranges of up to 30 m , however, they are normally around $1-5 \mathrm{~m}$ [55].


Figure1.5: Operation of a passive RFID system. Signal is transmitted from the receiver in which the tag will transmit a signal back to the reader [56].

For smaller insects, a passive tag is favourable as power is derived from the interrogators transmitted signal, obviating the need for a battery. These tags have a small detection range as they only operate within the near field, via magnetic coupling and have a maximum operational range of a few centimetres and weigh $0.9-4 \mathrm{mg}$ [57,58]. The near field region is commonly given as:

$$
\begin{equation*}
r=\frac{\lambda}{2 \pi} \tag{1.9}
\end{equation*}
$$

Where $r$ is the separation between tag and reader and $\lambda$ is the wavelength.
For studies implemented for bee monitoring, interrogators are usually placed at the entrance of the hive to monitor in-and-out movements from hives to feeding stations [57]. As well as bee monitoring, RFID studies have been applied to ants [59], beetles [60] and other subterranean insects [61]. Several studies utilising RFID have investigated honeybee and bumblebee parameters such as: activity patterns; foraging behaviour; homing ability effect of neonicotinoids on survival rates as well as forming comparisons between flight activity and homing ability of the Asian and European honeybee [20, 21, 62, 63].

Three typical frequencies are used while tagging insects and the choice of frequency is contingent upon the requirements of the study. The most important factors to consider are the size of the tags and the maximum detectable range, so that the position of the antenna at the entrance to the feeder or hive can be correctly placed [64]. Figure 1.6 outlines a typical RFID system used in bee monitoring studies.

Some studies employ high frequency ( 13.56 MHz ) radio signals to activate tags which measure approximately $1 \mathrm{~mm}^{2}$ [65]. The reading distance depends on the tag and reader, as they operate within the near field. The tag and reader are coupled mainly
through magnetic field distances up to 4 mm [57, 58, 66]. Laser light activated tags have also been proposed which increase the detection range to 10 mm . The tags must read a 1.5 mm diameter laser beam therefore detection success can be low due to misalignment between the tag and reader [67]. Further advances have led to detection ranges of 3 cm , achieved by using ultra-high-frequency $(860-960 \mathrm{MHz})$ tags, however these tags used are usually larger [68]. Further attempts to increase reading distance have explored the use of a booster antenna to increase RF coupling and have demonstrated bumblebees being detected up to 1.5 m away with a tag weight of 81 mg [69].


Figure 1.6: (a) RFID reader monitoring the entrance to honeybee hive. Due to a detection range of a few centimetres the readers have to precisely be placed to ensure no misalignment. Two readers are present to determine leaving or entering the hive by comparing which reader lastly identified the honeybee (b) tagged honeybee with 13.56 MHz RFID tag attached [64].

Multiple studies have examined the success rate of the RFID systems to ameliorate parameters such as reader capacity, tag type, experimental set up, duty cycle and power of the transmitted signal. Recent systems have demonstrated nearly 100\% success in reading tag where required [58]. Such studies have outlined significant improvements compared to previous studies which demonstrated detection success rates of between $80-90 \%$ [70, 71].

RFID tags allow unique identification of individuals and at a reduced cost while allowing for continuous monitoring for the entirety of a bees' lifespan. Studies covering larger spatial scales are beyond most research budgets due to the high costs associated with readers [9]. Whilst time stamps allow for identification at hives and feeders, the path taken between these points remains unknown.

### 1.2.4 Radio telemetry

Radio telemetric techniques have been implemented for more than 50 years for applications involving the study of local movements and habitat of various animals [72, 73, 74]. They have been used for biotelemetric applications [75] , becoming an important technique for wildlife telemetric applications [9]. As depicted in Figure 1.7, radio telemetry comprises three principal components: an active battery-powered tag to send a pulsed signal to a receiver, an antenna system, and a receiver system to detect the transmitted signal. The frequency of these signals is usually VHF; $30-300 \mathrm{MHz}$, resulting in very large antennae when the tags are attached to insects. This is due to the low operational frequency of the tag which results in a large wavelength. Active transmitters can typically achieve a maximum range of 500 m over flat terrain, facilitating unique identification of individuals [76]. Ranges of between $100-400 \mathrm{~m}$ are reported in studies [76, 77]. Tracking ranges have further increased with the use of helicopters [78] and light aircraft [79] however, the studies have focused on long-range migration for larger species. Continuous bearing estimation ensures the helicopter or light aircraft can maintain its proximity within the detection range between tag and receiver.


Figure 1.7: Fundamental elements for radio telemetric studies. (a) A tagged bee attached with a radio telemetric transmitter, which emits a radiofrequency signal at known time intervals. (b) A directional antenna. The received radio signal will be at its strongest when the main beam of the antenna is directly facing the bee emitting the RF signal. (c) A receiver unit connected to the directional antenna. The user can manually sweep the antenna from side to side to determine the bearing in which the signal is coming from [9].

The limitation associated with radio telemetric studies highlights the key tradeoff between transmitter weight vs power and battery life [9], [80]. The power can be related to battery size which has a direct correlation with the weight of the tag. To achieve higher transmitted power or longer tag duration, a larger tag is required [9]. Unlike passive studies, where tags are generally low cost, active tags cost approximately $£ 130$ each [81, 82], whilst having a limited operational lifetime of between 7 -21 days depending on the set duty cycle of the tag [83]. The lightest commercially available tags are around 200 mg in weight, limiting the technology to the largest species of tropical bee.

The last decade has seen numerous radio telemetry studies performed using commercially available radio telemetric tags and tracking systems for beetles [84], dragonflies [85], crickets [86] and bees [83, 87]. The first radio telemetry study on bees was performed on carpenter bees in 2008 where their role in crop pollination was explored [87]. Since then, the movement behaviour studies of tropical orchid bees [83], bumblebees [88] and Asian Hornets have been performed [89].

A general rule of thumb states that if the tag weighs more than $10-12 \%$ of body weight, it can also adversely affect flight behaviour [88]. This has been observed when 200mg transmitter where attached to bumblebees, and the bee weight vs transmitter weight varied from $44-100 \%$, causing significant physical hindrance and energetic costs to the bee. Transmitters have been used to attempt to locate Asian Hornet nests where insect flight was hindered and could only be achieved with a small percentage of tagged hornets [90]. Several studies have used 0.3 g transmitters on orchid bees however they were unable to conclude how flight performance was affected via transmitter load, as researchers were unable to visually confirm the difference between the flights of tagged bees compared to natural flight [83]. Figure 1.8 shows the huge size of commercially available radio telemetric tags when attached to a bumblebee and orchid bee.


Figure 1.8: Commercially available radio telemetry tags used to study flight behaviours of (a) bumblebees [88]. (b) Tropical orchid bee [83].

Orchid bees are known to be strong flyers [91], therefore it was concluded that their ability to carry such high payloads was not surprising. As the battery comprises the bulk of the transmitter weight, current technology does not permit attaching active radio telemetry transmitters to smaller insects such as honeybees due to the tag's weight.

### 1.2.5 Alternative tracking methods

Whilst harmonic radar, RFID and radio telemetry approaches are the most common approaches for studying the spatial interaction of insects within their environment, several alternative methods can also be used. These include homing experiments [92, 93], microsatellite approaches [94], acoustic tracking [95], theoretical models [96] and Light Detection and Ranging (LIDAR) [97, 98].

The use of MEMS microphones to record the sound and using signal processing have been used to track bees entering and leaving the hive with high accuracy [99]. Bees also communicate through sound therefore systems which monitor acoustic frequencies emitted from the hive have been implemented to monitor the overall health of the hive and accurately predict swarming behaviour, since there is a known frequency which can be correlated to swarming [100].

Several techniques have focussed on measuring minimum movement rather than focusing on long-range movements. LIDAR, which uses light to measure reflectance of an
object, has been implemented to monitor honeybees' movements up to a distance of 90 m [101]. Whilst proven to be an effective method, LIDAR does not allow for the identification of multiple individuals. Genetic microsatellite approaches have been implemented for quantifying foraging range and nest density [94]. The use of opalith tags (small coloured tag usually used for Queen identification within a hive) on individuals have allowed for visual observation to track marked individuals across a study site [102], however, such studies have proven to be onerous and time consuming.

Theoretical models have been developed to predict the maximum foraging ranges of insects. The use of algorithms to predict the maximum foraging range through the correlation of flight range vs body size [96] or by the analysis of optimal foraging theory considering the energy budget of the insect have been implemented to estimate maximum foraging range [103]. Furthermore, maximum foraging range has also been determined via the use of homing experiments. Insects with a natural ability to bring resources back to their hive/nest are exposed to unfamiliar environments and visual observations are performed to observe the insect's ability to return home [92]. Such studies have investigated honeybees [92], solitary bees [104] and bumblebees [93].

Further studies have explored the use of global tracking of animals [105, 106], however the transmitters needed for such systems are relatively large and limited to species weighing 300 g and above. The implementation of solar cells to power the transmitter has reduced tag mass to 5 g allowing for tracking of small birds [107]. Whilst such systems are attractive for long-range tracking, the spatial resolution of such systems is limited to large scale movements such as migrations [9].

### 1.2.6 Self-powered radio telemetry tags

Current radio telemetry systems have demonstrated potential for monitoring larger insect interactions, however, size constraints have limited the technology to larger insects due to the size of the battery [108]. As explored for satellite technology, the use of self-powered tags greatly reduce the weight of the transmitter [107]. Such an approach could be adapted for radio telemetry and allow for further miniaturisation to the tags in order to be implemented on smaller insects.

Whilst self-powered radio frequency tags have been investigated [109, 110, 111], they have mostly been limited to larger animals. Applications of self-powered transmitters for smaller insects are yet to be developed. Energy harvesting from small
insects such as moths [112] and beetles [113] have been explored, however, studies were aimed at proof of concept. Insect energy harvesters have the potential to replace the battery in traditional radio telemetry circuitry, allowing for small structures which could be adapted to bumblebees and honeybees. Figure 1.9 and 1.10 shows the design and practical implementation of an electromagnetic generators capable of scavenging energy from Moth flight.

The use of a cantilever beam mounted to the thorax of the insects demonstrated the ability to capture energy through the vibration of the thorax during flight. Energy harvesting from moth flight is based on the concept of magnetic induction driven by moving magnets. Moving magnets, a core, a support structure, and stationary windings are used to create the resonant generator. The magnets ( $\sim 240 \mathrm{mg}$ ), which provide the mass along with the support structure and core provide the resonant frequency which is tuned to the wing beat frequency of the moth $(\sim 5 \mathrm{~g})$. The moving magnets, core and windings create the AC generator ( $\sim 1.28 \mathrm{~g}$ ).


Figure 1.9: Fabricated electromagnetic generator to be used to harvest energy from Moth flight [112].


Figure 1.10: Fabricated energy harvester attached to Manduca Sexta [112].

Unlike Moths, where the wing beat frequency is consistent, beetles have a varying wing beat frequency ranging between $85-105 \mathrm{~Hz}$, meaning conventional resonant structures will only work when the beetles wing beat frequency matches the resonant frequency of the harvester [113]. The use of a piezoelectric cantilever, in which the tip was directly excited by the thorax of the beetle demonstrated non-resonant energy harvesting from insect flight, as demonstrated in Figure 1.11.


Figure 1.11: Piezoelectric energy harvester prototype mounted to beetle [113].

Flexible piezoelectric material, such as Polyvinylidene fluoride (PVDF), has been successfully implanted into fish and used to power acoustic telemetry systems up to a range of 100 m [114]. PVDF allows for superior flexibility in terms of attachment capability, whilst providing minimal impedance to natural movements, however, the power generation is considerably lower compared to piezoelectric ceramic counterparts, due to their much lower mechanical to electrical energy conversion efficiency [115].

Further studies have also explored the possibility of using energy harvesting as a method to further improve battery life [110]. The use of ceramic piezoelectric materials to harvest energy from the flight of birds and use the energy stored as a secondary power source has been explored, however such approaches are unable to reduce tag weight and size. This principle is shown in Figure 1.12.

(a)

(b)

Figure 1.12: (a) Design of the piezoelectric cantilever to harvest energy from tail feather. (b) Piezoelectric energy harvester and radio telemetry system attached to falcon [110].

Whilst only a few studies have explored the possibility of harvesting energy from insect and animal flight for powering radio telemetry tags, several studies have been conducted in closely related fields which could pave the way for the future studies of selfpowered radio telemetry tags. Examples of such systems include RFID tags using an electrostatic MEMS-based Vibration Energy Harvester [116] and a self-powered RFID tag using triboelectric-electromagnetic hybrid nanogenerator, which can convert biomechanical energy into electrical energy. Based on the combination of triboelectrification and electrostatic induction energy can be harvested from ambient mechanical sources [117]. Additionally, a piezoelectric harvester which converts mechanical energy found from vibrations in everyday life to electrical energy to power an RFID tag [109].

### 1.2.7 Radio telemetry tracking systems

The majority of radio telemetry studies discussed thus far have used manual tracking with a handheld receiver or via the use of aircraft or vehicle mounted antenna. Such approaches require a large amount of physical labour which limits tracking to restricted times whilst also limiting sample size, due to the continuous need to be user operated [9]. The use of an automated system would allow for data to be continuously
collected without the presence of a user, as well as removing all tracking errors that can be associated with the operator [131].

Automated systems occur either as data loggers or tracking systems. Whilst both act autonomously, they are differentiated by the information they collect, which is shown in Figure 1.13. Automated tracking systems have become available over the past 10 years, and are typically used to compute bearings of signal from radio telemetric transmitters and continuously track their movements [118]. Automated data loggers however, are unable to perform such tasks as they operate on a presence/absence design which is commonly associated with small scale radio telemetry studies [119]. Data loggers have also been available and used since the start of wildlife telemetry [120]. The set-up of a multiple receiver with overlapping detection ranges would allow for the insect to be tracked in quadrants determined by the location of the receiver. Whilst the technique can accurately locate the quadrant in which the insect lies, the cost associated with the design is high due to the need of multiple receivers, whilst providing minimal special resolution compared to triangulation designs [9].


Figure 1.13: (a) Presence/absence design in which the location of the signal can be estimated from the use of multiple receivers, all with overlapping detection range. [9]. (b) Automated triangulation design principle, in which multiple towers are present within an area. The tower is equipped with directional 6 Yagi antenna, set at fixed angles, and calculates a bearing based on the received signal strength. Multiple bearings allow for triangulation of the signal [118].

The use of triangulation designs has increased precision in obtaining spatial locations of tag. Such systems use multiple antennae, to continuously record signals from at least two receiver stations [121]. The use of omnidirectional antennae to provide near uniform coverage allows for bearing estimation based on a Received Signal Strength Indicator (RSSI) at each receiver, however, the sole use of RSSI to estimate position with multiple receivers can lead to errors in position estimation, due to multipath effects [122].

Directional antennas have also been used, but require multiple researchers in different locations to estimate the position in which they will find the intersection point [123].

The two approaches implement different ranging techniques. Researchers using directional antennas to determine an intersection point implement an angle of arrival technique whilst omnidirectional antennae implement a received signal strength approach. Other localization techniques calculate position based on the time difference between receiving signals at known locations, although currently no study has been conducted using this approach for radio telemetry. To implement such a system all receivers would need to be highly synchronised and running off the same time signal. Any small error in time synchronisation would likely lead to elevated estimation errors [124].

Angle of arrival utilises a directional antenna [124] or non-uniform omnidirectional antenna, or by measuring the phase difference of a received signal in an antenna array or multiple antennae [125]. Radio telemetry studies typically utilise a Yagi antenna which is manually rotated to determine the location by comparing received signal strengths [126]. The maximum or minimum value can be used to determine location. Once a reference angle is established, an angle between the signal source and reference can be obtained. Since the bearing is typically calculated by the user, human error is introduced decreasing the accuracy of the bearing estimation. Autonomous systems have been developed with estimation accuracy of $+/-5^{\circ}$ [125]. Such systems are vulnerable to dense environments as multipath can lead to errors in bearing estimation.

Received signal strength is based on the fact that signal strength decays with distance. From the Friis transmission formula we can state that the signal strength decays with the square of the distance [39]. With known parameters such as the gain of transmitting and receiving antenna, power transmitted and power received, the distance in which the signal travelled can be derived. Adapting Equation 1.6 to consider only forward path, we can define the Friis transmission formula thus:

$$
\begin{equation*}
P_{r}=\frac{G_{t} G_{r} \lambda^{2}}{(4 \pi R)^{2}} P_{t} \tag{1.10}
\end{equation*}
$$

The formula addresses the fundamental question of how much power is received by a radio antenna. This is referred to as the maximum possible received power because there are many multiple factors that can reduce the power received. A fluctuating received power can affect the accuracy of position estimation. Fluctuation factors include:
impedance mismatch at either transmitter or receiving antenna, propagation effects which can cause depolarisation or attenuation and multipath effects [39].

Whilst many guides on triangulation for radio telemetry recommend plotting three bearings and estimating the tag location to be the intersection point [127], there are several methods that can also be applied to provide position estimates. The use of two receivers can be used to estimate location based on geometric, arithmetic, and best biangulation techniques. Adding an additional receiver allows for estimation via a maximum likelihood estimator, whilst four receivers are required for Andrews and Huber [128] that weight bearings based on their contribution to the estimation, making them particularly useful in noisy environments where multiple signals are present [129].

Recently, unmanned aerial vehicles have been introduced into radio telemetric studies, focussing on tracking movements of large animals [130, 131, 132]. Due to system complexity and costs involved in larger UAV's, only a single drone is used to perform localisation, thus limiting the system to a single receiver [130]. Directional antennas have been mounted to a UAV in which the drone would slowly rotate $360^{\circ}$ until an angle of arrival estimation was obtained [130]. Such an approach is unsuitable for insect tracking as measurements take approximately 14 seconds each by which time the insect has moved outside the detection range of the system [130] . Figure 1.14 depicts a UAV equipped with a radio telemetry system to allow for real time localisation of radio-tagged animals.


Figure 1.14: UAV equipped with VHF antenna, radio receiver and embedded computer module to allow for real time localisation and tracking of radio-tagged animals [133].

UAV tracking of birds have been successfully demonstrated on small birds using a two-point phased array antenna system [132]. Two monopole antennas are mounted to a rail on the drone in which it performs a full rotation. The position is obtained via determining the phase shift between an observed gain pattern and the expected Fourier series radiation pattern model. Whilst the UAV approaches discussed show promising
applications, further work is required to allow for tracking of smaller insects, including faster positional updates to maintain 500 m range [76].

The current research proposed aims at further understand the global decline in honeybee colonies by igniting efforts to better the spatial interaction of bees within their environment. To date no available technology exists to effectively enable the long-term evaluation of navigation loss of bees exposed to potentially harmful pesticides such as neonicotinoids

### 1.3 Aims and Objectives

The project aimed to design and fabricate a self-powered transmitter capable or being attached to even the smallest species of bees, whilst designing a system capable of localisation of the tag and autonomously tracking the signal across the entire foraging range. The specific objectives for the project are listed below:

- Develop a self-powered radio telemetry tag, which is powered via vibration of the thorax during flight. Current systems are bulky and operate at frequency where the antenna is much larger than the insect. The design must account for the payload capabilities of the bee, whilst generating maximum power to increase the link budget [Chapter 2]
- Replace the traditional user-scanned direction antennas with an electronically scanned phased array antenna. In conjunction with a receiver unit the antenna will be utilised to accurately estimate the location of the bee. Proof of principle will be established from monitoring bees entering and leaving their hive. [Chapters 3 and 4].
- Demonstrate proof of concept for long-range tracking capability by mounting the tracking system onto a UAV. The data collected can be fed directly into the UAV's control system to continuously update the UAV's position based on the received bearing.


### 1.4 Applications

The development of a radio telemetry system capable of tracking an insect across their entire foraging range has a vast range of applications for an ecologist as well as many potential commercial applications.

The use of the technology could provide vital insights into long-term evaluation of bee exposed to potentially harmful pesticides along with various other factors that could be negatively impacting bee populations. Evidence could be obtained for academic studies or commercially to evaluate the effects of pesticides on pollinators before being released onto the market.

The system could also be modified for the use on Asian Hornets which are known to pose a huge threat to honeybee population. Locating and destroying nests are currently a big problem in Europe and the ability to tag and track a captured Asian Hornet back to their nest would be a hugely beneficial tool to the people tracking down the nests.

The system has potential to also be used commercially to monitor crop pollination. By monitoring the foraging activity of multiple hives within a field, the spatial positioning of the hives can be studied to provide maximum pollination efficiency to that crop, thus increasing crop yield or reducing the number of bees required for successful pollination.

### 1.5 Thesis Outline

Chapter two focusses on the development of battery-less radio telemetry tags capable of being attached to the honeybee. This chapter reviews the design of a nonresonant energy harvester suitable for harvesting energy from a bees' vibrating thorax, whilst generating sufficient energy to power an on-board transmitter.

Chapter three reports the design of a phased array antenna capable of scanning $+/-50^{\circ}$ in azimuth and elevation plane, to replace traditional user scanned Yagi antennae. Beam steering is achieved via the integration of phase shifters into the feeding network of a microstrip antenna array. The theory underpinning the design of phased array antennae is discussed alongside simulated and measured results

Chapter four demonstrates the implementation of the phased array antenna and self-powered tracking tags to estimate the position based on a RSSI approach. A detailed description of the system is given whilst presenting experimental results outlining the system successfully monitoring bumblebees and honeybees leaving and entering their nests/hives, respectively.

Chapter five assess the capability of autonomous tracking, in which the entire tracking system is mounted to a UAV in which it is programmed to autonomously move
towards bearings calculated via the RSSI estimations. System design, limitations and obtained results are reported.

Chapter six concludes the results presented within this thesis, outlining the key achievements and findings throughout the work conducted. Current results are analysed to outline future work to further improve capabilities of tracking insects over large ranges.

### 1.6 Key contributions of work

The key original contributions of the work presented herein are:

- The development of a self-powered radio telemetry tag, which is considerably smaller in mass and volume in comparison to commercially available technology. The radio telemetry tag is the first of its kind capable of successfully operating on honeybees.
- The design, fabrication and testing of a phased array antenna and receiver unit, capable of autonomously determining the bearing of the tag based on the received signal strength. The contribution allows for the removal of a human operator of the telemetry system, allowing for increased tracking resolution, as the scanning time can be significantly increased, whilst eliminating any human error associated with bearing estimation.
- The successful demonstration of monitoring the foraging activities of bumblebees in a polytunnel, which to the authors knowledge is the first of its kind.
- Proof of concept of long-range autonomous tracking, utilising a UAV to detect the bee bearing and continuously update its position to remain with the detection range of the tag.


# Chapter 2. Design and development of self-powered radio telemetry tag 

This chapter outlines the theory and methodology behind the design and fabrication of a piezoelectric energy harvester powered radio telemetry tag, which scavenges energy from vibrations caused from flight before being converted to an RF signal and radiated through a transmitting antenna. Design steps, optimisation and results obtained will be discussed herein.

### 2.1 Energy harvesting sources for insects

As the bulk mass of radio telemetry tags is due to the mass of the battery cell, the replacement of battery with a compact energy harvester has the potential to significantly reduce the overall mass of the tag. An energy harvester is defined as a device that captures and converts small amounts of energy from one or more surrounding sources into electrical energy. Energy harvesting has been extensively used as an alternative to the conventional battery [1, 2, 3].

Energy harvesting from ambient energy sources to generate low levels of electrical power is defined as micro energy harvesting, generating power outputs ranging from mW to $\mu \mathrm{W}$. To generate mW to $\mu \mathrm{W}$ power outputs, a great variety energy sources can be exploited from the environment such as mechanical vibrations, thermal energy, friction sources, sun light and chemical or biological sources. Figure 2.1 shows the average power density levels that can be achieved from a variety of ambient sources.


Figure 2.1: Potential EH sources including average power density levels [137].
As device miniaturisation is critical to achieve significant weight reduction when replacing the battery two transduction mechanisms were considered due to their inherently high efficiency and miniaturisation potential: vibration and photovoltaic energy transducers. In order to convert mechanical vibrational energy to electrical energy various transduction mechanisms were considered such as electromagnetic, electrostatic, and piezoelectric energy harvesting. Electromagnetic and piezoelectric harvesting from insect flight have previously been reported in literature [4, 5]. As vibrations are continuously present during insect flight, scavenging energy from mechanical vibrations would allow for perpetual power generation during flight. The use of solar cell technology offers greater power density although the power generation would be dependent upon ambient light, restricting the conditions under which sufficient power can be generated. PV cells are additionally inconvenient for use with insects as the small size of the insect dictates the size of the PV cell, thus, resulting in low power generation.

Piezoelectric materials are able to directly transform mechanical strain into an electric field [138]. Electromagnetic energy harvesting relies on a moving magnet inside a coil which the oscillating motion induces a varying magnetic flux inside the coil, producing a voltage [139]. Finally, electrostatic energy harvesting generates a charge from the relative motion between plates which form a variable capacitor [140]. Table 2.1 summarises the advantages and challenges associated with the electromechanical transducers.

Table 2.1: Summary of the advantages and disadvantages of various vibration energy harvesting mechanisms

| Transduction mechanism | Advantages | Disadvantages |
| :---: | :---: | :---: |
| Electromagnetic | - No external voltage source required <br> - No need for active material | - Large form factor due to need for coils and magnet <br> - Difficult to integrate into small devices |
| Electrostatic | - Compatible with MEMS <br> - Relatively high voltage output | - External voltage source required |
| Piezoelectric | - Straightforward fabrication <br> - High voltage output meaning simple rectification circuitry <br> - Favourable scaling of power as dimensions shrink | - Depolarisation issue <br> - Brittleness in certain material |

As electrostatic devices require an external voltage, they were deemed unsuitable for the application of solely replacing a battery for radio telemetry tags. Due to the higher power density potential, simple configuration and high integration potential, piezoelectric energy harvesting from bee flight was preferred.

### 2.1.1 Piezoelectric energy harvesting

The piezoelectric effect has reciprocal properties. Firstly, the direct piezoelectric effect, in which an electrical charge is generated, that is proportional to the applied mechanical stress. Alternatively, when an electric field is applied to the material, a displacement proportional to magnitude of the electric field is produced. This is known as the converse piezoelectric effect. The direct piezoelectric effect forms the basis of vibrational energy harvesting as it allows materials to convert surrounding mechanical vibrations into electrical energy. Figure 2.2 shows the general principle for converting mechanical vibrations into electrical energy.


Fig 2.2: General principle of the energy flow of a piezoelectric generator
The following two equations can be used to describe the piezoelectric effect.
Direct piezoelectric effect:

$$
\begin{equation*}
D_{i}=d_{i j} \sigma_{j}+\varepsilon_{i i}^{T} E_{i} \tag{2.1}
\end{equation*}
$$

Converse piezoelectric effect:

$$
\begin{equation*}
S_{j}=s_{i j}^{E} \sigma_{j}+d_{i j} E_{i} \tag{2.2}
\end{equation*}
$$

Where i and j take the values 1 or 3 and are tensor notations. The electrical displacement $\left(D_{i}\right)$, is dependent upon the piezoelectric charge coefficient $\left(d_{i j}\right)$, the mechanical stress $\left(\sigma_{j}\right)$, the permittivity of the material under constant stress $\left(\varepsilon_{i i}^{T}\right)$ and the electric field $\left(E_{i}\right)$. Alternatively, for the converse piezoelectric effect the mechanical strain $\left(S_{j}\right)$ is dependent upon the elastic compliance of the material under a constant electric field $\left(s_{i j}^{E}\right)$, the mechanical stress $\left(\sigma_{j}\right)$, piezoelectric charge coefficient $\left(d_{i j}\right)$ and the electric field $\left(E_{i}\right)$.

To further describe values i and j, Figure 2.3 shows a schematic diagram of a piezoelectric transducer in which axis 3 represents the polarisation of the piezoelectric material. Two common coupling modes are used for piezoelectric transducers which are ' 33 ' and ' 31 ' modes, which are depicted in Figure 2.4. In ' 33 ' mode the compressive force is applied along the polarisation direction which collects charge along the electrodes' surface. Alternatively, for ' 31 ' mode the strain applied to the material is perpendicular to the polarisation.


Fig 2.3: Schematic diagram of piezoelectric transducer [141]


Fig 2.4: Demonstration of ' 33 ' and ' 31 ' modes for piezoelectric materials [142]

Piezoelectric transducers generally take up the form of unimorph, bimorph or multilayer structures as shown in Figure 2.5. Various cantilever shapes have been proposed in order to increase the maximum excitation amplitude [143]. An advantage of using bimorph and multilayer structures are that they can be individually wired allowing control over series and parallel connections. Whilst the power output remains the same, the ratio of current/voltage can be modified to fit the required application.

(d)

Fig 2.5: Configurations for various piezoelectric harvesters: (a) unimorph, (b) parallel poled bimorph, (c) series pole bimorph and (d) parallel poled multilayer bimorph.

Reviewing the cantilever shown in Figure 2.4, the top and bottom layer contain an electrode, therefore the electric field in axis 1 and 2 becomes zeros, and equations 2.1 and 2.2 can be rewritten as:

Direct piezoelectric effect:

$$
\begin{equation*}
D_{3}=d_{31} \sigma_{1}+\varepsilon_{33}^{T} E_{3} \tag{2.3}
\end{equation*}
$$

Converse piezoelectric effect:

$$
\begin{equation*}
S_{1}=s_{11}^{E} \sigma_{1}+d_{31} E_{3} \tag{2.4}
\end{equation*}
$$

If there is no stress applied to equation 2.3, it simply becomes the constitutive equation linking flux density $D$ to electric field $E$ via the permittivity of the material. Consequently, for equation 2.4 , if there is no piezoelectric coupling or the electric field is negligible, the equation becomes Hook's law. This states that the strain of the piezoelectric material is proportional to the stress providing conditions are within the elastic limit of the material.

Besides the piezoelectric charge coefficient and permittivity of the material another import property of piezoelectric materials is the electromagnetic coupling coefficient $\left(K_{i j}\right)$. This property is used to assess the effectiveness of the piezoelectric material to convert mechanical vibrational energy into electrical energy, which is shown in equation 2.5 below:

$$
\begin{equation*}
K_{\text {Direct }}=\sqrt{\frac{\text { Generated electrical energy }}{\text { Input mechanical energy }}} \tag{2.5}
\end{equation*}
$$

Alternatively, for the converse piezoelectric effect we can define electromagnetic coupling efficiency as:

$$
\begin{equation*}
K_{\text {Converse }}=\sqrt{\frac{\text { Geenrated mechanical energy }}{\text { Input electrical energy }}} \tag{2.6}
\end{equation*}
$$

The electromagnetic coupling coefficient for both the converse and direct piezoelectric effect are equal providing they are both excited in the same mode.

The piezoelectric effect was first demonstrated by Pierre and Marie Curie in the 1880's using natural materials such as crystals of tourmaline, quartz, topaz, cane sugar, and Rochelle salt [137]. Since then various man-made materials have been developed such as ceramics (lead zirconate titanate (PZT) and barium titanate (BaTiO3)), thin and
thick films (PZT) and polymers (polyvinylidenefluoride (PVDF)). Table 2.2 summarises common piezoelectric materials and their properties including piezoelectric charge coefficient, permittivity, electromagnetic coupling efficiency and Curie temperature. Curie temperature can be defined as the maximum temperature before the material loses its piezoelectric properties.

Table 2.2: Properties of some piezoelectric materials

| Material | $\boldsymbol{d}_{\mathbf{3 1}}(\mathrm{pm} / V)$ | $\boldsymbol{\varepsilon}_{\mathbf{3 3}} / \boldsymbol{\varepsilon}_{\mathbf{0}}$ | $\boldsymbol{K}_{\mathbf{3 1}}$ | $\boldsymbol{T}_{\boldsymbol{c}}\left({ }^{\circ} \mathrm{C}\right)$ | $\operatorname{Ref}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | :--- |
| Quartz | 2.3 | 4.4 | - | - | $[144]$ |
| PZT | -190 to -265 | 1800 to 3800 | 0.32 to 0.44 | 230 to 350 | $[145]$ |
| BTO | -79 | 1900 | 0.21 | 120 | $[146]$ |
| PVDF | 20 | 12 | 0.11 | 150 | $[113]$ |
| $\varepsilon_{0}=8.854 \times 10^{12}$, permittivity of empty space |  |  |  |  |  |
| $T_{c}=$ Curie temperature |  |  |  |  |  |

For energy harvesting applications, piezoelectric materials with a high electromagnetic coupling coefficient are preferred. For most applications, a higher dielectric constant is also preferred as it lowers the source impedance of the piezoelectric generator. Piezoelectric materials often have high impedances resulting in high voltage/low current outputs.

From Table 2.2 we can see that PZT has a higher electromagnetic coupling coefficient, which has made it more popular in comparison to other piezoelectric materials. Whilst PVDF offers superior flexibility compared to the more brittle PZT, the electromagnetic coupling coefficient is significantly lower and for applications including harvesting energy from insect flight would yield insufficient power. A further advantage of PZT over its polymer counterpart is its ease of optimisation for specific applications as it can easily be manufactured in various shapes and sizes [113].

PZT is a combination of lead titanate and lead zirconate which has a perovskite structure as depicted in Figure 2.6a. When mechanically deformed a dipole is created as the titanate and zirconate deviate from the neutral position which is the centre of the cell. The deviation of the dipoles will then create an electric charge on the surface of the
electrodes. For ceramic materials, a poling process must first be performed to force them to have piezoelectric properties. This process consists of applying a strong DC field to the material in which all the individual dipoles are aligned in the same direction. After removing the field most of the dipoles will remain orientated as shown in Figure 2.6b, c and d, which allows the material to be piezoelectrically active.


Fig 2.6: (a) Perovskite PZT unit cell, Poling process of piezoelectric materials showing (b) randomly orientated domains, (c) during and (d) after poling process [147].

We can model the vibration energy harvesting system as a simple spring-mass model of a linear inertial-based generator. Assuming that we have a linear system where the mechanical damping of the cantilever is proportional to the velocity and the stiffness is proportional to the displacement, we can understand the mechanical energy to electrical energy conversion. Figure 2.7 illustrates a basic schematic model of a system where m is
the mass, k is the stiffness whilst $d_{e}$ and $d_{m}$ are the mechanical and electrical damping coefficients, respectively.

As depicted in Figure 2.7 an external force excites an internal frame in which the mass, stiffness and damping coefficients are located. We can define the external vibrations with an amplitude of $Y_{o}$ and a vibration frequency of $\omega$ as:

$$
\begin{equation*}
y(t)=Y_{0} \operatorname{Sin}(\omega t) \tag{2.7}
\end{equation*}
$$

We can define the model with the use of a differential equation as described in equation 2.8:

$$
\begin{equation*}
m \ddot{z}(t)+\left(d_{e}+d_{m}\right) \dot{z}(t)+k z(t)=-m \ddot{y}(t) \tag{2.8}
\end{equation*}
$$



Fig 2.7: (a) Schematic diagram of linear vibration based generator [148].

Where z corresponds to the spring deflection and y is the input displacement. The solution for the differential equation for the mass displacement in relation to the inertial frame is:

$$
\begin{equation*}
z(t)=\frac{\omega^{2}}{\sqrt{\left(\frac{k}{m}-\omega^{2}\right)^{2}+\left(\frac{\left(d_{m}+d_{e}\right) \omega}{m}\right)^{2}}} Y_{0} \sin (\omega t-\varphi) \tag{2.9}
\end{equation*}
$$

In which $\varphi$ is the phase angle and expressed as:

$$
\begin{equation*}
\varphi=\tan ^{-1}\left(\frac{\left(d_{e}+d_{m}\right) \omega}{k-\omega^{2} m}\right) \tag{2.10}
\end{equation*}
$$

For resonant systems, the maximum power output can be achieved when the frequency of external vibrations matches the natural frequency ( $\omega_{n}$ ) of the spring mass system. Thus, we can substitute $\mathrm{z}(\mathrm{t})$ from equation 2.9 into equation 2.8 giving the energy dissipated within the damping:

$$
\begin{equation*}
P_{d}=\frac{m \zeta_{T} Y_{0}^{2}\left(\frac{\omega}{\omega n}\right)^{3} \omega^{3}}{\left(1-\left(\frac{\omega}{\omega n}\right)^{2}\right)^{2}+\left(2 \varsigma_{T}\left(\frac{\omega}{\omega n}\right)\right)^{2}} \tag{2.11}
\end{equation*}
$$

Where $\zeta_{T}$ is the total damping ratio. We can further expand on Equation 2.11 to find the power converted to electrical energy, which is equal to the power the electrical induced damping absorbs. This is given by:

$$
\begin{equation*}
P_{\text {OUT }}=\frac{m \zeta_{e} Y_{0}^{2}\left(\frac{\omega}{\omega n}\right)^{3} \omega^{3}}{\left(1-\left(\frac{\omega}{\omega n}\right)^{2}\right)^{2}+\left(2 \zeta_{T}\left(\frac{\omega}{\omega n}\right)\right)^{2}} \tag{2.12}
\end{equation*}
$$

Finally, assuming that $\omega=\omega_{n}$, the converted power can be simplified to equal:

$$
\begin{equation*}
P_{\text {OUT }}=\frac{m \zeta_{e} Y_{0}^{2} \omega_{n}^{3}}{4 \zeta_{T}^{2}} \tag{2.13}
\end{equation*}
$$

Whilst the model is fairly accurate for electromagnetic conversion, it must be changed somewhat for piezoelectric conversion. Firstly, the relationship between mechanical and electrical systems for piezoelectric harvesters is not always linear. Secondly, the damping is not always linear to velocity. Whilst the model presented is unable to provide complete precision, important conclusions can be drawn which can be extrapolated to piezoelectric systems.

To describe the power output more accurately for piezoelectric conversion, a transducer operating in ' 33 ' mode can be described by the following differential equations:

$$
\begin{gather*}
m \ddot{z}(t)+\left(d_{e}+d_{m}\right) \dot{z}(t)+k z(t)-\theta_{v}(t)=-m \ddot{y}(t)  \tag{2.14}\\
\theta_{\ddot{z}}(t)+C_{p} \dot{v}(t)+\frac{1}{R_{l}} v(t)=0 \tag{2.15}
\end{gather*}
$$

Equation equations 2.14 and 2.15 are Newton's equation of motion for a single degree-of-freedom system and applying Kirchhoff laws to the circuit with a resistive load $R_{l}$ respectively. $\mathrm{V}(\mathrm{t})$ is the voltage across the piezoelectric material, $C_{p}$ is the capacitance of the piezoelectric material and $\theta$ is the electromechanical coupling coefficient (equations 2.5 and 2.6 ), which are equal providing they are excited in the same mode. Using Laplace transforms, the electrical power output extracted can be expressed as:

$$
\begin{equation*}
P_{\text {OUT }}=\frac{m \zeta_{m} \alpha \kappa^{2} \Omega^{2} \omega^{4}}{\omega n\left(\left(1-\left(1+2 \zeta_{m} \alpha\right) \Omega^{2}\right)^{2}+\left(\left(2 \varsigma_{m}+\left(1+\kappa^{2}\right) \alpha\right) \Omega-\alpha \Omega^{3}\right)^{2}\right)} \tag{2.16}
\end{equation*}
$$

Where $\Omega=\omega / \omega_{n}, \kappa^{2}=\frac{\theta^{2}}{\left(\kappa C_{p}\right)}$ which represents the electromechanical coupling coefficient and $\alpha=\omega_{n} C_{p} R_{l}$ which represents the time constant.

Equivalent circuit models can additionally be used for analysis and design of piezoelectric systems. From the systems' transfer functions, we can derive experimental parameters. Using standard elements for mechanical and electrical systems we can define the difference between the two domains as where the mechanical force is considered as the electrical voltage and the velocity is equivalent to the current. Figure 2.8 displays the equivalent models for piezoelectric cantilevers for mechanical and electrical domains, which are excited at the tip of the beam. Whilst most piezoelectric energy harvesters are excited via a vibrating host structure, directly exciting the tip has been successfully demonstrated to harvest energy from insect flight [113]. Table 2.3 summarises the electromechanical analogies.


Fig 2.8: Equivalent circuit model for piezoelectric transducer in (a) mechanical domain (b) electrical domain [149].

Table 2.3: Summary of electromechanical analogies

| Mechanical representation | Electrical representation |
| :--- | :--- |
| Force | Voltage |
| Velocity | Current |
| Mass | Inductance |
| Spring | $1 /$ Capacitance |
| Damper | Resistance |

The parameters in the mechanical model are $C_{m}, d_{m}$ and $m_{1}$, which represent the modal stiffness, damping and mass, respectively. For the electrical circuit, a resistor and shunted capacitance $C_{p}$ are introduced to represent the dielectric losses. A transformer with ratio $\alpha: 1$ is used to represent mechanical to electrical energy conversion efficiency. The models shown in figure 2.8 can be further linked by describing them as a two-port network in which the dynamic behaviour can be characterised by an admittance matrix. The two port variables for the system are the velocity $v=d x / d t$ and the electric current $d Q / d t$. The matrix is expressed as:

$$
\binom{Q}{Z}=\left(\begin{array}{ll}
Y_{11} & Y_{12}  \tag{2.17}\\
Y_{21} & Y_{22}
\end{array}\right)\binom{V}{F}
$$

Where $Y_{11}$ is the short-circuit input impedance, which describes the ratio between amplitudes of current and voltages in absence of mechanical force, $F . Y_{12}$ and $Y_{21}$ describe the electromechancial conversion for force and voltage excitation respectively. $Y_{22}$ describes the ratio of amplitudes of mechanical force and vibrations in absence of electrical voltage.

$$
\begin{align*}
& Y_{11}=\frac{j \omega Q}{V}_{F=0}=\frac{\left(\kappa^{2}\right)^{2}}{j \omega m_{1}+d_{m}+c_{m} /(j \omega)}+\frac{1}{R+1 /\left(j \omega C_{p}\right)}  \tag{2.18}\\
& Y_{12}=Y_{21}=\frac{j \omega z}{V}=\frac{\kappa^{2}}{j \omega m_{1}+d_{m}+c_{m} /(j \omega)}  \tag{2.19}\\
& Y_{22}=\frac{j \omega Q}{F}_{V=0}=\frac{1}{j \omega m_{1}+d_{m}+c_{m} /(j \omega)} \tag{2.20}
\end{align*}
$$

The model is useful in terms of describing the behaviour of the transducer when subjected to input vibrations, however, it does not include energy harvesting functions such as rectification and storage. Figure 2.9 outlines a piezoelectric energy harvesting system with storage circuit. Typically, a 4-diode bridge configuration is used to perform the AC/DC conversion and a storage capacitor is used to collect the energy. The energy stored is calculated via:

$$
\begin{equation*}
E=\frac{1}{2} C V^{2} \tag{2.21}
\end{equation*}
$$



Fig 2.9: Piezoelectric harvester accompanied with AC/DC converter and energy storage device [150]. Whilst the instant energy harvested power is approximated by:

$$
\begin{equation*}
P=\Delta E / \Delta t \tag{2.22}
\end{equation*}
$$

One of the most important factors of an energy harvesting circuit is the maximum achievable power output obtained when an external load resistance matches the impedance of the piezoelectric generator. Figure 2.10 shows an updated equivalent circuit model including an external load resistor. Using Kirchhoff's law, the current and admittance of the virtual port can be evaluated using Equations 2.23 and 2.24.

$$
\begin{gather*}
I s c=\frac{\kappa^{2}\left(j \omega d_{m}+C_{m}\right)}{j \omega m_{1}+d_{m}+\frac{C_{m}}{j \omega}} \dot{y}  \tag{2.23}\\
Y_{L}=\frac{1}{R_{L O A D}}+j \omega\left(C_{p} \frac{\left(\kappa^{2}\right)^{2}}{C_{m}+j \omega\left(d_{m}+j \omega m_{1}\right.}\right) \tag{2.24}
\end{gather*}
$$

When maximum current flows over the load and minimum over the virtual port, maximum power transfer is achieved. For optimal cases $Y_{L}\left(\mathrm{j} \omega, R_{L O A D}\right)$ is zero. Solving this equation for $\omega$ gives optimal load as function of frequency. This can be inverted and used to identify the optimal load of the system as a function of frequency.

Figure 2.10a demonstrates the implementation of an equivalent circuit model simulation in ADS ( $\mathrm{C} 1=570 \mathrm{nF}, \mathrm{L} 1=1 \mathrm{H}$ and $\mathrm{R} 1=6.9366 \Omega$ ), which models a piezoelectric energy harvester and load resistor. The power output vs load resistance is then shown in b, outlining maximum power is achieved when an external load resistance matches the impedance of the piezoelectric generator.


Fig 2.10: (a) Electrical equivalent circuit model, (b) comparison of load resistance vs power output

### 2.1.2 Piezoelectric energy harvesting from bee flight

Figure 2.7 outlined the schematic model indirectly excited from a vibration source. When analysing the power output of this system vs excitation frequency a response as demonstrated in Figure 2.11 would be observed. When the resonant frequency of the structure matches that of the vibrations, maximum power output is achieved. Power outputs of orders of magnitude lower can be present for systems where resonant frequency does not match the vibration frequency. In our target application, which involves harvesting energy from bee flight, the frequency is dependent upon environmental variables and the individual insect, providing a constantly changing vibrational frequency. A resonant device would not be a practical solution. Instead a broadband energy harvesting solution from insect flight is required.


Fig 2.11: Resonant piezoelectric harvester showing frequency dependence to maximise power output [147].

When an external force is directly exciting the tip of the piezoelectric generator, we can redefine Figure 2.7 as:


Fig 2.12: Piezoelectric Schematic for harvesting energy directly from a force [113].

Since an external force is directly exciting the beam, a constant deflection of the beam is present. Providing the amplitude of the vibrations for the change in frequency remains consistent, a non-resonant piezoelectric energy harvester can be achieved. Several non-resonant piezoelectric energy harvesters have been reported, where unlike resonant systems, they are capable of efficiently harvesting energy from vibrations of varying frequency [20, 21]. This was demonstrated experimentally when a $31.8 \times 10 \times$ 0.38 mm piezoelectric series poles bimorph [145], was directly excited at the tip of the beam. Recreating the circuit diagram shown in figure 2.10b, the voltage was measured across a match load resistor to determine the power. Figure 2.13 demonstrates the experimental set up and the power output of a non-resonant energy harvester assuming consistent tip displacement for varying frequencies. Using a function generator and vibration generator the frequency of the generator could be controlled. Limitations in the experimental design lead to only a relatively small span of frequencies being covered, as the increase or decrease in frequency resulted in a smaller/larger force being applied to the tip of the beam.

Another advantage of non-resonant energy harvester for insect harvesting applications is that the weight of the harvester can be significantly reduced as there is no need for a proof mass at the end of the beam. Whilst for resonant systems and when being
excited by vibrating host structure, a proof mass maximises displacement of the beam at its resonant frequency, it would hinder beam displacement when directly excited.

(b)

Fig 2.13: (a) experimental design (b) power output vs frequency for a non-resonant energy harvester.

### 2.2 Energy harvester design and tag testing

As previously discussed, the broadband frequency range of bee flight suggests the need to design a non-resonant energy harvester. Various other design considerations had to be addressed, such as:

- Bees are also known to carry up to $110 \%$ of their body weight [9], this determines the maximum weight of the harvester, circuitry and antenna.
- The tag placement may further reduce the maximum weight of the tag as it can affect the bees centre of gravity. Honeybees weigh around 100 mg , meaning, in theory, they can carry up to 110 mg .
- The energy harvester must be small and compact, whilst providing sufficient power to the transmitting antenna to maximise detection range. It must also be non-obtrusive to the wings to allow for flight.
- Optimal circuitry must be identified to maximise power transfer and storage over short transmission periods ( $\sim 1 \mathrm{~s}$ ).

Firstly, the optimal placement of the piezoelectric energy harvester was determined, which required analysing the anatomy of a bee, whilst determining a continuous vibration source, and providing minimal physical hindrance of flight capability.

Allowing to test energy generation capabilities from bee flight, the piezoelectric beam was cut to have a width of 1 mm to allow for specific placements on various parts of the bee such as its wings and thorax. The experiment would allow for identification of the optimal placement of the energy harvester to maximise power output whilst minimising physical hindrance to the bees' ability to fly. In order to cut the shape, careful considerations to the properties of the piezoelectric material had to be considered. Reactive-ion etching, ultrasonic machining, milling, nanosecond and femtosecond laser ablation were all possibilities, however, to minimise mechanical and thermal damage to the material, femtosecond laser ablation was chosen. A $200 \mu \mathrm{~m}$ beam size was chosen to ablate a straight line along the material for separation, without exceeding the Curie temperature. Figure 2.14 shows the result of PZT cutting with the femtosecond laser.

The beam size was chosen after careful consideration, in order to minimise the material ablated during the cutting whilst additionally allowing for successful separation of the material after cutting. The femtosecond laser was unable to cut through the brass shim due to its relatively low power, meaning the material had to be carefully snapped off after the cutting process. Increasing the beam size allowed for easier material separation, however, smaller beam sizes allowed for increased yield of piezoelectric bimorphs. 200 $\mu \mathrm{m}$ was a suitable trade-off to maximise yield and allow for successful separation after cutting.


Fig 2.14: (a) $200 \mu \mathrm{~m}$ ablation of piezoelectric material to achieve cutting of the material (b) $31.8 \mathrm{~mm} \times 1 \mathrm{~mm}$ piezoelectric bimorph after cutting

A small holder was 3D printed to maintain one end of the PZT cantilever firmly in place (figure 2.13a), whilst the bee directly excited the other end. The 3D printed enclosure was then mechanically clamped at the same height to the bee so that the piezoelectric beam was continuously held at the same height of the bees' thorax. To test the power generation of the larger scale device $(\sim 3: 1)$ the following protocol was established:

- Immobilization of the honeybee by controlled hypothermia at $-10^{\circ}$ for two minutes.
- Attachment of a 0.5 mm diameter tungsten probe to the thorax of the bee using Dymax-208-CTH-F to tether the bee.
- Placement of the tip of the piezoelectric beam against the bees and measure output across the optimal load resistor.

To successfully attach the tungsten rod to the bee, it was critical to have the bee remain still so that the glue could successfully dry on the thorax without spreading to the wing base. Chilling the bee for two minutes, lowers the internal temperature of the bee essentially sending the bee to sleep. Once removing the bee from the cold temperature, it slowly wakes up before returning to normal "pre-hyperthermia" behavior after a few minutes. This gives a short period of time to attach the tungsten rod and the glue to dry.

A 0.5 mm tungsten rod was chosen as the small diameter provided minimal hinderance/dampening of the thorax vibrations. The tungsten rod, when clamped in place, was additional sturdy enough to withstand forces generated from flight to hold the bee in the same place allowing for the tip of the piezoelectric material to be continuously
rested against the thorax. Dymax-208-CTH-F was chosen to attach the tungsten rod to the thorax of the bee as its strong adhesion meant the bee could not separate itself from the rod. Superglue can additional be used with the same success, however, care must be taken when applying the glue to avoid the wing base.

By measuring the voltage across a load resistor and determining the power, an external resistor value could be identified in which maximum power transfer occurred. This was performed by trial and error, in which a 100k load provided maximum power for the $31.8 \times 1 \times 0.38 \mathrm{~mm}$ piezoelectric beam. For other beam dimensions, another optimal load would need to be determined.

The experimental set up is depicted in Figure 2.15a, whilst 2.15b demonstrates the measured voltage output across an optimal load of $100 \mathrm{~K} \Omega$.


Fig 2.15: Experimental procedure for harvesting energy from tethered honeybee flight. (a) Tethered bee with tip of piezoelectric beam resting against the thorax (b) Measured output voltage across optimum load

Multiple placements of the beam were trialed such as the bee's legs, thorax, wings and abdomen. Only the wings and thorax provided continuous displacement during flight. This identified the optimal harvesting location (thorax) for the energy harvester as minimal hindrance to the bees' flight ability was achieved whilst providing continuous deflection to the beam. The power output across the load continuously varied as a result of the force provided to the tip of the beam, thus, effecting the maximum possible deflection of the piezoelectric beam. Table 2.4 summarises the $\mathrm{Pk}-\mathrm{Pk}$ voltage measured across multiple honeybees or the same honeybee over time. The maximum power measured was $3.6 \mu \mathrm{~W}$ signaling maximum force from the thorax was applied to the tip of the beam. Multiple factors such as tiredness and unwillingness to fully fly when tethered to the tungsten beam contributed to lower observed power:

Table 2.4: Summary of the Pk-Pk voltages measured across the same honeybee over a few minute intervals between flight

| Reading number |  | Pk-Pk voltage |
| :--- | :---: | :---: | Power across load $\quad$| 1 |
| :--- |
| 2 |

The experiment conducted in Figure 2.15 investigated the energy costs to bees caused by the additional weight of energy harvester. By taking the Fast Fourier Transform (FFT) of the output from the piezoelectric beam during honeybee flight, the change in frequency due to physical constraints over a small time period was observed. Since the magnitude of the signal is related to the force produced by the thorax, the results in Figure 2.16 outline the need to pursue device miniaturization for minimal energy expenditure whilst carrying the device.


Fig 2.16: Spectrum of the piezoelectric beam output signal, outlining both frequency and amplitude changes due to physical tiredness of the honeybee.

We can see over a small period ( 2 minutes) the magnitude and frequency of the vibrations significantly decrease, which would in turn minimize power generation. This outlines the need to pursue aggressive weight reduction and device miniaturization.

To enable device miniaturization whilst maximizing the achievable power output, we developed an analytical model capable of predicting power generation from the piezoelectric beam. As proposed in [113], using a non-resonant energy harvesting equation, 2.16 can be rewritten so we can express the power generated from the direct force as:

$$
\begin{equation*}
P_{\text {Direct-force }}=\frac{9}{64} \frac{E_{p} d_{31}^{2}}{\varepsilon} \omega_{A C T} K_{S P R I N G} Z_{P E A K}^{2} \tag{2.25}
\end{equation*}
$$

Where $K_{\text {SPRING }}$ is the stiffness of the beam and $Z_{\text {PEAK }}$ is the maximum deflection of the beam. Using COMSOL Multiphysics, a finite elements' model replicating the experiment in Figure 2.15 was created in order to predict the power generated as shown in Figure 2.17.


Fig 2.17: Finite element model of $16 \times 0.2 \times 0.38 \mathrm{~mm}$ piezoelectric bimorph.
It was found in [153] that the force produced by a tethered honeybees was 3.65 mN . The force applied to the tip of the beam is defined in Equation 2.7 where the amplitude is equal to 3.65 mN and the frequency was selected to be 218 Hz , in order to match the output presented in Figure 2.15b. Using stationary analysis in COMSOL, the maximum displacement of the beam was determined and applied to Equation 2.25. The combination of stationary analysis to determine the maximum beam displacement and applying the result to the analytical model (Equation 2.25) yielded a predicted power output of $3.66 \mu \mathrm{~W}$, whilst the experimental measurement yielded a $3.6 \mu \mathrm{~W}$ power generation across the load resistor. The results suggest that device optimization can be performed through simulation to maximize the power output of the energy harvester.

It was important to optimise the beam analytically due to time and cost restraints associated with the piezoelectric material and its fabrication into custom sizes. Optimal beam dimensions for harvesting maximum power from the bee's thorax can be identified and analysed, accelerating the optimisation process. As the thickness between layers could not be altered uniformly, parameter sweeps of varying beam lengths and widths were conducted, and the maximum deflection with a force of 3.65 mN at 240 Hz was determined. Calculating the change in spring constant for each beam dimension and applying the results to Equation 2.25, the following relationships between beam dimensions and width were determined:


Fig 2.18: Relationship between beam width and length vs (a) beam displacement and (b) power generation
To maximise power generation, it was necessary to maximise the length and minimise the width of the cantilever. However, it is important to keep some structural stiffness to the beam; if it is not too brittle it will be broken by regular flight and foraging activities. It was found that $16 \times 0.2 \times 0.38 \mathrm{~mm}$ cantilever provided an adequate solution to the trade-off between structural integrity and power generation with an expected power across an optimal load of $3.6 \mu \mathrm{~W}$. Figure 2.19 outlines the fabricated device.


Fig 2.19: Fabricated $16 \times 0.2 \times 0.38 \mathrm{~mm}$ piezoelectric harvester after femtosecond laser cutting. Ablation of the material between adjacent beams can be observed and separation is achieved via snapping the connected brass shim.

The final criteria in the design of the energy harvester was to provide optimal circuitry to maximise power transfer and storage over short transmission periods ( $\sim 1 \mathrm{~s}$ ). The energy storage circuit consisted of a full wave rectifier and storage capacitor. Schottky diodes [154], were chosen due to their low forward voltage drop, whilst different capacitors $C_{S}$ were considered for energy storage. The energy accumulated on the capacitor is determined via Equation 2.21, whilst over a small time period the instant energy harvesting power can be approximated by Equation 2.22. Figure 2.20a shows the experimental set up to determine optimal energy storage conditions, whilst 2.20 b and 2.20 c show the energy accumulation and power over 1 and 30 second periods.

(a)

(b)

(c)

Fig 2.20: (a) circuit diagram to determine maximum power generation and storage over a short period of time [148] (b) energy accumulation and power over short period of time (1 second) (c) energy accumulation and power over longer period of time ( 30 seconds).

While large values of capacitors have a larger energy capacity, they are favourable to store energy for later use as observed in Figure 2.20c, however for energy storage over shorter time periods, smaller capacitors are favourable as depicted in Figure 2.20 b , where a $1 \mu \mathrm{~F}$ capacitor is the optimal value for short-term energy storage.

Once the energy was stored it was converted into an RF signal, radiated through a transmitting antenna. As continuous transmission provides limited power, the concept from current radio telemetry tags which transmits short pulses of RF signals in intervals was applied to our system. Current tags utilise a pulsing circuit to emit a signal every X seconds depending on the application [155]. They reply on this approach to save energy, thus maximising battery life and the operational lifetime of the tag. For our application, the purpose was to accumulate as much power as possible over a 1 second period to transmit in pulse through a radiating antenna.

A pulsing circuit was achieved via the use of the smallest commercially available components and a transistor (T1), capacitor (C1) and resistor (R1). The pulse width was determined from the RC time constant. Capacitor value of $1 \mu \mathrm{~F}$ and a $500 \mathrm{k} \Omega$ resistor were chosen to ensure a pulse occurred every second, with an interval long enough for localisation of the signal to be successfully performed.


Fig 2.21: Circuit diagram of pulsing unit of radio telemetry tag
The signal was then radiated through a transmitted antenna at 5.8 GHz , which was chosen after careful consideration of the antenna size and link budget of the system. The frequency allowed for significant reduction in antenna size reducing the tag size and weight, whilst allowing for the signal to be detected at a sufficient range for tracking capabilities. The antenna was designed to be as small, lightweight, and isotropic as possible in order to 1) reduce physical hindrance to the bee; and 2) minimize transmitter
circuitry complexity to cope with continuous direction changes during flight. The possibility of integrating the antenna and energy harvester was explored for weight minimization using CST microwave studio. The high dielectric constant of the energy harvester leads to low antenna radiation efficiency and very small bandwidth. The requirement for a high radiation efficiency, alongside challenges to fabricate the device, resulted in the design being unsuitable for the transmitting antenna.

Adding an additional thin layer of Fr 4 to reduce the effective dielectric constant led to similar results, as shown in Figure 2.22. An attempted design of a PIFA antenna with a PZT substrate outlining the low achievable efficiency is demonstrated.

(a)

(b)

(c)

Fig 2.22: Simulation results of PIFA antenna using brass shim as ground plane. (a) Simulation model, (b) antenna return loss and (c) radiation pattern and efficiency

The antenna itself consists of 4 substrate layers and a silver PIFA antenna with $35 \mu \mathrm{~m}$ thickness. The substrate layers are two $14 \times 1 \times 0.13 \mathrm{~mm}$ PZT-5A $\left(\varepsilon_{r}=1800\right)$ with a brass shim in between. The brass shim is additionally used as the ground plane for the PIFA antenna. The top substate layer is 0.13 mm thick FR-4 ( $\varepsilon_{r}=1800$ ). The dimensions of the antenna are shown in below:

A simple monopole configuration with a thin wire was considered sufficiently lightweight and omnidirectional for the application. A 3D model of the proposed tag and bee were generated in which a quarter wavelength monopole is implemented as the transmitting antenna. This is shown in figure 2.22a, whilst the simulated impedance match of the transmitting antenna is shown in figure 2.22b. Additionally the electromagnetic effects of the bee and proximity of the energy harvester were studied to find that whilst a slight shift in resonance occurred, acceptable return loss performance was achieved at 5.8 GHz . The simulated radiation pattern of the monopole is shown in figure 2.22c.

For the simulation, a CAD model of a bee was imported into CST microwave studio. The material of the bee was chosen to be water, which closely resembles the dielectric properties of the bee itself. The purpose of the simulation was to evaluate the frequency shift of the antenna resonance with and without the bee present. The circuit board consisted of 1.6 mm thick FR-4, with each component modelled as ABS (Acrylonitrile butadiene styrene). The piezoelectric beam was modelled as a bimorph consisting of PZT-5A - Brass - PZT-5A, each $14 \mathrm{~mm} \times 0.2 \mathrm{~mm} \times 0.13 \mathrm{~mm}$ in dimensions. The circuit board was then placed on the centre of the bee's thorax before a 14 mm long copper wire with 0.25 mm radius was attached on the copper trace on the circuit board.

(a)

(b)

Fig 2.23 (a) transmitter tag component breakdown, (b) simulated return loss for transmitting antenna with and without bee


Fig 2.24: Radiation pattern of monopole antenna.
For the initial prototype, the discussed circuitry was integrated onto a 0.8 mm thick circuit board and fabricated in house. Using EAGLE, the PCB layout of the circuit was designed and converted to a Gerber file, in which a mask was generated using PCB transfer paper. The mask was applied to the circuit board by heating to $180^{\circ} \mathrm{C}$ before removing the transfer paper. Etching used ferric chloride, allowing for creation of the PCB board as the fabricated tag is shown in Figure 2.25.


Fig 2.25: Fabricated self-powered radio telemetry tag
The fabricated tag weight ( 80 mg ) with a $5 \%$ tolerance varied substantially due to an inability to precisely control the solder paste, resulting in more solder on some tags than others. We tested the tag on three types of bees, the honeybee (Apis mellifera) ( $\sim 100 \mathrm{mg}$ ), bumblebee (Bombus spp.) ( $\sim 200 \mathrm{mg}$ ) and a carpenter bee (Xylocopa spp.) ( $\sim 240 \mathrm{mg}$ ) (Figure 2.26).


Fig 2.26: Fabricated tag attached to bumblebee
Unhindered flight was possible with bumblebees and carpenter bees; however, honeybees were unable to fly. To determine the maximum tag weight under which honeybees could fly, dummy tags were 3D printed with various weights and aspect ratios and attached to insects as shown in Fig. 2.27. An opalith tag was originally attached to the
thorax of the bee before later gluing on test structure. By varying the length of the cantilever between $10 \mathrm{~mm}-14 \mathrm{~mm}$ and adding small blocks of solder along the cantilever structure, the size and weight ( $\sim 20 \mathrm{mg}-40 \mathrm{mg}$ ) of the test structures could be altered.

The results of tests outlined a maximum tag weight of 35 mg (Appendix A). For tag miniaturization a thin $(50 \mu \mathrm{~m})$ and flexible FR4-substrate was chosen, which reduced weight and physical hindrance whilst enabling easier attachment of the tag to the bee's thorax. The use of a flexible material decreased circuit volume from $9.6 \mathrm{~mm}^{3}$ to $0.6 \mathrm{~mm}^{3}$, whilst reducing tag weight to $\sim 30 \mathrm{mg}$. Additional individual Schottky diodes, were implemented to replace the rectifier chip allow for further decrease of overall volume of the circuit. The same fabrication procedure as the previous tag was performed, in which figure 2.28 outlines the fabricated tag.


Fig 2.27: Fabricated 3D printed test structure to evaluate flight performance under various tag weights


Fig 2.28: (a) Fabrication of flexible circuit board with components soldered with EH. (b) Flexible circuit board and energy harvester attached to bumblebee. (c) Microscope image of fabricated tag

The return loss of the tag with and without the bee were measured and the power output of the tag (figure 2.30) when excited by vibration was determined. Due to the practical difficulty of tagging a tethered bee, a vibration generator was used instead to produce the signal. Due to the $1 \mu \mathrm{~F}$ capacitor specifically implemented to maximise power generation for 1 second periods for the bee, we can assume similar transmission power between the bee and vibration generator. Figure 2.28a shows the measurement setup of the tag, in which a small wire was attached to the SMA connector, which can additionally be connected to a VNA. For measurement purposes of the return loss, the antenna was manually probed with an SMA connector when attached to the vibration generator and bee. Measuring between 5 GHz and 7 GHz , figure 2.28 b and c show the measured results with and without the bee, respectively.

We can additionally observe a validation of the simulated model in which the presence of the bee causes a shift in frequency, whilst providing satisfactory return loss
at 5.8 GHz . The simulation and experimental results highlighted the requirement of a carefully designed antenna, as a large frequency shift it observed when attached to the bee. The repeatability of the 5.8 GHz antenna was deemed to be consistent providing the antenna geometry could be accurately cut to the same dimensions during fabrication. Capacitance introduced via soldering was observed to cause a slight shift in resonance, however, this a return loss greater than -10 dB at 5.8 GHz could always be maintained. The fixing of the tag to the bee additionally effected the repeatability. It was important to ensure the tag was well mounted on the bee and the movements of the bees' body in any way could not cause any bending to the antenna structure. Any bending in the antenna structure, substantially shifted the frequency of the antenna.


Fig 2.29: Return loss analysis of fabricated transmitting antenna

(a)

(b)

Fig 2.30: (a) measured return loss without bee attachment (b) with bee attachment
We assumed the antenna gain matched the simulated value, which was 1.8 dBi . This was then used to calculate the transmitted power. Figure 2.31a shows the set up in which piezoelectric harvester was directly excited by a vibration generator. Placing a receiving antenna 35 centimetres away from the tag and using a receiving antenna with 3 dBi gain, the received power could be analysed a with spectrum analyser (figure 2.31b). Using friis transmission formula (equation 1.8) we calculated the transmitted power to be -25 dBm .


Fig 2.31: (a) Experimental set up to measure transmitted power. (b) Spectrum analyser showing receiver power with a separation of 35 centimetres [156]. The received signal strength was measured at -58.5 dBm .

This chapter compares current energy harvesting techniques from vibration sources in which piezoelectric materials were identified due to their ease of fabrication, high voltage output and simple structure. Fundamental concepts of piezoelectric harvesting have been discussed whilst the need for a non-resonant harvester has been proposed. The design, fabrication and measurements of the self-powered tag have been presented in which the tag is capable of transmitting a signal of -25 dBm at 5.8 GHz .

## Chapter 3. Design and fabrication of phased array antenna

The chapter addresses the theory, design, fabrication, and measurements of a phased array antenna to be used to determine the position of the radio telemetry tag presented in Chapter 2. Location is estimated by the implementation of an angle of arrival (AOA) method to determine the direction of the signal from the received signal strength.

### 3.1 Localisation systems

Multiple methods have been developed and implemented to estimate the position of an emitting RF source. Current radio telemetry approaches for insect-tracking have implemented either angle of arrival techniques [132] or autonomous systems have been developed which utilise multiple receivers to estimate position based on received signal strength indicator (RSSI) [157]. Table 3.1 summarises positioning systems based on current measurements.

Table 3.1: Positioning systems for RF signals based on available measurements for radio telemetry

| Positioning scheme | Measured quantity | Brief description |
| :--- | :--- | :--- |
| Received signal strength | Power and range based | Measurement of received power <br> at multiple receivers to <br> determine location |
| Angle of arrival | Angle based | Usually implements antenna <br> array, which is scanned to <br> determine direction of signal |
| Time difference of arrival | Time and range difference based | Measured the time difference of <br> arrival at multiple elements or <br> receivers to determine location |
| Phase difference of arrival | Phase based | Measures phase at each antenna <br> element to determine direction |
|  |  | of arrival. |
|  |  |  |

Received signal strength measurements are the simplest to implement as they are always available in every wireless device. They assume that the further away the signal is from the receiver, the weaker the signal will be. Typically, the change in dB between two or more receivers are used to determine range estimation. Due to multipath,
reflection and refraction commonly causing unwanted attenuation with RF signal propagation, readings are frequently erroneous.

Angle of arrival typically implement a beamforming antenna array which are used to electronically steer the main radiation lobe. The signal strength can be measured and compared at all angles scanned to determine the angle of arrival. A single antenna system can be implemented to determine the direction of the signal, whilst multiple antennae can be implemented to find an intersection point providing increased localisation accuracy. Conventional antenna arrays can be implemented to determine angle of arrival; however, they require mechanical scanning or user scanning. Mechanical scanning is suitable for a single plane, although they are often difficult to implement in azimuth and elevation planes. User scanning can easily scan all angles of interest but with reduced precision due to poor operator skill. The disadvantages of angle of arrival techniques are that they are susceptible to multipath providing false estimations, as well as the position estimation degrading as the tag moves further away from the receiver.

Electromagnetic waves propagate through free space at the speed of light. Due to this property, time difference of arrival techniques can characterise the position of the tag when the distance between three or more receivers are known. By comparing the time difference between receivers and knowing that the signal travels at the speed of the light, a distance difference between each receiver is determined. This is plotted as a set of hyperbolic lines, with a position is estimated via the intersection point. Time difference of arrival can provide very accurate estimations over long distances; however, they require very precise time synchronisation between receivers. For applications where receivers are closely spaced within a few meters of each other, nanosecond time synchronisation is required.

The concept behind phase difference of arrival is similar to that previously describe for angle of arrival however the angle of arrival is estimated via phase differences between antennae instead of power. Due to the nature of the system, they only work for one incoming signal, whilst the phase measurement could be noisy providing errors in the result.

To determine the most efficient localisation system for the radio telemetry tag presented in Chapter 2, comparisons were made between each system to determine the most suitable for our application. Three key parameters were considered for the system:
maximum detection range, accuracy of the location estimation and the ability to have a compact system capable of being mounted to a UAV for moveable long-range tracking.

As the frequency and transmission power of the tag have increased and decreased respectively in comparison to commercially available tags [82], the link budget between the transmitter and receiver has significantly decreased, reducing the detection range. The implementation of an antenna array with high gain could be used to provide an increased detection range between Tx and Rx . Potential applications rely on monitoring flower to flower visitations from the tagged bee which could be separated by a few meters or less. By increasing the accuracy of localisation, the system would be able to provide a higher resolution, providing more meaningful tracking data. Table 3.2 summarises the advantages and disadvantages of each system:

To achieve the requirements listed above, the angle of arrival was deemed to be the most suitable as a single directional antenna provides an increased gain compared to omnidirectional approaches, whilst the accuracy of the system is contingent upon the design. The possibility of increased accuracy could also be obtained with the implementation of multiple receivers. The mechanical or electrical scanning of the antenna, along with antenna placement, however, has to be considered in order to provide reasonable detection coverage.

Table 3.2: Advantages and disadvantages of localisation systems for radio telemetry applications

| Positioning scheme | Advantages | Disadvantages |
| :---: | :---: | :---: |
| Received signal strength | - Simple configuration <br> - Possibility to be compact and portable | - Requires omnidirectional antennae for the required coverage and position estimates - Attenuation in signal leads to large errors in bearing estimation - Single antenna and receiver can only detect proximity |
| Angle of arrival | - Use of mechanical or electrical scanning can mean an operational system capable of position estimates with a single antenna <br> - Typically uses antenna array which will increase gain of the receiver | - Susceptible to multipath effects <br> - Inability to have near isotropic coverage due to mechanical and electrical scanning limitations. |
| Time difference of arrival | - Omnidirectional coverage or directional depending on antenna type <br> - Highly precise positioning if suitable synchronisation can be achieved | - Requires the use of multiple antennae and receivers with adequate separation <br> - Nanosecond synchronisation required for receiver a few meters apart, which is costly and difficult to achieve |
| Phase difference of arrival | - Compatible with a single antenna array and beamforming | - Only suitable for a single incoming signal <br> - Phase measurements can be affected by noise |

### 3.2 Mechanical scanning vs electronic scanning for AoA estimation

Mechanical beam scanning has been implemented for several applications, which are mainly used in satellite communication and radar applications [158]. Figure 3.1 outlines a typical mechanical beam steering system consisting of a directional antenna and steerable unit.


Fig 3.1: Mechanical beam steering system [159]
Since applications involve satellite communication and radar applications, a high gain is required for the antenna as it is required to operate at 10 's of Kilometres. The size of the antenna is the main drawback for mechanical scanning systems. A large motor is typically required to change the direction of the antenna, thus limiting the scan speed to the speed of the motor, which can often be seconds to perform a full scan. Secondly, scanning is only performed in a single plane, this results in careful design of the antenna to provide satisfactory coverage of the sensing environment or communication system. Fan beam antennae are used to overcome this problem due to the properties of the antennas radiation pattern which is depicted in Figure 3.2. A large beam width in the elevation plane allows for sufficient coverage whilst scanning is performed in the azimuth plane in which the antenna is sufficiently more directional as shown by the E-Plane beam width.


Fig 3.2: Radiation pattern of fan beam antenna for $E$ and $H$ plane [160].
Mechanical scanning is advantageous for such applications as $360^{\circ}$ scanning in the azimuth plane can be achieved. For applications such as localisation and tracking, the inability to obtain a directional elevation plane limits the sensitivity and accuracy of the tracking system. To overcome this, hybrid systems have been introduced whereby the antenna is mechanically scanned in azimuth and the elevation plane is scanned electronically [161].

Electronic scanning is often achieved using phased array antennae, often requiring a phase shifter at each element, leading to high financial costs when a large number of antenna elements are required. Frequency scanned antennae have also been implemented as a low-cost solution, whereby each element in the array is frequency sensitive. The change in frequency provides a change in phase to each element scanning the beam. Figure 3.3 shows examples of a phased array antenna and frequency-scanned antenna.


Fig 3.3: Electronic beam steering system demonstrating phased array antenna [162].
For electronic beam steering, greater flexibility can be achieved in scanning potential of azimuth and elevation, as each element is adaptively controlled to create a beam in the desired locations. The scan speed is now limited to the response time of the phase shifters, which can be in the order of microseconds. Whilst much faster scanning times can be achieved electronically, the coverage of the antenna is significantly lower than mechanical scanning. Typically $120^{\circ}$ can be achieved in azimuth and elevation planes [163], due to the spacing between the elements and change in antenna aperture at higher scan angles, leading to extremely low efficiencies.

Table 3.3 summarises the advantages and disadvantages of mechanical vs electronic beam scanning

Table 3.3: Summary of comparisons between mechanical and electronic scanning

| Scanning mechanism | Advantages | Disadvantages |
| :---: | :---: | :---: |
| Electronic | - Ability to scan in azimuth and elevation planes <br> - Fast scanning capability dependent upon phase shifter response time <br> - Ability to have side lobe suppression | - High costs <br> - Limited scanning range <br> - Deformation of antenna pattern as scan angle increases |
| Mechanical | - Low cost <br> - Simple implementation <br> - Large scanning coverage | - Difficult to scan in elevation plane <br> - Slow scanning speed |

Whilst electronic scanning presents drawbacks with scanning range, $+/-60^{\circ}$ scanning capability in azimuth and elevation planes can be achieved, such coverage would be sufficient providing careful consideration of antenna placement. For applications involving beehive/nest monitoring or foraging activity, the antenna could be placed outside the hive or above the flowers. For long range tracking, the scanning range limitations could be overcome by mounting the antenna facing directly to the ground. Since the ability to scan in azimuth and elevation is critical to the accuracy of the tracking system, electronic scanning was chosen.

### 3.3 Phased array antenna theory and design

Phased array antennas can be defined as multiple stationary antenna elements, which apply varied phase or time delay at the input to each element in order to scan the antenna beam to specified angles in space. The primary reason for implementing phased array antennae is the ability to produce a directive beam that can be repositioned electronically.

To demonstrate the principle of operation, an N -element phased array antenna is depicted in Figure 3.4, in which identical antenna elements are equally spaced with spacing equal to d . We assume for the following discussion that the phased array antenna is operating in the receiver case, however, due to the reciprocity principle the discussion could be extended to the transmitter side.


Fig 3.4: Block diagram on N -element phased array antenna

The individual signals at each element are manipulated by incorporating small time delays to control the phase at each element before combining all the signals together at the output. The phase difference is related to the path difference, $x$, between two adjacent beams. Equation 3.1 explains how the ratio of phase difference, $\varphi$ ( 0 to $2 \pi$ ) should be equal to the ratio of path difference to wavelength.

$$
\begin{equation*}
\frac{2 \pi}{\varphi}=\frac{\lambda}{x} \tag{3.1}
\end{equation*}
$$

Additionally, the path difference is:

$$
\begin{equation*}
x=d \sin \left(\theta_{s}\right) \tag{3.2}
\end{equation*}
$$

Where $\theta_{s}$ is the desired angle of steering. Combining equations 3.1 and 3.2 the required phase difference between each element can be expressed as:

$$
\begin{equation*}
\Delta \boldsymbol{\phi}=\frac{2 \pi d \sin \left(\theta_{s}\right)}{\lambda} \tag{3.3}
\end{equation*}
$$

The following equation applies to a linear array, which is only capable of scanning a single plane. For a planar array, that can scan both azimuth and elevation plane the complexity significantly increases. Figure 3.5 demonstrates a $4 \times 4$ element planar array where the elements are arranged into a matrix (labelled numbers indicate rows and columns). We can now express the desired direction of the beam in polar co-ordinates $\left(\theta_{s}, \phi_{s}\right)$ for azimuth and elevation planes, respectively.

For a planar array, the relative phase difference between the antenna elements is expressed as:

$$
\begin{equation*}
\Delta \phi=k\left(r d_{r} \sin \phi+c d_{c} \sin \theta\right) \tag{3.4}
\end{equation*}
$$

Where $k=\frac{2 \pi}{\lambda}$ and r and c are defined as the row and column number of the element, whilst $d_{r}$ and $d_{c}$ are the separations between elements in azimuth and elevation plane respectively.


Fig 3.5: Planar array element configuration
A phased array antenna typically comprises a feeding network and phase shifters [164]. The phase shifters are responsible for forming the beam direction of the array by controlling the input phase to each element. The feeding network can be described as a multiport power divider circuit to link multiple antenna elements to a single port.

Generally, the most practical in terms of implementation is the constrained feed which consists of a feed line and passive elements to distribute the power to each element [162]. The constrained feed can further be separated into two categories, which are series and parallel fed (Figure 3.6), in which the input is connected to a receiver system.

Series fed designs rely on feeding the element from one end to the other with the input signal, which are coupled serially to each individual antenna element. Due to this property the phase shifters have a cumulative aspect resulting in relaxation of the design constraints for the phase shifter as the phase tuning range required will be significantly less compared to a parallel design. For antenna arrays with a large number of elements, a series feed can become problematic as the cumulative relationship also applies to the loss through the phase shifters.


Fig 3.6: Constrained feed for phased array antenna when fed (a) in series, (b) in parallel [162]
Parallel designs comprise a corporate tree network of power dividers to disaggregate the input signal. The phase shifters are not cumulative due to their position in the feeding network meaning that they require a high phase tuning range. For these designs $2^{N}$ elements are preferred where N is the number of elements. For both series and parallel designs, phase shifters can be placed at any stage of the array.

A phase shifter is defined as a two-port network responsible for changing the transmission phase angle [165]. Phase shifters have a wide range of implementations and can be controlled magnetically, mechanically, and electrically using analogue signals or digital bits.

For mechanical phase shifters, the turning on a dial will adjust the phase from the input to output. Magnetically controlled phase shifters rely on voltages applied to ferrite material such as yttrium iron garnet (YIG) to achieve a phase shift [166]. Electrically controlled phase shifters can be analogue or digital. Analog phase shifters provide a continuously tuneable and variable phase by a varying voltage [167]. These types of devices are often implemented with tuning diodes, which have a varying capacitance with voltage. Digital phase shifters have a small number of binary states with a designated phase shift. 360 degrees is often divided into the number of available bits. The highest order bit is 180 degrees, the next 90 degrees and the relationship continues thus as the number of bits increases. A six-bit digital phase shifter would provide a least significant bit of 5.625 degrees. Table 3.4 summarises the advantages of using analogue and digital phase shifters

Table 3.4: Advantages of analogue and digital phase shifters

Analogue phase shifters

- Can achieve a lower loss in comparison to digital phase shifters
- Cost of fabrication and parts are cheaper, but assembly can be difficult

Digital phase shifters

- Easier to assemble
- More uniform performance due to the precise phase difference between each bit
- Can operate over a higher bandwidth


### 3.3.1 Phase shifter design

To allow for flexibility in the antenna and feeding networks design, analogue phase shifters with $360^{\circ}$ phase shift were implemented. As the aim of the phased array antennae is to locate the position of a tagged bee emitting at 5.8 GHz , high bandwidth operation was not required, and therefore, analogue phase shifters were selected for their lower loss and cheaper fabrication. As a single-phase shifter is required at the input to each antenna element, the system would be costly when using a directional antenna with high gain in a digital system.

The two most common implementations of analogue phase shifters are the loaded transmission line approach and reflection type phase shifters. The latter employs a four port coupler and two reactive variable loads [168]. Loaded transmission lines consist of periodically loaded transmission lines with varactors [169]. Figure 3.7 demonstrates the schematic for a loaded transmission line and reflective type phase shifter approaches, whilst Figure 3.7c demonstrates a phase shift by sweeping the capacitance between $0.1-5 \mathrm{pF}$. The phase shift is achieved by applying a variable voltage
which changes the capacitance of the varactor. The change in capacitance modifies the reactance of the circuit, thus providing a phase shift dependent upon the capacitance of the varactor diode (Equation 3.8). For proof of concept a frequency of 1 GHz was chosen.


Fig 3.7: Schematic for (a) loaded transmission line (b) reflective type phase shifters (c) change in phase with varying capacitance for loaded transmission line (d) change in phase with varying capacitance for reflection type phase shifter.

A $360^{\circ}$ phase shift can be achieved with both designs, however, due to the matching at input/output ports and compactness, the reflective type phase shifter offers an acceptable compromise [167]. To guarantee a $360^{\circ}$, two series resonant loads (complex load) are placed in parallel configuration as shown in Figure 3.9a. Also depicted in Figure 3.9a is a conventional branch line coupler, which is typically used to divert a fraction of the signal from one transmission line to another. When a complex load is applied to the through and coupled ports of the coupler, all the power entering the input is directed to the output with a change in phase dependent upon the reactance of the complex load.

Varactor diodes are implemented where the two inductors ( $L_{1}$ and $L_{2}$ ) are chosen, such that series resonance is achieved with the maximum and minimum values of the varactor ( $C_{\min }$ and $C_{\max }$ ). The phase shift of each resonance is $0^{\circ}$, meaning the design guarantees $360^{\circ}$ when the inductance values satisfy the following equation to allow for series resonance.

$$
\begin{equation*}
L_{1,2}=\frac{1}{\omega_{0}^{2} C_{\min , \max }} \tag{3.5}
\end{equation*}
$$

Where $\omega_{0}$ is the centre frequency, resonance occurs at the low and high voltage bias of the chosen varactor, which gives a circuit reactance of $X_{L}$ and $X_{H}$ respectively. The reactance range between high and low bias is given by:

$$
\begin{equation*}
\Delta X=\frac{1}{\omega_{o} C_{\min }}-\frac{1}{\omega_{o} C_{\max }} \tag{3.6}
\end{equation*}
$$

Parallel resonance is achieved between the two series points where the two reactance's are equal and opposite. This occurs with an equal parallel resistance:

$$
\begin{equation*}
R_{p}=\frac{1}{8} \frac{(\Delta X)^{2}}{r} \tag{3.7}
\end{equation*}
$$

Where $r$ is the corresponding loss resistance. We can define the total phase shift by finding the relationship between the parallel resistance, loss resistance and the reactance's at high and low bias. The total phase shift is given as:

$$
\begin{equation*}
\phi=2 \frac{\Delta X}{\sqrt{r R_{p}}} \tag{3.8}
\end{equation*}
$$

An initial prototype was constructed using FR-4 substrate $\varepsilon_{r}=4.3$ and varactor diodes, with $C_{\min }=0.15 p F$ and $C_{\max }=1 \mathrm{pF}$. Considering a centre frequency of 5.8 GHz , and the above parameters $L_{1,2}$ was calculated to be 5.02 nH and 0.73 nH , respectively. Each transmission line of the coupler is a quarter wavelength in length. Figure 3.8 illustrates a circuit diagram and the simulated phase shift of the coupler using an advanced design system.

(a)


(b)

Fig 3.8: (a) Reflection type phase shifter with complex load modelled in ADS for a varactor diode with capacitance range between 0.15 pF and 1 pF (b) Simulated phase shift with series resonance occurring at around $0^{\circ}$.


Fig 3.9: Delta phase shift at $5,8 \mathrm{GHz}$ with 0.15 pF acting as reference value
The simulation allows for rapid modelling of the proposed phase shifter and verification that $360^{\circ}$ phase shift could be achieved for the calculated series LC resonant circuits. As the dielectric constant and thickness of the phase shifter substrate were known the values proposed in the above circuit can be converted into a microstrip circuit and modelled in the CST studio suite.

Matching the coupler consists of two quarter wavelength lines at $50 \Omega$ and quarter wavelength lines at $35.3 \Omega$ [39]. To calculate the impedance, Equations $3.9-3.12$ were used where W is the microstrip width, H is the substrate thickness and $\varepsilon_{r}$ is the dielectric constant of the material [170]:

$$
\begin{align*}
& \text { If }\left(\frac{W}{H}\right)<1 \text { : } \\
& \qquad \begin{array}{r}
\varepsilon_{e f f}=\frac{\varepsilon_{r}+1}{2}-\frac{\varepsilon_{r}-1}{2}\left(\frac{1}{\sqrt{1+12\left(\frac{H}{W}\right)}}+0.04\left(1-\left(\frac{W}{H}\right)\right)^{2}\right. \\
Z_{0}=\frac{60}{\sqrt{\varepsilon_{e f f}}} \ln \left(8\left(\frac{H}{W}\right)+0.25\right)
\end{array} \tag{3.9}
\end{align*}
$$

If $\left(\frac{W}{H}\right)>1$ :

$$
\begin{align*}
& \varepsilon_{e f f}=\frac{\varepsilon_{r}+1}{2}-\frac{\varepsilon_{r}-1}{2 \sqrt{1+12\left(\frac{H}{W}\right)}}  \tag{3.11}\\
& Z_{0}=\frac{120 \pi}{\sqrt{\varepsilon_{e f f}}\left(\left(\frac{W}{H}\right)+1.393+\frac{2}{3} \ln \left(\frac{W}{H}+1.444\right)\right.} \tag{3.12}
\end{align*}
$$

Based on the above calculations and FR-4 with a thickness of 0.8 mm the calculated microstrip widths were 1.625 and 2.6 mm , respectively. To reduce the
reflection loss, a step-up matching network was employed for each complex load, whilst the inductance was calculated with the following equation:

$$
\begin{equation*}
L_{m s}=0.0508 L\left(\ln \left(\frac{2 L}{W+H}\right)+0.5+0.2235\left(\frac{W+H}{L}\right)\right) \tag{3.13}
\end{equation*}
$$

Where $L_{m s}$ is the inductance of the microstrip in microhenries and $L$ is the length of the microstrip. Figure 3.10 shows the calculated values from Figure 3.9 converted in a 3D microstrip model.


Fig 3.10: Microstrip modelled phase shifter operating at 5.8 GHz

The varactor diodes are modelled as a discrete port in which a schematic cosimulation is run in which the discrete ports are modelled as capacitors with a parametric sweep performed between $C_{\min }=0.15 \mathrm{pF}$ and $C_{\max }=1 \mathrm{pF}$. Figure 3.10 shows the simulation set up alongside the 3D simulated phase vs capacitance response in which $360^{\circ}$ phase tuning can be achieved.

As the simulation produced satisfactory results for our design criteria, the next step was to fabricate the prototype phase shifter. Fr4 with $35 \mu \mathrm{~m}$ copper cladding was obtained, along with PCB transfer paper. The 3D design was converted into an image in which the 2D projection of the device were printed onto the transfer paper using a laser printer. Placing the transfer paper onto the Fr4 and applying heat at $180^{\circ}$ for several
minutes allows for the transfer of the structure onto the copper cladding as shown in Figure 3.14.

(a)

(b)

Fig 3.12: (a) Co-simulation of phase shifter with changing capacitance between $\boldsymbol{C}_{\boldsymbol{m i n}}=\mathbf{0 . 1 5 p F}$ and $\boldsymbol{C}_{\boldsymbol{m a x}}$ $=1 \mathrm{pF}$. (b) Simulated phase shifts where $1=\boldsymbol{C}_{\min }$ and $2=\boldsymbol{C}_{\max }$ (c) delta phase shift at $5,8 \mathrm{GHz}$ with 0.15 pF acting as reference value


Fig 3.13: delta phase shift at $5,8 \mathrm{GHz}$ with 0.15 pF acting as reference value


Fig 3.14: Phase shifter mask applied to copper cladding of Fr4 using heat transfer method.
Using ferric chloride $\left(\mathrm{FeCl}_{3}\right)$ the copper cladding could be etched away leaving the substrate and copper pattern of the mask unetched. The mask could then be removed using acetone to clean the circuit board. Using a 0.2 mm drill bit, vias could be drilled into
the inductors of the complex load to connect to the ground plane with a small piece of wire. Finally, varactor diodes were soldered onto the circuit along with SMA connectors for measurements. Figure 3.15 shows the fabricated prototype of the phase shifter.


Fig 3.15 Fabricated prototype of phase shifter on Fr4 substrate.
Wires were soldered to the complex load to place the varactor didoes under reverse bias. By changing the voltage applied to them, a phase shift was observed when measuring the S21 phase using a vector network analyser. Figure 3.13a demonstrates measured and simulated return loss of the phase shifter, whilst 3.13 b shows the measured phase shift. Figure 3.17 shows delta phase shift in which tracks the differences in phase in comparison to 0 V bias.

(b)

Fig 3.16: (a) Measured vs simulated results of the return loss for the phase shifter (b) measured phase shift for $\boldsymbol{C}_{\boldsymbol{m a x}}, \boldsymbol{C}_{\text {min }}$ and values in between.


Fig 3.17: Delta phase shift at $5,8 \mathrm{GHz}$ with 0 V acting as reference value
A slight deviation between measured and simulated results was observed. The shift in resonance is thought to be due to tolerances in fabrication and a slight change in the dielectric constant of the material, whilst the phase shift variation is due to etching the circuit, in which the inductor values were slightly modified. Nonetheless, a $300^{\circ}$ phase tune range was achieved which provided adequate phase shift for the beam scanning application.

### 3.3.2 Antenna array design

Electronically scanned antenna arrays are typically limited to $120^{\circ}$ scanning in azimuth and elevation; however, such scanning capabilities provided sufficient coverage for localisation of the radio telemetry tag. Referring back to the design criteria, the role of the antenna was to provide sufficient detection range to provide meaningful tracking data of tagged bees; ensuring accurate localisation by suppressing side lobes as much as possible and being compact enough to mount to a UAV.

To increase the gain, thus increasing the link budget of the system, an antenna array would need to be implemented, which typically consists of $2^{N}$ elements. More elements generally result in a higher antenna gain, however, since each antenna element requires an individual phase shifter, the cost of the system would significantly increase
with increased number of elements. Additionally, to perform scanning in azimuth and elevation planes a planar array needed to be employed. In order to create a compact device microstrip patch antennae were selected due to the possibility to control their wavelength with the choice of dielectric substrate [171]. By definition, the signal wavelength is:

$$
\begin{equation*}
\lambda=\frac{c}{f} \tag{3.13}
\end{equation*}
$$

where $c$ is the speed of light in a vacuum and $f$ is the frequency. Utilising dielectric substrates and a microstrip antenna, the wavelength is:

$$
\begin{equation*}
\lambda=\frac{c}{f \sqrt{\varepsilon_{e f f}}} \tag{3.14}
\end{equation*}
$$

This often results in a much smaller wavelength than in free space, allowing for a much smaller antenna. Additionally, microstrip antenna arrays have a favourable fabrication process and low cost compared to other directional antennas such as Yagi and horn antennae.

Trade-offs between the antenna gain vs size vs fabrication costs lead to the onerous task of finding the optimal antenna elements. A $2 \times 2$ element planar antenna array was unable to provide sufficient gain and side lobe suppression, whilst an $8 \times 8$ element array would not be sufficiently compact to mount on a UAV and expensive to fabricate. Therefore, a $4 \times 4$-element array was chosen in an attempt to provide sufficient detection range between transmitter and receiver.

A fundamental limitation with microstrip antennae are their lower gain and narrow bandwidth [172]. Microstrip patch antennae consist of a dielectric substrate with a ground plane on the opposing side, as depicted in Figure 3.14. Multiple attempts to further increase the gain and bandwidth of patch antennas have focussed on stacked structures [173]. The use of two substrates and an air layer have shown that the gain can be increased significantly by tuning the thickness of the air layer. To investigate the benefits of stacked antenna arrays, a comparison between the performance of a single and dual layer pin fed patch antenna was drawn using CST. Figure 3.18a shows the antenna structure whilst 3.14 b shows the simulated results for antenna gain and efficiency.


Fig 3.18: (a) Architecture for a single layer vs stacked layer pin fed patch antenna (b) gain and efficiency comparisons of stacked vs single layer patch

It can be observed in Figure 3.19 that a stacked structure is capable of providing superior gain and efficiency, thus providing a feasible solution for increasing the gain of the antenna array without the need for increasing elements. The increased thickness between antenna and ground plane can also increase the bandwidth of the antenna. When multiple layers are introduced, the geometry of the antenna has to be modified. For single layer and multilayer structures, the length and width of a patch antenna are calculated by the Equations 3.15 and 3.16 [174]:

$$
\begin{equation*}
\text { Width }=\frac{c}{2 f_{o} \sqrt{\frac{\varepsilon_{\text {eff }}+1}{2}}} \tag{3.15}
\end{equation*}
$$

$$
\begin{equation*}
\text { Length }=\frac{c}{2 f_{o} \sqrt{\varepsilon_{e f f}}} \tag{3.16}
\end{equation*}
$$

Where $f_{o}$ is the operation frequency. As multilayer patch antennae offer superior performance over single layers in terms of gain and efficiency, the following design rules for the antenna array were set out:

- Design single element patch antenna resonating at 5.8 GHz
- Calculate appropriate spacing to eliminate any grating lobes
- Treat single element as a unit cell for frequency domain simulation. Analyse the change in active element impedance per scan angle of interest and ensure return loss greater than -10 dB for all scan angles
- Review change in active element impedance to eliminate any scan blindness
- Build full array and simulate in time domain to obtain reference solution

The first step was to design a pin fed patch antenna, which resonates at 5.8 GHz . Two $\operatorname{Fr} 4$ substrate layers ( $\varepsilon_{r=4.3}$, thickness $=1.6 \mathrm{~mm}$ ) along with an air gap ( $\varepsilon_{r=1}$, thickness $=0.5 \mathrm{~mm}$ ) where used to form the multilayer stayed substrate for the patch. Using equation 3.15 and 3.16 and, the following length and width for the patch antenna were determined to be 15.92 mm and 11 mm , respectively. Figure 3.15a shows the antenna structure, whilst 3.19 demonstrates the return loss.


Fig 3.19: (a) Architecture for stacked layer pin fed patch antenna (b) simulated return loss for single element

Appropriate spacing was determined to prevent grating lobes at higher scan angles. Grating lobes occur when the main beam is steered too far and the main beam appears on the wrong side of the antenna with an equal amplitude to the main beam. Such a problem would completely void the system of being capable to perform AoA estimates. Grating lobes depend on the spacing between elements ( $d_{\max }$ ) [163] and can be:

$$
\begin{equation*}
d_{\max }=\frac{\lambda}{1+\sin \theta} \tag{3.17}
\end{equation*}
$$

Figure 3.20 outlines the introduction of grating lobes at higher scan angles.

## Farfield Gain Abs (Phi=0)



Fig 3.20: Introduction of grating lobes at higher scan angles
To comfortably achieve a scanning range of $+/-50^{\circ}$, a maximum spacing of $0.5 \lambda$ was determined from equation 3.17. A unit cell simulation considering $4 \times 4$ elements was set up as shown in Figure 3.21a, whilst 3.21b reviews the change in active element impedance. With the spacing between elements set to $0.5 \lambda$, it can be seen that for all angles of interest between $+/-50^{\circ}$ in azimuth and elevation, a return loss greater than 10 dB can be achieved, signalling satisfactory performance for the phased array antenna in terms of its ability to receive signals at all angles of interest. Higher spacing between elements resulted in large impedance mismatch between individual elements at higher scan angles, thus, resulting in a poor return loss ( $>10 \mathrm{~dB}$ ).

(a)

(b)

Fig 3.21: (a) Unit cell simulation set up (b) return loss for scanning azimuth and elevation
Due to the surface wave coupling which exists between each patch antenna, scan blindness can be introduced at various scan angles. We can define scan blindness as the angles in which the magnitude of the reflection coefficient is unity. In an infinite array this cannot be achieved, however, a large deviation in the input impedance can cause a significant decrease of the antenna's radiation pattern, thus outlining the importance of analysing effects from mutual coupling as shown in the simulation (Figure 3.21b).

As the effects of mutual coupling demonstrated satisfactory performance, the next stage was to build a full 3D model in order to analyse the radiation pattern and efficiency at 5.8 GHz . Firstly, it is important to study the degradation of the radiation
pattern as the scan angle increases. Figure 3.22a illustrates the 3D model created to analyse the degradation in radiation pattern with element spacing of $0.5 \lambda$, the results are displayed in Figure 3.22b. Waveguide ports were used to excite each individual antenna port in which the phase could manually be defined. Using the theory proposed in Equation 3.4, the phase shift required between elements to achieve $1^{\circ}$ change in the beam direction was calculated to be $5^{\circ}$. As the proposed phase shifter can provide $300^{\circ}$ phase shift, the system is capable of scanning its intendent range of $+/-50^{\circ}$. Figure 3.22 c shows the change in surface current between elements, showing the antennae being excited at different phases to achieve beam steering.


Fig 3.22 (a) Simulation model of $4 \times 4$ element phased array, (b) surface current distribution of phased array and (c) degradation of antenna gain with increased can angle

The gain at the broadside of the antenna is both a function of the individual element gain and the number of elements [175]. The aperture gain is calculated by:

$$
\begin{equation*}
G_{A}=4 \pi \frac{A \eta}{\lambda^{2}} \tag{3.18}
\end{equation*}
$$

Where $A$ is the aperture area and $\eta$ is the efficiency. Aperture is essentially a measure of the antenna's effectiveness of receiving the power of an RF signal. As the scan angle increases, the aperture area of the antenna decreases thus providing a degradation of the gain. Typically, the gain degrades at the cosine of the scanning angle. This is shown in Figure 3.18b which simulates the scanning of the beam from broadside to 90 degrees. At $60^{\circ}$ half power is achieved, illustrating the reason why phased array antennae are limited to a $120^{\circ}$ scanning range.

The next step was to fabricate the antenna array as modelled in Figure 3.23a. The same fabrication process as the phase shifter was applied, and a mask of the antenna array was generated and transferred to Fr4 with a thickness of 1.6 mm . An additional double sided Fr 4 substrate was etched on to a single side to provide the ground plane for the antenna. An SMA connector was soldered onto the input of each antenna after drilling a hole for the signal pin to feed the radiating antenna. During soldering a 0.5 mm thick foam layer was applied to the substrate's corners to ensure the target air gap was achieved. Figure 3.23 outlines the fabricated phased array alongside its measured vs simulated return loss.


Fig 3.23: (a) Fabricated phased array antenna (b) Measured vs simulated return loss (c) diagram showing diagram of antenna size and spacing between elements

The shift in frequency is believed to be due to tolerances associated with fabrication process. Firstly, the air gap between the substrates could not be guaranteed have a uniform gap of 1.6 mm throughout the antenna. Additionally, the patch antennas were fed by drilled vias to connect the signal pin of the SMA. Each SMA was hand soldered which could not be accurately simulated accounting for small variations in feed location and solder volume. The use of female SMA's to excite each antenna element allowed for easy SMA (Male SMA) attachment in which a phase shifter could be attached to each antenna element in the array as shown in figure 3.24. Using the phase vs capacitance relationship for the phase shifter (Figure 3.17) and by calculating the required phase shift for each from Equation 3.4, which was also verified in CST, the phased array could be scanned in each desired direction. (see Appendix A).

(a)

(b)

Fig 3.24: (a) Phase shifter attached to each element of the antenna array (b) Phased array antenna, microcontroller and log detector used to take received signal strength measurements

Before testing the system on tagged insects (Chapter 4), a study to determine the maximum range between the tag and the phased array at broadside and its maximum scan angle was performed. The combination of a logarithmic detector [176] and microcontroller [177] allowed for measurements of the received signal strength for the phased array antenna (Figure 3.24b). As the logarithmic detector transduces the received
signal power into a voltage, a processing unit can record the power at x meters from the antenna to determine the maximum operational range of the system. Using a handheld transmitter operating at 5.8 GHz with 11 dBm output [178], we were able to determine the received power as a function of the transmitter receiver distance (Fig 3.25). The receiver range could then be extrapolated using a power output comparable to the one generated by the bee as presented in Chapter 2. The phase array was set to scan $0^{\circ}$ in azimuth and elevation. Walking backwards in a straight line and taking power readings every 2 m , the maximum operation distance of the system was determined.


Fig 3.25: Measured received signal and the extrapolated data for Tx power comparable to the bee.
With a receiver sensitivity of -70 dBm , which corresponds to an output voltage of 2 V , the receiver system is capable of operating within 20 m of the hive or nest. This outlines the fundamental maximum range in which the antenna can be placed from the hive or nest. As this is the maximum distance, issues such as signal attenuation, multipath and impedance mismatch occur. Therefore, the ideal distance is recommended to be less than 20 m where possible.

This chapter summarised typical positioning schemes widely implemented for the localisation of RF sources. Due to the high gain and compatibility with a single receiver, RF localisation via AoA was deemed to be the most efficient solution to our proposed problem. Comparisons between mechanically and electrically scanned antennae were drawn, in which fundamental limitations of mechanical scanning were discussed, outlining the need for an electrically scanned antenna system. Fundamental
concepts behind the design of a phased array antennae were discussed and implemented to design and fabricate a phased array antenna capable of scanning $+/-50^{\circ}$ in the azimuth and elevation plane. The effects of mutual coupling were analysed to ensure zero scan blindness, whilst optimal inter-element spacing was determined to eradicate grating lobes. Experiments were conducted to determine maximum operational range of the antenna to successfully detect tagged bees.

## Chapter 4.Power based localisation system and tracking results

The following chapter discusses how the antenna designed in Chapter 3 was applied to an RF receiver system to be able to estimate the bearing of the self-powered radio telemetry tag (Chapter 2). The RF system presented herein, describes the system design, implementation and results obtained. Further comparisons are made of the systems performance with respect to current state of art.

### 4.1 RF system design

In order to utilise the phased array antenna for the application of AoA estimation, a RF system and microcontroller were designed and implemented for autonomous and accurate operation. The system needed to be as compact and lightweight as possible to allow for integration with a UAV. Figure 4.1 outlines a block diagram of the proposed system in which the optimal components were identified and trade-offs between device compactness and size were made.


Fig 4.1: Block diagram of proposed AoA system

Whilst the antenna and scanning system have previously been proposed, a low noise amplifier (L.N.A), RF receiver and processing unit suitable for the application needed to be identified. Current available systems, [1, 2] are based on a similar approach to Figure 4.1, but operate at lower frequencies and their bulkiness significantly impairs technical integration to the drone, as well as substantial time delays for positional updates. Firstly, a suitable receiver system to detect the received signal strength is
required. The use of a spectrum analyser would allow for easy identification of the received signal strength at 5.8 GHz , however, size, sweep time and software limitations would impair the ability to have a lightweight and compact solution. Additionally, the use of a single power supply would facilitate system miniaturisation potential. The use of a logarithmic detector can be implemented to convert RF signals at the input into a proportional DC voltage at its output port. Such devices can generate a high dynamic range and conversion accuracy, whilst achieving a compact and easy to operate configuration as they require a single voltage of either 5 V or 3.3 V [181]. Typically, logarithmic detectors function by using a series of amplifiers and diodes. As the input power into the device is increased, the amplifiers sequentially move into saturation mode, providing clipping to the signal. As a result of clipping, an accurate approximation of the logarithm function is obtained. Figure 4.2 outlines a typical schematic of a logarithmic detector in which the output of a series of detectors are summed and converted into a voltage to drive the output port.


Fig 4.2: Functional diagram of logarithmic detector [176]
By connecting the array to a logarithmic detector, a voltage level can be obtained corresponding to the received power at 5.8 GHz . Due to the high dynamic range and simple operation requirements, the HMC602LP4 logarithmic detector was chosen [176]. Figure 4.3a depicts the relationship between the input RF power and output voltage of the detector, whilst Figure 4.3b illustrates Log (Vout) vs frequency over input. This highlights a disadvantage for AoA estimation, as due to the non-linearity in the receiver's response there are harmonics that can result in spurious signals of detectable power at frequencies other than 5.8 GHz . For noisy environments where interference could be present, the use
of a bandpass filter would allow the system to operate at 5.8 GHz and eliminate other harmonics.


Fig 4.3: (a) LOGOUT voltage and error vs input power at 5.8 GHz (b) LOGOUT vs frequency for various input powers [176].

As discussed in Chapter 3, a 20 m detection range could be achieved with a receiver sensitivity of -70 dBm , which is dictated by the chosen logarithmic detector. Typical operation and power readings are likely to take place between -50 and -70 dBm (Figure 3.2), however, Figure 4.3a shows very small voltage changes for various input powers and errors, which could lead to misleading results if the sampling from the microcontroller is unable to distinguish between the small changes. A processing unit with precise voltage sensing capabilities can be used to overcome this, whilst the implementation of an L.N.A before the receiver stage would acts as a solution as at higher power levels a greater difference between input power and output voltage is present. Low
noise amplifiers with simple configurations, ease to power from a single supply, high gain and low noise figure and widely commercially available were identified as suitable options for the receiver system [5, 6]. Consequently, typical operation can be altered such that the performance of LOGOUT vs input power is linear, producing a reduced error, leading to improved system precision. The LNA has the potential to increase operational range, allowing the implementation of a processing unit capable of precisely sensing LOGOUT.

Finally, a processing unit was required to allow for autonomous detection and AoA estimation. The processing unit needs to function using a single power supply, whilst providing voltage regulation to the 5 V and 3.3 V outputs for the logarithmic detector and LNA to function. The processing unit must be capable of reading the voltage from the LOGOUT port whilst continuously comparing LOGOUT at every scan angle in order to determine the highest received power, thus identifying the bearing of the tagged bee. For initial prototypes an Arduino Uno open-source microcontroller board [177] was preferred due to its compactness, single power supply compatibility, 3.3 V and 5 V outputs and 10 bit resolution ADC, providing a sensing capability of $0-5 \mathrm{~V}$ with 1024 different values. The Arduino Uno is connected to a power management unit enabling the entire system to be operated using a single 7.2 V LiPO battery with a 45 -minute operation time, operating on a $20 \mathrm{~cm} \times 17 \mathrm{~cm}$ platform with a total weight $<1 \mathrm{Kg}$.

Figure 4.4 depicts the chosen logarithmic detector, which was used to transduce the received signal power into an output voltage. The voltage was fed into a processing unit where the RSSI was recorded for each scan angle of the beam. With a receiver sensitivity of -70 dBm corresponding to an output voltage of 2 V , the receiver system was capable of operating within a 20 m range. To eliminate possible false readings, any AOA estimate with a RSSI $>2 \mathrm{~V}$, corresponding to $\mathrm{P}<-70 \mathrm{dBm}$, was considered erroneous.


Fig 4.4: Prototype receiver unit. RF signal is fed into the device in which multiple amplifiers go into saturation depending on the input power. Output of the amplifier is then measured at LOGOUT pin.

Figure 4.5 illustrates key aspects of the code showing the voltage reading for each scan angle and using the voltage for each angle to determine the AoA. The complete script can be found in the appendix.


Fig 4.5: Flowchart describing how transduced voltage is processed to determine AoA estimation

Figure 4.5 demonstrates how the transduced voltage was processed and stored. The input to the processing unit from the LOGOUT pin on the logarithmic detector is, which records and sums the defined number of readings for each scan angle. The average reading is found and returned to the main loop of code. Two loops are responsible for defining the current angle of the antenna, in which the average recorded LOGOUT value is returned to and converted from a bit value to a voltage. The lowest voltage corresponds to the highest received power, therefore an 'if' statement is used to compare the current value to the previously lowest recorded voltage value to determine the values azimuth and elevation in which the highest received power was recorded (Figure 4.3).

### 4.2 Verifying performance of the system

To test the accuracy of the system to successfully predict the bearing of a signal, initial test was performed using a voltage-controlled oscillator emitting a 5.8 GHz source at 9.7 dB . A 30 dB attenuator allowed for a power level comparable to that of the tag output. This provided a more convenient and reliable approach for testing the system's initial performance, as the tag-signal is only generated during vibration of the thorax. Initial tests used antenna scanning in the azimuth plane, and then in both the azimuth and elevation. Due to the non-linear response of the logarithmic detector, received signal strength was measured in volts to eliminate any conversion errors.

Figure 4.6a outlines the experimental set up for testing the AoA system in which a transmitter was placed 10 m away from the receiver, corresponding to an angle of $0^{\circ}$. The beam was scanned every $1^{\circ}$ with the average of 3 RSSI readings prior to AOA estimation (Figure 4.5b). The results presented in Figure 4.6 depicts the system accurately estimating the location of the receiver. This was followed by correlating the received signal strength to the distance between the transmitter and receiver. A polynomial trendline was fitted to the data in order to express the relationship between LOGOUT and input power as:

$$
\begin{equation*}
\operatorname{LOGOUT}(V)=4 E^{-6} R F_{I N}^{3}+0.000 R F_{I N}^{2}-0.023 R F_{I N}+0.5873 \tag{4.1}
\end{equation*}
$$

By taking the lowest LOGOUT value (highest input power) and applying the value to Equation 4.1, both distance and bearing were estimated using the Friis transmission equation. Such an approach can be used to gauge estimation of the separation between Tx and Rx however, due errors associated with the RF detector readings it cannot be deemed reliable. Figure 4.6 shows the variation in signal strength for multiple readings taken at
the same location, highlighting the inaccuracies associated with distance estimation from a single receiver system. Multiple receivers with known locations allowed precise distance estimates to be determined via the bearing of each receiver.


Fig 4.6: Initial test with receiver system and VCO highlighting the received signal strength displayed as an output voltage vs azimuth scan angle for an estimated AOA of $0^{\circ}$ and the fluctuation in RSSI for repeated measurements at same angle and distance.

Further tests were conducted in which the transmitter was placed at $10^{\circ}$ intervals scanning from $-50^{\circ}$ to $50^{\circ}$, in which the antenna was scanned every $1^{\circ}$ recording received signal strength. The received signal strength for each position and angle scanned is displayed in Figure 4.7 illustrating the precision of the system to estimate the AoA of the transmitted signal.


Fig 4.7: LOGOUT vs azimuth scan angle for a Tx moving from $0^{\circ}$ to $50^{\circ}$ with $10^{\circ}$ increments.

After verifying the performance of the antenna scanning in the azimuth plane, additional tests were performed for both azimuth and elevations. Multiple targets were chosen in which the Tx was placed within respect to receiver system (Figure 4.8). At each location of the Tx , multiple bearing estimates were recorded and determined the maximum system error to be $+/-5^{\circ}$ (Table 4.1).


Fig 4.8: Experimental set up of testing 2D scanning capability of the system
Table 4.1: Summary of bearing estimation showing actual bearing vs recorded bearing when scanning in both azimuth and elevation planes.

| Target location <br> (Azimuth, <br> Elevation) | Estimated <br> reading 1 | Estimated <br> reading 2 | Estimated <br> reading 3 | Estimated <br> reading 4 | Estimated <br> reading 5 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| $0^{\circ}, 0^{\circ}$ | $2^{\circ}, 4^{\circ}$ | $3^{\circ}, 4^{\circ}$ | $-2^{\circ},-5^{\circ}$ | $1^{\circ}, 1^{\circ}$ | $-5^{\circ}, 1^{\circ}$ |
| $-35^{\circ}, 0^{\circ}$ | $-33^{\circ},-5^{\circ}$ | $-34^{\circ}, 4^{\circ}$ | $-39^{\circ}, 1^{\circ}$ | $-34^{\circ},-3^{\circ}$ | $-35^{\circ},-5^{\circ}$ |


| $34^{\circ}, 25^{\circ}$ | $30^{\circ}, 27^{\circ}$ | $39^{\circ}, 27^{\circ}$ | $31^{\circ}, 30^{\circ}$ | $36^{\circ}, 30^{\circ}$ | $34^{\circ}, 23^{\circ}$ |
| ---: | :---: | :---: | :---: | :---: | ---: |
| $23^{\circ}, 25^{\circ}$ | $19^{\circ}, 28^{\circ}$ | $24^{\circ}, 27^{\circ}$ | $28^{\circ}, 28^{\circ}$ | $19^{\circ}, 23^{\circ}$ | $20^{\circ}, 26^{\circ}$ |
| $0^{\circ}, 25^{\circ}$ | $-4^{\circ}, 30^{\circ}$ | $-5^{\circ}, 26^{\circ}$ | $1^{\circ}, 22^{\circ}$ | $-4^{\circ}, 28^{\circ}$ | $1^{\circ}, 29^{\circ}$ |
| $-42^{\circ},-25^{\circ}$ | $-47,-21$ | $-42,-22$ | $-47^{\circ},-27^{\circ}$ | $-41^{\circ},-27^{\circ}$ | $-46^{\circ},-26^{\circ}$ |

The results demonstrated a satisfactory system performance when determining the bearing of a VCO with a power level comparable to the self-powered tag. Tracking of tagged bees in controlled environment.

In order to test system's capacity to determine the bearing of a bee, a netted tunnel was constructed to allow for the tagged bee to continuously remain within a detection range of the receiver system, which was placed at various distances away from the netted tunnel (Figure 4.9).


Fig 4.9: Constructed netted tunnel to house tagged bees during experiment and experimental set up of the receiver system

A tag was attached to the thorax of a foraging bee and placed inside a netted tunnel. The phased array antenna was set to scan every $1^{\circ}$ in azimuth and elevation. After slightly modifying the code in Figure 4.5, the azimuth and elevation results were autonomously plotted into a csv file, showing the position of the bee in real time. With the user of a spotter to confirm visually the position of the bee, the system was verified to successfully determine the tagged bee's position. Experiments were performed at distances of $10 \mathrm{~m}, 15 \mathrm{~m}$ and 20 m from the receiver and centre of the tunnel. Table 4.2
shows the results at 20 m , outlining the successful operation of the system within the estimated range.

Subsequently, the receiver system was placed at the end of the netted-tunnel and the same experiment was repeated to determine the potential effects of multipath (Figure 4.10). Despite scanning from $-50^{\circ}$ to $50^{\circ}$, the effects of any potential multipath are minimal as the bearing is always estimated within the proximity of the netted-tunnel (Table 4.3). As any non-flight movements were unable to produce a detectable signal, position was only estimated during bee flight.

Table 4.2: Recorded bearings of the tagged bee inside netted tunnel with a separation of 20 m .

| Bearing number |  | Bee Azimuth |
| :--- | :--- | :--- |
| 1 | $2^{\circ}$ | $6^{\circ}$ |
| 2 | $-21^{\circ}$ | $-10^{\circ}$ |
| 3 | $-40^{\circ}$ | $-10^{\circ}$ |
| 4 | $-44^{\circ}$ | $-10^{\circ}$ |
| 5 | $-45^{\circ}$ | $-10^{\circ}$ |
| 6 | $-34^{\circ}$ | $-6^{\circ}$ |
| 7 | $-45^{\circ}$ | $-8^{\circ}$ |
| 8 | $37^{\circ}$ | $-10^{\circ}$ |
| 10 | $-39^{\circ}$ | $0^{\circ}$ |
| 11 | $-45^{\circ}$ | $-10^{\circ}$ |
| 12 | $-45^{\circ}$ | $-9^{\circ}$ |
| 13 | $-42^{\circ}$ | $-8^{\circ}$ |



Fig 4.10: Experimental set up of the receiver system next to the netted tunnel
Table 4.3: Recorded bearings of the tagged bee inside the netted tunnel when the receiver was placed at the side of tunnel.

| Bearing number | Bee Azimuth | Bee Elevation |  |
| :--- | :---: | :---: | :---: |
| 1 | $-8^{\circ}$ | $-11^{\circ}$ |  |
| 2 | $-15^{\circ}$ | $-15^{\circ}$ |  |
| 3 | $-15^{\circ}$ | $-14^{\circ}$ |  |
| 4 | $-14^{\circ}$ | $-4^{\circ}$ |  |
| 5 | $-1^{\circ}$ | $-15^{\circ}$ |  |
| 6 | $0^{\circ}$ | $-4^{\circ}$ |  |
| 7 | $-15^{\circ}$ | $-1^{\circ}$ |  |
| 8 | $-15^{\circ}$ | $-15^{\circ}$ |  |
| 9 | $-15^{\circ}$ | $-10^{\circ}$ |  |
| 10 | $15^{\circ}$ | $4^{\circ}$ |  |
| 11 | $-15^{\circ}$ | $-13^{\circ}$ |  |
| 12 | $-11^{\circ}$ | $-2^{\circ}$ |  |
| 13 |  | $15^{\circ}$ | $2^{\circ}$ |
| 13 | $-1^{\circ}$ | $-11^{\circ}$ |  |

### 4.3 Tracking of foraging bees

Further tests to monitor bumblebee movements in and out of the hive allowed for: indirect estimation of the foraging time; verification that flight direction matched the known location of a food supply and assessing the number of foraging flights a bee takes each day. The system was mounted on a static support 10 m from the nest (Figure 4.11). A typical flight to and from the nest allowed recording of the azimuth/elevation coordinates and flight duration (Table 4.4). Tagged bumblebees were able to roam within the nest unhindered by the tag, in contrast to harmonic radar telemetry [9] which requires tag removal before the bee can re-enter the nest.


Fig 4.11: Experimental setup to monitor bumblebees entering and leaving the nest with 10 m separation from the antenna array.

Table 4.4: Recorded angular coordinates and time for tagged bee leaving and returning to hive. Time has been normalised from first recorded position

Leaving hive
Returning to hive

| Time | Azimuth | Elevation | Time | Azimuth | Elevation |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0 s$ | $5^{\circ}$ | $5^{\circ}$ | 1425 s | $35^{\circ}$ | $30^{\circ}$ |
| $3 s$ | $-12^{\circ}$ | $17^{\circ}$ | 1428 s | $12^{\circ}$ | $10^{\circ}$ |
| $6 s$ | $25^{\circ}$ | $19^{\circ}$ | 1431 s | $-20^{\circ}$ | $22^{\circ}$ |
| $9 s$ | No signal | No signal | 1434 s | $-10^{\circ}$ | $5^{\circ}$ |
| Total flight time |  |  |  |  | 23.9 minutes |

As the current system is capable of detecting a single signal at a time, in order to obtain accurate estimation of foraging time, only a single bumblebee inside the nest was tagged during any experiment. Visual observation of the nest allowed for verification of the results, which were autonomously recorded and logged to a CSV file in real time, with a sampling rate of 30 KHz . The system was calibrated so that any background noise/signal detected when the bee was not flying within the detection of the receiver would be deemed as no recorded bearing. Figure 4.12 outlines the flights patterns of tagged bumblebees entering and leaving the nest producing a mean flight time (Table 4.5). Each coloured line represents flight trajectory of tagged bumblebees flying within detection proximity of the receiver entering and leaving the hive.


Fig 4.12: Recorded flight plans of foraging bumblebees (a) leaving and (b) returning to the hive

Although the system is currently limited to detecting and tracking a single bee at a time, current results indicate how to overcome the cm-range limitation and required transponder-nest proximity in typical radio frequency identification (RFID) data loggers [8, 9]. Additionally, the present system also demonstrated its potential for unobtrusive data logging. Unlike RFID technology, which can only determine foraging time of each bumblebee, the system here can provide additional information due to its significantly increased detection range capabilities such as verifying if the recorded flight direction matched the known location of food supplies. Figure 4.11 outlines the unobtrusive nature of the approach, as no equipment is needed to be installed into the hive. Other attempts to monitor bees entering and departing the hive/nest, have used audio signal processing. This overcomes the detection range limitations of RFID approaches, but equipment is still required to be installed on the hive or nest [100].

Table 4.5: Recorded average foraging time of each individual tagged bumblebee

| Bee Number | Normalised foraging start time (s) | Normalised return time (s) | Total foraging time |
| :---: | :---: | :---: | :---: |
| 1 | 0 | 572 | 9 minutes 32 |
|  |  |  | seconds |
| 2 | 0 | 120 | 2 minutes |
| 3 | 0 | 525 | 8 minutes 45 |
|  |  |  | seconds |
| 4 | 0 | 1653 | 27 minutes 33 |
|  |  |  | seconds |
| 5 | 0 | 1432 | 23 minutes 52 |
|  |  |  | seconds |

The current system is limited in its placement and operation time due to the need for a laptop to log data, thus limiting the placement of the receiver system and potential applications. Whilst the Arduino processing was adequate for initial tests, its processing speed could not match the high demands of data acquisition and continuous autonomous logging. Data logging and processing capacity was explored. One application of interest was the ability of remote monitoring of flower-to-flower bee foraging in a greenhouse environment. Bumblebees are commercially used in polytunnels to provide buzz-
pollination services. There was no technology available to track and monitor bee movement in these environments. The use of multiple receiver units and an IoT data logging network $[13,14]$ would allow for full coverage of polytunnels which can be used to identify optimal nest placements for flower pollination.

In order to modify the system to be suitable for polytunnel monitoring, a custom 3D housing unit was printed to contain the receiver unit and placed directly above the polytunnel, reducing any potential multipath effects from the metal structures underneath the flowers. Figure 4.13 shows the receiver system placed onto the housing unit and suspended above strawberry plants within the polytunnel. The laptop was replaced with a SD card reader and portable battery pack [186], which continuously powered the system for 24 hours. The use of a 5 m power cable allowed for easy replacement of the battery without having to move the receiver.


Fig 4.13: (a) Receiver system placed in custom 3D printed housing unit (b) receiver system suspended above strawberry flowers.

Multiple bumblebees were tagged before releasing them back into their nests. The receiver unit was left to autonomously run and log data for a week, and tagged bees added daily. Data logged to the SD card was loaded into a MATLAB script, which analysed and plotted all the recorded bearings from the system. Example flight paths obtained from the experiment are displayed in Figure 4.14.


Fig 4.14: Recorded flight paths of foraging bumblebees with the recorded azimuth and elevation converted to cartesian co-ordinates

Further attempts to improve the ease of data acquisition were attempted by accessing the static receiver with a LoRa board [187]. The board was chosen due to its compatibility of 3.3 V and 5 V supplies to power the LNA and receiver respectively, whilst providing sufficient operation range between other receivers or base station. This allowed the processing of data in real time, rather than at given intervals typical of the SD card data logging approach. Additionally, the use of additional sensors could be employed to correlate parameters such as temperature, humidity, and lighting to monitor colony health.

### 4.4 Feasibility of IoT monitoring approach

In order to test the capabilities of the LoRa system, benchmark tests were performed to assess the ability to successfully transmit and receive data. A stationary transmitter was set up to send data every second. Gradually increasing the distance between Tx and Rx, the maximum transmission distance was determined (Figure 4.15). The current system utilised omnidirectional antennae for $T x$ and $R x$, suggesting that the range could be significantly extended with aligned directional antennas.


Fig 4.15: Maximum achievable separation between LoRa boards to successfully transmit and receive data
Such an approach demonstrates compatibility of the system with an IoT monitoring approach, that could potentially be applied to multiple receivers to develop a multi-sensing network. A LoRa-based processing unit could be implemented instead of the processing units previously presented in the chapter using an Arduino Uno to allow for autonomous sensing and transmission and logging of data across multiple receivers. For commercial applications in which polytunnels can be more than 100 meters long, such an approach would allow for pollination monitoring of the entire polytunnel rather than a designated area.

This chapter has discussed how the antenna array presented in Chapter 3, has been utilised inside an RF system which will calculate the bee's position from its angle of arrival. The system was initially verified using the VCO, emitting a signal at 5.8 GHz comparable to the power emitted from the self-powered tag when attached to the bee.

Tests to track the position of bees within a netted tunnel were then performed in order to verify 20 m detection range and tracking capabilities. Foraging bumblebees were tracked and their foraging times and flight positions leaving and entering the nest recorded. Visual monitoring of the nest allowed the verification of corresponding time stamps. Tracking foraging activity was demonstrated over a small area within the polytunnel and logged with an SD card reader, however, the capability of covering the entire polytunnel area with an IoT monitoring approach has been explored.

## Chapter 5. Integrating system to drone for autonomous tracking

This chapter addresses the need to achieve long range tracking capabilities for the system presented within Chapter 4 by integrating the current system to a UAV to achieve a moveable receiver system. The design of a custom 3D printed housing unit is presented to allow for the integration of the receiver system and UAV. The integration of the receiver system with the UAV software to facilitate communication between drone and receiver unit to achieve autonomous flight is presented. Initial experiments tracked a slow-moving target to demonstrate proof of concept. Further experiments demonstrated target detection, localisation, and autonomous movements towards the tagged bee.

### 5.1 Receiver integration to UAV

There is limited potential to manually edit and implement flight controls and software of most commercially available UAVs. The capability to integrate customised sensors and equipment is limited to very few models [1, 2]. UAVs present as either multirotor or fixed-wing [3, 4]. Fixed-wing UAVs would be advantageous to use as they require significantly less energy to stay airborne [192] and thus can maintain longer flight duration. However, the need for continuous movement and a large turning circle undermines the tracking system's capacity to maintain the detection range between Tx and Rx. Multi-rotors are able to hover and precisely move in any direction, but require greater energy consumption to remain airborne resulting in flight times of $\sim 30$ minutes [193]. Due to their ability to hover and quickly change direction, multirotor UAVs are favourable for the application of following a moving target within a limited detection range. Whilst multiple drones capable of carrying payloads commensurate with those of this study are available commercially, compatibility and integration of external sensors and drones are limited. Additional flight controllers are available, allowing developers access to open source software for autopilot applications [194]. The use of DJIs software development kits (SDKs) (Payload SDK and Mobile SDK) permits the integration of the receiver system (Chapter 4) to the Matrice series of drones [1, 8]. Due to the compatibility of integrating the receiver unit with the flight commands of the drone, along with its 1 kg payload carrying capability, the DJI M200 was chosen for this study.

A compact housing unit was designed and fabricated using 3D printing to allow for the integration of the receiver unit to the drone (Figure 5.1 and figure 5.12). Consideration was given to the design of the housing unit to distribute the weight of the receiver system to minimise impact on flight capabilities. Placement of the device is critical as safety features such as collision avoidance sensors need to remain unobstructed and operational. The space vacated by the camera was replaced with the antenna. Figure 5.1 outlines the design of the 3D printed housing secured to each leg of the drone.

Due to the size of the structure, the housing unit was printed in three parts and connected together via screws. The two side units are multifunctional and were designed to meet the following criteria:

- Securely hold the payload in place during flight with minimal risk of the payload disconnecting from the done
- Providing sufficient area for additional components of the receiver system such a microcontroller, L.N.A and logarithmic detector.

The central part was responsible for housing the antenna unit and was designed for the sole purpose of securely holding the antenna array in place and ensuring it remained stable during flight, which is additionally highlighted in figure 5.10, where the antenna rests against small slots. The combination if all three parts successfully allowed for the drone to safely carry the payload whilst additionally being located in a manner which does not block critical safety functions integrated to the drone such as collision detection sensors.

To allow for efficient integration of receiver system and UAV, the phased array antenna was modified to reduce device volume and weight [193]. The previous antenna presented in Chapter 3 relied on the integration of each antenna element with a singlephase shifter via SMA connector. This contributed significantly to device weight, adding an additional 210 grams to the drone payload weight. Figure 5.1 depicts the phased array antenna when placed on the drone, highlighting space inefficiencies and payload weight approaching capacity. The integration of the phase shifters to antenna array in a single structure would allow for over 200 grams of payload weight reduction, increasing the potential max flight time of the drone per flight.


Fig 5.1: 3D printed housing unit for AoA system with integration of components to 3D printed unit
Substrate selection of both antenna and phase shifter elements currently limits further miniaturisation. Due to the structure of the quadrature coupler, requiring quarter wavelength lines, the overall size of the structure was incompatible to integrate into a feeding network without exceeding appropriate spacing between elements ( $D=0.5 \lambda$ ). The increased spacing between elements would lead to potential scan blindness and grating lobes [163] whilst additionally resulting in an antenna size which could not fit on the drone. To maintain a compact structure, the feeding network substrate material was selected with a much higher dielectric constant (Rogers TMM 10i $\varepsilon_{r}=9.8$ ) than the antenna substrate (Rogers TMM $4 \varepsilon_{r}=4.5$ ). The significantly lower loss tangent associated with the substrates could also potentially lead to increased antenna efficiency [196]. Figure 5.2 and figure 5.3 outlines the design and simulated results of the modified phase shifter on Rogers TMM 10i substrate with a 1.27 mm thickness.

Whilst the quarter wavelength was 6.24 mm for the FR-4, the implementation of Rogers TMM 10i reduced the quarter wavelength to 4.13 mm . The total length and width of the device has been significantly reduced. The reduced dimensions of the phase shifter allow for the output port to directly excite the antenna via a slot. A slot is cut into the substrate and ground plane of the phase shifter and antenna, perpendicular to the feed of the microstrip line. The fields of the microstrip line directly excite the slot (Figure 5.5).

(a)

(b)

Fig 5.2: (a) Phase shifter design on Rogers TMM 10i substrate (b) simulated S-parameters (dB) of quadrature coupler

(d)

Fig 5.3: (a) Phase shift between input port and output port with a load variation of $0.15-1 \mathrm{pF}$ (b) delta phase shift with load of 0.15 pF acting as reference


Fig 5.4: (a) Slot fed patch antenna using microstrip line of phase shifter as the feed (b) simulated Sparameters (dB) of patch antenna


Fig 5.5: (a) Electric field of antenna showing microstrip line directly exciting the slot antenna (b) radiation pattern and efficiency of antenna.

The antenna offers acceptable return loss of -22 dB , whilst offering a gain and efficiency of 4.771 dBi and -1.473 dB , respectively. The next step in the design process was to review the change in the active element impedance vs scan angle for a $4 \times 4$ array with an element spacing of $D=0.5 \lambda$.

A feeding network was designed to allow for excitation of the $4 \times 4$ array from a single feeding point. Using Wilkinson power dividers [39], an initial feeding network was constructed for a $2 \times 2$ array as depicted in Figure 5.6.

(a)

(b)

Fig 5.6: (a) $2 \times 2$ element antenna array and (b) simulated return loss performance
The design of $2 \times 2$ element antenna array in Figure 5.4 was expanded for a $4 \times 4$ array (Figure 5.7a). A central feeding point ensured that each phase entering each phase shifter was identical and the phase shift excited each element from the phase shifter alone.

The simulation addresses the return loss of the antenna array to ensure resonance at 5.8 GHz. The gain and efficiency are additionally monitored to ensure sufficient operational distance between Tx and Rx of the system can be achieved. Finally, the surface current is monitored to ensure the phase shift at each element is solely down to the reactance of the phase shifter.

(a)

(b)

Fig 5.7: (a) $4 \times 4$ element array with microstrip feeding network (b) simulated return loss of $4 \times 4$ array

(a)

(b)

Fig 5.8: (a) simulated radiation pattern and antenna efficiency (b) Surface current distribution of each antenna element in the array with equal phase shift

The antenna array was fabricated by applying a mask to the substrates and etching using ferric chloride. Holes were drilled into the substrate to allocate the complex
load of the phase shifter in which vias were connected to the ground plane and varactor diodes were soldered to each phase shifter. Coaxial cable was then used to connect an SMA connector to the centre of the feed and ground plane (Figure 5.9).


Fig 5.9: Fabricated phased array antenna and measured vs simulated return loss for the microstrip antenna array.

Tracking tests were performed with the fabricated antenna to verify its performance (Figure 5.10). A tagged bee was placed into a clear plastic box and was placed 1 meter away from the antenna, which scanned from $-50^{\circ}$ to $50^{\circ}$ in azimuth and elevation. Table 5.1 summarises the estimated bearing of the bee for multiple readings outlining the system's ability to accurately determine the location of the bee.


Fig 5.10: Experimental set up of antenna system and receiver placed 1 m away from tagged bee inside box and antenna scanned from $-50^{\circ}$ to $50^{\circ}$ in azimuth and elevation

Table 5.1: Recorded bearing of bee tagged inside box

| READING NUMBER | AZIMUTH ( ${ }^{\circ}$ ) | ELEVATION ( ${ }^{\circ}$ ) |
| :--- | :--- | :--- |
| $\mathbf{1}$ | 2 | -12 |
| $\mathbf{2}$ | 2 | -10 |
| $\mathbf{3}$ | 4 | -8 |
| $\mathbf{4}$ | -2 | -10 |
| $\mathbf{5}$ | 0 | -10 |
| $\mathbf{6}$ | -3 | -11 |
| $\mathbf{7}$ | 4 | -8 |

### 5.2 Processing AOA data to create co-ordinate

The inbuilt SDK allows for the connection of our processing unit to the drone via serial Universal Asynchronous Receiver/Transmitter (UART) communication, facilitating full integration of the receiver system and drone (Figure 5.11).


Fig 5.11: Payload SDK architecture [197].
The receiver system is defined as the third-party payload, which is linked to the drone via a STM32F407VGTx microcontroller [198] enabling UART communication with the receiver system and sky port connection via a ribbon cable (Figure 5.12).


Fig 5.12: Payload SDK implementation on Matrice 200 drone.
The UART link sends all captured data from the AOA estimation to the drone's processing unit. The data is then stored into a frame, encrypted for easy identification of the start and end of a data sequence, and transmitted to a remote base station via the drone inbuilt communication system. Such step was necessary as the payload sdk obtains communication APIs for upstream and downstream communication. By passing the data to the mobile sdk, the flight control components could be utilised. The AOA estimation was determined from decoding the incoming data of the bee's bearing and location relative to the drone. The bearing was transmitted back to the drone as a command to update its position. To further illustrate this concept each step will be reviewed with supporting figures to outline the process. Figure 5.13 shows snippets of the receiver code with calculates the azimuth and elevation position and encodes the data.


Fig 5.13: Processing unit code, which calculates the azimuth and elevation value before encoding them into a string.

To encode the data an identifier is placed at the start of the sequence with the value 500. The azimuth value is placed into the string with another identifier. If the azimuth value is negative a 1 is the next value, likewise if the value is positive a 2 is placed after the 99 -value followed by the bearing. The same method is repeated for the elevation value (Figure 5.14).


Fig 5.14: Encoded data along with its azimuth and elevation representation.

The data is transferred to the drone at a rate of 5 Hz . This is required as during the transmission and receiving of data must be sent at a rate of between $5-25 \mathrm{~Hz}$, otherwise the drone will behave as if connection has been lost and simply hover in situ. The data from the third-party sensor network is passed through the drone via connection to the sky port adapter via a STM32F407VGTx microcontroller. Synchronisation between the third-party processing unit and the sky port adapter is difficult to realise due to the absence of a real-time clock. The processing unit and STM32 microcontroller data is stored as an 18 -bite value. This ensures that a full nine bites encoded sequence with azimuth and elevation data will be present for decoding. The 18 bites value is finally stored as a string and transmitted to the mobile app (Figure 5.15).


Fig 5.15: PSDK code is responsible for storing incoming data into 18 bites before transferring to the mobile app.

The incoming data is stored as variable myReturn, before a type conversion is required to be compatible with transferring the data to the mobile app. Finally, the function PsdkAppFunc_TransferToApp transfers the data to the mobile app. The mobile SDK [199], allows customised mobile apps to be developed to suit the need of the user and includes multiple integral features required for our applications such as: high and low level flight control, aircraft state through sensor data, obstacle avoidance, mission control to autonomously set waypoints and drone status information such as battery levels. To implement the app into our application two methods were trialled. Both work from the same principle to calculate the position of the bee (Figure 5.16), however, how the system processes and acts on the data is implemented differently.

```
Set variable to hold
    the value of
transmitted value
from payload sdk
```



```
Decode message to determine the true Azimuth and Elevation values

Fig 5.16: Method for determining bee position with respect to the drone.
The azimuth and elevation values are stored as variable coords [0] and coords [1] respectively. Using the altitude of the drone, the horizontal and vertical position of the bee relative to the drone can be determined. Finally, the variable tYaw is used to calculate the angle difference between the face of the drone and the bee in order to determine the new direction to which the drone must self-orientate. As we have previously demonstrated, estimating distance between Rx and Tx is not a reliable method to accurately predict distance. Assuming the bee to be the maximum possible distance away from the receive would allow for elimination in the drone undercompensating its positional updates. Any error associated with distance estimation could lead to the bee flying outside of the detection cone.

The first autonomous flight method followed the target by continuously adding waypoints to the mission flight. The idea relied on utilising functions prebuilt into the SDK such waypoint functions [200] built into the mobile sdk and customising them for the application. The data transferred from the drone to app was received, decoded, and logged in real-time (figure 5.17).
```

Update movement: Success
Azi = -25.0, Ele = 15.0
Yaw: -60.117516
LOC: ( 53.229459770314456, -4.12326487998704)
Alt: 1.0
Update movement: Success
Azi = 0.0, Ele = 15.0
Yaw: 0.0
LoC: ( 53.22946472705875, -4.123275715331181)
Alt: 1.0

```

Fig 5.17: Receiving data from receiver unit and decoding to estimate azimuth and elevation values for the target bee

By implementing the code shown in Figure 5.16, the distance between the drone and bee in \(x\) and \(y\) values can be determined, which were further converted to latitude and longitude coordinates.

The change in latitude and longitude was then applied to the current latitude and longitude to create a target position for the drone. The drone would follow the command and autonomously move towards (Figure 5.18). Figure 5.18 demonstrates the implementation of the tracking code in which a waypoint mission is defined, and the values are continuously updated in an attempt to autonomously follow the bearing of the target.


Fig 5.18: Using the change in latitude and longitude to calculate the position of the bee in latitude and longitude

Figure 5.19 shows the user interface which shows easy user operation with the addition of buttons to start and stop each functions as well as a log file which records all the recorded data from the receiver into a txt file which allows for further analysis of flight data after the simulated flights.


Fig 5.19: User interface of tracking code showing ease of operation
The functionality of the app was tested for any potential flaws before testing in a real environment using the DJI flight simulator. The azimuth and elevation of the bee was defined to be a random number between \(-50^{\circ}\) and \(50^{\circ}\) in which the flight logs could later be compared to the flight path to confirm successful autonomous tracking (Figure 5.20).

Whilst the simulation was critical for proof of concept studies, flaws were identified which could significantly affect the system's ability to successfully track bees. Honeybees are known to fly up to \(8 \mathrm{~m} / \mathrm{s}\) [201], however for waypoint flight the drone is unable to match the requirements of rapidly updating due to the waypoint function itself. Waypoints operate as a predefined flight path which cannot be stopped mid-operation. In order to start a new positional update, the last task must be completed in full. This means that any swift change in direction from the bee would likely result in the loss of signal due to delays in the drone's reaction time. Consequently, an alternative method without the reaction time limitations was required.


Fig 5.20: (a) Experimental set up of simulation model in which the drone is connected to a PC to simulate flight behaviour. (b) recorded flight path of autonomous test flight following its own waypoints based on the random values returned by the processing unit.

Human control flight to follow the signal is inherently limited by the operator's ability, however the use of virtual sticks addresses this issue. Virtual sticks are commands built into the mobile sdk which simulate manual flight by updating the drones pitch, roll and yaw [202]. By defining the required roll, pitch and yaw values, autonomous flight which resembles manual flight can be achieved.

Figure 5.21demonstrates the principle of autonomous virtual stick flight. The azimuth and elevation value are evaluated and converted into an angle difference between the drone and bee, along with a distance with the following equations:


Fig 5.21: Implementation of virtual sticks with mobile sdk
The advantage of such an approach is that the drone operates each position update in two steps. Firstly, it updates its yaw to turn towards the bearing. Once the drone has updated its bearing, it will swiftly move forwards before receiving the next positional update. The new bearing will be calculated in which the drone will stop moving in a straight line and move towards a target. Implementing the same experimental set up as Figure 5.18, but replacing the waypoint operation with the virtual sticks, the drone attempted to follow a preprogramed flight route of a zig-zag line (Figure 5.22).


Fig 5.22: Simulated flight trajectory of the drone following a pre-programmed flight path

\subsection*{5.3 Autonomous tracking results}

To test the accuracy of the system's ability to autonomously track targets, multiple experiments were defined to test the long-range tracking capabilities of the system. Firstly, the drone was set to a speed of approximately \(2 \mathrm{~m} / \mathrm{s}\) to track moving students in a field. The student was equipped with a VCO transmitting at 5.8 GHz with a transmitted power of around -20 dBm and allowed to roam around a field in which the drone would follow. The bearing of the student calculated from the processing unit was fed to the app in which a positional update command (i.e turn x degrees and move forwards until next update) is transmitted back to the drone. The RSSI was condensed into a heat map, which displayed the estimated AOA in real time (Figure 5.23).


Fig 5.23: Real-time heat map outlining AOA estimates for the target's position.
Tracking tests were performed in which the drone's flight path followed the tag emitter and recorded both a linear and zig zag trajectory with an acceptable margin of error \(\left(+/-5^{\circ}\right)\). The margin of error can be explained by the drone being programmed to simultaneously update its roll, pitch, and yaw, generating a deviation between the target and drone's path.


Fig 5.24: Update in drone's position whilst autonomously tracking student walking in designated paths with a handheld VCO.

Whilst the preliminary tests were limited to a 50 m range and up to \(25 \%\) of typical bee flight speed, they suggest that long range tracking capabilities can be achieved with this approach providing the drone can maintain its distance within the detection area of the antenna.

The next step was to test the system with tagged bumblebees. The autonomous tracking performance involved releasing tagged bees in a plastic, semi-transparent container \(25 \times 15 \times 10 \mathrm{~cm}^{3}\). The drone hovered at 15 m altitude at several locations with horizontal projection \(\leq 20 \mathrm{~m}\) from the tagged bees. When the bee flapped its wings inside the box, the system was able to locate the target and autonomously move towards the location of the tagged bee. The drone updated its bearing and the internal log readings were plotted for two representative experiments (Figure 5.23).

Prior to the experiment, the received signal strength was calibrated so that any background reading was treated as no recorded bearing. This was an important step as the device's operation is contingent upon vibrations from the bee's thorax. Any readings during stationary activities (i.e. grooming and walking) would consist solely of background signals which would result in erroneous trajectories of the tracking drone, additionally resulting in the drone flying out of detection range of the tagged bee. To alleviate this issue calibration of the system is performed to determine the power level of background noise. The system is then accordingly updated to treat incoming signals with power levels within close approximation of the background noise as false readings.


Fig 5.25: Update in drone's position over time, whilst autonomously tracking tagged bee flapping inside plastic container.

To conduct the experiment the bees were placed inside a semi-transparent container \(25 \times 15 \times 10 \mathrm{~cm}^{3}\), whilst the drone hovered at 15 m in altitude and within the detection area of the bee when emitting a signal. The setup is displayed in figure 5.26


Fig 5.26: Experiment to test long-range bee tracking capabilities of autonomous system

\subsection*{5.4 Discussion and applications}

Long range tracking studies of tagged bees were attempted whilst often achieving a relatively small autonomous tracking distance, however long-range tracking capabilities were demonstrated with a much slower target (moving student). Various drawbacks of the system have been identified which are capable of causing the error observed in tracking capabilities. Firstly, the acceleration of the drone to reach max flight speed introduces a lag between the bee and drone. This effect is critical for initial tracking as the drone must quickly determine the position of the bee and move towards its location before the bee flies outside of the detection range. Any delay in determining the direction, processing time and acceleration is likely to contribute to the drone lagging behind the bee. The delay between readings is then likely to lead to the loss of signal between drone and bee, resulting in the drone hovering in place. Additionally, the \(+/-5^{\circ}\) angle of arrival error between Tx and Rx has been typically measured with a stationary target. During the scanning of azimuth and elevation, the tagged bee will be moving, which is likely to affect the angle vs RSSI scan. This ultimately determines the bearing of the target. The greater the AoA error, the less consistent the flight plan will be, as the drone will misestimate the bee's exact bearing. An accumulation of error could result in the bee eventually moving outside the detection range before the drone has had time to adjust its course. To achieve consistent long-range tracking capabilities with tagged insects, various approaches are being pursued which are highlighted within the future works. The approaches include machine learning to attempt to accurately predict the foraging behaviour and flight patterns to update the drone's position, increasing the processing speed of the system to attempt to minimise the lag between the drone and tagged insect.

The results presented in this chapter provide proof of concept of the autonomous tracking system, by demonstrating tracking capabilities with tagged bees and moving students, however, there are several system applications suitable for the study of bee movement, behaviour, and foraging. For example, the system described in this chapter would allow the tagging of wild foraging bumblebees and locating their nest sites. Similarly, locating Queen over-wintering sites are problematic as they are often hidden in field margin grass tufts or boundary walls. Their location and discovery in the spring is critical to understanding the impacts of neonicotinoid pesticides on their over-wintering survival. This application could also be extended to Asian Hornets by locating nest sites [203]. The autonomous tracking system presented here offers opportunities to monitor bee movement, behaviour, and foraging. Additionally, applications could extend, to the
monitoring of bees within the hive, however, such an approach is would currently be problematic due to the requirement of thorax vibrations to generate a signal. The limitation of signals would provide a limited resolution, however a possible application could be the monitoring a presence of the queen inside a hive, which has recently been explored by implementing radar approaches [204]

The chapter has discussed the integration of the tracking system with a UAV to achieve autonomous long-range tracking. In order to allow for efficient integration of drone and receiver, significant weight reduction was needed which was achieved using a stacked microstrip array with phase shifters integrated into the arrays feeding network. The system architecture has been discussed in which the AoA estimate was encrypted and transmitted to a mobile base station before a bearing and positional update was transmitted to the drone to update its yaw and pitch. Proof of concept was provided by demonstrating long-range tracking of a slow-moving student equipped with a 5.8 GHz VCO, whilst the concept was later demonstrated in tagged bees enclosed within a confined space. Current limitations of the system have been discussed which currently restrict the tracking capabilities of the drone, however, providing the issues can be overcome, the system has a vast amount of applications that it could be utilised for.

\section*{Chapter 6. Conclusion and future works}

This chapter forms a review of the most important findings within the thesis. Current commercially available technology for radio telemetry studies are limited to larger insects due to the larger size of the tag, which mainly comprises of a small battery. Chapter two of the thesis focusses on addressing limitations associated the size and weight of radio telemetry tags by replacing the battery with a compact piezoelectric energy harvester capable of scavenging energy from the vibrations of insect flight. The increase of operational frequency additionally reduces the size and weight of the tag, however, consequently reduces the detection range between transmitter and receiver.

Chapters three and four address how the signal emitted from the self-powered radio telemetry tag can be detected and tracked via AoA estimates from the received signal strength. The use of an autonomously scanned antenna system allows for continuous non-obtrusive data collection from a single receiver without the need of human operation, thus, eliminating any human error associated with current state of the art techniques. The tracking of foraging bees within an enclosed netted tunnel and foraging environments was successfully demonstrated. The increased operational frequency of the system ( 5.8 GHz ) in comparison to commercially available systems ( 300 MHz ) allowed for substantial size reduction of the receiving antenna, thus allowing integration of the compact receiver system within commercial polytunnel. Such study is the first of its kind known to the author.

The increase in frequency and limitation in maximum harvestable power from the insect were shown to significantly reduce the link budget of the radio telemetry system in comparison to commercial systems. Chapter 5 focuses on demonstrating proof of principle of autonomous tracking with long range tracking capabilities. Previous radio telemetry studies utilising UAVS have been presented in which positional updates can take up to 60 seconds per reading. The use of a phased array antenna allows for significantly faster update times. Long range tracking capabilities was successfully demonstrated tracking slow moving targets.

The thesis focuses on adapting current radio telemetry systems to be capable of operating autonomous, and capable of being attached to the world's most economically beneficial insect, the honeybee. The results presented within the chapters act as a proof
of concept with potential for a range of applications within academic and commercial environments. Suggestions for future work are also given.

\subsection*{6.1 Vibration powered radio telemetry tag}

Current radio telemetry technology is too cumbersome to be employed on tracking honeybees. This is because the on-board battery contributes most of the bulk mass of the tag. This can be eliminated via utilisation of the bees' own vibrational energy. The self-powered tag reduced the transmitter weight sufficiently to allow honeybees to fly. Current commercially available tags weight between \(200-300 \mathrm{mg}\) whilst the tag presented within the thesis weighs 35 mg . The weight opens up a variety of insects that can be tracked that previously could not be due to limitations in the weight and size of the tag.

Due to the simple design, ease of fabrication and high voltage output, piezoelectric materials were chosen as they offer easy integration to small structures whilst providing high power output compared to electromagnetic and electrostatic devices.

An analysis of piezoelectric energy harvesting identified the need for a nonresonant energy harvesting approach due to the broadband wing beat frequency associated with bees. A solution to provide sufficient power output across the frequency range involved exciting the tip of the beam from the vibrations generated by the thorax. Utilising a finite element model, the trade-offs between device weight vs power output allowed the maximisation of energy harvester power output whilst minimising the weight of the energy harvester.

The design and fabrication of an initial prototype \(\sim 130 \mathrm{mg}\) was demonstrated, which was used on larger species of bees (carpenter bees), whilst subsequent integration of a flexible substrate reduced the size and mass of the tag ( \(\sim 35 \mathrm{mg}\) ). Initial tests were performed to examine how the electromagnetic effects of the bee affected antenna and system performance.

Initial tests verified the transmission of a signal at 5.8 GHz using a spectrum analyser outlining successful operation of the self-powered transmitter tag, and thus providing proof of concept for the proposed design.

\subsection*{6.2 Localisation system calculating bees position based on AoA}

Current radio-telemetry systems are generally inefficient as they require a user to determine the angle of arrive. Autonomous systems rely on utilising multiple receiver units equipped with omnidirectional antennas; however, the low gain of the antennas would result in insufficient detection range between transmitter and receiver. Additionally, the requirement of multiple receivers would not be compatible to integrate to a drone.

An analysis of methods for the localisation of RF signals was developed whereby a power based AoA was identified as the optimal technique requiring only a single antenna to determine the location of the signal. Further reviews of AoA using directional and omnidirectional antennas were conducted. Directional antennas were identified as a critical component of the system due to their higher gain which results in a significant detection range increase.

Power-based AoA systems can be used through either mechanical scanning or electronically with the implementation of a phase-shift to each element of an antenna array. Limitations in scanning in both azimuth and elevation planes highlighted the need for electronic scanning which can be used via an analogue and digital approach. A \(4 \times 4\) element patch antenna array, capable of scanning \(+/-50^{\circ}\) in azimuth and elevation, was designed and presented, whilst a reflection-type phase-shifter capable of \(360^{\circ}\) was presented to each element to provide the beam steering.

To determine the location of the RF signal, an LNA, logarithmic detector and microcontroller amplified, detected, recorded, and processed the incoming signal power level to determine the angle at which the maximum signal strength was received. Initial tests proved a system accuracy of \(+/-5^{\circ}\).

The fabrication and testing of a slot fed phased array with phase shifters integrated into the feeding network was presented, which significantly decreased the weight of the receiver The results highlighted the capability of implementing phased array antennas in a compact design capable of UAV integration.

\subsection*{6.3 Autonomous tracking of tagged bees}

The overall system operation was verified in two stages. Firstly, stationary testing verified the system's capacity to detect and track tagged bees. Using a netted tunnel to control the space in which flight occurred, tests confirmed the system's ability to detect
and determine the AoA of the signal within a 20 m range. Further tests were then performed in which bumblebees were captured, tagged, and placed back in their nest. By visually monitoring the nest, the time of leaving and returning to the hive was determined. This was then compared to the data logged from the system to verify its ability to unobtrusively monitor the in goings and out goings of a foraging bumblebee. Commercial applications were demonstrated by monitoring a section of strawberry plants within a commercial polytunnel. Results show the successful detection of the signal. The received power at each angle of interest is processed to determine the bearing of the bee which can be used to monitor its foraging activity between flowers.

The final phase of the research focussed on the integration of the receiver unit to a UAV for long-range tracking. The system architecture to achieve autonomous flight based on AoA readings used virtual sticks to mimic manual flight controls. Bees were placed within small plastic containers, within the detection range of a hovering drone. The drone autonomously moved towards the target, thus verifying system functionality. The challenges of tracking fast moving targets flying outside the detection range of the drone, can lead to flaws within the system. Long range tracking capabilities were demonstrated with slow moving students equipped with an attenuated 5.8 GHz VCO emitting a power comparable to that of the tag, thus proving proof of concept.

\subsection*{6.4 Future works}

Given further time, various RC values would be tested within the transmitter circuitry to determine the optimal pulse rate for autonomous tracking. Whilst faster pulses would be unable to accumulate as much energy, resulting in a smaller detection range between Tx and Rx, the increased frequency of bearings could help the drone remain within the detection range whilst providing more flight data points. Further work to improve the processing power and speed of the receiver system to match the faster pulses would additionally need to be addressed. Slower pulses would allow for an increase in the transmitted power, which would extend the detection range allowing the drone could hover and detect at a higher altitude. Consequently, the detection cone of the scanning system would increase the probability of the bee remaining within the detection range of the drone.

Additionally, further work would focus on developing a more accurate mechanical model of the of the piezoelectric cantilever, thus, allowing for a more accurate
approximation of the power output to be obtained. A two-body model considering the vibrations for the attachment rig and bee will be developed rather than assuming the support structure is rigid.

The next stage of research would focus on methods to distinguish between multiple signals, allowing the tracking of multiple tagged bees without them crossing paths. The current system would only identify the bee with the highest received power. A review of technologies to encode and decode signals would be required.

Additional work would look at further testing of the tag and receiver system in a lab environment to further understand the tags consistency and power output. The use of hexbugs [205] could be used to mimic the vibrations of bee flight whilst autonomously moving in random directions. Such an approach would act as an intermediate study of the tag and receiver's performance in a lab environment, additionally eliminating the complexities associated with testing the tag on live bees.

The phased array antenna is exposed to harsh conditions during its operational lifetime such as high winds, temperature, and humidity. As the phase shift relies on the capacitance of the varactor diode, environmental variables can potentially modify the capacitance of the complex load. The work would look at monitoring the reliability of the voltage vs capacitance relationship of the varactor diode over time. This would allow the identification of the maximum operation lifespan of the antenna. Further work to design and fabricate packaging for the antenna array could additionally extend the operational lifespan.

Additional focus will look at achieving consistent long-range tracking capabilities via the use of an artificial intelligence. The receiver system will not only have the capability to sense and estimate the insects' location, but to additionally predict the insects likely flight plans and smoothly tether the drone to the RF signal source to minimise the lag between drone and insect. Additionally, the use the multiple receivers combined together with an algorithm could be used increased spatial resolution in single insect tracking.
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\section*{Appendix A Collaborations}

This appendix details work which was performed in collaboration with the University of Guelph and China Agricultural University. In Summer 2018, the research group visited Dr Nigel Raines lab at Guelph university. During this time, we were able to extensively evaluate the effect of the tag on the behaviour of the bee. Figure 2.24 depicts 3D printed tags comparable to the weight of the fabricated tags which were mounted to the thorax of the bee. The aim was to validate that flying insects that can power the tag can also fly and behave normally with the tag attached and the following methodology was flowed:
1. Catch relevant insect and assign to either control or treatment
2. Chill insect to make marking easier
3. Control add an opalith, Test add a tag
4. Allow 10 min for recovery
5. Transfer to flight cage and observe behaviour for 10 min

During the ten-minute monitoring period the bee was recorded for one of four activities. The activities monitored were testing, walking, grooming, and flying. Table A:1 shows a summary of the following experiment.

Table A.1: Summary of the behavioural data collected during the experiment
\begin{tabular}{|c|c|c|c|c|c|}
\hline species & opolithor/tag & weight (g) intertag width & obersvational file name & Specie & any \\
\hline b.impatients & opolith & 0.1723 .92 mm & control bumblebee 26 & bumblebee & no \\
\hline b.impatients & opolith & 0.1853 .93 mm & control bumblebee 29 & bumblebee & no \\
\hline apis mellifera & opolith & 0.2044 .1 mm & control drone 14 & drone & no \\
\hline apis mellifera & opolith & 0.2164 .6 mm & control drone 16 & drone & no \\
\hline apis mellifera & opolith & 0.214 .6 mm & control drone 17 & drone & no \\
\hline apis mellifera & opolith & 0.2244 .43 mm & control drone 19 & drone & no \\
\hline apis mellifera & opolith & 0.2164 .41 mm & control drone 20 & drone & no \\
\hline apis mellifera & opolith & 0.1043 .01 mm & control honeybee 35 & honeybee & no \\
\hline apis mellifera & opolith & 0.0983 .31 mm & control honeybee 37 & honeybee & no \\
\hline b. bimac & opolith & 0.2064 .24 m & control bumblebee 1 & bumblebee & ves \\
\hline b.impatients & opolith & 0.2063 .99 mm & control bumblebee 11 & bumblebee & yes \\
\hline b.impatients & opolith & 0.1854 .48 mm & control bumblebee 27 & bumblebee & yes \\
\hline b.impatients & opolith & 0.1444 .3 mm & control bumblebee 3 & bumblebee & ves \\
\hline b.impatients & opolith & 0.1724 .26 mm & control bumblebee 31 & bumblebee & yes \\
\hline b.impatients & opolith & 0.133 .5 mm & control bumblebee 33 & bumblebee & yes \\
\hline b.impatients & opolith & 0.1383 .12 mm & control bumblebee 5 & bumblebee & yes \\
\hline b.bimac & opolith & 0.2364 .68 mm & control bumblebee 9 & bumblebee & yes \\
\hline apis mellifera & opolith & 0.24 .40 mm & control drone 24 & drone & yes \\
\hline apis mellifera & opolith & . 0712.91 mm & control honeybee 7 & honeybee & yes \\
\hline b. bimac & tag & 0.2273 .94 mm & test bumblebee 12 & bumblebee & no \\
\hline b.impatients & tag & 0.1374 .19 mm & test bumblebee 25 & bumblebee & no \\
\hline b.impatients & tag & 0.174 .07 mm & test bumblebee 28 & bumblebee & no \\
\hline b.impatients & tag & 0.1453 .45 mm & test bumblebee 30 & bumblebee & no \\
\hline b.impatients & tag & 0.1553 .75 mm & test bumblebee 32 & bumblebee & no \\
\hline b.impatients & tag & 0.159 .3 .53 mm & test bumblebee 4 & bumblebee & no \\
\hline b.impatients & tag & 0.0892 .95 mm & test bumblebee 6 & bumblebee & no \\
\hline apis mellifera & tag & 1934.65 mm & test drone 13 & drone & no \\
\hline apis mellifera & tag & 4.9 & test drone 15 & drone & no \\
\hline apis mellifera & tag & 0.1961 .67 mm & test drone 18 & drone & no \\
\hline apis mellifera & tag & 0.2084 .31 mm & test drone 21 & drone & no \\
\hline apis mellifera & tag & 0.2285 mm & test drone 23 & drone & no \\
\hline apis mellifera & tag & 0.0913 .27 mm & test honeybee 38 & honeybee & no \\
\hline b.bimac & tag & 0.2083 .78 mm & test bumblebee 10 & bumblebee & yes \\
\hline b.bimac & tag & 0.2023 .95 mm & test bumblebee 2 & bumblebee & yes \\
\hline b.impatients & tag & 0.153 .82 mm & test bumblebee 34 & bumblebee & yes \\
\hline apis mellifera & tag & 0.2073 .93 mm & test drone 22 & drone & yes \\
\hline apis mellifera & tag & 0.1163 .58 mm & test honeybee 36 & honeybee & yes \\
\hline apis mellifera & tag & 0.1043 .42 mm & test honeybee 40 & honeybee & yes \\
\hline apis mellifera & tag & 0.1092 .84 mm & test honeybee 8 & honeybee & yes \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline any flight & notes on flight-when provoked \\
\hline no & no motivaton to fly \\
\hline no & no motivaton to fly \\
\hline no & no motivaton to fly \\
\hline no & no motivaton to fly \\
\hline no & no motivaton to fly \\
\hline no & no motivaton to fly \\
\hline no & no motivaton to fly \\
\hline no & no motivaton to fly \\
\hline no & no motivaton to fly \\
\hline yes & normal \\
\hline yes & normal \\
\hline yes & normal \\
\hline yes & normal \\
\hline yes & normal \\
\hline yes & normal \\
\hline yes & normal \\
\hline yes & normal \\
\hline yes & normal \\
\hline yes & normal \\
\hline no & does not fly well- can fly without tag \\
\hline no & no motivaton to fly \\
\hline no & cannot sustain flight \\
\hline no & did no fly willingly \\
\hline no & hovered over ground for short period \\
\hline no & maybe glue on wingbase \\
\hline no & did not fly when given opportunity-wings stuck together at back \\
\hline no & no motivaton to fly \\
\hline no & wouldn't fly (not sure if he can) \\
\hline no & no motivaton to fly \\
\hline no & no motivaton to fly \\
\hline no & no motivaton to fly \\
\hline no & can fly without tag \\
\hline yes & normal \\
\hline yes & normal \\
\hline yes & can fly but struggles with lift \\
\hline yes & normal \\
\hline yes & a little difficult \\
\hline yes & removed tag and could fly \\
\hline yes & laboured- hovered over ground \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|}
\hline \multicolumn{5}{|l|}{prop_time_restprop_time_walk prop_time_groom prop_time_fl) NOTE: all tag} \\
\hline 0.495343866 & 0 & 0.504656134 & 0 & \\
\hline 0.057138201 & 0.942861799 & 0 & 0 & \\
\hline 0.519538982 & 0.431843675 & 0.048617343 & 0 & \\
\hline 0.349316422 & 0.540811191 & 0.023187327 & 0.086634793 & \\
\hline 0.649793447 & 0.309344398 & 0.040862155 & 0 & \\
\hline 0.638927835 & 0.348090562 & 0.012981604 & 0 & \\
\hline 0.762489985 & 0.184771655 & 0.05273836 & 0 & \\
\hline 0.585896835 & 0.23945425 & 0.174648915 & 0 & \\
\hline 0.022232028 & 0 & 0.977767972 & 0 & \\
\hline 0.049160989 & 0.81087177 & 0.099437109 & 0.041314725 & \\
\hline 0.989769162 & 0.010230838 & 0 & 0 & \\
\hline 0.683830382 & 0.071734789 & 0.051727466 & 0.192488302 & \\
\hline 0.803733356 & 0.128575496 & 0.046393099 & 0.021269416 & \\
\hline 0.856832349 & 0 & & 0.142965636 & \\
\hline 0.141352881 & 0.029259476 & 0.829387643 & 0 & \\
\hline 0.349316422 & 0.540811191 & 0.023187327 & 0.086634793 & \\
\hline 0 & 1 & 0 & 0 & \\
\hline 0.596226111 & 0.394438704 & 0.004661011 & 0.004669593 & \\
\hline 1 & 0 & 0 & 0 & \\
\hline 0.172724628 & 0.327385445 & 0.499889927 & 0 & \\
\hline 0.706012883 & 0.07210223 & 0.221884886 & 0 & \\
\hline 0.717465509 & 0.141558066 & 0.140976425 & 0 & \\
\hline 0.010268555 & 0.989731445 & 0 & 0 & \\
\hline 0.732776207 & 0.267223793 & 0 & 0 & \\
\hline 1 & 0 & 0 & 0 & \\
\hline 0 & 0.990548427 & 0.009451573 & 0 & \\
\hline 0.60761182 & 0.39238818 & 0 & 0 & \\
\hline 0.049781821 & 0.950218179 & 0 & 0 & \\
\hline 0.714765375 & 0.089151353 & 0.196083272 & 0 & \\
\hline 0.841895391 & 0.016326381 & 0.141778227 & 0 & \\
\hline 0.369299832 & 0.004706507 & 0.62599366 & 0 & \\
\hline 0.082474038 & 0.173077724 & 0.744448238 & 0 & \\
\hline 0 & 0.028920718 & 0.960843197 & 0.010236085 & \\
\hline 0 & 0 & 1 & 0 & \\
\hline 0.172418745 & 0 & 0.827581255 & 0 & \\
\hline 0.000138127 & 0.695500734 & 0.068432579 & 0.235928506 & \\
\hline 0.748358356 & 0.130720358 & 0.120921286 & 0 & \\
\hline 0 & 0.053834582 & 0.916849893 & 0.029315525 & \\
\hline 0 & 0.180374754 & 0.819625246 & 0 & \\
\hline
\end{tabular}

The test was performed observed the flight behaviour for Bumblebees, Honeybee drones and Honeybee workers. Table A:2 shows the mean time spent for each activity with and without the tag attached.

Table A.2: Comparison of behaviours for each Bee with and without control
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{comparison of behaviours} & \multicolumn{4}{|c|}{mean} & \multicolumn{4}{|c|}{SE} \\
\hline & prop_time_resting & prop_time_walking & op_time_grooming & _ _ime_flying & p_time_resting & p_time_walking & op_time_grooming & p_time_flying \\
\hline Bumblebee Control & \(0.412983859^{\prime \prime}\) & 0.380726471 & 0.193489692 & 0.012794952 & 0.08775305 & \(0.099051544^{\prime \prime}\) & 0.099120368 & 0.009174473 \\
\hline Bumblebee Treatment & \(0.47114068{ }^{\prime \prime}\) & \(0.422030712^{\prime \prime}\) & 0.106828608 & \(0^{\prime \prime}\) & \(0.117517642^{\prime \prime}\) & \(0.126855716^{\prime \prime}\) & \(0.052005519^{\prime \prime}\) & ' \\
\hline Drone Control & \(0.637472425^{\prime \prime}\) & \(0.130101965^{\prime \prime}\) & ' \(0.158449256^{\prime \prime}\) & \(0.073893025^{\prime \prime}\) & \(0.133065398^{\prime \prime}\) & 0.08437139 & " \(0.134488235^{\prime \prime}\) & '0.033008999 \\
\hline Drone Treatment & \(0.244348001^{\prime \prime}\) & \(0.037171888{ }^{\prime \prime}\) & " \(0.716774096{ }^{\prime \prime}\) & \(0.001706014^{\prime \prime}\) & " 0.290451653 & " \(0.027562361{ }^{\prime \prime}\) & " \(0.12802240{ }^{\prime \prime}\) & ' 0.001706014 \\
\hline Honeybee Control & 0.53207537 & \(0.464812901^{\prime \prime}\) & ' 0.00155367 & \(0.001566531^{\prime \prime}\) & ' \(0.059985488^{\prime \prime}\) & 0.1123793' & " \(0.139106906^{\prime \prime}\) & '0.039016038 \\
\hline Honeybee Treatment & \(0.187124121^{\prime \prime}\) & \(0.26510760{ }^{\prime \prime}\) & ' 0.481457251 & 0.066311008 & \(0.187078081{ }^{\prime \prime}\) & ' \(0.145806414^{\prime \prime}\) & " \(0.22444374^{\prime \prime}\) & '0.056959826 \\
\hline
\end{tabular}

The following comparisons in behaviour could then be compared directly with the control (without tag) against the treatment (with tag). Figure A:1a shows the comparison for Bumblebees whilst additionally showing the results for Honeybee males (Figure A:1b) and Honeybee workers (A:1c). The control is represented by the blue bar whilst orange represents the treatment.

(b)

(c)

Fig A:1: Comparisons between behaviours of control b (blue) and treatment (orange) for (a) Bumblebees, (b) Honeybee males and (c) Honeybee workers.

Additionally, the group visited China Agricultural University in a collaborative project to validate the operation of the system. The results from the collaboration are presented within the majority of Chapter 4. Preliminary validation was performed with the use of a voltage-controlled oscillator with power levels comparable to that of the tag and placed at known locations and the received signal strength was evaluated vs scanning angle of the antenna array. The results and mapping of the antennas scanning angle can be found within the shared folder placed below the paragraph.

\section*{(https://drive.google.com/open?id=1iSZ6npCGn7OGoZD33avDsHMAay9TIRuD)}

Finally, in Summer 2019 our group collaborated with S\&A produce in order to demonstrate tracking within a polytunnel in order to monitor the pollination of their crops. Figure 4.13 demonstrates the experimental set up in which the antenna and receiver system was mounted above strawberry flowers. The received signal strength was continuously compared vs scan angle to detect and located a tagged bee flying within proximity before writing the data to a SD card. The raw data can additionally be found within the google drive folder. The data is processed using the MATLAB script parser.m to find instances in which a signal was detected.

\section*{APPENDIX B Drone Tracking Code and Data}

The system presented in Chapter 5 relies on the ability to promptly transmit and evaluate the data obtained from the tracking system. The system involves the integration of the receiver system with the drone via DJI's payload software development kit. Unfortunately, due to licensing agreements the code cannot be made available in the appendix however the segment is responsible for reading the encrypted data from the receiver system and transmitting it to a mobile device connected to the receiver. The mobile software development kit is responsible for the flight controls of the drone and converts the encrypted positional data from the receiver into a direction for the drone to autonomously travel towards. Initial snippets of key aspects of the code are presented in figure 5.14 and 5.16 which show how the position of the bee was determined and updating the drone's position, respectively. The application is also designed to monitor key aspects of the drone's flight capabilities such as signal strength, battery life, GPS signal and flight mode. The application was built using java and the full build and code can be found in the following shared folder (https://drive.google.com/open?id=1qli 3VMz6FPT3juGBDLDKnKRs644LBl7).

Chapter 5 concludes by presenting two forms of autonomous tracking with the UAV in which the results are presented in figures 5.22 and 5.23. The targets position is originally stored as a latitude and longitude position in the flight logs before being normalised into meters. The raw data for each individual flight and stored within the flight logs are found within the following folder (https://drive.google.com/open?id=1qlj 3VMz6FPT3juGBDLDKnKRs644LBl7)```

