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Abstract 

In this work a detailed assessment of the decay heat power for the commercial-size European 

Sodium-cooled Fast Reactor (ESFR) at the end of its equilibrium cycle has been performed. The 

summation method has been used to compute very accurate spatial- and time-dependent decay heat 

by employing state-of-the-art coupled transport-depletion computational codes and nuclear data. This 

detailed map provides basic information for subsequent transient calculations of the ESFR. A 

comprehensive analysis of the decay heat has been carried out and interdependencies among decay 

heat and different parameters characterizing the core state prior to shutdown, such as discharge 

burnup or type of fuel material, have been identified. That analysis has served as a basis to develop 

analytic functions to reconstruct the spatial-dependent decay heat power for the ESFR for cooling 

times within the first day after shutdown. 
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1. Introduction 

Sodium-cooled Fast Reactors (SFR) have been identified as the most promising technology among 

the Generation-IV nuclear systems. With the aim of further improving the safety level of the 

commercial-size European Sodium Fast Reactor (ESFR), the Horizon 2020 ESFR-SMART project 

(European Sodium Fast Reactor Safety Measures Assessment and Research Tools) was launched in 

September 2017 [1]. The ESFR core had been previously developed and investigated in the frame of 

the CP-ESFR project [2] and it is now being optimized in terms of neutronic, thermal-hydraulic and fuel 

performance [3]. 

Regarding the neutronics performance, the most recent ESFR core exhibits multiple 

enhancements compared to previous designs. The assessment of the neutronic behaviour has been 

carried out within the project for the fresh core [4] along with the characterization of the realistic 

batch-wise operation [5]. It has led to the definition of the equilibrium core and the characterization 

of the Beginning of Equilibrium Cycle (BOEC) and End of Equilibrium Cycle (EOEC) states. Along the 

project, the EOEC core has been selected for further static and transient analyses since it is presented 

as the most limiting state [6]. 

Transient analyses require a wide set of parameters as input such as reactivity coefficients, control 

rod worth or power profiles. In addition, they require a detailed description of the decay heat and its 

spatial and time dependence following reactor shutdown. The decay heat plays an important role in 

the design of normal and emergency core cooling systems after shutdown as well as in the design and 

safety evaluation of spent fuel handling, storage, reprocessing and transportation. A specific task of 

the ESFR-SMART project is devoted to the assessment of decay heat removal systems following 

different initiating events [7] identified as the most challenging with respect to the decay heat 

dissipation capabilities. Therefore, it is crucial to properly characterize the decay heat for the specific 

ESFR core design to assure the performance of the dedicated safety systems, particularly over the first 

days following reactor shutdown.  

Decay heat is released by decay of radioactive isotopes (both fuel and structural materials) built 

up along the reactor operation cycle. It is well known that fission products (and nuclides produced by 

neutron capture by fission products) and actinides are the major contributors [8], while activation 

products of structural materials play a secondary role in the first days following shutdown. Other 

source of decay heat, very significant during the first seconds after reactor shutdown, are fissions 

induced by delayed neutrons. However, since this term depends on the shutdown reactivity value, it 

is also generally excluded from decay heat analyses and its contribution is provided by kinetics 

equations during transient calculations.  

Several strategies can be followed for estimating the decay heat in nuclear reactors [9]: 
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• Traditionally, the so-called decay heat standards have been used. They are a set of tabulated data 

and exponential functions that fit integral decay heat power obtained from both calculations and 

experimental data. Most of standards are dedicated to thermal reactors [10], being the JAERI 

standard [11], JAERI-M-91-034, the only one applicable to fast reactors. Although standards are 

practical for use in system codes for accident analyses, they lie on many assumptions that could 

lead to significant uncertainties depending on the specific reactor design and its operating 

conditions [12].  

• On the other hand, the so-called summation or explicit calculation method can be applied to 

compute decay heat. First, an explicit calculation of the isotopic composition of a nuclear system 

during operation and following shutdown is performed. Then, decay heat power is obtained 

multiplying the individual decay rate of each nuclide by its corresponding recoverable energy per 

decay and summing all individual contributions.  

 

The use of standards was imperative in the earlier years of nuclear reactors as decay data for 

short-lived fission products were scarce. However, as all the required nuclear data (including decay 

constants, cross sections, fission product yields and recoverable decay energy values) have been 

available and precisely known, the summation method has become satisfactory and highly reliable, 

being nowadays the most extended way to compute decay heat. 

In this work the summation method has been used to compute very accurate spatial- and time-

dependent decay heat power up to a month after shutdown of the ESFR core at EOEC to be 

subsequently used by transient codes. Only decay heat from fuel materials is considered.  

First, detailed coupled transport-depletion calculations combined with state-of-the-art nuclear 

data have been performed to provide a reliable estimation of decay heat. Second, a comprehensive 

analysis of the decay heat has been carried out, identifying the major isotope contributors along with 

the interdependencies among the variables affecting the decay heat (power before shutdown, 

discharge fuel burnup, type of fuel material). Then, that analysis has served as a basis to develop 

analytic functions for the decay heat characterization for cooling times of importance for transient 

studies up to 1 day after shutdown.  

The paper is structured as follows. A brief description of the EOEC ESFR core is presented in 

Section 2. Section 3 provides information about the employed computational tools. Results, analysis 

and developed analytic functions are detailed in Section 4. Finally, main conclusions and future work 

are summarized in Section 5. 

2. Description of the ESFR-SMART equilibrium core configuration  

This section provides a description of the ESFR core configuration at the equilibrium cycle. Latest 

design on the ESFR core has been proposed within the ESFR-SMART project [13]. As shown in Figure 1, 
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the core consists of two main regions, the inner fuel (IF) and the outer fuel (OF), with 216 and 288 fuel 

sub-assemblies respectively. Since the ESFR core has been designed to be operated in a six-batch 

mode, both regions are divided into a six-batch loading pattern. Core reactivity is controlled by 24 

control and shutdown devices (CSD) and 12 diverse shutdown devices (DSD). As new implementation, 

this new design includes 31 corium discharge tubes (CDT) in the periphery of both radial regions for 

managing accidental scenarios. The active core is surrounded by 3 rings of reflector sub-assemblies 

and 2 rings of internal spent fuel storage and finally 4 rings of bio-shielding sub-assemblies. 

Regarding the axial layout, Figure 2 shows a simplified scheme of the IF and OF sub-assemblies. 

The main difference between both regions is the height of the fissile regions in order to improve the 

radial power uniformity. As previously mentioned, a large sodium plenum is introduced above the 

active core topped by a neutron absorber region. As important assumption, both IF and OF assemblies 

of every batch are further divided into several regions as it can be seen in Figure 2 to account for 

exposure to different neutron fluxes. The fissile inner region is divided into 5 axial slices while the 

fertile zone is divided into 3 axial slices. The fissile outer region is also divided into 5 axial slices but the 

fertile zone is accounted as a single axial slice. Then, the core presents 84 material regions, which 

allows the characterization of the relevant core safety parameters with a very high spatial resolution. 

This batch-wise discretization was proposed in [5], where the equilibrium core state was established, 

and it was used for the assessment of spatial-dependent reactivity coefficients [6]. 

The transition from BOEC to EOEC conditions corresponds to a cycle length of 362 days at full 

power. In this work, aiming the evaluation of the spatial decay heat distribution at EOEC, the detailed 

fuel composition at BOEC must be taken as starting point for adequately accounting for the whole 

inventory. It is also worthy to highlight that the computed decay heat will correspond to an irradiation 

period prior to shutdown of nearly one year. 

 

Fig. 1 Radial core layout 

 

 
IF SA 6 batches × 36 

 
OF SA 6 batches × 48 

 
CSD / DSD 24 / 12 

 
Reflector 66 / 96 / 102 

 
Spent IF storage 3 batches × 36 

 
Spent OF storage 3 batches × 48 

 
CDT 31 
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Fig. 2 Axial layout of IF (left) and OF (right) assemblies. 

3. Computational tools 

The explicit decay heat evaluation for the ESFR-SMART core has been performed using the SCALE 

Code System [14], the Monte Carlo (MC) code Serpent [15] and the deterministic code WIMS [16]. The 

decay heat calculation procedure is divided into two steps. Firstly, the in-core fuel depletion calculation 

over the cycle length is carried out in order to account for the whole inventory at EOC. Then, the 

nuclide decay calculation is performed based on the inventory previously obtained at EOC.  

When using both SCALE and Serpent, the heterogeneous full core burnup problem has been 

solved through coupled continuous-energy Monte Carlo transport-depletion calculations using the 

JEFF-3.1 neutron data library [17]. 

Serpent includes a built-in decay and depletion solver coupled via the predictor-corrector 

approach [18]. The decay and transmutation chains are full and constructed automatically without any 

approximations before every burnup calculation using initial burnable material content. The required 

radioactive decay and fission yield data is directly read from ENDF-6 formatted JEFF-3.1.1 radioactive 

decay data file and JEFF-3.1 neutron-induced fission product yields file respectively. 

SCALE includes the TRITON sequence, enabling the coupling of KENO-VI and ORIGEN [19] codes 

using a middle-of-step predictor-corrector approach. ORIGEN is an extensively tested and validated 

code for decay heat analysis [20–22] which tracks more than 2000 nuclides. The ORIGEN data 

resources include: ENDF/B-VII.1 decay data; ENDF/B-VII.0-based fission product yields data and JEFF-

3.0/A neutron activation file. In order to accurately consider the nuclides’ impact on neutron transport 
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as a function of burnup, a set of 297 nuclides was chosen in this work to be updated in the KENO-VI 

transport calculations.  

Calculations involving the WIMS code suite solved the flux distribution across the core using 

WIMS-ECCO for initial cross section preparation (JEFF-3.12) and MERLIN for solving for the flux 

distribution across the core in 33 groups. The latter used a diffusion method with an SP3 

approximation. It is important to note that partial nuclide inventories were supplied as part of the 

benchmark specification and subsequently used in the WIMS calculations. Multi group fluxes (and 

cross sections) were then prepared using output from the WIMS calculation and incorporated into a 

pin-wise inventory calculation involving the FISPIN-10 code. Similar to ORIGEN, FISPIN-10 tracks a large 

number of nuclides (~2000) but uses JEF 2.2 decay and fission product data. To ensure the short lived 

fission product inventory can be accurately predicted, an artificial burnup step of 5 days was modelled 

that was sufficiently short so as to not perturb the burnup of the fuel significantly, but sufficient large 

to allow any short lived fission products present in the fuel immediately following shutdown to reach 

secular equilibrium. 

4. Results 

The decay heat distribution of the ESFR-SMART core at EOC has been mapped in time and space 

for two time periods of interest for transient analyses: the first hour following reactor shutdown, 

referred to as short-term, and up to 30 days, referred to as mid-term. The decay heat spatial 

distribution has been obtained taking into account the spatial resolution stated in Section 2, that is, in 

the 84 burnable regions composing the whole core. Additionally, at the shutdown, the region-wise 

decay heat (inner and outer fuel of every batch) has been also represented. Isotopes with the major 

contribution to the decay heat along cooling time are identified. Finally, interdependencies between 

the involved variables (i.e. decay heat itself, discharge burnup, power before shutdown and core 

region) are analyzed. 

4.1 Spatial- and time-dependent decay heat distribution 

The total decay heat predicted by Serpent, SCALE and WIMS-FISPIN is compared in Figures 3 and 

4 for the short- and mid-term respectively. Results are presented in terms of percentage of the total 

thermal power (i.e. 3600 MWth). During the first few seconds, the decay heat is about 6% of the core 

thermal power and it decreases along the cooling time. One hour after shutdown, 1.3% of the thermal 

power is still being generated in the core while. After one month, the decay heat is around 0.17% of 

the nominal power.  

A good agreement among the codes is obtained for both periods. Concerning the values predicted 

by Serpent and SCALE, the highest deviation is about 1.8% during the short-term and about 3.5% along 

the mid-term. On the other hand, WIMS-FISPIN appear to underestimate decay heat just after 
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shutdown by approximately 6% compared to Serpent. This is most likely due to a slightly larger number 

of short-lived fission products considered by SCALE and Serpent (even considering that SCALE and 

Serpent fission yields data is based on ENDF/B-VII.0 and JEFF-3.1.1 respectively while WIMS-FISPIN 

employed JEFF-2.2 fission yields). Nonetheless, the deviation between WIMS-FISPIN and Serpent drops 

to less than 1% after 700 seconds. In addition, it is important to note that the required burnup 

calculations from BOEC to EOEC may lead to deviations regarding the isotopic inventory at EOEC. 

 

 

Fig. 3 Total decay heat normalized to nominal power in the short-term. 

 

Fig. 4 Total decay heat normalized to nominal power in the mid-term. 
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Fig. 5 Zone-wise decay heat distribution just after shutdown. 

Transient codes require not only time-dependent values but also the spatial distribution of the 

decay heat. Figure 5 shows the spatial distribution of the decay heat immediately after shutdown 

condensed into 24 regions corresponding to the fissile and fertile regions of every batch (6 batches) 

for both the inner and the outer core.  

In this case, SCALE and Serpent agree reasonably well although SCALE systematically predicts a 

slightly lower decay heat value. Nonetheless, relative deviations do not exceed 2.5% and the highest 

differences are found for the fertile materials. On the other hand, a higher deviation can be seen 

between Serpent and WIMS-FISPIN. WIMS-FISPIN systematically underpredicts the decay heat as it 

was already mentioned.  

The fissile zones of the outer core exhibit the highest values of decay heat while fertile regions 

exhibit the lowest values, following the power distribution at EOEC shown in [5]. The decay heat is 

then perfectly correlated with the power distribution in the core: the lower the power at EOC, the 

lower the decay heat immediately after shutdown. This result can be explained keeping in mind that 

immediately after shutdown the total decay heat is dominated by a large number of short-lived fission 

products with very short half-lives compared with the irradiation time. As a result, those nuclides have 

saturated and their activities have reached an equilibrium value proportional to local power. 

Figure 6 and Figure 7 depict respectively the detailed axial decay heat profiles for the inner fuel 

(IF) and outer fuel (OF) batch-wise just after shutdown. Again, the correlation between the power prior 

to shutdown and the decay heat can be observed, since these profiles are very similar to power profiles 

reported in [5].  
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Fig. 6 IF batch-wise axial decay heat profiles just after shutdown. 

 

Fig. 7 OF batch-wise axial decay heat profiles just after shutdown. 

 

Regarding the time evolution of the region-wise decay heat, Figure 8 and Figure 9 shows the 

exponential variation of the normalized decay heat with respect to the initial value for every region in 

the short- and mid-term respectively. The highest relative decay heat values correspond to the 

different fertile regions, while all the fissile materials present a very similar evolution. This behaviour 

will be in-depth analyzed in subsequent sections where the interrelation among all the involved 

parameters is studied. 
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Fig. 8 Zone-wise decay heat evolution normalized to the initial value at the short-term. 

 

 

Fig. 9 Zone-wise decay heat evolution normalized to the initial value at the mid-term. 

4.2 Major nuclide contributors to the decay heat 

The isotopes with the major contribution to the decay heat have been identified for short- and 

mid-terms (Figure 10).  

Actinide contribution to the total decay heat increases from 7% at shutdown to 20% at 30 days. 

The most relevant actinides are U-239 (its contribution is almost negligible after the first hour), Np-

239 (which is the top contributor for times in the range 10 seconds - 2 days), Cm-242 and Pu-238 

(whose importance keeps increasing after one month).  
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Concerning fission products, during the first 10 seconds, the 75% of the decay heat is due to a 

large number (675) of short-lived fission products with half-lives shorter than 1 hour. After one day, 

about 40 fission fragments dominate the fission product contribution to decay heat (95%), and after 

one month, that number falls to only 20 nuclides.  

Among the significant nuclides at the short-term period, I-134, Tc-104, Cs-138, La-140, I-132 and 

I-135. At mid-term, Rh-106, Pr-144, Zr-95, Ru-103 and Nb-95 increase their contribution. These results 

are consistent with other studies carried out for other SFR cores such as ASTRID [23]. 

It is crucial to identify the isotopes that are the major decay heat contributors since this response 

will probably be highly sensitive to nuclear data associated to those nuclides. Then, this preliminary 

study is the first step for a subsequent uncertainty assessment on the decay heat, which is identified 

as an activity of interest within the ESFR-SMART project. 

 

 

Fig. 10 Major nuclide contributors to the decay heat. 

4.3 Analysis of the interdependencies of decay heat and parameters characterizing the core before 

shutdown 

The use of standards to predict decay heat is particularly suitable for safety analysis with system 

codes. However, as already mentioned, the employed functions should be representative of the 

specific design under study to provide reliable decay heat power that result in reliable safety-related 

findings. With the goal of establishing an analytic function able to compute accurate decay heat power 

distribution for the ESFR core, the interrelations between the decay heat and the different parameters 

characterizing the ESFR core at EOEC state were analyzed. 

After an irradiation period at a certain power level, the state of the core is usually characterized 

by the axial burnup distribution of fuel assemblies. Interrelations among power before shutdown, 
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discharge burnup and decay heat have been studied for the 84 burnable materials corresponding to 

fissile and fertile regions. 

The ratio between the decay heat and the power before shutdown has been determined for every 

material and depicted as a function of the discharge burnup within the short-term (Figure 11) and the 

mid-term (Figure 13).  

At short-term, the following conclusions can be drawn when results for fissile and fertile regions 

are separated: 

• For fissile zones, the ratio does not depend on the discharge burnup and it is mainly affected by 

the cooling time. In other words, the irradiation time does not play an important role for 

determining decay heat during the first seconds. This behaviour can be explained by the fact that 

decay heat at fissile zones is driven by fission products as illustrated in Figure 12 (left), being the 

saturated short-lived fission products the dominant nuclides, making decay heat only dependent 

on power before shutdown. As a consequence, an analytical function to estimate the decay heat 

of every fissile region might be expected to be only dependent on the power at EOEC and the 

cooling time.  

• For fertile regions, an exponential dependency between the ratio and the discharge burnup can 

be found. As shown in Figure 12 (right), for high discharge burnup, the decay heat is dominated 

by fission products and the behaviour is found to be similar to that of fissile zones, that is, decay 

heat is rather insensitive to irradiation time. However, for low discharge burnup, the decay heat 

is driven by actinides, whose contribution dominates during the first cooling days. Since actinide 

concentration depend on the irradiation time, it is expected that during those first cooling days 

decay heat depends on the accumulated burnup. As a consequence, an analytical function to 

estimate the decay heat of every fertile region might be expected to be dependent on the power 

at EOEC, discharge burnup and cooling time. 

 

The aforementioned behaviour in fertile regions can be better understood by focusing on the 

evolution of U-238, Np-239 and Pu-239. For low discharge burnup, decay heat is governed by Np-239 

(determined by U-238 capture reactions prior to shutdown), since the fission product inventory 

(mainly determined by fission rates in the Pu-239 produced after Np-239 decay) is negligible. But as 

burnup increases, Pu-239 concentration and fission rates also increase, and fission products come to 

dominate the decay heat after shutdown. Figure 14 shows the ratio of U-238 capture rate to total 

fission rate (dominated by Pu-239 fissions) for fertile zones as a function of discharge burnup. It can 

be seen that the ratio reduces as discharge burnup increases, although U-238 capture rates always 

prevail over total fission rates, which means that even small Pu-239 concentration leads to a shift in 

the component governing the decay heat. 
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Fig. 11 Ratio between decay heat and power before the shutdown as a function of the discharge burnup for the 

84 burnable materials at various cooling times within the short-term 

 

Fig. 12 Fission products and actinides contribution over the total decay heat for fissile (left) and fertile (right) 

materials at low and high burnup. 

At mid-term, patterns represented in Figure 11 are still observed in Figure 13 for both fissile and 

fertile materials over the first days of cooling. However, for longer times, it can be clearly seen how 

the behaviour of fertile materials deviates from the trend presented in Figure 11. This is due to the 

shift in the contribution rate of actinides and fission products to decay heat after few days, illustrated 

in Figure 12. 

Then, analytical functions have been estimated only for the first day following shutdown in order 

to ensure their applicability to fertile zones of the ESFR. Nonetheless, this time period is sufficiently 

representative for many typical transient scenarios of this kind of reactors. By properly determining 
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those analytical functions, it would be possible to compute the decay heat distribution in every 

required node at each time step directly from readily available parameters at EOEC. 

 

 

Fig. 13 Ratio between decay heat and power before the shutdown as a function of the discharge burnup for the 

84 burnable materials at various cooling times within the mid-term. 

 

Fig. 14 Ratio of the U-238 capture rate to total fission  rate as a function of discharge burnup for fertile zones. 

A very simple and widely used formula suggested by Glasstone [24] (Eq. 1) has been selected for 

this purpose and accordingly fitted using a least-squares approach [25]. 

𝑃

𝑃0

= 𝑎 · [𝑡𝑐 − (𝑡 + 𝑏)𝑐]  

 

(1) 
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The applicability of this function has been divided into two cooling time ranges: from 0 to 150 

seconds after shutdown (the decay heat rapidly decreasing), and from 150 seconds to 1 day. Fitting 

coefficients a, b and c are presented in Table 1. 

Table 1. Coefficients to approximate the ratio P/P0 depending on both cooling time range and type of material. 

 
0 to 150 seconds 150 seconds to 1 day 

Fissile Fertile Fissile Fertile 

a −0.012 −0.012 · 𝐵𝑈−0.35 − 0.006 0.524 0.262 · 𝐵𝑈−0.46 + 0.802 

b 7.536 −19.07 · 𝐵𝑈−0.05 + 22.94 −0.269 0.079 · 𝐵𝑈−0.10 − 0.278 

c 0.816 0.160 · 𝐵𝑈−0.11 + 0.727 0.747 0.048 · 𝐵𝑈−0.23 + 0.738 

 

Concerning fissile regions, Figure 15 shows the evolution of the ratio P/P0 along cooling time. As 

already mentioned, there is no strong dependency on discharge burnup and then a single curve can 

describe their behaviour. Then, the curve is just depending on cooling time t and coefficients a, b and 

c  in Eq. 1 are constants. The performance of this function has been compared against the actual decay 

heat mapping directly provided by ORIGEN (Figure 16). Regarding the shortest range (i.e. up to 150 

seconds after shutdown), deviations are always lower than 2% showing a very good performance of 

the analytical function. On the other hand, for cooling time range from 150 seconds to 1 day, deviations 

are slightly higher but they are always below 8%. 

 

 

Fig. 15 Ratio between the decay heat and power prior to shutdown for fissile regions along with the derived 

analytical functions for cooling times up to 150 seconds (left) and from 150 seconds to 1 day (right). 
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Fig. 16 Fissile regions: relative deviation between actual and estimated function-based decay heat for cooling 

times up to 150 seconds (left) and from 150 seconds to 1 day (right). 

Regarding fertile regions, a more complex formulation is required in order to take into account 

the dependency of the ratio P/P0 on the discharge burnup.  Thus, coefficients that describe Eq. 1 are 

dependent on the discharge burnup (BU) (in GWd/THM) and have to be corrected in this regard. Figure 

17 shows the ratio for the 24 fertile regions involved showing that a single curve is not able to describe 

the observed behaviour. The performance of the analytical function is also checked for fertile regions. 

Figure 18 shows the comparison between both the reconstructed and the actual decay heat along the 

considered cooling time ranges. Along the range which covers up to 150 seconds after the shutdown, 

deviations remain below 4%. For cooling times of up to 1 day, differences are again higher observing a 

peak where the ratio is still dramatically decreasing. Nonetheless, deviations are mostly lower than 8% 

along the whole range. 

 

 

Fig. 17 Ratio between the decay heat and power prior to shutdown for fertile regions along with the derived 

analytical functions for cooling times up to 150 seconds (left) and from 150 seconds to 1 day (right). 
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Fig. 18 Fertile regions: relative deviation between actual and estimated function-based decay heat for cooling 

times up to 150 seconds (left) and from 150 seconds to 1 day (right). 

In order to check the general performance of the defined functions, the total decay heat of the 

ESFR-SMART core has been reconstructed by summing up the region-wise values along both cooling 

time ranges. Figure 19 shows the performance of the analytical functions compared to the decay heat 

evolution predicted by ORIGEN. A very good agreement is found for cooling times of up to 150 seconds, 

where discrepancies are lower than 0.8% which demonstrates a high accuracy of the function. For the 

range of up to 1 day, deviations are lower than 2% for cooling times beyond 5 hours. During the first 

hour, an acceptable performance is obtained with deviations lower than 6%.  

 

 

Fig. 19 Total decay heat calculated by ORIGEN compared to the total decay heat estimated by the analytical 

function for cooling times up to 150 seconds (left) and from 150 seconds to 1 day (right). 

5. Summary and conclusions 

In this paper a realistic estimation of the decay heat power for cooling times up to a month after 

shutdown for the recently proposed ESFR core has been performed. Decay heat has been characterized 

both in space and in time for the subsequent use by transient codes for safety analysis. The decay heat 
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from activation products in structural materials as well as the fission power from delayed neutron have 

not been considered.  

Based on the summation method, the decay heat power has been computed with three different 

codes widely used along the ESFR-SMART project and state-of-the-art nuclear data libraries. A good 

level of agreement is observed between both MC-based codes (i.e. SCALE and Serpent) taking into 

account that each code carried out an independent transition from BOC to EOC to compute the in-core 

fuel composition at EOC. Regarding the performance of the deterministic WIMS-FISPIN code, an 

acceptable agreement is reported with respect to SCALE and Serpent. Deviations are mainly due to the 

limited number of short-lived fission products considered by WIMS-FISPIN compared to the other 

codes. 

A preliminary study has been also carried out to identify the main isotopes contributing to the 

decay heat. This is a key exercise towards future work such as the assessment of the impact of nuclear 

data uncertainties on the decay heat.  

Finally, an in-depth analysis of the interrelations among the decay heat power, the fuel 

composition, power before shutdown and discharge burnup has been performed. That analysis has 

served as a basis to develop analytic functions to determine the decay heat power for the ESFR for 

cooling times within the first day following shutdown. It has been observed that the obtained spatial 

distribution of the decay heat immediately after shutdown is perfectly correlated with the power 

distribution in the core. For fissile regions, the ratio between decay heat and power before shutdown 

is independent on the discharge burnup. Then, a simple function has been obtained to predict decay 

heat for fissile zones just depending on cooling time. On the other hand, for fertile regions, the ratio 

depends on discharge burnup of subassemblies and a more complex function is proposed.  

With those expressions, a very straightforward and accurate determination of the decay heat 

mapping is possible, only requiring readily available parameters characterizing the core state. Ongoing 

work is focused on the extension of the functions to cover longer cooling times as well as on the 

assessment of the functions for other ESFR-like fast reactors with similar fuel characteristics. 
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Acronyms and Abbreviations 

BOEC – Beginning of Equilibrium Cycle 

CDT – Corium Discharge Tubes 

CSD – Control and Shutdown Devices 

DSD – Dedicated Shutdown Devices 
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EOEC – End of Equilibrium Cycle 

ESFR – European Sodium Fast Reactor 

ESFR-SMART – European Sodium Fast Reactor Safety Measures Assessment and Research Tools 

IF – Inner Fuel 

LWR – Light Water Reactor 

MC – Monte Carlo 

OF – Outer Fuel 
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