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Abstract: Supply chain management begins with supplier evaluation and selection. The supplier
selection deals with various criteria with different contexts which makes it a complex multi-criteria
decision-making (MCDM) method. In this paper, a novel MCDM method, called the alternative
ranking process by alternatives’ stability scores (ARPASS), is proposed to solve supplier selection
problems. ARPASS considers each alternative as a system that is constructed on integrated com-
ponents. To perform properly, a system requires high integrity and stability. ARPASS utilizes the
stability of alternatives as an effective element for ranking the alternatives. The ARPASS is developed
in two forms, ARPASS and ARPASS*. The new method utilizes standard deviations and Shannon’s
entropy to compute the alternatives’ stabilities. In this paper, in addition to the new MCDM methods,
a new method called the grey equilibrium product (GEP) is introduced to convert grey linguistic
variables into crisp values, using decision makers’ subjective perceptions and judgments. To highlight
and validate the novel methods’ performance, they are applied to two sustainable supplier selection
problems. For evaluation of the reliability of ARPASS and ARPASS*, their results were compared
with the results of the popular MCDM methods. We compared the methods in terms of calculation
time, simplicity, transparency, and information type.

Keywords: supplier selection; multi-criteria decision-making (MCDM); alternatives’ stability scores
multi-criteria (ARPASS); alternative stability; grey equilibrium product (GEP)

1. Introduction

Firms require an efficient supply chain management order to integrate all activities
involved in the supply chain, from ordering and raw materials procurement to products
production process, and the distribution to markets [1]. The supply chain is constructed on
several activities including the procurement of the materials, processing them into interme-
diate goods and final products, delivering the product to customers, which encompasses
all links from suppliers to customers [2]. The very first step of supply chain management
is supplier evaluation and selection [3]. Supplier evaluation is a non-stop process of the
suppliers’ assessment which includes a qualified verification process [4]. The mentioned
process’ goal is to find a supplier who can provide the finest product or service for the least
cost which eventually results in a high level of profit and quality [5].

The selection of the best supplier could be addressed as one of the key factors that con-
tributes to the operational success of firms, yet this process consumes time and resources [6];
therefore, the process is vital to decrease the cost of the supply chain. In general, supplier
evaluation/selection is a complex multi-criterion decision-making (MCDM) problem which
embraces a number of suppliers and various criteria. MCDM methods have been cate-
gorized under two categories: discrete problems which are handled by multi-attribute
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decision-making (MADM) or generally MCDM and continuous problems handled by
multi-objective decision-making (MODM) techniques. MADM and MCDM problems are
constructed on (n) numbers of evaluation criteria and (m) numbers of alternative decision
possibilities [7], where the criteria are stochastic or random [8].

An MCDM problem is generally illustrated as a decision matrix form. A typical
decision matrix has been illustrated in (Equation (1)), where Ai = {A1, A2, . . . , Am} and
Cj = {C1, C2, . . . , Cn} are sets of feasible alternatives and decision-making criteria, respec-
tively. In addition, (xmn) is the score of mth (A) against the nth (C).

X =


x11 x12 · · · x1n
x21 x22 · · · x2n

...
...

. . . . . .
xm1 xm2 · · · xmn

 (1)

Throughout the years, several MCDM techniques have been developed which offer
their solutions by making using of different algorithms and philosophies such as RBOP
(ranking based on optimal points multi-criteria decision-making method) [9], SWARA
(step-wise weight assessment ratio analysis) [10], “subjective weighting method using
continuous interval scale” [11], SIR (the superiority and inferiority ranking) method [12],
IMP (multi-attribute evaluation using imprecise weight estimates) method [13], and BWM
(best–worst method) introduced by [14]. The most popular MCDM methods that are widely
applied to solve decision-making problems are as the following list: TOPSIS (The Tech-
nique for Order of Preference by Similarity to Ideal Solution) introduced by [15]; AHP (the
analytic hierarchy process) which was first introduced by [16,17]; ANP (analytical network
process) by [18]; SAW (simple additive weighted) developed by [19]; DEA (Data Envelop-
ment Analysis) proposed by [20]; VIKOR (Vise Kriterijumska Optimizacija I Kompromisno
Resenje) [21,22]; DEMATEL (decision-making trial and evaluation laboratory) [23], pref-
erence ranking organization method for enrichment evaluations “PROMETHEE” [24],
and ELECTRE (ELimination Et Choix Traduisant la REalité or ELimination and Choice
expressing reality) which was first introduced by [25–28]. The comparison of MCDM
methods can be found in [29–36]. In general, MCDM methods can be categorized into
two categories of MCDM weighting methods and MCDM ranking methods in accordance
with their performance in evaluation of the alternatives or criteria. The MCDM weighting
methods are generally categorized as objective methods, e.g., Shannon’s entropy, see [37],
and subjective methods, e.g., AHP, where the objective method relies on the decision mak-
ers’ opinions and perception, while the objective methods extract the weights from the
decision matrix. Several categorizations of the MCDM ranking methods exist, see [7], yet in
general they could be categorized into four categories including the outranking method
(ELECTRE, PROMETHEE), compromise ranking (GRA), distance-based (VIKOR, TOPSIS),
and pairwise comparison (AHP, ANP).

The mentioned taxonomies generate the outputs through different processes. The distance-
based method compares alternatives with at least one ideal alternative that does not have
an independent existence and is extracted from the decision matrix itself; TOPSIS and
VIKOR are two popular examples of this category. Rashidi and Cullinane [38] utilized
fuzzy DEA and fuzzy TOPSIS in their work for a logistics service providers case in Sweden.
Yu et al. [39] employed group decision making and extended TOPSIS under interval-
valued Pythagorean fuzzy environment. VIKOR has been applied to the research of
Karami et al. [40] and Zhang and Yang et al. [41] to solve sustainable supplier selection
problems. Pairwise comparison is an appropriate tool to measure preference values of
limited alternatives with regard to the decision-making problem’s criteria [42]. AHP is the
most popular method of this category that has evolved in different extensions through
past four decades, yet it is generally applied in combination with other MCDM methods.
The examples of recent application of AHP for solving the supplier selection problem could
be addressed in [43–47]. The outranking methods evaluate all couples of alternatives of the
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decision-making problem and determine which are preferred by systematically comparing
them with regard to each criterion. Examples of application of outranking methods can
be found in [47,48] where they employed PROMETHEE to solve a supplier selection
problem. The examples of using hybrid MCDM methods models could be found in the
following studies: Stević et al. [49] proposed a novel MCDM method called measurement
of alternatives and ranking according to compromise solution (MARCOS) to solve the
sustainable supplier selection problem in the healthcare industry (in a polyclinic) located
in Bosnia and Herzegovina. Jain et al. [50] and Çalık [51] dealt with AHP and TOPSIS to
solve sustainable supplier selection in their works. To solve supplier evaluation problems,
along with TOPSIS and AHP, DEA is another popular method [52–54]. Other MCDM
method applications of supplier evaluation can be found: GRA [55,56], DEMATEL [57,58],
ANP [59,60], COPRAS [61,62], ELECTRE [63,64], SWARA (stepwise weight assessment
ratio analysis) [65], and TODIM (TOmada deDecisão Iterativa Multicritério) [66].

During the decision analysis process, each alternative is divided into several aspects
and characteristics according to the number of criteria; to evaluate the alternatives, MCDM
method focus on the evaluation of the mentioned aspects/characteristics against pre-
defined criteria while they ignore the nature of each alternative as an individual package or
system for the evaluation process. Therefore, we think that each alternative needs to be
taken as an integrated system into account in order to be evaluated and this must affect
the rankings of the final alternatives. The most effective factor on the MCDM results
is the weights of criteria and the criteria that possess higher weights have the decisive
role on the final ranking. Each criterion is important/vital for the selection of the best
alternative; otherwise, it should not be selected as a criterion. When the weight of a
criterion or a set of criteria is/are high enough to alter the ranks, the whole evaluation
process concentrates on this/these criterion/criteria; the evaluation might end as proposing
a supplier which supplies low-cost materials while it does not have good customer service.
Here, the important issue is the integration and the consistency of the alternative against
the defined criteria which is not possible to assess through the alteration of the values of
weights. MCDM methods are designed to ignore the alternatives with an independent
existence, where the alternatives are considered as a set of various aspects/characteristics
and the focus of the evaluation process on a number of important criteria.

The main contribution of this paper lies in introducing a novel MCDM method called
a ranking process by using the alternatives’ ranking stability scores multi-criteria decision-
making method (ARPASS) to tackle the mentioned issue. Not only does the new method
propose an algorithm that considers alternatives as an individual integrated complex
system using the concept of stability of alternatives, but it also evaluates the alternatives in
the classic form.

The remainder of the paper is structured as follows: In the second section, a new
MCDM method (ARPASS) and a new model for transferring grey linguistic variables into
the crisp values are introduced. In the third section, the ARPASS is applied to solve two real-
world supplier selection problem cases. Discussion and comparisons are represented in
fourth section in which the results are compared to the three popular MCDM methods,
including SAW, TOPSIS, and VIKOR, considering calculation time, simplicity, transparency,
and information type as evaluation criteria; the conclusion and suggested future works are
addressed in Section 5.

2. Materials and Methods

The new model and its different extensions are introduced in this section. Furthermore,
the grey numbers and a new model to transfer the grey numbers to the crisp numbers
are presented.

2.1. A Ranking Process by Alternatives’ Stability Scores (ARPASS) Method

ARPASS is designed to select the best alternative by taking the impact of alterna-
tives’ stabilities into account in the ranking procedure. ARPASS is developed based on
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the two-stage process which includes a preliminary evaluation and the final evaluation.
Alternatives are filtered with some necessary conditions defined by decision makers (DMs)
in the first stage, then the remaining alternatives are ranked in the second stage. This stage
is itself divided into two parts consisting of: 1. the stability evaluation of each alternative
and 2. alternative evaluation against each criterion. In the first stage of the new method,
several alternatives are eliminated prior to the evaluation and ranking process; conse-
quently, the selected alternatives that have met the defined certain conditions enter the
second stage. In the second stage, stability plays the role of a positive indicator in the
ranking process.

The existing weight-based MCDM methods ignore the stability of alternatives, while in
the real world each alternative ought to possess stability in all effective dimensions (i.e.,
in all criteria). Let us assume that each alternative is an electronic device, where for normal
performance, every part of the mechanism needs to function correctly independently;
also, as a stable system, the parts must function together integrated. Let us consider
another example, the selection process of a normal truck where the engine horsepower,
tire, and the size of the wheels have been considered as the main criteria with the highest
importance weight. If we put a hypothetical bigfoot monster truck amongst the alternatives
(Figure 1), it would be selected instead of a normal truck.
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Figure 1. The bigfoot monster truck.

On equal terms and conditions such as cost, brand, transmission, etc., the bigfoot might
be the output of the existing MCDM algorithms while DM intended to select an ordinary
truck (Figure 2) to drive on highways. Even if the bigfoot monster truck is eliminated from
the alternatives list, the problem still remains once DMs aim to apply a distance-based
method such as the most popular MCDM method, TOPSIS, to solve the truck selection
problem. In general, the distance-based methods extract two abstract alternatives from the
decision matrix called the positive and negative ideal alternatives, where the positive ideal
alternative has the highest value in each criterion, while the negative ideal alternative is
developed based on the lowest value in each criterion; then, the methods compare each
alternative with these ideal alternatives. The alternative that is closer to the positive ideal
alternative and farthest from the negative ideal alternative at the same time is the best
alternative. In our case, the positive ideal alternative is probably a miniature version of
a bigfoot monster truck while the negative ideal alternative has probably more realistic
characteristics of a normal truck. However, TOPSIS offers a truck that is more similar to the
mentioned miniature version of the bigfoot monster truck.
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During evaluation of an alternative, each aspect, or defined criteria, of the alternative
could be considered as the component of a system. These dependent components develop
an alternative as an integrated system with their connections. In other words, the existing
weight-based MCDM methods take criteria as the non-aligned components while they
construct the concept of alternatives in decision-making problems. Therefore, criteria
need to be investigated as parts of an integrated structure that has acceptable stability.
The concept of stability is against the weight-based evaluation processes where the problem
cannot be solved by changing the weights. To solve this problem, there exist two possible
solutions: 1. adding/eliminating new/current criterion/criteria; 2. computing the stability
of alternatives. In such problems, the first solution requires reallocation of resources
for the evaluation and selection of a new set of criteria or the elimination of the current
criteria, while the second solution not only does not require a re-evaluation process but
also considers the criteria as the alternatives’ characteristics and evaluates their stability
against the existing criteria.

ARPASS uses standard deviation (SD) and Shannon’s entropy (see Section 3.3) for
the evaluation of stability. It also deals with pairwise comparisons for evaluation of each
alternative against each criterion. SD addresses the different range of each member of a
finite number set from the mean value of the set and expresses the variability of a population.
It is derived from the square root of a random variable, probability distribution, statistical
population, or data set. There are other forms of the computation of deviation [67–71],
such as robust and the average or mean absolute deviation. Furthermore, SD is generally
employed for the calculation of confidence in the statistical conclusions. Particularly, SD has
been used as a tool for weather forecasting, performance trend prediction, investing, finance,
evaluation, and selection of trading strategies, industrial hypothesis and experiment testing,
and market and security volatility measurements. The computation of SD is addressed in
the following equations where (X) is a random variable, (µ) is the mean of (X), and Var(X)
is the variance of (X):

µ = E[X] (2)

Var(X) = E[(X− µ)2] (3)

σ =
√

Var(X) (4)

By stability measurement of each alternative, the philosophy of ARPASS is that the
less variation in the data set according to the criteria of the problem is an index for the
ranking process of alternatives in a decision matrix. Let us assume that Table 1 is a
decision matrix with random variables and (Ai = {A1, A2, A3}) is the set of alternatives
and (Cj = {C1, C2, C3, C4, C5}) is the set of criteria.
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Table 1. A decision matrix with random variables.

C1 C2 C3 C4 C5

A1 5 3500 26 523 9

A2 7 2300 21 638 5

A3 9 1950 21 992 7

The following figures (Figure 3) demonstrate the variation in each alternative from
the mean of the data set with respect to each criterion without considering the weight of
each criterion.
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are the alternatives.

Let us suppose Wj = {0.15, 0.25, 0.3, 0.175, 0.125} is the set of weights assigned to
the aforedmentioned criteria by DMs’ direct opinions, where Cj = {C1, C2, C3, C4, C5}.
Therefore, the following figure portrays the variation in each alternative in the standard
decision-making problem.

As illustrated in Figure 4, the blue structures demonstrate the irregularity compared
with the regular structure of each alternative (the orange dots) which is constructed based
on the mean of the alternative data set in the decision matrix. The less irregularity indicates
more stability of the alternative. To calculate the stability of each alternative, ARPASS deals
with the SD as previously mentioned. The derived SD from the alternative data set plays
the role of the coefficient that directly affects the prioritization process.
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The second section of the method’s second stage is the evaluation of alternatives.
ARPASS follows the one-on-one comparison logic in its procedure. Following numerical
rules, the win–loss–draw (WLD) method proposed by [4], the comparisons in the ARPASS
are performed, where the comparison value is (CVi), X = rij stands for the decision matrix,
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Ai and Cj denote the alternatives and criteria, respectively, (x) and (y) are two random
variables, and i = {1, 2, . . . , m} and j = {1, 2, . . . , n} (Algorithm 1).

Algorithm 1

for Cj
if (rxj > ryj), (rxj < ryj), and (rxj = ryj),
then (Axj > Ayj), (Axj < Ayj), and (Axj = Ayj).
end if

end for
Thus

for Cj
if Axj > Ayj
then the corresponding value is 5;

else if Axj = Ayj
then the corresponding value is 3;

else if Axj < Ayj
then the corresponding value is 1. //x, y ∈ i;

end if
end if

end for

In other words, if Axj wins over Ayj, it receives 5; if Axj and Ayj are equal then the
score splits between them where the draw score is 3, and if Axj loses against Ayj, then it
receives 1 as the loss value.

Definition 1. The comparison performs for each criterion in the decision matrix where the mentioned
value is (CV∗ij ).

Definition 2. The final comparison value (CVi) computes as the following equation (Equation (5)).

CVi =
n

∑
j=1

CV∗iu, i = {1, 2, . . . , m}, u = {1, 2, . . . , n}, u = i; (5)

The pairwise comparison of the alternatives in each criterion are shown in Table 2.

Table 2. An overview of the alternative’s comparison in the ARPASS method. The values in yellow
cells are the repetition of the equations.

Cj A1 A2 . . . An−1 An
A1 3
A2 CV∗12 3
...

...
... 3

Am−1 CV∗1(m−1) CV∗2(m−1) . . . 3
Am CV∗1m CV∗2m . . . CV∗(n−1)m 3

The final scores can be shown as Table 3, where CN, W, D, L, and (CVi) are the
comparison numbers, wins, draws, losses, and comparison values, respectively.

Definition 3. (CVi) denotes the point of each alternative or the comparison values.

Table 3. The pattern of wins, draws, losses, and comparison values in ARPASS.

CN W D L CVj
Am
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In ARPASS, the number of comparisons of alternatives against each criterion is m3

where (m) is the number of alternatives.

CN = m3; (6)

2.2. Steps of ARPASS

In this section, the ARPASS steps are represented.

2.2.1. The First Stage

The first analysis is performed on the alternatives according to (Equation (7)) where
Wj = {W1, W2, . . . , Wn} are the weights of criteria and (E) denotes the conditions defined
by DMs, where EQ is the condition that is defined for the Qth criterion. Each alternative
must meet all conditions.

S∗j = min
1≤i≤m

n
∑

i=1
Cj ≥ E, i = {1, 2, . . . , m}, j = {1, 2, . . . , n};

S.t
min

i
C1 = E1

...
min

i
CQ = EQ, Q ∈ {1, 2, . . . , n};

(7)

where

min
1≤i≤m

n

∑
i=1

Cj ≥ E;

min
1≤i≤m

n

∑
i=1

Cj ≤ E;

max
1≤i≤m

n

∑
i=1

Cj ≤ E;

max
1≤i≤m

n

∑
i=1

Cj ≥ E;

max
1≤i≤m

n

∑
i=1

Cj = E; (8)

The ARPASS algorithm is formed for multiple analyses of alternatives. In the multiple
alternative analysis, alternatives may be evaluated according to the possible different and
irrelevant groups of criteria sequentially; therefore, the criteria of the first and second stages
of ARPASS are not the same necessarily.

2.2.2. The Second Stage

The second stage of the method is the evaluation of the selected alternatives. This is
performed in the two procedures where first the stability of each alternative is evaluated;
then the alternatives are ranked in the second procedure. The five-step algorithm of the
second stage of ARPASS is conducted as:

Step 1. Constructing the decision matrix.
Step 1.1. ARPASS deals with the benefit criteria decision matrix (X = x+ij ). Therefore,

the normalized decision matrix must be transferred into the positive decision matrix
where all criteria are the benefit criteria. In contrast to the cost criteria, the higher value
is favorable for the benefit criteria. The normalization process of the decision matrix
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follows the following equations (Equations (9) and (10)), where (r+ij ) and (x−ij ) stand for the
normalized benefit value and the cost value, respectively.

r+ij = x+ij ·
(

m

∑
i=1

x+ij

)−1

; (9)

r+ij = 1−

x−ij ·
(

m

∑
i=1

x−ij

)−1
; (10)

Step 2. Establishing the weighted decision matrix.
Step 3. Calculating SD of the set number that each alternative is assigned to in the

weighted normalized decision matrix against the problem’s criteria of the weighted decision
matrix. It plays the role of the coefficients of alternatives with respect to the following
equations (Equations (11) and (12)).

σi = (Var(X))
1
2 (11)

SSi =
n

∑
j=1

σi − σi (12)

Definition 4. SSjis the stability score of each alternative.

Step 4. Computing comparison scores of each alternative with the sum of the compari-
son (Equations (13) and (14)), which are derived from the unweighted decision matrix.

CSi =
n

∑
j=1

WjCVj; (13)

or

CSi =
n

∑
j=1

(
Wj

n

∑
j=1

CV∗j

)
; (14)

Definition 5. CSj is the comparison score.

Step 5. Ranking alternatives in the descending order according to the highest value of
(AVj) in accordance with (Equation (15)).

AVi =

(
n

∑
j=1

(
(wj·r+ij + max

i
wj·r+ij )−min

i
wj·r+ij

)(
min

i
wj·r+ij

)−1
)
× (CSi)

SSi ; (15)

The ranking process could be also executed through the following extended formula
(Equation (16)) where (n) is the number of criteria.

AVi =

(
n

∑
j=1

(
(wj.r+ij + max

i
wj·r+ij )−min

i
wj·r+ij

)(
min

i
wj·r+ij

)−1
)
×
(

n

∑
j=1

(
Wj

n

∑
j=1

CV∗i

))∑n
j=1 σi−σi

; (16)

Definition 6. AVi is the value of each alternative in the decision matrix.
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2.3. ARPASS-E

In ARPASS, stability is a concept that could be computed by different methods such as
the robust statistics and average absolute deviation. In ARPASS-E, Shannon’s entropy is
used to compute stability of alternatives. The original Shannon’s entropy equations can be
found in the (Equations (17)–(20)):

Pij =

(
m

∑
i=1

rij

)−1

·rij, i = {1, 2, . . . , m}, j = {1, 2, . . . , n}; (17)

Ej = −K
m

∑
i=1

Pij ln Pij; (18)

where
K = (ln m)−1, i = {1, 2, . . . , m}; (19)

Wj =

(
n

∑
j=1

(
1− Ej

))−1

·1− Ej; (20)

where (m) and (n) are the number of alternatives and criteria, respectively.
To compute stability of alternatives with entropy, alternatives must be set as criteria

and criteria must be set as alternatives in a new transformed decision matrix (see Figure 5).
Processes 2022, 10, x FOR PEER REVIEW 12 of 31 
 

 

 

Figure 5. The transformed decision matrix for the computation of each alternative’s stability with 

entropy. 

In ARPASS-E, DM can decide what criteria has the main role in his/her decision, then 

with this assumption, the ranking process with ARPASS-E follows (Equation (21)): 

𝐴𝑉𝑗 = (∑ ((𝑤𝑗 . 𝑟𝑖𝑗
+ + max

𝑖
𝑤𝑗 . 𝑟𝑖𝑗

+) − min
𝑖

𝑤𝑗 . 𝑟𝑖𝑗
+)

𝑛

𝑗=1

(min
𝑖

𝑤𝑗 . 𝑟𝑖𝑗
+)

−1
) × (𝐶𝑆𝑖)𝑆𝑆𝑖 × 𝑟𝑖𝑈, 𝑈 ∈ 𝑗, 𝑗 = {1, … , 𝑛}; (21) 

(𝑈) plays the main role in the decision-making process. Moreover, the ranking with 

less stability impact computed by entropy could be found in (Equation (22)): 

𝐴𝑉𝑗 = (∑ ((𝑤𝑗 . 𝑟𝑖𝑗
+ + max

𝑖
𝑤𝑗 . 𝑟𝑖𝑗

+) − min
𝑖

𝑤𝑗 . 𝑟𝑖𝑗
+)

𝑛

𝑗=1

(min
𝑖

𝑤𝑗 . 𝑟𝑖𝑗
+)

−1

) × 𝐶𝑆𝑖 × 𝑆𝑆𝑖; (22) 

2.4. ARPASS* 

Without taking the alternative’s stability into account, ARPASS transforms to a sim-

ple form of an MCDM method, we call it ARPASS*. The ARPASS* algorithm is conducted 

in (Equations (23) and (24)). 

𝜒𝑗 = ∑ ((𝑤𝑗 . 𝑟𝑖𝑗
+ + max

𝑖
𝑤𝑗 . 𝑟𝑖𝑗

+) − min
𝑖

𝑤𝑗 . 𝑟𝑖𝑗
+)

𝑛

𝑗=1

(min
𝑖

𝑤𝑗 . 𝑟𝑖𝑗
+)

−1

 (23) 

𝐴𝑉𝑗 = 𝜒𝑗 ∑ (𝑊𝑗 ∑ 𝐶𝑉𝑗
∗

𝑛

𝑗=1

)

𝑛

𝑗=1

 (24) 

2.5. Grey Numbers and the Grey Equilibrium Product (GEP) 

Grey numbers were introduced by Deng [72,73]. Grey numbers are not crisp num-

bers, carry some incomplete information, and are bounded between two crisp values, the 

upper and lower boundaries, which possess complete information [74]. In this paper, to 

simplify the computation process, a transferring model is proposed in order to convert 

the grey linguistic variables into the crisp values called the grey equilibrium product 

(GEP). Since DMs express their opinions, judgments, and perceptions through the linguis-

tic variables, GEP is performed with the direct impact of the DMs’ subjective interference. 

The following equations demonstrated the process that GEP coverts grey numbers into 

the crisp values. 

If ⊗ 𝐺 = [𝑎, 𝑏] is a grey number and (𝛼) and (𝛽) are two random numbers that are 

selected by DMs, the corresponding crisp number of ⊗ 𝐺 = [𝑎, 𝑏] is as the following 

equations where the GEP of ⊗ 𝐺 is shown as (𝑍). For the calculation of 𝑍, two equations 

are proposed. 

If the tendency of DM(s) is to the upper bound of the grey number, then the compu-

tation of 𝑍 follows (Equation (25)): 

Figure 5. The transformed decision matrix for the computation of each alternative’s stability with entropy.

In ARPASS-E, DM can decide what criteria has the main role in his/her decision,
then with this assumption, the ranking process with ARPASS-E follows (Equation (21)):

AVj =

(
n

∑
j=1

(
(wj·r+ij + max

i
wj·r+ij )−min

i
wj.r+ij

)(
min

i
wj·r+ij

)−1
)
× (CSi)

SSi × riU , U ∈ j, j = {1, . . . , n}; (21)

(U) plays the main role in the decision-making process. Moreover, the ranking with
less stability impact computed by entropy could be found in (Equation (22)):

AVj =

(
n

∑
j=1

(
(wj·r+ij + max

i
wj·r+ij )−min

i
wj·r+ij

)(
min

i
wj·r+ij

)−1
)
× CSi × SSi; (22)
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2.4. ARPASS*

Without taking the alternative’s stability into account, ARPASS transforms to a simple
form of an MCDM method, we call it ARPASS*. The ARPASS* algorithm is conducted in
(Equations (23) and (24)).

χj =
n

∑
j=1

((
wj·r+ij + max

i
wj·r+ij

)
−min

i
wj·r+ij

)(
min

i
wj·r+ij

)−1
(23)

AVj = χj

n

∑
j=1

(
Wj

n

∑
j=1

CV∗j

)
(24)

2.5. Grey Numbers and the Grey Equilibrium Product (GEP)

Grey numbers were introduced by Deng [72,73]. Grey numbers are not crisp numbers,
carry some incomplete information, and are bounded between two crisp values, the upper
and lower boundaries, which possess complete information [74]. In this paper, to simplify
the computation process, a transferring model is proposed in order to convert the grey lin-
guistic variables into the crisp values called the grey equilibrium product (GEP). Since DMs
express their opinions, judgments, and perceptions through the linguistic variables, GEP
is performed with the direct impact of the DMs’ subjective interference. The following
equations demonstrated the process that GEP coverts grey numbers into the crisp values.

If ⊗ G = [a, b] is a grey number and (α) and (β) are two random numbers that are
selected by DMs, the corresponding crisp number of ⊗ G = [a, b] is as the following
equations where the GEP of ⊗ G is shown as (Z). For the calculation of Z, two equations
are proposed.

If the tendency of DM(s) is to the upper bound of the grey number, then the computa-
tion of Z follows (Equation (25)):

Z =
Cw1 + Dw2 + E + F + H + I

5
+ 2β− 3α (25)

Otherwise, if the tendency of DM(s) is to the lower bound, Z is calculated as the
following equation (Equation (26)).

Z =
Cw1 + Dw2 + E + F + H + I

5
+ 2α− β (26)

Particularly, for the interval of [0, 1], Z is (0.5).
(w1) and (w2) are the weights of (c2) and (c3) in the following matrix (Table 4) calculated

by Shannon’s entropy.

Table 4. The GEP matrix.

C1 C2 C3 C4

⊗ G1 a a + α b− β b

⊗ G2 a a + β b− α b
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where
1. ⊗ G1 = [a, a + α, b− β, b]
2. ⊗ G2 = [a, a + β, b− α, b]
3. b > a
4. β > α
5. β, α < 1
6. a + α > a
7. b− β > a + α
8. b > b− β

9. a + α < a+b
2

10. b− β > a+b
2

11. b− α > a+b
2

12. a + β < a+b
2

13. w3 ≥ 0.666

(27)

and
1. (a + α× β) + (b− β× α) = C
2. (a + β× α) + (b− α× β) = D
3. (a + b)× w3 = E
4. a+b

2 = F
5. F + β = H
6. F− α = I

(28)

3. Results

In this section, the application of ARPASS on the two supplier selection problems
and the obtained results are presented. In the first example, a supplier selection problem
is considered in which a chain store located in Iran, Tehran, aims to select the best four
cream cheese suppliers from the local suppliers; the second example is the cheese supplier
selection for the outsourced cheese production.

3.1. Example 1: The Evaluation of Chain Store’s Cheese Suppliers
3.1.1. Data Collection

A set of criteria was considered for the evaluation of the suppliers consisting of:
1. appropriateness of the product price to the market price; 2. numbers of product promo-
tions in a year; 3. ability to adapt to increase, decrease, and change the order of timing;
4. make-to-order production; 5. delivery reliability; 6.variety; 7. brand equity; 8. defect rate;
9. reliability of quality; and 10. after sales services, where the set of criteria is defined as
Cj = {C1, C2, C3, C4, C5, C6, C7, C8, C9, C10}. Nine suppliers including Kalleh, Mihan, Haraz,
Damdaran, Alima, Pegah, Sabbah, Gela, and Domino were selected as the suppliers for the
supply of cheese for the chain store. To evaluate the suppliers against the criteria, DMs’
opinions were involved by using the linguistic variables. The scales that were used in the
evaluation to translate the linguistic variable in number are provided in Table 5.

The supplier evaluation decision matrix is portrayed in (Table 6), where (+) and
(−) demonstrate the benefit and cost criteria, respectively. To evaluate the variety of the
products, the following rules were used: more than 35 products in the portfolio is (VG),
less than 30, more than 20 is (G), less than 20, more than 15 is (MG), less than 15, more than
10 is (F), less than 10, more than 5 is (MP), 5 is (P), and less than 5 is (VP).

In the decision matrix, Wj = { 0.114, 0.076, 0.101, 0.101, 0.114, 0.089, 0.127, 0.089, 0.114, 0.076}
is the set of criteria weights, which are obtained from the WLD method according to the
experts’ opinions.
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Table 5. Linguistic variables for rating and weighting of criteria.

Scales for Rating the Alternative against Criteria Scales for Weighting the Criteria

Linguistic Variables Numerical Value Linguistic Variables Numerical Value

Very poor (VP) 1 Very low (VL) 0.1

Poor (P) 2 Low (L) 0.2

Medium poor (MP) 3 Medium low (ML) 0.3

Fair (F) 5 Medium (M) 0.5

Medium good (MG) 7 Medium high (MH) 0.7

Good (G) 9 High (H) 0.9

Very good (VG) 10 Very high (VH) 1

Table 6. Supplier evaluation decision matrix.

+ + + + + + + − + +

Appropriateness
of the

Product Price
to the

Market Price

Numbers
of

Promotion
Times

Ability to
Adapt to
Increase,
Decrease,

and
Change in

Order
Timing

Make-to-
Order

Production

Delivery
Reliability Variety Brand

Equity
Defect
RATE

Reliability
of

Quality

After
Sales

Services

Kalleh 10 12 9 10 10 9 10 0.048 7 9

Mihan 9 14 7 7 7 3 9 0.021 7 7

Pegah 10 12 9 10 7 7 9 0.090 5 5

Haraz 9 12 9 7 9 7 7 0.043 7 7

Damdaran 7 9 5 7 7 5 7 0.054 7 7

Sabbah 9 18 7 9 9 7 5 0.041 7 5

Alima 5 6 10 10 10 9 5 0.063 9 5

Gela 10 12 9 5 7 3 2 0.047 10 5

Domino 7 10 5 5 5 2 7 0.029 5 7

3.1.2. Application and Results

As displayed in Table 7, the results show that Kalleh, Haraz, Mihan, Alima, and Sabbah
are the first four cheese suppliers, where SSj, CSj, and AVj were calculated using the
following Equations (12), (13), and (16).

Table 7. Ranking of the cheese suppliers.

SSj C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 CSj AVj Rank

2.564 Kalleh 10 12 9 10 10 9 10 0.890 7 9 35.40 3549.83 1

2.557 Mihan 9 14 7 7 7 3 9 0.952 7 7 28.93 2502.371 3

2.552 Pegah 10 12 9 10 7 7 9 0.794 5 5 26.88 2448.747 4

2.611 Haraz 9 12 9 7 9 7 7 0.901 7 7 28.79 2647.808 2

2.656 Damdaran 7 9 5 7 7 5 7 0.876 7 7 21.43 1826.83 8

2.536 Sabbah 9 18 7 9 9 7 5 0.906 7 5 27.32 2413.701 6

2.552 Alima 5 6 10 10 10 9 5 0.856 9 5 27.55 2416.304 5

2.509 Gela 10 12 9 5 7 3 2 0.892 10 5 24.61 1871.527 7

2.643 Domino 7 10 5 5 5 2 7 0.933 5 7 18.20 1425.418 9
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In the case of supplier selection, calculation of stabilities shows the stability of each
supplier in its services.

3.2. Example 2: The Cream Cheese Supplier Selection for Outsourcing Production

In this case, ARPASS is implemented in a complex case of supplier selection for a cheese
outsourcing production. The supplier selection was performed on a 17 suppliers evaluation
problem. The suppliers have the following terms and conditions: 1. the use of unbreakable
glass and windows with lace; 2. sloping floor against the workflow to the waterways;
3. factory range and premises recognition; 4. collect the product by batch number or
production date; 5. the existence of the health standards ISO 22000 or HCCP approved
by the Ministry of Health and ISO 1723; 6. equipment for the control and elimination of
possible contamination such as chlorinator, softener, RO, etc.; 7. the indirect connection of
the WC from the relevant production sections to prevent secondary pollution; 8. opening
and closing doors of the toilet without hand involvement; 9. separate storage of raw
materials, materials during processing, and the final product; and 10. the appropriateness
of the trays, tanks, and transmitter pipes. The suppliers were evaluated with the following
criteria where the criteria are, respectively, Cj = {C1, C2, . . . , C32}. The criteria are as
follows: 1. Desirable separation of the clean section and the non-clean. 2. Suitable, resistant,
smooth and glossy, impenetrable, clean, and replaceable floor. 3. The suitability of the
wall to prevent accumulation of dust, mildew, and impenetrability of the seam and gaps.
4. Roundness or the presence of open angles at the juncture of the floor to wall, and the
wall to wall. 5. Suitability of the roof and easy to clean. 6. Suitable safeguards of the
sewage inlet and outlet to prevent rodents from entering. 7. The number of the fans
and strong ventilators. 8. Cleaning of the factory and its area. 9. Compliance with
sanitary conditions and the lack of corrosion at the outer surfaces and the various reservoirs
and tank trunks. 10. Installation and regular calibration and temperature, humidity,
and pressure measuring equipment in production lines. 11. Implementation of the insect
and rodent monitoring and control program. 12. Cleaning, washing, and disinfection
operations. 13. Regular maintenance programs. 14. Product tracking up to the supply and
wholesale levels. 15. Product tracking up to the supply and retail levels. 16. Recordkeeping
related to tracking. 17. Implementation of the program to adopt and record consumer
complaints. 18. Handling and tracking customer complaints in all stages of the supply
chain. 19. Maintaining customer records. 20. Laboratory equipped. 21. The extent and
quality of recording of the results of laboratory tests. 22. Calibration of devices. 23. Facilities
and enough space for drainage and proper sewage disposal. 24. The quality of the factory
water purification system. 25. Periodic quality control of the private water network used in
terms of the potential risk. 26. The ventilation efficiency of the toilet door so that the air
cannot be moved to the relevant production and maintenance sectors. 27. Suitable material,
resistant, disinfectable, seamless warm house and warehouse floor and walls. 28. Suitable
platform for loading. 29. Product layout. 30. Performance of temperature and humidity
measuring instruments.

Application and Results

As mentioned, ARPASS follows two stages where the first stage is the primary evalua-
tion for filtering the alternatives. In this problem, DMs filter the alternatives using linguistic
variables. Naturally, the linguistic variables carry uncertainty, hence, to handle uncertainty,
this paper deals with grey numbers. The following table (Table 8) shows the grey linguistic
variables that are used in the first stage of ARPASS.

Table 8. The grey linguistic variables.

Scale Very Poor (VP) Poor (P) Medium Poor (MP) Fair (F) Medium Good (MG) Good (G) Very Good (VG)

Grey [0, 1] [1, 3] [3, 4] [4, 5] [5, 7] [7, 9] [9, 10]
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For the evaluation, some terms and condition must be defined as expressed in
(Equations (7) and (8)). According to (Equations (7) and (8)) and (Equations (25)–(28)),
the following conditions are defined for the cheese suppliers’ evaluation in the first stage of
ARPASS. The suppliers must meet following conditions.

min
1≤i≤m

n

∑
i=1

Cj≥ 219.6265 i = 1, 2, . . . , 20; j = 1, 2, . . . , 30; α = 0.5; β = 0.9;

min
1≤i≤m

C10 ≥ [7, 10]

Z10 = 8.5325
min

1≤i≤m
C14 ≥ [9, 10]

Z14 = 9.5
min

1≤i≤m
C15 ≥ [9, 10]

Z15 = 9.5
min

1≤i≤m
C16 ≥ [9, 10]

Z16 = 9.5
min

1≤i≤m
C17 ≥ [7, 10]

Z17 = 8.5325
min

1≤i≤m
C18 ≥ [9, 10]

Z18 = 9.5
min

1≤i≤m
C19 ≥ [7, 10]

Z19 = 8.5325
min

1≤i≤m
C20 ≥ [9, 10]

Z20 = 9.5
min

1≤i≤m
C21 ≥ [9, 10]

Z21 = 9.5

The crisp value of linguistic variables could be found in Table 9, and the grey-based
supplier evaluation table is demonstrated in Table 10

Table 9. The GEPs of the grey linguistic variables.

Scale Very Poor (VP) Poor (P) Medium Poor (MP) Fair (F) Medium Good (MG) Good (G) Very Good (VG)

Grey [0, 1] [1, 3] [3, 4] [4, 5] [5, 7] [7, 9] [9, 10]

Z 0.5 2.2921 3.7415 4.7011 6.1373 8.058 9.5005

In the first step, suppliers were evaluated through nine conditions. The suppliers
which did not meet the mentioned conditions were eliminated. The cream cheese suppliers
for the outsourcing production are shown as (Si), where i = {1, . . . , 20}. The first step of
the suppliers’ evaluation is portrayed in Table 10, where the green columns present the
defined conditions that each supplier must follow, the yellow color shows the conflicts,
and the pink color imparts the eliminated suppliers.

As exhibited in (Table 10), the supplier numbers 2, 4, 7, 12, 13, 17, and 19 were selected
for the second evaluation with the first defined condition of (S∗i ), which is shown in Table 11.
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Table 10. The cream cheese suppliers’ evaluations.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 C17 C18 C19 C20 C21 C22 C23 C24 C25 C26 C27 C28 C29 C30
S1 G F F VG VG F G G F VG G VG G VG VG VG F F G G G F G G F G F MP F G
S2 F G G VG F VG G F F VG G F G VG VG VG VG VG VG VG VG G G G G G G F G F
S3 VG G G F F F G VG F F G F G G VG F F G G VG VG VG G G G G G F F G
S4 VG VG F VG VG G G G G VG F G G VG VG VG G VG G VG VG G G G G VG G G G G
S5 G VG F VG VG G G G G G F G G G G F G G F G VG G G G G F G G G G
S6 F G G VG F G G F G F G G F MP F F G F G VG VG G G G G F G G F G
S7 VG G G VG VG F G G G VG G G G VG VG VG G VG VG VG VG G G G G G G F F G
S8 VG G G VG G F G G G VG G F G VG VG VG F G G F G G G G G G G G G G
S9 G G G VG G VG G G F G F VG F VG VG VG VG VG G VG VG G F G G F VG G F F
S10 VG F F VG VG G G VG G G F G G VG VG VG F F F VG VG G G G G G G G G G
S11 F G G G F VG G F G F G F MP F F G G G G VG VG F G G G G G G G G
S12 VG G VG F VG F G VG G G G G G VG VG VG VG VG VG VG VG G G G G G F VG G G
S13 F VG G VG VG VG G F G VG G VG G VG VG VG VG VG VG VG VG F G G F G VG MP F F
S14 G G G VG G F G G G VG F G F G G F G VG F G VG VG G G G G G F G G
S15 F G G VG G G G F F VG G G G VG VG VG F VG VG G G F G G G G F F G G
S16 G G G F G F G G G F G VG F F G F G G G G F G G G G G F MP F G
S17 VG VG G VG G F G VG G G G G G VG VG VG G VG VG VG VG VG G G G G G VG G G
S18 VG F VG VG F VG G G G G G G G VG VG VG VG VG G G G F G G F G G G F G
S19 VG VG G VG F G G VG F G F G G VG VG VG G VG VG VG VG F G G G VG G G F F
S20 G VG VG VG F G G F G F G G G F F F G G G G G VG G G G G F G F G

Table 11. The evaluation of selected suppliers with (S∗i ) where SSi = 219.6265.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 C17 C18 C19 C20 C21 C22 C23 C24 C25 C26 C27 C28 C29 C30 SSj
S2 4.7 8.06 8.058 9.501 4.701 9.501 8.06 4.701 4.7 9.5 8.06 4.7 8.06 9.5 9.5 9.5 9.5 9.5 9.5 9.5 9.5 8.06 8.06 8.06 8.06 8.06 8.06 4.7 8.06 4.7 234.109
S4 9.5 9.5 4.701 9.501 9.501 8.058 8.06 8.058 8.06 9.5 4.7 8.06 8.06 9.5 9.5 9.5 8.06 9.5 8.06 9.5 9.5 8.06 8.06 8.06 8.06 9.5 8.06 8.06 8.06 8.06 252.336
S7 9.5 8.06 8.058 9.501 9.501 4.701 8.06 8.058 8.06 9.5 8.06 8.06 8.06 9.5 9.5 9.5 8.06 9.5 9.5 9.5 9.5 8.06 8.06 8.06 8.06 8.06 8.06 4.7 4.7 8.06 247.537
S9 8.06 8.06 8.058 9.501 8.058 9.501 8.06 8.058 4.7 8.06 4.7 9.5 4.7 9.5 9.5 9.5 9.5 9.5 8.06 9.5 9.5 8.06 4.7 8.06 8.06 4.7 9.5 8.06 4.7 4.7 234.109
S12 9.5 8.06 9.501 4.701 9.501 4.701 8.06 9.501 8.06 8.06 8.06 8.06 8.06 9.5 9.5 9.5 9.5 9.5 9.5 9.5 9.5 8.06 8.06 8.06 8.06 8.06 4.7 9.5 8.06 8.06 250.422
S13 4.7 9.5 8.058 9.501 9.501 9.501 8.06 4.701 8.06 9.5 8.06 9.5 8.06 9.5 9.5 9.5 9.5 9.5 9.5 9.5 9.5 4.7 8.06 8.06 4.7 8.06 9.5 3.74 4.7 4.7 238.92
S17 9.5 9.5 8.058 9.501 8.058 4.701 8.06 9.501 8.06 8.06 8.06 8.06 8.06 9.5 9.5 9.5 8.06 9.5 9.5 9.5 9.5 9.5 8.06 8.06 8.06 8.06 8.06 9.5 8.06 8.06 257.136
S19 9.5 9.5 8.058 9.501 4.701 8.058 8.06 9.501 4.7 8.06 4.7 8.06 8.06 9.5 9.5 9.5 8.06 9.5 9.5 9.5 9.5 4.7 8.06 8.06 8.06 9.5 8.06 8.06 4.7 4.7 238.909
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As displayed in Table 11, all suppliers passed the first stage of ARPASS. As the final
evaluation, to select the best cream cheese supplier, suppliers were evaluated against
the nutritional content analysis criteria including: 1. fat; 2. PH (potential of hydrogen:
A numerical scale (0–14) employed for specifying the acidity of dairy products); 3. salt;
and 4. DM (dried matter). For the aforementioned criteria, there exists a standard content
which is presented in Table 12. The following standard is provided by the company.
Meanwhile, for each interval, (α,β) need to be defined seperately (see Equations (25)–(28)),
while a fixed value is used for each nutritional content.

Table 12. The GEP of each nutritional content.

Nutritional Content Fat pH Salt DM

Standard content 24 5 0.9 33

Acceptable interval [22, 26] [4.8, 5.1] [0.6, 1.1] [32, 38]

α 0.5 0.2 0.2 0.7

β 0.9 0.5 0.3 0.9

GEP 23.414 4.981 0.785 33.8

Minimum acceptable content 23.414 4.981 0.785 33.8

There exists another elimination process in accordance with the following conditions
which are derived from Table 12.

min
1≤i≤m

f at ≥ 23.414

max
1≤i≤m

pH ≤ 4.981

max
1≤i≤m

salt ≤ 0.785

min
1≤i≤m

DM ≥ 33.8

The second evaluation process is performed in Table 13, respecting the aforementioned
conditions. The following data were collected from three samples of each supplier’s prod-
ucts in three different periods from different batches. The lowest value of each nutritional
content in each sample was considered as the grey interval’s lower bound and the highest
value was taken as the upper bound. The grey performance values are demonstrated in
Table 13.

Table 13. Suppliers’ evaluations with the four conditions of fat, pH, salt, and DM.

Fat pH Salt DM

Conditions 23.414 4.981 0.785 33.8

α 0.2 0.2 0.2 0.05

β 0.9 0.5 0.3 0.95

S2 23.9 4.98 0.7 33.71

S4 22.86 4.66 0.56 33.94

S7 23.81 4.62 0.74 33.99

S9 23.62 4.66 0.52 33.94

S12 23.01 4.8 0.58 33.52

S13 23.9 4.52 0.64 33

S17 23.95 4.62 0.63 34.13

S19 23.81 4.4 0.63 33.76
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In this problem, two filtration processes were utilized. With respect to Table 13, S7, S9,
and S17 are the outputs of this stage which were selected for the ARPASS second stage.

The suppliers’ evaluation decision matrix is shown in Table 14, where fat and DM
are considered as the benefit criteria, while pH and salt are the cost criteria. Moreover,
Wj = {0.29, 0.23, 0.23, 0.26} is weight criteria obtained from the WLD method.

Table 14. Ranking of the cheese suppliers.

SSj Suppliers Fat pH Salt DM AVi×10−6 Rank

9.05 S7 23.81 4.62 0.74 33.99 1255.841 2
9.08 S9 23.62 4.66 0.52 33.94 178.435 3
9.03 S17 23.95 4.62 0.63 34.13 20,129.32 1

As shown in Table 14, followed by (S7) and (S9) as the second and third suppliers,
(S17) is selected as the best supplier for the outsourcing production.

3.3. Application of Shannon’s Entropy in ARPASS (ARPASS-E)

The results of ARPASS-E (Equations (17)–(22)) are shown in this section. By using Shan-
non’s entropy, the weight of each new criterion indicates the stability of each alternative.
The results are shown in Tables 15 and 16.

Table 15. The normalized transformed benefit matrix, entropy (Ej), (SSi), and the final ranking of the
cheese suppliers of the first example.

Kalleh Mihan Pegah Haraz Damdaran Sabbah Alima Gela Domino

C1 0.108 0.114 0.117 0.111 0.107 0.109 0.082 0.126 0.115
C2 0.119 0.139 0.127 0.127 0.122 0.148 0.092 0.136 0.136
C3 0.102 0.099 0.111 0.111 0.088 0.095 0.121 0.120 0.096
C4 0.108 0.099 0.117 0.096 0.107 0.109 0.121 0.087 0.096
C5 0.108 0.099 0.096 0.111 0.107 0.109 0.121 0.105 0.096
C6 0.102 0.058 0.096 0.096 0.088 0.095 0.115 0.062 0.053
C7 0.108 0.114 0.111 0.096 0.107 0.077 0.082 0.047 0.115
C8 0.020 0.025 0.021 0.023 0.026 0.023 0.023 0.026 0.030
C9 0.088 0.099 0.079 0.096 0.107 0.095 0.115 0.126 0.096
C10 0.102 0.099 0.079 0.096 0.107 0.077 0.082 0.087 0.115

SSi C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 CSi AVi Rank

0.077 Kalleh 10 12 9 10 10 9 10 0.890 7 9 35.40 51.471 3
0.121 Mihan 9 14 7 7 7 3 9 0.952 7 7 28.93 50.831 4
0.105 Pegah 10 12 9 10 7 7 9 0.794 5 5 26.88 50.438 5
0.082 Haraz 9 12 9 7 9 7 7 0.901 7 7 28.79 46.392 7
0.074 Damdaran 7 9 5 7 7 5 7 0.876 7 7 21.43 40.272 9
0.143 Sabbah 9 18 7 9 9 7 5 0.906 7 5 27.32 55.911 1
0.106 Alima 5 6 10 10 10 9 5 0.856 9 5 27.55 48.846 6
0.174 Gela 10 12 9 5 7 3 2 0.892 10 5 24.61 52.922 2
0.117 Domino 7 10 5 5 5 2 7 0.933 5 7 18.20 41.606 8
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Table 16. The normalized transformed benefit matrix, entropy (Ej), (SSi), and the final ranking of the
cheese suppliers of the second example.

S7 S9 S17

Fat 0.3770 0.3765 0.3782
pH 0.0731 0.0743 0.0730
Salt 0.0117 0.0083 0.0099
DM 0.5382 0.5410 0.5389

S7 S9 S17

Ej 0.681 0.673 0.676
SSi 0.329 0.337 0.334

SSi Suppliers Fat pH Salt DM AVi Rank

0.329 S7 23.81 4.62 0.74 33.99 8.596 2
0.337 S9 23.62 4.66 0.52 33.94 8.451 3
0.334 S17 23.95 4.62 0.63 34.13 9.860 1

4. Discussion

In the case of stability computation of the sustainable supplier selection, the com-
parison between SD and entropy application in the second case indicates the same result
of the supplier evaluation, while the results of the comparison in the first case show the
fundamental difference. Furthermore, there are differences in the values of stability derived
from two mentioned methods. After the normalization of the (SSi) derived from Tables 7
and 12–14, the comparison of stability results obtained from entropy and SD is illustrated
in Figures 6 and 7.
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Figure 6. The comparison of SD and entropy in the case of stability computation: first suppliers’
evaluation example.
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The dissimilarities between results of entropy and SD applications could be poten-
tially explained by the different results of stability (see Figure 6). When the numbers of
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alternatives are limited, both entropy and SD applications show the same performance
while in the problem with a large number of alternatives, entropy works more accurately.

Comparison

The computation in ARPASS is based on the quantitative and qualitative values of
each criterion. It deals with the qualitative values well, as well as AHP due to their similar
pairwise comparison processes. In AHP, by increasing alternatives and criteria, the in-
creasing numbers of calculations may result due to complexity with computation, while in
ARPASS, comparison numbers depend on the number of alternatives (see Equation (29)),
where (m) and (n) are the number of alternatives and criteria, respectively.

Numbers o f comparisons = m2n (29)

As Chatterjee et al. [75] and Macharis et al. [76] argued, the main AHP disadvantage
is the limitation of the 9-point scale. ARPASS uses the 3-point scale which may seem as
an expressible disadvantage, while this limitation is covered by an additional equation
as denoted in Equations (13) and (14). In the AHP algorithm, DMs must evaluate the
consistency of that matrix (consistency ratio > 0.10), yet ARPASS does not need a rechecking
or re-evaluation.

Compared to TOPSIS, VIKOR, and SAW, ARPASS takes more calculation time, while all
methods have mathematically moderate complex computations. SAW is known as the
simplest MCDM method, and its ranking procedure is based on the highest scores of the
weighted summation of the performance rating for each alternative [77].

As mentioned heretofore, ARPASS deals well with both qualitative and quantitative
defined values, while the computations in TOPSIS, VIKOR, and SAW algorithms are
established on the quantitative values of criteria; the qualitative values can be used in those
methods with some numerical scales to translate the linguistic variables into the numbers.
According to Chatterjee et al. [75], the complexity of an MCDM method and its transparency
are in a direct relationship, directly related. In contrast to the low transparency of AHP due
to its high complexity, ARPASS has reasonable transparency since DMs are able to follow
each stage of the algorithm to identify any mistakes. Of the mentioned MCDM methods,
SAW, TOPSIS, and VIKOR have the best transparency.

To validate the ARPASS result, it is compared with the outputs of SAW, TOPSIS,
and VIKOR applied to the cheese supplier selection for the chain store. In Table 17,
the given contents demonstrate each method’s results.

Table 17. The ranking results in ARPASS, TOPSIS, SAW, and VIKOR methods.

ARPASS TOPSIS VIKOR SAW

Kalleh 1 1 1 1
Mihan 3 3 4 3
Pegah 5 5 5 2
Haraz 2 2 2 4

Damdaran 7 7 7 8
Sabbah 6 4 3 5
Alima 4 6 6 6
Gela 8 9 8 7

Domino 9 8 9 9

As shown in Table 17, Kalleh was selected as the best cheese supplier by all methods,
yet the fluctuations in the ranking of other suppliers could be easily detected. The following
figure (Figure 8) displays the fluctuations of the first six suppliers in ARPASS, SAW, TOPSIS,
and VIKOR, where Kalleh and Haraz are the first two cheese suppliers in each method’s
result, and Mihan stands in third place in ARPASS, TOPSIS, and VIKOR.
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Figure 8. The comparative analysis for the first cheese suppliers of ARASS, TOPSIS, VIKOR,
and SAW.

As portrayed in Figure 8, ARPASS, VIKOR, and TOPSIS selected Kalleh and Haraz as
the two first cheese suppliers and SAW selected Kalleh and Pegah as the best. By investi-
gating the results, ARPASS and TOPSIS showed more similarity compared with ARPASS
and VIKOR. The prioritization of the first six suppliers in the four mentioned methods is
shown in Table 18.

Table 18. The ranking result of the first six suppliers.

ARPASS TOPSIS VIKOR SAW

Kalleh 1 1 1 1
Mihan 3 3 4 3
Pegah 5 5 5 2
Haraz 2 2 2 4
Sabbah 6 4 3 5
Alima 4 6 6 6

The differentiation of ARPASS and the mentioned method is caused by (SSj) calculated
by (Equation (12)). In accordance with Table 19, Haraz and Kalleh possess the highest
stability among the six selected suppliers.

Table 19. The stability scores of the first five selected suppliers derived from Table 6.

Haraz Kalleh Mihan Pegah Alima Sabbah

SSj 2.611 2.564 2.557 2.552 2.552 2.536

To reinvestigate the impact of (SSi), we ranked suppliers without the impact of (SSi).
The result is shown in Table 20, where ARPASS* is the ARPASS without the impact of (SSi).

Table 20. The ranking results in ARPASS, TOPSIS, SAW, VIKOR, and ARPASS* methods.

ARPASS ARPASS* TOPSIS VIKOR SAW

Kalleh 1 1 1 1 1
Mihan 3 3 3 4 3
Pegah 5 4 5 5 2
Haraz 2 2 2 2 4

Damdaran 7 8 7 7 8
Sabbah 6 5 4 3 5
Alima 4 6 6 6 6
Gela 8 7 9 8 7

Domino 9 9 8 9 9
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The comparison between six selected suppliers is shown in the following table
(Table 21).

Table 21. The ranking results of the first six suppliers.

ARPASS ARPASS* TOPSIS VIKOR SAW

Kalleh 1 1 1 1 1
Mihan 3 3 3 4 3
Pegah 5 4 5 5 2
Haraz 2 2 2 2 4
Sabbah 6 5 4 3 5
Alima 4 6 6 6 6

The comparative analysis of the six suppliers’ ranking obtained from ARPASS, TOPSIS,
VIKOR, and SAW with ARPASS* is illustrated in (Figure 9).
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Figure 9. Comparative analysis of ranking results of the first six suppliers.

To compute the stability of the alternatives, ARPASS uses Shannon’s entropy alongside
SD (see Section 3.3). As mentioned in Section 3.3, entropy is more useful than SD in the
decision-making problem with a large number of alternatives and criteria. We compared
the result of ARPASS-E with the results of other mentioned methods where the obtained
results are illustrated in Table 22.

Table 22. The ranking results in ARPASS, TOPSIS, SAW, VIKOR, and ARPASS* methods
where ARPASS-E.

ARPASS ARPASS* ARPASS -E TOPSIS VIKOR SAW

Kalleh 1 1 3 1 1 1
Mihan 3 3 4 3 4 3
Pegah 5 4 5 5 5 2
Haraz 2 2 7 2 2 4

Damdaran 7 8 9 7 7 8
Sabbah 6 5 1 4 3 5
Alima 4 6 6 6 6 6
Gela 8 7 2 9 8 7

Domino 9 9 8 8 9 9

The results of ARPASS-E are completely different than other methods as displayed in
Table 22. The impact of stability of each alternative can be clearly found in Figures 10–18.
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5. Conclusions and Future Works

Supplier selection is an integral part of supply chain management. Due to the di-
rect impact of the suppliers on the whole firm’s supply chain, selecting the best supplier
is a vital decision for the firms. The supplier selection problems deal with evaluating
the potential suppliers against several predefined criteria which makes it a typical multi-
criteria decision-making (MCDM) problem which is solved by MCDM methods. Various
MCDM methods are employed to extract the optimal supplier in the supplier selection
problems. In this paper, in order to select the best supplier, two multi-criteria decision-
making (MCDM) methods were introduced, called ARPASS and ARPASS*. To evaluate
the suppliers, ARPASS deals with the alternatives’ stabilities, obtained from standard
deviation or entropy, while ARPASS* does not consider the stability of the suppliers in
its algorithm. In MCDM problems, criteria display the alternatives’ common important
characteristics. The existing MCDM methods ignore the nature of an alternative as an
integrated system, and they merely evaluate the alternatives’ properties against each de-
fined criterion separately. It emanates two major issues related to MCDM problems in
general and for the supplier selection in particular. The current trend in solving MCDM
problems is centralized on the criteria; hence alternatives are selected based on the most
important criterion/criteria, while other characteristics are overshadowed. This issue could
be solved by two solutions: 1. The distribution of the weights must be balanced without
a wide difference range between the least important criterion and the most important
criterion. This requires the execution of a rigorous process for the selection of the problem’s
criteria prior to evaluating them and determining their weights. The second solution is the
consideration of the independent existence for each alternative as an integrated system
where it requires stability to function properly as a potential best alternative. MCDM rating
methods are fundamentally designed to evaluate the alternatives; therefore, they could be
considered for the second solution. However, as mentioned the existing methods ignore
it. As a classic MCDM problem, solving the supplier selection problems is also facing the
mentioned issues. Focusing on one criterion or a tiny fraction of the criteria in ranking
suppliers eclipses the fact that not only does a supplier need to have a high performance
in the important criterion/criteria, but it also requires having a balanced function in all
defined characteristics, where we call it the stability of a supplier. As an MCDM method,
ARPASS is developed to take the impact of the stability of suppliers on their prioritization
into account. To showcase applicability and validate ARPASS and ARPASS*, both methods
were applied on two examples of suppliers’ evaluation including a cheese supplier selection
problem for a chain store located in Iran and cheese supplier selection for outsourcing
production. We compared results of supplier evaluation using ARPASS and ARPASS*
with the results obtained from TOPSIS, VIKOR, and SAW as three examples of the popular
MCDM methods, considering transparency, complexity, computation time, and information
type. The comparative analysis revealed that ARPASS and ARPASS* perform as well as
other aforementioned MCDM methods; however, the differences in rankings emerged in
both examples which emanated from the impact of the stability coefficient. ARPASS and
ARPASS* have salient potential to develop in order to solve decision-making problems;
hence, the following suggestions could be considered as interesting future work for re-
searchers. The application of ARPASS and ARPASS* to other real-world problems and
comparing the results with other MCDM methods’ results in order to test the possible
differences in rankings due to the impact of the stability coefficient could be considered an
interesting suggestion for future research. Using the stability philosophy in other MCDM
methods as an independent coefficient would be another suggestion for future work. Eval-
uation of the alternatives by ARPASS under uncertain environments using fuzzy logic
and the extensions of the Fuzzy Set could be considered as another suggestion for future
research. The use of robust statistics and average absolute deviation in ARPASS algorithms
to compute the stability would be interesting for further research. Finally, using GEP in grey
numbers’ application and comparing the results with the Moore’s approach [78], Ishibuchi
and Tanaka’s model [79], the grey possibility degree [80], Hu and Wang’s approach [81],
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kernel and degree of greyness of grey numbers model [82], and Xie and Liu’s proposed
approach [83] is our last suggestion for future research.
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