
CRANFIELD UNIVERSITY

KARSTEN PROPP

ADVANCED STATE OF CHARGE ESTIMATION FOR
LITHIUM-SULFUR BATTERIES

SCHOOL OF AEROSPACE, TRANSPORT AND
MANUFACTURING

Automotive Engineering

PhD Full Time
Academic Year: 2014–2017

Supervisor: Dr D. J. Auger
10 May 2017





CRANFIELD UNIVERSITY

SCHOOL OF AEROSPACE, TRANSPORT AND
MANUFACTURING

Automotive Engineering

PhD Full Time

Academic Year: 2014–2017

KARSTEN PROPP

Advanced State of Charge Estimation for Lithium-Sulfur
Batteries

Supervisor: Dr D. J. Auger
10 May 2017

© Cranfield University 2017. All rights reserved. No part of
this publication may be reproduced without the written

permission of the copyright owner.





v

“The better is enemy of the good.”
– Orlando Pescetti



vi



Abstract

Lithium-sulfur (Li-S) batteries have a high theoretical energy density, which could outper-
form classic Li-ion technology in weight, manufacturing costs, safety and environmental
impact. The aim of this study is to extend the research around Li-S through practical
applications, specifically to develop a Li-S battery state of charge (SoC) estimation in the
environment of electrical vehicles.

This thesis is written in paper based form and is organised into three main areas. Part
I introduces general topic of vehicle electrification, the framework of the research project
REVB, mechanisms of Li-S cells and techniques for SoC estimation.

The major scientific contribution is given in Part II within three studies in paper-based
form. In Paper 1, a simple and fast running equivalent circuit network discharge model
for Li-S cells over different temperature levels is presented. Paper 2 uses the model as
an observer for Kalman filter (KF) based SoC estimation, employing and comparing the
extended Kalman filter, the unscented Kalman filter and the Particle filter. Generally, a
robust Li-S cell SoC estimator could be realized for realistic scenarios.

To improve the robustness of the SoC estimation with different current densities, in
Paper 3 a fast running online parameter identification method is applied, which could be
used to improve the battery model as well as the SoC estimation precision.

In Part III, the results are discussed and future directions are given to improve the SoC
estimation accuracy for a wider range of applications and conditions. The final conclu-
sion of this work is that a robust Li-S cell SoC estimation can be achieved with Kalman
filter types of algorithms. Amongst the approaches of this study, the online parameter
identification approach could deliver the best results and also contains most potential for
further improvement.

Keywords
Lithium-sulfur batteries, State of charge estimation, Battery modelling, Offline parameter
identification, Online parameter identification, Kalman Filter, Extended Kalman filter,
Unscented Kalman filter, Particle Filter, Battery-management system
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Vmin Minimum allowed operational cell voltage

VA Voltage source in ECN model

VB Resistance in ECN model

VC Transient response in ECN model

VN Cost function

VOC Battery open circuit voltage

w System noise

wm Weight vector for particle set

x System state

ẋ Derivative of system state

x̂ Estimated system state

x̂− A priori system state estimate

x̂+ A posteriori system state estimate

x0 Initial estimate system state

xm State particle set

y System Output

ŷ Estimated system Output

Z Cell impedance
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Introduction

The question about post fossil fuel mobility is one of the most important in the transport

sector of this generation. While previous efficiency improvements were mostly focused

on the classical combustion engine to improve fuel efficiency, today’s concepts are fo-

cused on the uptake of electric vehicles (EVs). This leads to new challenges for the

energy storage, since there are no electrical storages that could compete with the high en-

ergy density and relative simple handling of fossil fuel. To be competitive, the costs and

the performance must be sufficient, which means for EVs to provide enough energy for

acceptable ranges but also to be able to give sufficient power for the vehicle performance.

From today’s perspective, batteries or fuel cells could be a solution. Due to their high

specific energy (Wh kg−1) and shorter refuel times, fuel cell electric vehicles are seen as

preferable solution for long range applications [1]. However, in a well-to-wheel consider-

ation they are seen as less efficient than battery electric vehicles in most scenarios due to

energy losses in the water-electrolytic hydrogen production [2]. Batteries can provide a

high power output but due to their lower energy density, the range for reasonable battery

sizes was limited to about 240 km [1] [3] in 2010, which has not changed dramatically.

A further increase of the battery size would not be efficient because other conceptional

3
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areas, like frame structure, brakes or engine, needs to be reinforced to compensate for the

increased weight.

For an up take of electric vehicles from a niche product to a mass marked therefore

mostly the energy density has to be increased. Common lithium-ion (Li-ion) batteries, fur-

ther explained in Chapter 2 , have energy densities around 150 Wh kg−1 [4], which cannot

yet grant a satisfactory range for most customers. And while further improvements in the

cell design and chemistry are likely, many advancements of the classic Li-ion technology

have been made already [5]. But even if the capacity will increase up to 235 Wh kg−1 (on

system level), a goal set by the US Advanced Battery Consortium (US ABC) [6], battery

powered vehicles may not compete with the classical combustion engine. To cite C.E.

Thomas while evaluating fuel cells and batteries [1]:

“A major breakthrough in battery technology, well beyond the US ABC goals, would

be required before a long-range battery EV could satisfy customer’s needs for conven-

tional passenger cars, particularly with respect to battery recharging times.”

The second largest challenge is to reduce the costs of battery packs. While prices

for Li-ion batteries in general are falling, most of the cost savings are achieved mainly

through increased and more efficient production capabilities [5]. The current Tesla model

S approximately reaches US$310 per kWh [7]. However, this is still far away from the

US$150 per kWh barrier, also suggested by the US ABC, which is believed to be nec-

essary to move EVs beyond a niche application into the mass market [8]. A potential

near future solution for significantly increased specific energies are lithium-sulfur (Li-S)

batteries, as lithium air-based technologies are not seen applicable in the near future [9].

The Li-S technology was invented in the 1960s [10] but difficulties to contain the sulfur

led to issues so that cells available for practical applications were just introduced recently.

However, the future potential of this chemistry Li-S cell is so great that [9]:

“An all-electric vehicle with a range in excess of 300 miles per charge and a low price



5

Figure 1.1: Energy density chart for different cell chemistries [12]

could be realized.”

The Revolutionary Electric Vehicle Battery (REVB) project aims to address both, the

energy density and cost issues of electric mobility, with its goal to develop a Li-S battery

system for automotive applications that will [11]:

1. store more energy with a high density (400 Wh kg−1)

2. harnessing significantly more of the theoretically stored energy for applications

(90 - 95%).

Even if today’s cell cannot compete with classic Li-ion technology, the energy density of

prototype cells already exceeds cells that are used in EVs (Fig. 1.1), which is also interest-

ing for non automotive applications. Next to the improvement of the inner cell reactions,

the lack of a Battery Management System (BMS) for Li-S cells is becoming increas-

ingly urgent, since it hinders the use of the cells in larger packs and practical applications.

Therefore the aim of this thesis is to develop models and algorithms for a BMS that are ca-

pable of optimally operating the cells. In particular this means the SoC estimation for Li-S

batteries is explored, which is one fundamental value for a BMS that harnesses a maxi-

mum of the cells energy without compromising safety or lifetime. Therefore, the research

in this work will contribute to the second major anticipated achievement of the project.



6 1. INTRODUCTION

Practical BMS systems are new for Li-S cells and need to accommodate for their unique

behaviour. First thoughts about a Li-S compatible BMS system were made by Parfitt [13]

with the aim to model Li-S batteries for systems engineers of space applications. The

model includes self discharge, charge and discharge hysteresis and degradation. This the-

sis however, focuses on environment of EVs, which means dynamic loads, temperature

variations, sensor noise and tight cost guidelines for the BMS hardware. Therefore the

presented work is oriented on a trade-off between accuracy/complexity and uses drive

cycle data to test the applicability of the state estimation.

1.1 Batteries for electric cars

In automotive applications, traction batteries have to deliver enough power to overcome

the driving resistances of a vehicle, which are acceleration, rolling- and drag resistance in

a horizontal plane. The potential-, power- and capacity- demands for EVs are roughly 200

- 400 V, 25-120 kW and 15 - 16 kWh per 100 km [14], which makes an interconnection

of many individual cells necessary.

Figure 1.2: From battery pack to a single cell

The overall current of the battery pack must be therefore the sum of the parallel cells

and the pack voltage the sum of cells connected in series, defined by Kirchhoff’s circuit
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laws (Fig. 1.2). The layout of the electric circuit depends on the application. Parallelly

oriented packs increases the redundancy and will from a more reliable battery pack, but it

will also decrease the efficiency due to increased conduction losses at high currents. Serial

arrangements will need lower currents to deliver power but the whole serial circuit string

could be broken with only one cell defect. Furthermore, each cell in series needs to be

controlled for voltage and balanced. An example for a battery pack is given here from the

Nissan Leaf. The pack uses cells with 3,75 V and 32,5 Ah nominal voltage and capacity.

Four of these cells form a module with two parallel and two serial cells, each module

has a voltage of 7,5 V and 65 Ah capacity. The whole pack contains 48 modules which

defines the overall voltage of 360 V and a capacity of 24 kWh [15]. Batteries, single cells

or whole packs, are usually compared with specific energy (Wh kg−1), volumetric energy

density (Wh l−1), specific power (W kg−1) and (vi) power density (W l−1).

For a potential future Li-S battery pack the most significant improvements are specific

energy. A comparable Li-S cell pack would contain all cells in series in a module (lower

terminal voltage of Li-S batteries but larger capacity), would need twice the control effort

(more cells in series that needs voltage measurements and balancing), would be slightly

larger (lower volumetric energy density) but also would be significantly lighter. For EVs

the lightness can be seen as more significant than the disadvantages because it leads to

reduced losses and allows synergy effects with smaller motors and lighter chassis.

1.2 REVB project

One goal of the REVB project was to produce a similar but smaller Li-S battery than the

pack used in the Nissan Leaf. Another goal was to get an understanding of the behaviour

and necessary control effort to operate Li-S cells in a pack. Under the lead of OXIS en-

ergy, three main parties participated in the REVB project. While the Imperial College
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London has developed electrochemical models for the complex reaction path of sulfur,

Cranfield University has been focussed on controlling the batteries in the environment of

EVs. As industry partner Ricardo was responsible for the hardware and building the bat-

tery pack. For publications within the project, so as the here presented papers in Chapters

5, 6 and 7, the individual work in each paper can be seen in the authors order. Generally,

the first author of published papers in this project performed literature survey, the labo-

ratory tests, formulated the key problem to solve and presented the solution. However,

the structure of the project led to multiple interactions and overlaps which are mentioned

here to clarify the contributions of the co-authors of the three papers in this thesis. As

this thesis is part of the Cranfield contribution to explore the optimal operation for Li-S

cells, the team members Daniel Auger, Stefano Longo, Abbas Fotouhi are named in every

paper since many discussions, reviews and suggestions for improvements led to the result

of each publication. Furthermore team members from OXIS Energy or Imperial college

London are named when they contributed.

In the first project phase, OXIS energy was responsible for the practical testing. The

company has access to industry standard test facilities and experience with testing Li-S

cells so the experimental data was transferred to Cranfield university for further process-

ing. Therefore, the pulse tests, presented in Paper 1 (Chapter 5), were executed by Laura

O’Neill. The decision to apply a mixed pulse pattern was made after many discussions

with Monica Marinescu and Greg Offer from Imperial College London and Mark Wild

together with Karthik Somasundaram from OXIS Energy, since previous tests raised ques-

tions about the current dependency of the model parameters. Furthermore Vaclav Knap

helped to review the paper as an external advisor since he works in a comparable project

at the Aalborg University in Denmark.

With the development of a low-cost test rig and the purchase of a laboratory grade

programmable power supply/sink and thermal chamber in the second year of the project,
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Cranfield took over the experimental work with cells provided by OXIS for practically

oriented experiments in the framework of EVs (Chapter 6, 7). To reproduce a realistic

scenario, the applied currents are based on drive cycle data, which provide a velocity over

time profile. The current demand over time is calculated by a vehicle model (Nissan Leaf),

developed by Abbas Fotouhi (see Chapter 4). For the experiments the resulting current

profile was scaled down to a cell level and applied to the cell in different temperatures.

1.3 Research objectives

With the gathered data from the drive cycle tests, the behaviour of Li-S cells in a real

world application of EVs could be examined. The measured current and terminal voltage

over time contains sufficient information to estimate a reference SoC. Therefore the stored

data was used to validate a battery model and experiment with different SoC estimation

algorithms to answer the main goals of the thesis:

• Evaluate potential candidate methods for the SoC estimation: An evaluation

about useful techniques is done based on the main properties of Li-S batteries in

the Paper 2 (Chapter 6) [16], after the main SoC estimation techniques are intro-

duced. Since the majority of applied methods are used with classic Li-ion batteries,

also both types are introduced to highlight the main similarities and differences for

applications.

• Develop a Li-S cell model for SoC estimation: Since model based methods are

chosen as potential candidate for the unique characteristics of Li-S cells, an ob-

server model is developed in Paper 1 (Chapter 5) [17], capable of running on typical

battery management system hardware.
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• Develop robust SoC estimation: Considering the properties of Li-S batteries, dif-

ferent SoC estimation systems are created and tested in Paper 2 and 3 (Chapter 6

and 7), capable of estimating the SoC in real life scenarios. The estimation accuracy

have to be robust even when the conditions are not ideal.

• Establish accuracy and limitations for the applied algorithms: Compare the

accuracy and robustness of the tested techniques and give recommendations about

future improvements.

1.4 Thesis outline

The main content of this thesis contains three research papers on the development of an

equivalent circuit model of the tested OXIS cells, a comparison of three model based

SoC estimation methods and a combination between online parameter an SoC estimation.

Since the applied techniques could only be introduced briefly in a typical journal paper

form, the Li-S battery and the background of the SoC estimation are introduced here in

greater detail to improve the readability of the thesis. Therefore the thesis has the follow-

ing structure:

Chapter 2: From Li-ion to Li-S batteries introduces in the chemical reactions and

fundamental properties of classic Li-ion and Li-S batteries and concludes with the main

differences in the cell behaviour and its meaning for SoC estimation.

Chapter 3: Battery state of charge estimation gives a fundamental introduction of the

principles and definitions used for SoC estimation in batteries. Furthermore the theory of

probabilistic filters, which could not introduced in the respective publications, is given.

Chapter 4: Methods and experiments describes the details of the test procedures and

methods to ensure the tests are reproducible.
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Chapter 5: Multi-temperature state-dependent equivalent circuit discharge model

for lithium-sulfur batteries defines, parametrizes and validates an equivalent circuit

model for Li-S batteries for temperatures from 20 - 50 °C.

Chapter 6: Kalman-variant estimators for state of charge in lithium-sulfur batter-

ies employs the developed model from the previous Chapter for the SoC estimation with

probabilistic filters such as the extended Kalman Filter, the unscented Kalman filter and

the particle filter.

Chapter 7: Dual extended Kalman filter for online estimation of model parameters

and state of charge in lithium-sulfur batteries applies an online parameter identifica-

tion approach based on the extended Kalman filter to improve the robustness of the SoC

estimation for current dependent capacity changes of Li-S cells.

Chapter 8:Contributions and future directions puts the findings of the previous Chap-

ters in perspective and gives suggestions for future improvements for the state of charge

estimation.

Chapter 9: Conclusion summarizes the whole thesis and names examples for following

projects where the framework of SoC estimation for Li-S batteries from this thesis will be

used.
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Fundamental battery chemistry from

Li-ion to Li-S

Common applications of battery powered vehicles are usually based on classical Li-ion

batteries, so as the control and estimation methods implemented on their BMS systems

for operating the cells optimally and safely. For designing the requirements for the SoC

estimation for Li-S batteries, it is therefore useful to understand both reaction principles

to find major similarities or differences. This enables the evaluation of the performance

of modelling approaches and will improve the evaluation of the SoC estimation require-

ments. Furthermore, existing techniques, which are used already for Li-ion batteries, can

be evaluated for their applicability for Li-S cells. Thus, the main parts of the battery are

discussed with the focus of the practical effects for applications.

2.1 Classic Li-ion batteries

The fundamental principle of classic lithium ion batteries is based on intercalation chem-

istry; inserting a guest atom or molecule into a solid host structure while maintaining the

13
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structural features of the host [18]. Since chemical bonds do not have to be broken, the

reaction occur at mild temperatures and can be highly reversible. Important properties

for the capacity is the number of lithium ions that can be stored per mass unit (specific

energy) and the speed the ions intercalate into a medium (specific power). Despite its

excellent properties, pure lithium is not used as an electrode material for today’s batteries

due the growth of dendrites during cycling. These can cause internal short circuits, degra-

dation, and limited coulombic efficiency [19]. The leading cell configuration today uses

graphite as an anode (negative electrode), combined with a cathode (positive electrode) of

metal oxide compounds (LiCoO2)[20, 21]. Both electrodes are usually porous materials

applied to current collectors, suited in an airtight sealing filled with an electrolyte and are

physically separated with a porous separator to prevent contact. In the literature, many

graphical examples of the function principles exist. Here a few are combined together

to form a new one (Fig. 2.1) from [22, 23, 24, 25]. The lithium cobalt oxide battery

is produced discharged and needs to be cycled before use. While charging an external

energy source ”pumps” electrons to the anode so that lithium ions migrate through the

electrolyte and separator to the graphite structure. This process initiates the growth of the

solid-electrolyte-interphase (SEI) on the graphite anode due to the instability of the elec-

trolytes with the negative electrode [26]. During the discharge, the lithium ions migrate

back from the graphite anode to the cathode. With this configuration a realistic capacity

of about 140 mAh g−1 is possible on cell level [20].
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Figure 2.1: Work principle of a lithium cobalt oxide battery

2.1.1 Anode

The most used material for the anode is graphite consisting of physically and chemically

robust, layered carbon molecules [18]. The lithium ions intercalate in between the strong

layers, which leads to excellent cycling performance and a specific charge of about 372

mAh g−1 [27]. However, the exact amount of practical specific charge varies and is de-

pendent on the quality of the structure of the layers. Most lithium intercalates in intact

layers of the graphitic structure, without many defects [28]. The diffusion into the lay-

ers depends on the direction, parallel or perpendicular to the basal planes of the graphite

structure. Lithium ions are strongly absorbed by the edge sites of a particle where they

can easily diffuse within the layers (parallel) [29]. This leads to a suggested structure of

intact graphite (more storage) with a high ratio of edge-plain sites (higher rates) and is

one reason for energy or power emphasised Li-ion batteries. Larger particles can store
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Figure 2.2: Intercalation steps of lithium ions into graphite adapted from [25], [27]

more atoms and smaller ones can store them more quickly. In the normal cycling process,

lithium atoms diffuse into the graphite stepwise, filling certain layers before other ones

due to lowest energy principles and the repulsive interactions of the guest species [27].

The low step size of under 0.1 V vs Li/Li+ indicates a relatively constant diffusion rate

over the SoC range. Fully packed (Eq. 2.1), a layer widens about 10% and the stacking

shifts from ABA to AAA [30] (Fig. 2.2).

C6 +Li++ e−+
 LiC6 (2.1)

The low volumetric changes are one of the reasons for the high lifetime of the anode.

When the full capacity of the intercalation is reached and charging is continued, a metal-

lic lithium layer builds over the anode which passives its surface and causes degradation.

In the worst case however, metallic lithium can also build dendrites which cause inter-

nal short circuits and a thermal run away. The potential difference between the fully

packed anode to metallic lithium (Li/Li+) is just 0.1 V, which requires a precise detec-

tion to prevent overcharge. Furthermore, the diffusion coefficient lowers with decreasing

temperatures [31], which also can lead to lithium plating at lower charging rates [32].
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Therefore, a control system must limit the charging of the cell according to the SoC and

temperature if a safe and long operation shall be granted.

2.1.2 SEI anode

The SEI forms due to the difference between the redox potentials of the active metal and

the solution species and is dependent on the electrolytes [33]. The rather special nature of

the SEI is that it is permeable to lithium cations but impermeable to the components of the

electrolyte and electrons [32]. Because there are still doubts concerning the composition

of the SEI layer and its mechanism of formation [34], the process is only discussed briefly.

It builds during the first charging with loss of 5 - 20% of the active lithium (Fig. 2.3 1st

cycle). Therefore after the first charge only 80 - 95% of the theoretical capacity can be

recovered. After the second cycle the consumption lowers and charge efficiency rises near

100% while the SEI is stabilized (Fig. 2.3 2nd cycle) [27]. When fully grown, the SEI

largely determines performance of graphite anodes, its life time and rate capability.

Figure 2.3: Voltage profile and SEI formation adapted from [27], [32]
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Figure 2.4: SEI decomposition adapted from [32]

In operation, the SEI faces some decomposition reactions, which are mainly depen-

dent on current density, cell temperature, and electrolyte composition [35]. These reac-

tions are seen as the major source of ageing at the anode. While cycling, the SEI also

has to follow the volumetric variations of the anode, leading to a higher impedance and

resulting in power fade. Furthermore, small cracks can build which allow other species

(electrons, solvents, impurities) to diffuse through the SEI, leading to irreversible capac-

ity loss and self discharge (Fig. 2.4) [32]. These reactions are generally enhanced by

high temperatures, which is one reason for the environmental control of large packs. An-

other limit for the operational temperature is the electrolyte. Depending on the solvent

and salt, exothermic reactions can already begin at 58 °C (Salt:LiBF4, supporting elec-

trolyte: EC/DMC 2:1) [36]. Even if other combinations are more stable, studies indicate

that capacity fade can already occur when cells are stored at this temperature [32]. The

properties of the SEI are the main reason why the cell temperature of classic Li-ion must

be monitored and controlled for large packs with high rates.

2.1.3 Cathode

The lithium cobalt oxide cathode consists of layers of strongly bonded metal complexes of

CoO6 octahedra and lithium ions inserted in between the layers, stacked in ABC sequence

(Fig. 2.1). As in graphite, the diffusion occurs mostly along the planes, via tetrahedral
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site hops (Fig. 2.5) [37], and the intercalation offers good theoretical capacity and lifetime

[23].

The rate capability is mostly dependent on the concentration of vacancy sites (less

lithium diffuses faster) and the activation barrier (smaller distance between layers means

higher activation energy) [24]. Figure 2.5 also shows the charge/discharge curve of the

LiCoO2 cathode indicating a monotonic rise of the activation barrier when lithium ions

are deintercalated during charge

LiCoO2 
 xLi++Li1−xCoO2. (2.2)

Theoretically this process can continue up to 4.7 V vs Li/Li+, removing all the lithium

ions from the composite. Practically however the charge stops around 4.2 V vs Li/Li+

[24], since irreversible structural changes from hexagonal O3 to O1 occur when too many

lithium ions are removed. Furthermore, higher voltages can lead to flammable O2 gas

[23], which is why the end of charge is reached when the structure changes to monoclinic

O1, using about half of the theoretical capacity of 270 mAh g−1. Hence, a control system,

protecting the battery from overcharge, also protects the cathode to avoid capacity fade

or, in the worst case, thermal runaways.

2.1.4 Electrolyte

The key role of the electrolyte is to provide high ion conductivity, while being an elec-

tronic insulator. Commonly used is the lithium salt LiPF6 solvated by inorganic alkyl

carbonates like ethylene carbonate (EC), dimethyl carbonate (DMC) or ethyl carbonates

(DEC) [25]. Through combinations of solvents and their differing properties (EC: high

permittivity due to high polarity, DMC and DEC: high mobility due to low viscosity) [34],

the electrolyte can be adapted for applications regarding the operational temperature or the
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Figure 2.5: Intercalation in cobalt oxide cathode adapted from [24], [38]

optimal conduction [39]. The polar solvent molecules dissolve the lithium salt and form

complexes with the positive- and negative ions [40]. The conduction properties in liquid

electrolytes are based on (i) diffusion, transport through concentration gradients, and (ii)

migration, transport through an electrical field. Important transport factors are the molar

ionic conductivity, which represents the mobility of the ions and is influenced by the salt

concentration and the viscosity. Optimal transport is a balance of salt ratio, dissolved in

electrolyte, and the viscosity. More salt means more charges and increased conductivity.

However, high salt ratios also increase the viscosity, which hinders the transport of ions.

Best results are archived with equal solution- and salt-quantities [41] (Tab. 2.1). With low

temperatures the viscosity rises and the conductivity decreases, increasing the internal

resistance. High temperatures (60 - 85 °C) enhance the conductivity, but also encourage

decomposition reactions [42]. The behaviour of the electrolyte is another reason for the

relatively narrow operational temperature window of classic Li-ion cells.
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Table 2.1: Conductivity electrolyte [43]

Solution property Salt concentration ↑ Temperature ↓

Conductivity ↑ ↓

Viscosity ↑ ↑

2.1.5 State of development for classic Li-ion batteries

For high energy automotive applications capacity, cycle life, operational temperature

range, materials availability and safety are essential. Today’s leading Li-ion batteries in

automotive applications are evolved from the lithium cobalt oxide chemistry, introduced

by Sony in the beginning 1990’s. Due to optimisations in cell chemistry, materials and cell

design, the capacity doubled during the last decades [44]. Despite their safety issues and

the relatively expensive cathode, lithium cobalt oxide cells are the most common cells in

consumer electronics due to high capacity and cycle life. However, current developments

tend to replace the cobalt oxide cathode with lithium manganese oxide cathodes due to

their low production costs or iron phosphates which are also more tolerant against abuse.

Table 2.2 summarises different properties of cell chemistries currently used as traction

batteries for automotive applications.
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Table 2.2: Lithium-ion battery chemistries and properties

LiCoO2 LiMn2O4 LiFePO4

Image [45]

Cathode V [45]

Volt range 4.2 V - 2.5 V [46] 4.2 V - 2.5 V [15] 3.4 V - 2 V [47]

Structure hexagonal [45] spinel [45] olivine [45]

Producer Panasonic [46] CPI (LG) [15] A123 [47]

Sp. power 1200 W kg−1 [48] 2000 W kg−1 [48] 3000 W kg−1 [48]

Sp. energy 175 Wh kg−1 [48] 80 Wh kg−1 [48] 108 Wh kg−1 [48]

E. density 500 Wh l−1 [20] - 145 Wh l−1 [48]

Cycle life 500 cycles [49] 500 cycles [49] 1000 cycles [49]

Charge time 2-4 h [49] 2-4 h [49] 2 h [49]

Self disch. 10% Month−1 [49] 10% Month−1 [49] 8% Month−1 [49]

Security bad [49] middle [49] good [49]

Vehicles Tesla [50] Nissan Leave [15] E-rockit [51]

Future developments in this field are focused on improving the specific energy and

safety. Table 2.3 summarizes the main activities. Despite the continuous improvements

of the Li-ion battery technology over the last years, there is a considerable agreement in
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Table 2.3: Developments Li-ion chemistry based on [22]

Research area Advantage Challenge

Li−Si or Li−Sn-anodes 4000 mAh g−1 or 990 mAh g−1 poor cycle life

Li4Ti5O12-anodes no SEI, temp. and cycling stable low energy density

LiNi0.5Mn1.5O4-cathode high, constant voltage (4.5V) no suitable electrolyte

nano-structure electrodes power due small diffusion length increased reactivity

additives for SEI less degradation, high stability find material

shut down seperators prevent thermal runaway find material

the literature that, with the classic cell chemistry, there is no major improvident in energy

density to be expected [20]. A step forward for automotive applications is seen generally

by the replacement of all battery parts with more efficient and safer components, which

are represented by the lithium-air, the lithium-sulfur chemistry or solid state batteries [22].

2.2 Li-S batteries

The most important improvements of lithium-sulfur batteries are seen in the capacity,

safety, material availability and temperature range. The chemical reactions are based on

a conversion reaction of sulphur instead of intercalation. Sulfur reversibly reacts with

lithium ions when reduced from the elemental state S8 (Fig. 2.6) to lithium sulfide Li2S,

which is the reason for the high theoretical capacity of this reaction (1672 mAh g−1) [52],

giving a realistic target for the practical capacity about 550 mAh g−1 on cell level [53].

The basic components of the battery are a metallic lithium anode, an organic electrolyte,
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a porous separator and a sulfur composite cathode. During the discharge, the metallic

lithium is oxidized and its ions move through the electrolyte to the cathode, where the

elemental sulfur is reduced to lithium sulfide. This reaction offers a very high theoretical

capacity and very low costs for the cathode materials [54]. However, its use is hindered

by the complex properties of the different intermediate species when reducing elemen-

tal sulfur S8 to the discharge product Li2S which is further explained in the following

sections.

Figure 2.6: Main mechanisms playing a role in Li-S batteries

However, it must be mentioned that a complete understanding of the charge/discharge

mechanism is hindered by the difficulty of detecting present species during cycling. The

current efforts in the community does not always agree on the subset of detected species.

Furthermore, most experiments are done on non-representative cells, such as purpose-

built or coin cells, and it has been shown they behave very different from a cell built

to be commercially viable (low electrolyte to sulfur ratio, high sulfur to cathode ratio).

Therefore, the results presented here are mainly used to introduce the reader into the
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complexities of Li-S batteries during cycling and do not always represent what is com-

monly agreed in this field. For more information the review of Wild et al. [55] is very

useful.

2.2.1 Cathode

Although solid elemental sulfur is used as electrode material, it can be classified as a

liquid cathode, since only when dissolved sulfur is able to take part in the electrochem-

ical reactions. Compared to a solid intercalation electrode, the chemical behaviour of

the dissolved reaction products during the reduction of elemental sulfur (S8) to (Li2S)

is significantly more complex. During cycling, the sulfur rings are reduced to polysul-

fides of different lengths and properties. While longer polysulfide chains (LiS8, LiS6) or

high order polysulfides are highly soluble and reactive [56], smaller chains or low order

polysulfides (Li2S2, Li2S) become insoluble, insulating and tend to precipitate. These

properties, plus the fact that the active species are dissolved in solution, are the main rea-

sons for the low sulfur utilization, poor cycle life and the relatively high self-discharge of

lithium-sulfur batteries [53].
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Figure 2.7: Simplified cycling of a typical lithium-sulfur cell

The typical discharge curve, shown in Fig. 2.7, contains two main voltage plateaus.

As shown on the right, elemental sulfur dissolves in contribution with lithium ions into

liquid form S8(l) [57] and is able to accept electrons. When the lithium migrates trough

the electrolyte to the cathode, high order lithium polysulfides (Li2S8 - Li2S6) are formed,

which dominate the entire high plateau. However, the reaction path is complex and also

a small fraction of low order polysulfides could be found experimentally [55]. As a first

part of four suggested stages by Kawase et al. [58], the following species were detected:

Stage 1:

S8 +2e−→ S 2−
8

S8 +4e−→ S 2−
7 +S 2−

S8 +4e−→ S 2−
6 +S 2−

2

S8 +4e−→ S 2−
5 +S 2−

3

S8 +4e−→ 2S 2−
4

(2.3)
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The simultaneous presence of multiple species and occurring precipitation leads to a

discharge curve around 2.3 V, with a relatively constant gradient without many smaller

plateaus for each of the reduction steps respectively [59]. Since the majority of reaction

products are high order polysulfides, which are chemically more active than low order

ones [60], the internal resistance of the cell is usually small and high rates can be drawn

from the cells. However, the high solubility and mobility of theses species also allow

them to diffuse directly to the anode and form lower order polysulfides when in con-

tact. The low order polysulfides however, diffuse back again to the cathode to form high

order chains until the charging ends. This loop, called the shuttle effect, can lead to infi-

nite recharge, degradation and poor charge efficiency. The transition range between both

plateaus is influenced by the second stage of parallel reactions.

Stage 2:

S 2−
8 +2e−→ S 2−

6 +S 2−
2

S 2−
8 +2e−→ S 2−

5 +S 2−
3

S 2−
8 +2e−→ 2S 2−

4

S 2−
7 +2e−→ S 2−

4 +S 2−
3

S 2−
6 +2e−→ 2S 2−

3

S 2−
5 +2e−→ S 2−

3 +S 2−
2

S 2−
4 +2e−→ 2S 2−

2

(2.4)

In this area, it is assumed that the amount of dissolved polysulfides in electrolyte reaches a

peak, which also causes a peak in the internal resistance due to increases in the electrolytes

viscosity. Further discharge causes the majority of polysulfide chains to break further into

smaller parts and theoretically the low plateau starts at about 491 mAh g−1 discharged

capacity [53]. However, in the practical experiments of Kawase et al. this point is already
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reached around 250 mAh g−1 [58] (Fig. 2.8). The main reaction in the low plateau is

based on

Stage 3:

S2−
3 +2e−→ S2−

2 +S2− (2.5)

Here it is assumed that mostly Li2S3 is present and governs the behaviour of the cell

in that region. Practically, that region has consistent kinetics and low variations of the

internal resistance after the peak in between both plateaus has levelled out. This region

is therefore seen as the most useful for practical applications due to its constant terminal

voltage and its large contribution to the capacity [58]. Furthermore, the self-discharge is

fundamentally reduced here and if the charging stops before the high plateau, the shuttle

effect can be avoided. The practical discharge stops theoretically at about 1256 mAh g−1

with the increasing formation of resistive low order polysulfides Li2S and Li2S2, which

insulate and passive the cathode reactions.

Stage 4:

S2−
2 +2e−→ 2S2− (2.6)

The end of discharge is marked by a dropping cell voltage [61] [62] towards the end of

discharge due to rapidly increasing internal resistance of the cell. If discharge further

continues, a layer of metallic lithium on the cathode can be formed, which can lead to an

unstable electrode [63].
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Figure 2.8: Species in electrolyte during discharge/charge [58]

As shown in Fig. 2.8, while charging the reaction reverses until the oxidation process

of the polysulfides reaches high order chains. At about 2.35 V, depending on the elec-

trolyte [64], not all of the higher order polysulfides transform back into elemental sulfur.

A proportion of them diffuse to the anode where they form lower order chains and shuttle

in between both electrodes. While this is generally not desirable, this effect can act as an

overcharge protection [52]. The diffusion is dependent on (i) solubility of polysulfides,

(ii) the transport properties of the electrolyte, and (iii) dissolution rates and also continues

when the battery is resting. While it is agreed that without the charging energy the shuttle

effect leads to self-discharge, the exact precesses during charge/discharge and whether it

is the same as self-discharge during rest are unclear yet.
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2.2.2 Anode

In contrast to classic Li-ion batteries, it is safer to use pure lithium anodes for lithium-

sulfur batteries. Here, sulfur especially appeals as a cathode material since some of the

reaction species protects the highly reactive lithium, which exceeds the specific capacity

of the previously introduced graphite anode with 3860 mAh g−1 [65, 66] by a factor of

ten. Each lithium can provide one electron so two ions are needed to break the polysulfide

chains into smaller pieces (Eq. 2.7).

2Li 
 2Li++2e− (2.7)

These insulating and sparingly soluble films are improving the cycling behaviour, leading

to less dendrite growth and lower self discharge [67]. Therefore, like classic Li-ion batter-

ies, the properties of the SEI are fundamental for the anode‘s performance. However, its

thickness, morphology, composition and compactness are not only dependent on material

properties of salts and electrolytes, but also through the interplay of decomposition- and

dissolution-rate while cycling (Fig. 2.9) [63]. Unfortunately, the film cannot eliminate

all reactions with the electrolyte, leading to capacity fading mechanisms. For example

ROLi and HCO2Li is produced with 1,3-dioxolane (DOL) and dimethoxy ethane (DME)

solvents leading to solvent consumption and the production of oxygen, which is a source

of irreversible LixSOy formation [64]. Another reason for loss of active material is the

increased dendrite formation rate of metallic lithium with the surface film. Even small

amounts of particles on the electrode cause increased dendrite formation, which roughens

the surface, increases the anodes contact area and produces more passivation film [59].

However, the passivation also hinders the dendrites to produce inner short circuits like in

classic Li-ion cells, which also makes it a safety feature of the cell.
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Figure 2.9: Surface layers lithium anode [68]

2.2.3 Electrolyte

The Li-S batteries electrolyte is usually a mixture of tetrahydrofuran (THF), 1,3-dioxolane

(DOL), dimethoxy ethane (DME) and tetra(ethylene glycol) dimethyl ether (TEGDME)

[69], combined to provide optimal sulfur utilization, rate capability, temperature range

and cycle life. Commonly used salts are LiTFSI, LiClO4, LiNO3 [64], and their con-

centration governs the ionic conductivity and viscosity in a similar pattern as in classic

Li-ion batteries. However, there is an increased influence of concentration gradients of

active species, since the cathode is dissolved. The amount of solved polysulfides changes

during cycling, changing the electrolytes viscosity and thus its conductivity. This leads

to a unique discharge behaviour. Next to polarisation losses, the capacity provided by the

Li-S cell is highly governed by the utilisation of sulfur, which is mainly dependent on the

ratio of sulfur/composite material and discharge rate. Usually, higher amounts of carbon
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as conductor improve the utilization due to improved conductivity and surface area of the

electrode. Fig. 2.10 (frame) shows the specific capacity of a cell manufactured by Sion

Power with 47% carbon content together with different other cell chemistries [53]. It can

be seen that the overall capacity decreases with higher rates non-linearly. However, more

interestingly are the differences between the plateaus. The high plateau, governed by

the soluble long chain polysulfides, has a higher reaction rate and therefore a better rate

capability. However, it also enhances the shuttle phenomenon resulting in self discharge.

Therefore, at very low currents, the shuttle has enough time to reduce the usable discharge

capacity of the cell in the high plateau [61]. The low plateau, governed the formation of

insulating Li2S2 and Li2S and the viscosity of the electrolyte, is more stable leading to a

lower rate capability and self discharge. Here, high currents cause an increased amount

of polysulfides, which also increases the viscosity of the electrolyte. This slows diffusion

and causes concentration gradients inside the cathode, which can produce solid discharge

products in the outer layer of the cathode [69]. This inhomogeneous distribution leads

to low discharge efficiencies at higher rates in the low plateau [59]. In other words, the

Li2S precipitation at high currents can hinder the utilisation of the underlying sulfur. The

differences (self discharge, utilisation) between the plateaus cause variations in the usable

capacity for different rates, as shown Fig. 2.10 with an OXIS Energy cell. The ratio be-

tween them rises for this particular cell from about 1.75 (low plateau/high plateau) at 1.5

C to 2.9 (low plateau/high plateau) at 0.2 C.
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Figure 2.10: Discharge behaviour of Li-S cell with different current rates adapted from

[70], [53]

2.2.4 State of development for Li-S batteries

Generally, Li-S batteries are still in their early stage of development with the main focus

of improving the capacity, lifetime and rate capability of the cells. Thereby mostly the

shuttle has to be reduced or eliminated, the utilisation of sulfur has to be improved and

the surface passivation and dendrite formation at the anode have to be addressed. Shuttle

preventions can be realized through protective layers on the anode, through cell layout or

in the cathode itself. Common approaches cover all involved components of the battery

[52], but mainly apply composites to the cathode to enhance the conductivity and also

limit the diffusion. Here the difficulty is to find the right material and also the right

ratio since a low ratio of active sulfur is not favourable due to the decreasing gravimetric

energy density [71]. As a composite material, carbon has an outstanding role due to its

various morphologies and high conductivity. To give an overview about the variety of



34 2. FUNDAMENTAL BATTERY CHEMISTRY FROM LI-ION TO LI-S

different forms of containing sulfur, Table 2.4 gives examples with their advantages and

disadvantages summarized form [52].

2.2.5 Available Li-S cells

The aims to improve Li-S cells, closer to working cells, use layered graphite as cathode.

Similar to conventional lithium batteries, graphite maintains its layered structure when

sulfur moves in between and can therefore act as an efficient micro current collector,

which also prevents the dissolution [72]. The results suggest a high initial discharge

capacity of 1588 mAh g−1 when discharged with 25 mA g−1. Most problematic for this

approach is the increasing capacity fade with high rates, which is a specific effect of the

sulfur-graphite composite. Another approach, introduced by Wang et al. [54], proposed

the idea to retard the diffusion of polysulfides in bounding sulfur to polymer matrices.

These large molecules not only accommodate the sulfur, but also act as a conductor. The

resulting low self discharge, cycling stability, improved rate performance and relatively

simple production are promising properties for Li-S cells. However, the vast majority

of these approaches are still in laboratory or experimental state. Here, OXIS Energy

offers one of the first commercially available Li-S batteries, based on polymer composites.

Today’s available cells can handle a wide variety of conditions including temperatures,

rates and lifetime (Fig. 2.11). However, the provided rate capability and cycle life is not

adequate enough to reach automotive demands yet, which is a target for development at

OXIS Energy [73].
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Table 2.4: Carbon materials for Li-S batteries adapted from [52]

Principle visualisation Materials and properties

Microporous Carbon:

- constrain sulfur by absorption

- no soluble polysulfides, no high plateau

- 650 mAh g−1 after 500 cycles

Mesoporous Carbon:

- wider pores with higher sulfur loading

- best electrical contact with partial loading

- initial: 1390 mAh g−1, 840 mAh g−1 after 100 cycles

Engineered Hierachical Porous Carbon:

- high S utilisation due to complete redox reaction

- MPC’s electronic conductor + sulfur stockroom

- immobilizing suppress loss of active material

Carbon Black:

- low cost additive for high electrical conductivity

- increased contact area between carbon and sulfur

- 777 mAh g−1 after 50 cycles

Hollow Carbon Spheres:

- large interior void space with mesoporous shell

- excellent cycling performance

- 91% after 100 cycles

Carbon Nanotubes:

- interwoven conductive network

- high surface area for absorbing polysulfides

Carbon Nanofibers :

- nano-tubes without hollow space in between

- high conductivity and structural strength

- initial: 1560 mAh g−1, 730 mAh g−1 after 150 cycles
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Figure 2.11: OXIS energy cell voltage over capacity and temperature [70]

As mentioned before, the cell development in the REVB project is not exclusively

focused on improving the cell properties, but also to create a framework for practical

applications. The tested cells need to be characterised and evaluated for compatible SoC

estimation. Table 2.5 summarises the cells properties and adds data from a competitor

cell (Sion Power) and the future goals for the OXIS cell for comparison.

2.3 Discussion

Li-S batteries behave differently to the standard Li-ion cell in many aspects. From an

application oriented point of view (i) the usable capacity, (ii) the rate capability, and (iii)

the cycle life are most important. All of them are influenced by internal parameters (SoC,

SoH, battery design) and external factors (temperature, current rate, short-term history,

long-term history) [76]. The influences of the most important parameters are summarized

in Table 2.6 - 2.8, where a single line arrow corresponds to weak dependency and a double

line arrow to strong dependency.
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Table 2.5: Available lithium-sulfur cells and future developments

Sion cell OXIS cell (tested) OXIS future cell

Image

Volt range 2.5 V - 1.7 V 2.45 V - 1.5 V 2.45 V - 1.5 V

Nominal volt. 2.15 V 2.05 V 2.05 V

Capacity 2.5 Ah 3.4 Ah 95.2 Ah

Dimensions 55x37x11.5 mm 145x78x5.6 mm 220x110x17.4 mm

Weight 16 g 50.7 g 473 g

Producer Sion Power OXIS Energy OXIS Energy

Sp. power 168* W kg−1 27.5* W kg−1 520 W kg−1

Sp. energy 350 Wh kg−1 137.5* Wh kg−1 400 Wh kg−1

E. density 320 Wh l−1 110.6* Wh l−1 450 Wh l−1

Cycle life - >95 cycles 615 cycles

Operating T. -20 °C to 45 °C 5 °C to 80 °C -10 °C to +55 °C

Source [74] [70] [75]

* calculated with the nominal capacity, the nominal discharge current for the Sion cell

(1.25 A), the recommended discharge current (680 mA) of the OXIS cell and both nominal

voltages (2.15 V/2.05 V)
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2.3.1 Discharge capacity

In the classical lithium ion chemistry the amount of storable charges depends on the free

vacancies in the intercalation compound. Ideally, the amount of them does not change

quickly so the capacity fade is slow. Variations are mostly caused by external parameters

such as low temperatures, lowering the diffusivity and therefore increasing the internal

resistance. Overall however, the capacity changes for different user cases are generally

small. Another property of intercalation based batteries is the low self discharge, which

means the the SoC does not change significantly if the battery is not in use.

In lithium-sulfur batteries, the capacity is mainly dependent on the utilisation of the

sulfur. Due to the complex reaction path, concentration gradients of active species in

electrolyte and precipitation the usable capacity varies more. While low temperatures also

cause lower diffusion and increased internal resistances, the same effect hinders shuttling

and therefore leads to a slightly reduced self discharge in the high plateau. Furthermore

there is a sensitivity on the discharge current and its profile. Table 2.6 summarises the

main effects, where H stands for usage history.

Table 2.6: Comparison of effects on usable capacity

Lithium-sulfur - Parameter - cl. Lithium-ion

resistance electrol./ electrodes ⇐ Temp. ⇒ resistance electrol./ electrodes

polysulfide availability ⇐ Current vacancy sites electrode

Li2S formation in cathode ⇐ Short H.

active material lost ← Long H. → passivation, decomposition
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2.3.2 Rate capability

In classical Li-ion batteries, rates are dependent on the diffusion speed into the electrodes,

on their surface reactions and transport properties of the electrolyte. Therefore, they are

more dependent on cell design parameters (high energy or high power Li-ion batteries)

than cycling parameters.

With lithium-sulfur batteries however, the rate capability depends on availability and

reactivity of the dissolved polysulfides, which means that the dynamic cell behaviour is

more dependent on concentration gradients. Generally, the rate capability changes in a

more complex manner, with a peak of internal resistance in between both plateaus. Here,

the concentrated electrolyte with its viscosity hiders high rates. This can cause the cell

voltage to drop under the limit before the cell entered the low plateau, which means that

the discharge stops prematurely. Towards the end of the low plateau, the rates are limited

by increasing amounts of precipitate, reducing the active surface area of the cathode.

Generally, it can be concluded that the ability of Li-S cells to deliver high currents changes

more significantly, which must be accommodated by the management system of the cells.

Table 2.7 summarises the main effects.

Table 2.7: Comparison of effects on rate capability

Lithium-sulfur - Parameter - cl. Lithium-ion

transport properties el. ⇐ Temp. ⇒ transport properties el., intercal.

polysulfide availability ⇐ Current → intercalation distance

Li2S formation in cathode ⇐ Short H.

active material lost ← Long H. → passivation, decomposition
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2.3.3 Capacity fade

Capacity fade over the lifetime of a battery manifests in degrading of the usable capac-

ity and rate capability. The cyclability of classical Li-ion batteries depends mainly on

the stability of the host material and the SEI. These batteries need to be protected from

overcharge (lithium plating, defects in cathode), high temperatures (SEI-degradation) and

high charging currents with low temperatures (lithium plating). However, as long as they

are used within safe margins, Li-ion cells degrade only marginally from cycle to cycle.

The processes for Li-S cells are less well understood. Irreversible degradation is as-

signed to the shuttle effect in the high plateau, which occurs with every full charge. The

degradation happens therefore mostly while cycling. Towards depletion, active material

is lost due to the reversible precipitation/dissolution of sulfur, when Li2S2 and Li2S form

on electrical inactive areas where they cannot oxidise again. Furthermore, high rates can

increase the dendrite formation at the anode, which can effect the surface layer and the

decomposition of electrolyte. Table 2.8 summarises the main effects.

Table 2.8: Comparison of effects on capacity fade

Lithium-sulfur - Parameter - cl. Lithium-ion

viscosity el. -shuttle ← Temperature ⇒ high temp. -ageing of SEI

dendrites anode ← Current → high currents rates

Short H.

shuttling, cycling ← Long H. → overcharge, temperature
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2.4 Conclusion

From the discussion in this chapter it is shown that the lithium-sulfur chemistry has

promising properties for automotive applications. Despite difficulties, intense research

led to available cells that can archive 160 - 350 Wh kg−1 on cell level [55], which is a sig-

nificant increase compared to Li-ion technology. It is therefore wise to initiate thoughts

towards the application of Li-S cells. However, due to their entirely different reaction

principle and cycling properties, Li-S batteries need a specifically designed battery man-

agement system. For each of the important cycling parameters, new methods have to be

developed to ensure optimal usage and lifetime of the cells. Despite the different cell

reactions and varying complexities, there are similarities. Both cell types react negatively

to exceeding the recommended voltage range, which is one major reason for the need of

a precise SoC estimation for the dynamic currents in electric vehicles. However, while

for Li-ion batteries overcharge can lead to lithium plating and in the worst case a thermal

runaway, for Li-S it is more related to degradation. Nevertheless, overcharge with Li-S

cells can also lead to self heating effects, which can be critical. Overdischarge however,

causes degradation with Li-ion batteries and can cause an unstable electrode cathode with

Li-S cell. The clear boundaries are one reason for the urge of precise state estimation

for the classical batteries. And despite these boundaries are less well understood for Li-S

batteries, it can be concluded:

• For safety and reliability considerations, control mechanisms of both presented

battery types have to have the same quality in determining the end of charge/dis-

charge and therefore the SoC. Common estimation accuracies of Li-ion batteries

in electric vehicles vary from 6% to less than one 1% [77], which is therefore also

desirable for this thesis.

• The estimation task for the more complex and less understood Li-S cells is
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more difficult. In this topic it is an open question how much of the existing tech-

niques, established for a wide range of used battery types, can be used or adapted

for Li-S cells.

• The estimation will focus on the discharge process, since the charging reaction

differs and is generally less understood than the discharge process on a fundamental

level [55]. Furthermore, the manufacturer of the tested cells recommends constant

current charging with low rates.



3

Battery state of charge estimation

Naturally for all kinds of storage systems, the information of capacity and how much of

the storage is still available is vital. For cars with combustion engine with classic tanks

this is relatively easy since the amount of petrol in the tank is measurable at any given

moment and the capacity of the tank itself is constant. For electrochemical storages how-

ever, the relations are more complex. Firstly, for modern batteries there is no possibility

to directly measure the remaining energy during the usage and secondly, as introduced

in the previous section, the capacity of batteries depends on many parameters. To solve

these difficulties, an intense research field with a general goal to predict the performance

of different battery types has grown [77]. However, the field of SoC estimation is novel

for Li-S batteries and it is unclear yet how to get optimal performance without the risk of

scarifying safety, lifetime or reliability. The SoC estimation is one fundamental part of

this, since less uncertainty in the SoC estimation also means less conservatism in opera-

tion (Fig. 3.1). In other words, the user can operate the battery closer to its limits when

the states of the cell are known. In the following, the definitions of cell capacity and SoC

are introduced.

43
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Figure 3.1: SoC definitions of a battery

3.1 Cell capacity

The maximum and minimum operation voltage for the OXIS Energy cells are 2.45 V and

1.5 V respectively [70]. For any application the current that can be drawn within this

window for safe operation is a key factor. The definition for the cell capacity is therefore

simply

Qn =

∫ tV

tV
Id(t), (3.1)

where tV stands for the maximum and minimum cell voltage at the beginning and end of

the discharge test. To account for the variations of the cell performance with respect to

temperature, current and age, common techniques use a slow discharge of 10 hours (C/10)

[78], controlled environments and only fresh cells for the experimental tests. Therefore,

it is a common practice to name the capacity under these conditions nominal or rated

capacity, here called Qn. Experimental tests for Li-S batteries follow the same pattern in

the data sheet for the tested cell (see Appendix A). However, due to significant capacity

changes with the OXIS cells (Fig. 3.2), based on the applied current, in this thesis a

mixed pulse current experiment, explained in Chapter5, is used to define a more practical

capacity value. Furthermore tests with various realistic drive cycle currents in section 6

and 7 are performed to give a realistic view of the cells in operation.



3.2. STATE OF CHARGE 45

Figure 3.2: Pulse discharge test of Li-S battery with two different currents

3.2 State of charge

The SoC of a cell is defined as a fraction of the nominal capacity, which is still avail-

able for the discharge process. While 1 (100%) indicates a fully charged battery, 0 (0%)

represents a fully discharged one. The mathematical definition is

SoC =
Qt

Qn
, (3.2)

where Qt is the remaining capacity of the cell. While for common Li-ion batteries the full

SoC is defined when the charging current does not change within 2 hours at a constant

voltage and temperature charge (DIN 43539), the process for Li-S batteries varies due to

the shuttle effect. As defined by OXIS Energy, the cell is fully charged when it reaches

2.45 V with a constant current charge of C/10 Amperes. The introduced standard defi-

nitions for cell capacity and SoC work well in practice and efficient methods have been

developed to handle variations. Nevertheless, the complex reactions affect and weaken

even the very basic definitions, which makes a precise SoC estimation, based on amount

of chemical reactants, difficult to obtain. Therefore the SoC is estimated mainly on prac-

tical thoughts as explained in the next sections. Thereby only the principles of commonly

used methods are introduced. For more details the reader is guided to [79, 80] for general
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SoC estimation and to Chapter 6 for their applicability to the Li-S chemistry.

3.3 Coulomb counting

As a simple and reliable method, Coulomb counting is used for most of the practical

tests, defining the capacity as described before. Its main idea is to integrate the current

measurement over time to calculate the amount of energy flowing in or out of the battery

(see Fig. 3.3 for simplified visualization). The mathematical description is given in [79]

as

SoC = SoC0 +
1

Qn

∫ t

t0
(Ibatt− Iloss)dt, (3.3)

where Ibatt the measured current and Iloss a lost factor for the charge and discharge effi-

ciency. While this method is generally precise, the integration leads to difficulties when

the battery is not tested in a laboratory environment. Most problematic is the adding up

of small measurement errors to significant values over time. For laboratory tests, using

full cycles, a controlled environment and high precision current sensors this error is usu-

ally small. However, in real applications without full cycles, less accurate sensors and

sensor noise, the drift can lead to strong estimation errors. Furthermore this method by

definition needs a precisely known starting point SoC0. The accuracy of Coulomb count-

ing increases if points for recalibration can be identified, for example regular complete

recharges [81], which is why it is used widely in consumer electronics and is applicable

to all battery systems [79].

Figure 3.3: Principle of Coulomb counting
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3.4 Open circuit voltage

The open circuit voltage method uses the relation between equilibrium potential of both

cell electrodes and the SoC and is a relatively simple method that does not require long

measurements or precisely known initial conditions. For Li-S batteries, as well as for

most other cell chemistries, the open circuit voltage is higher for the charged than the

discharge state. This leads to a non-linear relationship of OCV and SoC [81]. Therefore,

a functional fit or lookup table can be used, which is in a simple case

VOC(t) = f1SoC(t)+ f0. (3.4)

The limitation of this method is the time needed for reaching equilibrium, which varies

in between the used materials and chemical reactions. For the LiFePO4 chemistry for

example duration to the OCV can be up to 3 hours and can be influenced by hysteresis

effects [82], which makes this method only accurate in applications with long breaks or

small and constant currents [79]. The requirements for the voltage measurement depends

on the slope of the OCV curve. The steeper the OCV curve over SoC, the smaller the

effect of sensor noise. The flat OCV curve of Li-S batteries in the low plateau makes this

method particular unattractive for this chemistry (Fig. 3.4), which is examined on more

detail in Chapter 6.

Figure 3.4: Principle of open circuit method
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3.5 Impedance spectroscopy

The main thought of using the cell impedance is to quantify the variations in cell be-

haviour over the discharge range and assign it to the SoC. While in [83] is given a full

overview of the technique, here only the basic principles are mentioned. The principle to

manifest the cell properties are inspired by thoughts from control engineering, where a

systems output to a sinusoidal input contains a lot of information about the system itself

(Fig. 3.5).

Figure 3.5: Principle of impedance spectroscopy

Here the difference in amplitude and phase angle between the input and output over

different frequencies are of interest, summarized as complex number characterized either

by its real and imaginary parts [83]

Z( f ) =
Vmax i

Imax
e jφ . (3.5)

The results of a number of tests are plotted in the Nyquist plane (For batteries the neg-

ative side of the imaginary part is usually flipped over to the positive side to create a

capacitive behaviour.). It can quantify different effects of a electrochemical reaction so as

resistances of the charge transfer or contact inter-phases, the capacitance of double layers

or mass transport phenomena [76]. Therefore, it is usually used in the prototype stage

of cells to investigate details of the cell reactions. Published studies for Li-S batteries
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use this method to gain insight into the reaction path [84], the conductivity of the elec-

trolyte [85], surface layers of the electrodes [86] and the degradation process [87]. For

the SoC estimation however, it has not been used yet. The high hardware requirements,

i.e. a frequency response analyser, and the high effort and time needed to measure mul-

tiple frequencies makes this method seldom implemented [79]. Nevertheless, the idea of

interpreting the dynamic cell voltage response to current is picked up in the time domain

to parametrize equivalent circuit models, explained in Sec. 3.7.

3.6 Soft computing

As a method that can combine multiple source of information, artificial neural networks

(ANN) are used to determine the SoC due to their ability of nonlinear mapping, self-

organisation and self-learning [80]. Their principle is based on many relative simple

functions with one or more inputs to a single output, the neurons, which are able to repro-

duce complex input - output relationships when combined together. The parametrisation

of the functions is possible with training data where weights and biases of the neurons are

iteratively adjusted to minimise the error between predicted and observed outputs [88].

One major advantage of this process is that patterns and relationships between inputs and

outputs of a system can be established, without a comprehensive understanding of the

inner processes [89]. Therefore, this technique can be used for all types of batteries if

enough training data can be supplied [79]. With other words, the ’black box’ models of

neural networks have no physical meaning to the individual neurons and their connections

in between. This is the main reason why model based methods are favoured in this thesis.

Despite it is not an explicitly mentioned goal of this study, the understanding of physical

processes in Li-S cells in practical applications should also be enhanced. Furthermore,

the experimental tests, needed for the training, were developed and gathered during the



50 3. BATTERY STATE OF CHARGE ESTIMATION

project which made model based methods a better starting point.

3.7 Model based approaches

So far each of the basic methods for SoC estimation faces difficulties when applied in-

dependently. While the Coulomb counting is accurate for short periods, it needs initial

conditions and drifts with time. In contrast, the OCV method can estimate the SoC with-

out prior information, but is not applicable in a wide range of the discharge process for

Li-S batteries. As a method to combine both advantages, the idea of an observer is intro-

duced from control engineering. A mathematical model runs parallel to the real system,

predicting the output i.e. the terminal voltage of the battery. By using the error between

the prediction and the real measurements, the estimation of the hidden states of a system

can be improved. Here also the fact that the reaction parameters like electrolyte conduc-

tivity or surface layer capacity change over the discharge range, also used with impedance

spectroscopy, is exploited. However, the changes are identified in the time domain rather

than tested for a range of frequencies. The simple example in Fig. 3.6 shows that the

voltage prediction of the observer is above the measurements.

Figure 3.6: Principle of model based estimation

To correct this, now the SoC is shifted to fit the prediction to the observations. Gen-

erally, this method works best when the parameter variations over the SoC are more pro-
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nounced, which would be for example a steep OCV curve. However, a battery model

capable of reasonable accurately predicting the output voltage over the discharge range is

usually sufficient. The range of available models reaches from the complex reproduction

of the inner cell reactions to the simpler imitation of the voltage curve for current flow

[90] and generally is a trade-off between accuracy and simplicity. The following sections

introduce two main modelling ideas and summarises approaches for Li-S batteries.

3.7.1 Electrochemical models

The principle of electrochemical models is to reproduce the behaviour and performance of

the battery by the inner cell reactions. While the cell potential in resting conditions can be

described by the sum of the equilibrium potentials of the electrodes (standard potential),

the behaviour with a load current is described by the amount and concentrations of active

material for reduction and oxidation [91]. Thereby, the voltage drop is attributed to resis-

tances in the cell components (IR -loss), over-potentials at the electrode-electrolyte inter-

phase (activation-polarisation) and limitations of the ion transport in electrolyte (mostly

concentration polarisation) [43]

E = E0− [(ηct)a +(ηc)a]− [(ηct)c +(ηc)c]− IRi. (3.6)

Where E0 is the electromotive force or open circuit voltage of the battery, (ηct)a,(ηct)c

are the charge transfer overvoltages at anode/cathode, (ηc)a,(ηc)c are the concentration

polarisations at anode/cathode, I the operating current (Fig. 3.7). The internal resistance

Ri is the sum of the electrolyte resistance, the resistance of the current collector, the active

mass and the transitions resistance between the current collector and active mass [76].

Since the models are based on chemical reactions, they are seen as most accurate of the

various modelling methods and due to their high depth, they are particularly useful to
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enhance the understanding of the cell [92].

Figure 3.7: Principle of electrochemical modelling

The detail in which chemical reactions are described usually varies, depending on

which aspect of a cell is modelled. For Li-S batteries, Mikhaylik et al. [61] initially

reproduced the shuttle and self heating effect during charge with a zero dimensional model

with a simple two step reduction of sulfur. While Moy et al. [93] added more intermediate

sequential steps in the reduction chain, Kumaresan et al. developed a one-dimensional

model including multi component transport phenomena in porous electrodes and separator

and charge transfer kinetics [57]. While one-dimensional models are most promising to

reproduce the features of Li-S cells, no model is currently able to reproduce all features

and the research to explore new details is still ongoing [55]. The most important drawback

of more precise models is that they require many physical and chemical parameters, which

are usually difficult to obtain, and a large amount of computational power to run [94].

Therefore, for the SoC estimation reduced mechanistic models, focused on the runtime

performance, are favourable. Here Marinescu et al. [95] presented a model that can

predict the evolution of species for charge and discharge. Based on two dominant reaction

steps the simulation of both plateaus, the dynamic response of the cell voltage to loads,

power limitations and information on the amount of stored energy throughout operation

is possible. Figure 3.8 shows the development of the species and cell voltage with the

example of a constant discharge current of 1.7 A.
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Figure 3.8: Terminal voltage predicted by mechanistic model

However, the following studies in this thesis are based on an even more simplified

model approach, the equivalent circuit models.

3.7.2 Equivalent circuit model

Instead of reproducing the chemical reactions of the battery, equivalent circuit models

only represent the input-output (input: current, output: terminal voltage) relationship of

the cell with basic electrical components like resistors, capacitors and voltage sources.

They are mostly used for SoC and SoH estimation, since they are computational inex-

pensive and relatively simple to parametrize with current pulses (shown in Figure 3.9).

The idea behind this is that the systems answer to a step input contains similar informa-

tion about the system in the time domain to the impedance spectroscopy delivers in the

frequency domain.
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Figure 3.9: Input- output relationship of the ECN model

Therefore, the test procedure is significantly more simple. While the voltage before

the pulse is seen as the OCV, the immediate response to current is assigned to be internal

resistance. The slow voltage drop afterwards is defined by the double layer capacitance of

the electrodes and mass transport effects within the electrolyte, which can be represented

by one or more parallel RC circuits [76]. While this approach makes it harder to distin-

guish the particular cause of the transient response, it is relatively simple and intuitive to

handle. The model and computational effort to run or parametrize fits most BMS system

requirements and even online methods are used to identify the model parameters while

operation. Furthermore the model can be adjusted flexibly since a wide range of elec-

tronic components are available to model rate capacity effects [96], self discharge [97]

and differences between charge and discharge behaviour [98]. An approach to model Li-

S in this practical manner was only done by Knap et al. [99] for equivalent circuit models

of different complexity for the discharge range. While he concluded that a two RC model

is best suitable to represent the cell behaviour over the discharge range, Chapter 5 of this

thesis follows a different approach. Since the main application of the model is the SoC

estimation, here the computational effort is evaluated as more important, which led to

the usage of the commonly used Thevenin model structure [100] with only one parallel

RC circuit. Furthermore, the presented model is characterised with a novel mixed pulse

pattern to unveil current related changes and is parametrized over a temperature range of
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20 - 50 °C. The model can be described in continuous standard state space form as

ẋ(t) = Ax(t)+Bu(t)

y(t) =Cx(t)+Du(t)
(3.7)

and as

xk = Axk−1 +Buk−1

y(k) =Cxk +Duk.

(3.8)

in discrete-from for the recursive state estimation. For the sake of completeness, the fol-

lowing chapter introduces the combination of this model and with probabilistic methods,

before they are applied for SoC estimation.

3.8 Kalman filter and derivatives

As introduced before, batteries are complex systems with variations occurring even for

their simple definitions for capacity and SoC. Furthermore, the model itself, no matter if

high or low fidelity, always contains some level of abstraction and simplification. Meth-

ods, found to be robust against these uncertainties, assign a stochastic variable to the

observations y and states x respectively and can not only improve the accuracy, they also

can handle measurement noise, model inaccuracies and eliminate the need to store past

measurements for an expected value. All these advantages, combined with the need for

aggressive but reliable battery usage in EVs and HEVs [101], make this field of research

growing quickly [102]. The SoC estimation for Li-S batteries in this thesis is heavily

based on the Kalman filter theory. Therefore, its principles and derivations are intro-

duced. But since Chapter 6 and 7 already contain the equations and brief introductions
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for the applied algorithms, the introduction here follows a graphical pattern. This is con-

trary to most text books and aims to present an alternative introduction to the complex

field of optimal state estimation.

3.8.1 Main Principles

The Kalman filter minimizes the error variance between unknown true and estimated state

for assumed Gaussian distributions. In the following, the principles leading to this result

are introduced stepwise, from simple assumptions to the final algorithm. The argument is

based on chapter four of Gelb’s text [103].

Least squares

One widely used paradigm, the least squared error method, relies on deterministic argu-

ments to minimize the sum of the squared error between between the state dependent pre-

dicted model output Cx̂k and measurement yk. Mathematically, the state is transformed to

the output through the already introduced linear operator C from the measurement equa-

tion

y =Cx. (3.9)

The minimization occurs through comparing the estimated model output ŷi with the mea-

surements and sum up the squared values of the difference yi− ŷi

J = (y−Cx̂)T (y−Cx̂). (3.10)
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To find the x̂ that minimises the result J, the first derivative is taken, set to zero and x̂ is

brought on one side of the equation

x̂ = (CTC)−1CT y. (3.11)

For states with different uncertainties, it can be useful to weight the sum of squares

through a positive definite weighting matrix R−1

x̂ = (CT R−1C)−1CT R−1y. (3.12)

Now our estimation of x̂ is optimal for the least squares criterion and it improves with the

amount of observations. However, this problem is a very simple one due, since measured

output and prediction are known.

Assumption of uncertain measurements

When statistical assumptions about the measurement are added, x̂ can be estimated by

maximizing its probability. The maximum likelihood paradigm applies the least squares

method to the zero mean Gaussian probability assumption with covariance matrix R.

p(y|x) = 1
(2π)`/2|R|1/2 ∗ exp

[
− 1

2
(y−Cx̂)T R−1(y−Cx̂)

]
(3.13)

In this simple case, the conditional probability density for y, conditioned on a given value

for x, is just the density for y centred around Cx̂. Therefore, by minimizing the quadratic

exponent (similar to Eq. 3.12), the probability density p(y|x) reaches its maximum (Fig.

3.10). In other words, for Gaussian distribution the maximum likelihood is equal to the

least squares estimation.
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Figure 3.10: Properties of Gaussian distribution.

Assumption of uncertain states and measurements

So far we concentrated on getting an optimal idea of the state x by employing statistical

assumptions with observations. Now the Bayesian approach adds the prediction of the

observer model as a new information, also containing a degree of uncertainty. It is based

on the idea that everything unknown is treated as a stochastic variable with an associated

probability density function [104]. The statistical assumptions are given by the framework

a hidden Markov model (HMM) of sequential data [105], where the observations p(yk|xk)

are dependent on the predictable state p(xk|xk−1) and unpredictable measurement p(y).

The resulting probability density for, x given the observations y, formulated by Bayes’

theorem is

p(x|y) = p(y|x)p(x)
p(y)

. (3.14)

Where p(x) and p(y) are the probability density functions of x and y. The estimate x̂ can

be drawn from the conditional probability p(x|y) depending on the criterion of optimality.

When the maximum likelihood p(x|y) over x is wanted, the previously introduced

thoughts can be joined together. Since the denominator of Eq. 3.14 does not depend on x,

it is ignored for the optimization so the conditional likelihood of the measurement times

the prior state is maximised.

p(x|y) ∝ p(y|x)p(x) = likelihood× prior (3.15)
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With the previously introduced assumption of Gaussian sensor noise

p(y|x) ∝ exp
[
− 1

2
(y−Cx̂)T R−1(y−Cx̂)

]
(3.16)

and Gaussian distribution of the prior state

p(x) ∝ exp
[
− 1

2
(x− x0)

T P−1
0 (x− x0)

]
(3.17)

the function to be maximized is

p(x|y) = exp
[
− 1

2
(y−Cx̂)T R−1(y−Cx̂)

]
× exp

[
− 1

2
(x− x0)

T P−1
0 (x− x0)

]
. (3.18)

Where the prior on x is normal distributed with mean x0 and covariance P0. As well as

before, this function can be maximized by setting the first derivation to 0.

δ

δx

[
− 1

2
(y−Cx̂)T R−1(y−Cx̂)− 1

2
(x− x0)

T P−1
0 (x− x0)

]
= 0 (3.19)

Which leads to

x̂ = (P−1
0 +CT R−1C)−1(P−1

0 x0 +CT R−1y) (3.20)

When there is little or no a priori information, P−1
0 is small compared to CT R−1C, Eq.

3.20 becomes Eq. 3.12. If we further assume that all measurement errors are uncorrelated

with the same variance, Eq. 3.12 reduces to 3.11. It is therefore worth to mention, that

for Gaussian random variables optimal estimation refers to the result for x̂ that minimizes

the mean squared estimation error or maximizes its probability.
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Practical implementation in state estimator

The implementation of the Bayes rule in practical applications is done in two steps [106,

107].

Prediction:

p(xt|y1:t−1,u1:t) =

∫
p(xt|xt−1,ut) p(xt−1|y1:t−1,u1:t−1)dxt−1

Where the actual probability density is calculated from past measurements, the system

model and the control input ut . Thereafter, the posterior probability density p(xt|y1:t,u1:t)

is calculated by employing the actual observation.

Update:

p(xt|y1:t,u1:t) = η
−1 p(yt|xt)) p(xt|y1:t−1,u1:t)

Where η is a normalisation factor p(yt |y1:t ,u1:t), standing for certainty of all observations.

This result leads to filters with the goal of getting a consistent estimate of the states which

converges to the true value as the number of measurements increases [103].

Gaussian distribution

To emphasise the principle of recursive estimation and visualise the conditional probabil-

ities with Gaussian assumptions, a simple example is given here with a linear state space

representation with additive noise (wk−1,vk) for states and measurements. The posterior

state estimate is calculated through one step of prediction and time update with assumed

values for a one dimensional, linear system (A = 1, x0 = 1, C = 2, u = 0, σw = 0.18,

σv = 0.1). While the diagrams give correct quantitative information, the amplitudes of

probability density functions are scaled differently to emphasise the steps.
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Figure 3.11: Gaussian distribution through state estimation

Figure 3.11-A shows the associated probability of points for x on the x-axis and the

propagation of them through A on the y-axis p(y|x). Without any measurement noise the

prediction of the state probability can just be obtained with the factor A. However, since

each of the predicted points has an uncertainty in the measurement dimension, a vertical

random number is added to each of the predicted points (Fig. 3.11-B). Here the numer-

ically simple description and propagation of Gaussian noise is a major advantage, since

both independent Gaussian distributions can be added up together by simply summing

their variances. In Fig. 3.11-C the measurement with its own distribution p(v) is intro-

duced. Both, the predicted and the measurement probabilities, are multiplied together to

build the joint probability (Fig. 3.12-A). With the new knowledge of p(ŷ) the conditional

probability p(x|y) (Fig. 3.12-B) and therefore the posterior state x̂ (Fig. 3.12-C) can be

derived. With these assumptions, all the calculated distributions stay Gaussian and are

therefore describable by their means and variances, stored as states x and covariance ma-

trix P [108]. This simplifies the Bayesian recursion greatly since only these parameters

need to be stored and processed through time instead of propagating the whole probability

density [106].
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Figure 3.12: Conditional, Gaussian probabilities through state estimation

3.8.2 Kalman filter

An analytical solution of the Bayes filter for linear systems and Gaussian distributions is

the Kalman filter (KF), minimizing the error variance between true and estimated state

[109]. Through the recursive algorithm all previous information is embedded in the prior

estimate at the measurement index k, which eliminates the need for storing the past ob-

servations. The minimisation is done by the Kalman gain which dynamically weights the

estimation in between the model prediction and the measurements (For a summary of the

mathematical background the reader is guided to the textbook [103]). Here the algorithm

is introduced without further introduction. However, the Kalman filter is, next to the algo-

rithm, introduced graphically as well to emphasise the principle of the estimation process.

For the introduced state space model for a battery, predicting the terminal voltage with a

current input, the prediction step uses the input and the past states for the estimation of

the present state and probabilities in the Time update step:

State update : x̂−k = Ax̂+k−1 +Buk−1 (3.21)

Covariance update : P−k = AP+
k−1AT +Q (3.22)

With the state prediction, the estimation of the related terminal voltage can be done. The

error between the prediction and measurement is then multiplied by the Kalman gain
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to correct the states. textcolorredFurthermore, the a posteriori estimations for state and

covariances are determined in the Measurement update step:

Kalman Gain : Lk = P−k CT(CP−k CT +R
)−1 (3.23)

State update : x̂+k = x̂−k +Lk(yk−Cx̂−k ) (3.24)

Covariance update : P+
k = (I−LkC)P−k (3.25)

The graphical interpretation orients on the propagation of the probability distributions in

Sec. 3.8.1. Here however, the steps are presented in a more circular fashion to emphasise

the recursive nature (Fig. 3.13).

Figure 3.13: State propagation Kalman filter

While the Kalman filter is theoretically the optimal solution, it relies on knowing

values for the system and measurement uncertainties. The estimation performance and

robustness depends on the user choices for the measurement noise variance R and the

system noise variance Q. While R is relatively easy to determine by evaluating sensors

or measurements, Q is guessed most of the time. In practice each application has differ-
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ences in the system, its observability, model accuracy and measurement quality, which

makes a robust filter unique for each application. And while the model based SoC es-

timation in concept is independent of the battery chemistry ([110] for lead-acid, [111]

for LiFePO4, [68] LiMnO2, [112] [113]), the specific properties of Li-S batteries leads

to new challenges. Chapter 6 gives more insight into parametrisation of the system- and

measurement-uncertainties for the SoC estimation.

Each method or algorithm has its specific advantages depending on the model, noise

behaviour and nonlinearities. Therefore, one important conclusion of this thesis will be

how each method compares to each other in the presents of the unique properties of Li-S

batteries.

3.8.3 Extended Kalman filter

The assumption of linearity cannot represent most real systems, which leads to the fol-

lowing discrete state space model

xk = f (xk−1,uk−1)+wk−1 yk =Cxk + vk. (3.26)

However, for a certain range to an operation point the assumption of linearity usually

can be utilised. Therefore, the nonlinear extension of the KF, the extended Kalman filter

(EKF), is widely used for state estimation with batteries. Every step the system is lin-

earised around the current state mean x̂+k−1 for the propagation of the probability densities

[101] [114]. With the definition of the predicted estimation error

x̃−k = xk− x̂−k = f (xk−1,uk−1,wk−1)− f (x̂+k−1,uk−1,wk−1) (3.27)
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and the linearised approximation for x̂−k with a first order Taylor series around the current

mean,

x̂−k ≈ f (xk−1,uk−1,wk−1)︸ ︷︷ ︸
xk

−∂ f (xk−1,uk−1,wk−1)

∂xk−1

∣∣∣∣
xk−1=x̂+k−1

(
xk−1− x̂+k−1

)
−∂ f (xk−1,uk−1,wk−1)

∂wk−1

∣∣∣∣
wk−1=w̄k−1

(
wk−1− w̄k−1

) (3.28)

the nonlinearities cancel each other out. With the Jacobians of A and B, Âk and B̂k,

defined as

Âk =
∂ f (xk,uk,wk,k)

∂xk

∣∣∣∣
xk=x̂+k

, B̂k =
∂ f (xk,uk,wk,k)

∂wk

∣∣∣∣
wk=w̄k

, (3.29)

this leads to

x̃−k ≈ f (xk−1,uk−1,wk−1)− f (xk−1,uk−1,wk−1)+ Âk−1x̃+k−1 + B̂k−1w̃k−1 (3.30)

Using this, it is possible to find the covariance the propagation through time with the

current mean, the gradient for the system function Âk−1 and the previous estimation error

x̃−k , as long there is a starting point, i.e. an initial condition. The definition for the variance

E[(x̃−k )(x̃
−
k )

T ] leads to the equation for the linearly approximated covariance prediction

P−k ≈ Âk−1P+
k−1ÂT

k−1 + B̂k−1Q B̂T
k−1. (3.31)

The same principle applies to the calculation of the Kalman gain. With the definition for

the output prediction error

ỹk = yk− ŷk = h(xk,uk,vk)−h(x̂−k ,uk,vk) (3.32)
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and the linear approximation for ŷk

ŷk ≈ h(xk,uk,vk)+
∂h(xk,uk,vk)

∂xk

∣∣∣∣
xk=x̂−k

(
x̂−k − xk

)
+

∂h(xk,uk,vk)

∂vk

∣∣∣∣
vk=v̄k

(
v̄k− vk

)
,

(3.33)

the nonlinear measurement prediction of the current mean yk disappears. Again the Jaco-

bians of C and D, Ĉk and D̂k, are defined as

Ĉk =
∂h(xk,uk,wk,k)

∂xk

∣∣∣∣
xk=x̂−k

, D̂k =
∂h(xk,uk,wk,k)

∂vk

∣∣∣∣
vk=v̄k

. (3.34)

This leads to the linear factors of Ĉk, multiplied by the previous state error x̂−k − xk.

With the definition for the covariance E[(x̃−k )(Ĉkx̃−k + D̂kṽT
k )], which is equal to P−k ĈT

k , the

Kalman Gain can be calculated as

Lk = P−k ĈT
k

[
ĈkP−k ĈT

k + D̂kR D̂T
k

]−1

. (3.35)

As well as the Kalman Gain, the posterior covariance is calculated through the linear

Jacobian matrix Ĉk with

P+
k = (I−LkĈk)P−k . (3.36)

One of the drawbacks of the filter is the need for the partial derivations of the system

model, usually Âk−1 and Ĉk, which can be difficult to obtain. Furthermore, the lineari-

sation of the system to approximate the nonlinear dynamics at every time step is not

necessarily optimal. Nevertheless, the EKF often works well [114], even when the sim-

plifications made while propagating the nonlinear states and measurements with Gaussian

noise, (E f (x) = f (E[x]), are not true in general and the dropped nonlinear terms in the co-

variance prediction and estimator gain matrix calculation lead to a lower accuracy [101].
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The quality of the estimation with these generalisations therefore depends on the nonlin-

earity of the system function f and varies between applications. While Fig. 3.14 shows

the propagation of the EKF in principle, the whole algorithm is presented in Chapter 6.

Figure 3.14: State propagation extended Kalman filter

3.8.4 Unscented Kalman filter

Another way of handling nonlinearities is to estimate them with a set of data points. The

principle is based on chosen points with mean and covariance of the random variable,

being processed through the system function to get the posterior distribution. Therefore

the state vector of the unscented Kalman filter (UKF) is augmented to form

χk−1 =

[
x̂+k−1, x̂+k−1 + γ

√
P+

k−1, x̂+k−1− γ

√
P+

k−1

]
. (3.37)

Where the sum of the state vector and the covariance matrix P is not strictly bounded to

the matrix notations. It is defined by adding a vector to each column of the matrix [115],
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as Eq. 3.38 indicates:

xk +
√

Pk =

x1

x2

+
√P1 0

0
√

P2

=

x1 +
√

P1 x1

x2 x2 +
√

P2

 (3.38)

With the initial conditions x̂0 and P0, this leads to the column-wise update of each states

through the system model

χ
i,−
k = f (χ i,+

k−1,uk−1), (3.39)

the line-wise estimation of the mean

x̂−k =
∑2L

i=0
α
(m)
i χ

i,−
k (3.40)

and covariance from the transformed sigma points

P−k =
∑2L

i=0
α
(c)
i (χ i,−

k − x̂k
−)(χ i,−

k − x̂k
−)T . (3.41)

The weights α
(m)
i and α

(c)
i are vectors containing real constant scalars with the conditions

that
∑p

i=0 α
(m)
i and

∑p
i=0 α

(c)
i are equal to one [101]. With the scaling value

λ = α2(L+κ)−L the weights can be calculated with

γ =
√

L+λ , α
(m)
0 =

λ

L+λ
, α

(c)
0 =

λ

L+λ
+(1−α

2 +β ), α
(m)
i = α

(c)
i =

1
2(L+λ )

.

Where parameters γ ( 0.01 ≤ α ≤ 1 ), κ (0 or 3− L) and β (2) define width of the

sigma points[115]. Since the parameters are constant they can be defined once prior

executing the filter. For further processing, the a priori points are also processed through

the measurement equation column-wise, with a line-wise calculation of the new mean and
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variance

γ
i
k = h(χ i,−

k ,uk) (3.42)

ŷk =
∑2L

i=0
α
(m)
i γ

i
k. (3.43)

With the consequential covariance matrices Pyy
k and Pxy

k

Pyy
k =

∑2L

i=0
α
(c)
i (γ i

k− ŷk)(γ
i
k− ŷk)

T (3.44)

Pxy
k =

∑2L

i=0
α
(c)
i (χ i,−

k − x̂−k )(γ
i
k− ŷk)

T (3.45)

the Kalman Gain is computed simply by divide both values (Lk = Pxy
k (Pyy

k )−1). The error

covariance measurement update follows as the last step of the filter

P+
k = P−k −LkPyy

k LT
k . (3.46)

The increased effort for the propagation of the UKF is counterbalanced by better covari-

ance approximations. Furthermore, no derivatives are needed, which also eliminates the

need for differentiable system functions. While the algorithm is presented in Chapter 6,

Figure 3.15 shows the principles behind the propagation of states and covariances.
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Figure 3.15: State propagation unscented Kalman filter

3.8.5 Particle filter

The introduced Kalman filter methods are only able to process Gaussian distributions.

To solve the recursive estimation problem for arbitrary distributions, the Particle filter

(PF) generates possible positions for the states, the particles, and weight these to decide

how well these explain the observations. Unlike the UKF, where just the means and

covariances are transferred to the next step, the PF recursively estimates the whole particle

set χt between the iterations, which means that the actual hypothetical states are based on

the estimation of the previous one χt−1

χ =
{〈

xm,wm〉}
m = 1, ...,N. (3.47)

Where xm is the state hypothesis and wm the associated importance weight vector. The

derivation of the equations orients on Chapter 4.2 of the textbook [116], where the samples
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and weights represent by the posterior density

p(x) =
∑N

i=0
wm

δxm(x). (3.48)

Instead of using the mean and covariance of these particles like before (UKF), the princi-

ple of the filter is based on the assumption that the probability density function (PDF) can

be approximated by the density of particles (Fig. 3.16).

Figure 3.16: Target- and proportional probability density function and corresponding par-

ticle density [116].

The more particles fall intro an interval or area, the higher is the probability density

and therefore the probability that the actual state is in that area as well. With other words,

the empirical count of particles in the range A converges to the integral of g under A.

1
M

M∑
m=1

I(xm ∈ A)→
∫

A
g(x)dx (3.49)

As before, the filter can be divided in a prediction step, where the particles are randomly

generated by a proposal distribution g, and an update step, where the introduced mea-

surement information leads to the weighting of the particles by the target distribution f

[117].
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Prediction

To add uncertainty and create particles in random locations, the previous particle distri-

bution xt−1 is processed through time with the system model with the addition of the

proposal distribution

xm
k ≈ p(xk|uk,xm

k−1). (3.50)

The resulting set of particles represents the filter’s a priori believe bel(xt).

Update

To determine how well the predicted particles coincides with the observations yk, the

probability of the measurement under each particle is calculated as weight wm
t using the

target distribution f

wm
k = p(yk|xm

k ) =
f (xm)

g(xm)
. (3.51)

With the normalization factor for all importance weights wm, the particles converge to the

density f [ M∑
m=1

wm
]−1 M∑

m=1

I(xm ∈ A)wm→
∫

A
f (x)dx. (3.52)

The resulting set of weighted particles approximate the Bayes filter posterior distribution

bel(xk) (Fig. 3.17).

Figure 3.17: Particle distributions during the propagations
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Here the option of individually changing the function allows the user to account pre-

cisely for the kind of uncertainties with different observations.

Resampling

To account for the new information of the measurement, the resampling of the particles

incorporates the weights into the generation of the new set. The algorithm replaces parti-

cles from the temporary set χ̄ based on their probability defined by the weights. Hence,

the resampling transforms the particle set M to another set of same size but containing

just the most likely particles

bel(xk) = η p(yk|xm
k )bel(xt). (3.53)

Therefore, particles with a high weights are reproduced while low weighted ones die out.

Thus, the re-sampled set distributes approximately according to the posterior without the

weights in the next iteration. The particle filter is the only one of the presented ones

that is able to handle non-gaussian noise assumptions. However, its accuracy depends

on users considerations. Firstly, the number of particles are vital. With fewer ones, a

systematic bias is induced in the posterior due to the normalisation. A large particle set

however, increases the computational expense. Furthermore, the resampling causes a loss

of diversity in the particle population reducing the variance of the particles set, which

can lead to only a single particle surviving the resampling, decreasing the estimation

robustness. Usually the particle filter works well with low dimensional systems which

makes it a promising alternative for the state of charge estimation for the Li-S batteries.

In the following the algorithm is summarized visually in Fig. 3.18 and mathematically in

Chapter 6.
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Figure 3.18: State propagation particle filter

3.9 Conclusion

This chapter introduced basic definitions and paradigms in the field of battery SoC es-

timation and methods to get optimal results in the presence of model and measurement

uncertainties. The introduced algorithms use different approaches for handling nonlin-

earities in a dynamic state space model, which lead to different properties. While the

extended Kalman filter, which linearises through a first order Taylor series, has the lowest

computational effort of the proposed methods, it needs the partial derivatives of the model

and is usually used for systems containing mild nonlinearities. The unscented Kalman fil-

ter estimates the mean and covariances through a number of chosen sigma points. This

increases the computational expense slightly, but also reduces the effort for setting up

the filter. Without the assumption of Gaussian noise the Particle filter is expected to de-

liver the precise results for individual probability distributions with the downside of high

computational requirements. Using these three methods this thesis aims to:
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• Develop an equivalent circuit model for the SoC estimation with a trade-off

between accuracy and computational effort or simplicity.

• Apply the introduced estimation methods to find out how well they are able to

handle the complex behaviour of Li-S cells.

• Find out the limitations of the applied algorithms to give practical recommenda-

tions which algorithm is suited best for applications with Li-S cells.
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4

Methods and experiments

While the used hardware and test procedures for the model parametrization and SoC es-

timation are briefly explained in the following chapters, this one aims to introduce the

experimental assumptions in more detail. Both OXIS Energy and Cranfield University

conducted experiments. While the tests made by OXIS included the pulsed discharge

current test, in Cranfield a test rig was created to concentrate on realistic scenarios for

EVs. The hardware used by OXIS Energy for pulse current discharge tests generally con-

forms with the industry standard and is not explained further here. More details for this

are given in Chapter 5. But since the more realistic drive cycle tests in Chapters 6 and 7

contain a variety of assumptions, which could not be represented in full detail in a pub-

lication framework, the test procedures for these experiments are introduced here more

thoroughly.

4.1 Tested Li-S cells

Next to the improvement of the practical understanding of the cells, the REVB project

also aims to produce high capacity cells with improved properties. However, due to the

77



78 4. METHODS AND EXPERIMENTS

ongoing improvement of the cells this work is based on smaller capacity cells that were

available for practical experiments from the beginning of the project. Table 2.5 sum-

marises the main parameters of the test cell as well as these of the target cell. The focus

of the smaller cells for the experiments is not seen as a drawback since the main pat-

terns of the cell behaviour will not change significantly. Therefore, it is expected that

the findings of this work are easily applicable to other Li-S cells with reasonable adjust-

ments, independent of their size or recent development state. The tested 3.4 Ah ’long

life’ cells were manufactured in low volumes and may be the subject of manufacturing

related cell variations. Therefore, the experiments were done with multiple cells which

were pre-chosen by OXIS to exclude cells which could not deliver discharge capacities

near the nominal one. Since most cells were stored over several months, each tested cell

also was pre-cycled with low constant currents (charge: C/10, discharge: C/10) at 30 °C,

to minimise storing effects that reduce the usable capacity. Except this, the tested cells

were ’fresh’ so that degradation effects could be reduced. For preparation, the cells were

put into a small metal box for protection and connected to the wires for the main currents

and cell voltage sensing (Fig. 4.1).

Figure 4.1: Prepared test cell in metal chamber
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4.2 Experimental hardware

For the drive cycle tests a BOP100 - 10MG (BOP), which is a calibrated 4 quadrant power

source/sink, is used. In current mode, the device is able to charge and discharge the cell

with the desired rate and measure the cell voltage. To program the device, a computer is

connected to the BOP via a GPIB interface with a digital programming accuracy of 0.03

V and 0.01 A. The battery is connected to the BOP with twisted 5 mm2 flexible wires

and thinner connections to the cell terminals to measure the cell voltage. While Fig. 4.2

shows the general circuit layout, in Chapter 6 the whole test rig is shown as well.

Figure 4.2: Test layout and connections between cell, BOP, and computer

The GPIB communication standard is supported by Matlab [118], which allows to

program the BOP directly with Matlab code. Therefore an experimental approach could

be developed, based on drive cycle simulation data from Matlab Simulink.

4.3 Experimental software

The goal of the experiments is to simulate the battery in a realistic manner for EVs.

Here, standard drive cycles are useful since they combine realistic scenarios with a level

of simplification and standardisation. However, the data provided represents only the
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velocity over time and leaves information about the power demand open for interpretation

and assumptions. To generate a realistic current profile, a vehicle model was simulated,

based on the Nissan Leaf [119], and used as a foundation for the experiments on Li-S

cells.

Figure 4.3: Velocity and current profile of vehicle simulation [120]

To scale down the current demand of the whole battery pack, as shown in Fig. 4.3 for

the urban dynamo-meter driving schedule (UDDS), to an individual cell however, further

assumptions had to be made. Since a full EV battery pack is considered, it can generally

be assumed that the rates of a cell are relatively low, the balancing of the cells is done

while charging and they don’t necessarily have power or SoH predictions [114]. Together

with the power limitations of the prototype cells and the recommended discharge current

of the manufacturer of 680 mA, the drive cycles were scaled down so that the peaks of

each cycle reached about C/2 (Fig. 4.4 right). However, the gains of the applied profile

are varied in the course of the experiments to test the robustness of the model and SoC

estimation against different current densities. Another assumption for the drive cycle data

is to focus on the discharge process, ignoring energy recovery while driving.
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Figure 4.4: Current demand vectors in Matlab Simulink

Since the physical discharge device can be controlled with commands from the Matlab

environment, the test procedures could be developed individually. After the cells were put

in the thermal chamber with the demanded temperature and were connected to the BOP,

a simple Matlab Simulink model was used to create the current demand over time with

a charge and discharge vector respectively (Fig. 4.4 left). The cycling was executed by

running a script, which was developed and improved in the course of the project. The

main principle of the test program is to send a demanded current to the BOP and receive

the measurements for the terminal voltage and actual current once per second. While the

program code can be found in [121] and in Appendix B, a general list of the executed

tasks in the loop is given here after the Matlab time counter is started:

• Send current demand to BOP (negative: discharge, positive: charge)

• Ask for actual current and voltage measurement

• If cell voltage over Vmax - change to discharge vector

• If cell voltage under Vmin - change to charge vector

• If cell charging time is over 11 h - change to discharge vector (safety)

• Wait for the next full second to repeat the script
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The pattern of switching between the discharge and charge with a minimum and maxi-

mum voltage applies also to the SoC definitions. According to the script, the definition of

a fully charged cell and a depleted cell is when Vmax and Vmin is reached respectively (Fig.

4.5). In between the dynamic discharges with the drive cycles, the cells were charged

with slightly less than the recommended charging current of C/10 (320 mA) to reduce

cell history related effects.

Figure 4.5: Example of cycling tests with Li-S battery

The derived current integral from these experiments, together with the definitions for

maximum and minimum SoC, were taken for the reference SoC estimation for each dis-

charge process respectively.
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Abstract
Lithium-sulfur (Li-S) batteries are described extensively in the literature, but existing

computational models aimed at scientific understanding are too complex for use in ap-

plications such as battery management. Computationally simple models are vital for ex-

ploitation. This paper proposes a non-linear state-of-charge dependent Li-S equivalent

circuit network (ECN) model for a Li-S cell under discharge. Li-S batteries are fun-

damentally different to Li-ion batteries, and require chemistry-specific models. A new

Li-S model is obtained using a ‘behavioural’ interpretation of the ECN model; as Li-S

exhibits a ‘steep’ open-circuit voltage (OCV) profile at high states-of-charge, identifica-

tion methods are designed to take into account OCV changes during current pulses. The

prediction-error minimization technique is used. The model is parameterised from labo-

ratory experiments using a mixed-size current pulse profile at four temperatures from 10

°C to 50 °C, giving linearised ECN parameters for a range of states-of-charge, currents

and temperatures. These are used to create a nonlinear polynomial-based battery model

suitable for use in a battery management system. When the model is used to predict the

behaviour of a validation data set representing an automotive NEDC driving cycle, the

terminal voltage predictions are judged accurate with a root mean square error of 32 mV.
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5.1 Introduction

To increase an acceptance and a demand of electric vehicles (EVs) among the public, there

is a need to overcome range anxiety [1]. Since the range of EVs is strongly connected

to their energy storage, there is a request for a low cost and safe operating battery with

high specific energy. Potentially fulfilling these requirements, the lithium-sulfur (Li-S)

chemistry is a prospective replacement of the current lithium-ion (Li-ion) battery tech-

nology [122] [123]. However, Li-S batteries still suffer from fast degradation and high

self discharge [53], which leads the modelling community to be focused on elucidating

the complex inner mechanisms governing the cell behaviour. Despite being essential for

Li-S technology uptake, operational models and on-line diagnostic tools, capable of pre-

dicting and controlling the batteries performance in operation are lacking in the literature.

Recently, commercial Li-S cells have become available (e.g. those supplied by OXIS

Energy [70], Sion Power, Polyplus), offering the opportunity for application oriented re-

search. In the framework of electric mobility this translates into investigating the cells’

performance under the power and temperature demands of an EV [114]. For established

battery chemistries, models have been developed, providing varying levels of insight into

the cells’ internal processes, at varying computational cost [124]. Since the computa-

tional power of a typical electronic control unit (ECU) or battery management system

(BMS) is limited, simple low-complexity battery models are often needed for application

oriented purposes. Examples of such simplified models are equivalent electrical circuit

networks (ECN), which reproduce the transient behaviour of a battery with a circuit of

electrical components, including resistors, capacitors and a voltage source [100]. The

structure of these models is often independent of the cell chemistry, and as such they are

not able to give insight into the cell’s physical, chemical and electrochemical processes

[92]. However, for Li-ion batteries, they have been successfully used for estimating the
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internal states, such as state of charge (SoC) and measures of battery health such as in-

crease in resistance and decrease in effective capacity [81] (In this paper, only SoC will

be considered in detail). Usually they have relatively low computational effort and use

easily available measurements like current and terminal voltage. For Li-S batteries, ECN

models of varying accuracy and complexity have been developed in [71] [87] [125] [126].

These models have been developed for the purpose of analyzing impedance spectroscopy

data, such that they describe the cell at a fixed SoC. Because of this, they are unsuited to

describe performance during cycling. For an OXIS Li-S cell a first operational model in-

cluding two parallel resistor-capacitor (RC) pairs, has been developed recently with good

prediction of the charging process [127]. Furthermore, a comparison of ECN topologies

for Li-S batteries in terms of accuracy, and a parameter identification for a three RC model

for the same kind of cell were presented in [99]. In this paper, we introduce the complete

framework for developing a Li-S battery model with one RC element, suitable for BMS

use, and evaluate its accuracy. Thereby, our approach follows the development of a stan-

dard ECN model for Li-ion batteries; parametrizing the circuit by fitting pulse discharge

data. In order to investigate the temperature dependence of the various circuit parameters

for the OXIS Li-S cell, here the parametrization is done for four different temperatures.

Also, some of the open questions regarding the suitability of this approach to parametrize

the unique properties of Li-S cells are discussed. Therefore we, after a brief introduction

into the general requirements for a Li-S battery model (Sec. 5.2), (i) use a robust parame-

ter estimation technique developed for Li-S cells, accounting for OCV differences before

and after a current pulse (Sec. 5.3 - Sec. 5.4), (ii) apply a novel mixed current pulse test

procedure to explore current-dependencies of the model parameters (Sec. 5.5), and (iii)

identify the cell parameters at four different temperatures Sec. 5.6. The validation of a

simplified model (Sec. 5.7) is done in Sec. 5.8.
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5.1.1 Contributions

1. Evaluation of modelling approaches for Li-S batteries

2. The introduction of a behavioural model to improve the parameter identification

and simplify the definition of sensible ranges

3. ECN model identification with mixed pulse current pattern

4. ECN model with joined polynomial functions to represent the behaviour of Li-S

cells over the discharge range with temperatures from 20 °C to 50 °C

5.2 From Li-ion to Li-S modelling

In the literature, there are many examples of established Li-ion battery models [92] [128].

The purpose of one kind, the ECN models, is to predict the output voltage, the available

capacity and the degradation at relatively low computational cost [100]. These models are

successful enough to be widely used in applications. The main reason for their success

is that the intercalation-based chemistry of the Li-ion battery offers a relatively consistent

and predictable performance when operated within its limits of charge, temperature and

current rates [81]. This is not the case for the Li-S batteries, because they are based on

conversion reactions rather than on intercalation. Sulfur reacts with lithium ions when re-

duced from elemental state S8, via the intermediates Li2S8,Li2S4,Li2S2, to lithium sulfide

Li2S [129] (Fig. 5.1), offering theoretically a capacity of 1672 mAh g−1 [130].
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Figure 5.1: Work principle of Li-S battery

However, the practical capacities currently achieved are significantly lower [92] [130],

mainly due to poor sulfur utilisation and fast degradation [59]. High order polysulfides

are highly soluble and reactive [131] in organic electrolytes, while low order polysulfides

tend to be insoluble and form an electrically insulating precipitate [53]. The details of the

reduction path during discharge are still a matter of ongoing research and are probably

more complex [55]. The discharge curve exhibits two regions [132] (Fig. 5.2): a high

plateau at about 2.35 V open circuit voltage (OCV), characterized by the presence of a

majority of high order polysulfides in solution (Li2S8, Li2S6), and a low plateau at around

2.1 V OCV, where lower order chains have been identified (Li2S4, Li2S3, Li2S2), includ-

ing Li2S which can precipitate out [133]. With the growing amount of insulating Li2S2

and Li2S, the practical discharge stops at about 1256 mAh g−1, indicated by the increasing

cell resistance [134] [135]. While charging, the oxidation of low order polysulfides forms

high order chains. However, they do not all become elemental sulfur. Highly soluble,

high order polysulfides diffuse to the anode and, in contact with its surface, are reduced
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to lower order chains. These can diffuse back to the cathode, where they are oxidised

back to longer chains. This phenomenon, called the polysulfide shuttle [61], can act as

overcharge protection [130], but is also responsible for self discharge and poor coulombic

efficiency, and associated with capacity fade [61] [136].

To identify requirements and challenges towards a fully operational low order Li-S

battery model, some Li-ion approaches are listed and examined for their suitability for

the Li-S chemistry.

Voltage Curve: The OCV of Li-ion batteries can be measured after some rest time

and is sensitive to the SoC [81] and weakly influenced by temperature [97]. Therefore, it

is usually represented by a variable voltage source with a function or lookup table over

SoC, which simplifies the SoC estimation for those batteries [137]. Li-ion has a known

predictable and reproducible temperature dependence on OCV. However, Li-S due to the

presence of multiple species and multiple reactions between those species has a highly

variable and state dependent temperature dependence on OCV, where the state depen-

dence can be a function of the history of the cell going back many cycles. Attempts to

model the OCV [95] have been made, but are yet to include the full temperature depen-

dence, which would be necessary to accurately reproduce this effect. Furthermore, in the

low plateau, the OCV is not an indication for the SoC since it will always return to about

2.15 V, when given enough time after current is removed (The time required will depend

on the final voltage, but is typically no longer than two hours.). Additionally, the presence

of self-discharge and precipitation further complicate the dependence of the rest voltage

on the SoC, meaning that it is unclear how one would reliably obtain experimental data

for the OCV as a function of the SoC [95]. The transient voltage behaviour of Li-ion

batteries are represented by RC circuits, supplemented by parameter-functions for SoC,

temperature, current and cycle number. Since the variations of the model parameters for

cycle number and currents are usually small [96], they tend to be neglected or simpli-
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fied [138]. For Li-S batteries the opportunities for these simplifications are unknown for

practical BMS applications.

Capacity: To handle variations of the usable capacity in Li-ion cells, a rate factor can

be applied [97]. But since the variations of the usable capacity are usually small, they

are also handled with the internal resistance, causing the voltage drops to increase with

higher rates and therefore cause different SoC’s for the same end-of-discharge voltage

[138]. For the Li-S batteries however, the amount of sulfur that can be reversibly utilised

during a discharge is strongly affected by the current profile, cycling and temperature

[139]. Generally high discharge capacity is only obtained at very low rates. High currents

can produce a resistive layer on the cathode, hindering the utilisation of the underlying

sulfur [132], leading to strong changes in the usable capacity. Cell operation for optimal

utilisation of sulfur remains a challenge and is still a matter of ongoing research [71] [130]

[140].

Power Capability: For Li-ion batteries, the power limitations are governed by the

diffusion of ions into and out of the electrodes, which is mainly defined by the battery

design [141] and therefore not considered to vary rapidly with normal usage. For Li-S

batteries, the specific factors limiting rate capability during operation are unknown. Slow

diffusion of species through the electrolyte, bottlenecks in the electrochemical reaction

pathway, and reduced availability of active surfaces are some of the possible reasons for

power limitation. Generally, the polysulfide kinetics in the high plateau region are fast,

leading to good rate capabilities and low cell resistance. However, the high voltage plateau

usually accounts for merely 10 – 30% of a cycled cell’s capacity [142]. At the boundary

between the two plateaus a peak in cell resistance is observed, possibly caused by an

increase in electrolyte viscosity, due to a high concentration of dissolved polysulfides. A

further increase in the resistance at the end of the discharge is associated with precipitation

of lower order polysulfides, leading to a decrease in the availability of both active species
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and active surface area. The operating temperature does impact power capability, for Li-

S as well as for Li-ion cells, as lower temperatures lead to slower diffusion and lower

reaction rates. However, the potential for Li-S batteries to work in cold environments is

seen as greater [142].

Figure 5.2: Basic voltage behaviour Li-S battery

Degradation For Li-ion the major degradation modes in ECN models are the decreas-

ing rate capability and capacity fade, caused by parasitic reactions at the anode, leading

to a growth of the solid-electrolyte interphase (SEI) [143], and the consumption of active

material[144]. For Li-S batteries, the degradation modes are not well known [55], and it

is unclear which lead to reversible and which to irreversible degradation. Probable causes

include the irreversible growth of insulating layers on the anode [145] and possibly cath-

ode, and the associated loss in active material [146]. Much of the degradation is believed

to be related to the polysulfide shuttle. In order to prevent it, overcharging is generally

avoided, despite not being a safety issue in comparison to Li-ion chemistries.

The comparison shows that the Li-S chemistry is more complex in its reactions as

well as the electrical behaviour than current Li-ion batteries. The unique Li-S features,
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(i) two regions with different properties, (ii) a flat voltage profile, (iii) self discharge

mechanism during charging, (iv) high sensitivity of the usable capacity and power to

cycling parameters such as current profile or temperatures, indicate a higher effort towards

an application oriented model. It is not clear yet, how accurately these effects have to be

represented for future Li-S BMS systems.

5.3 Parameter identification

There are many techniques for system identification, but a good ‘industry standard’ is

prediction-error minimization (PEM), a full description of which can be found in Ljung’s

seminal work on system identification [147]. The key concept behind PEM is that of

the ‘prediction error’, which is estimated based on recorded observations, describing the

model

y(t) = G(q,θ)u(t)+H(q,θ)e(t) (5.1)

as a predictor of the next output. Where G represents the transfer function, q the forward

shift operator, H(q,θ)e(t) the disturbance of the system and θ is a parameter vector.

The parameter vector consists of the unknown model parameters: for an ECN model, for

example, it might be electrical component values. In system identification, a metric is

defined, usually as a mathematical norm, such as the ’prediction error’ ε(t,θ) between

the measured data y(t) and the model prediction ŷ(t) is used; an identification algorithm

seeks to minimize this norm, and the minimizing parameter vector, denoted θN , gives the

best fit

ε(t,θ) = y(t)− ŷ(t|θ). (5.2)

The prediction error minimization algorithm uses numerical optimization to minimize the

cost function VN(θ ,ZN), a weighted norm of the prediction error, defined as follows for
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scalar inputs

VN(θ ,ZN) =
1
N

N∑
t=1

(y(t)−φ
T (t)θ))2. (5.3)

Usually the cost function includes the number of the data samples

ZN = [y(1),u(1),y(2),u(2), ...,y(N),u(N)], (5.4)

and becomes more accurate for larger data set. PEM system identification is applied to

each current pulse individually. To get an accurate result, the estimation window was set

to 300 seconds before and after each pulse.

5.4 Battery model set

The quality of the identification strongly depends on the model set. In this section, a

new linearized version of a nonlinear SoC-dependent ECN model is presented. First, a

Thevenin model [148] [149] (Fig. 5.3) is expressed in terms of its parameter dependence

on SoC. The model is then reparameterized in terms of ‘behaviour’, rather than compo-

nent values. The model is then linearized in a way that captures the dependence of the

model behaviour on changing state of charge. This parameterization provides a number

of benefits over a standard ECN model:

(i) The application of constraints to behaviours is possible, which makes it possible

to relate constraints to observed behaviours; without a behavioral parameterization, such

parameterizations are less straightforward. (Dynamic bandwidth, for example, is a func-

tion of two equivalent circuit parameters in an RC pair; in the new parameterization, it is

a single behavioral parameter.)

(ii) The linearized form of the model explicitly captures terms relating to short-term

changes in dynamic behavior due to changes in ECN parameters caused by changing SoC.
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(In conventional ECN models, parameters are usually assumed constant over a short time

period, but this can cause problems when the SoC has a significant short-term effect, e.g.

a noticeable change in OCV during a system identification experiment.

These benefits make the model suitable for system identification tests such as those

conducted in this study.

This work differs from the ‘cyclic resistometry’ analytical parameter technique [150]

in that where cyclic resistometry attempts to measure a single physical parameter – the

electrode resistance – with a series of high-frequency pulses, the techniques of this paper

simultaneously identifies all ECN parameters with a ‘behavioural’ rather than physical

interpretation.

5.4.1 State-of-charge–dependent ‘Thevenin’ model

Basic model equations

Consider a generic Thevenin model with ECN parameter dependence on SoC X—this is

a capital ‘χ’ not a capital ‘x’. Following common practice, the current Ī is treated as the

input and the load voltage is taken as the output. Using the symbolic notation of Fig. 5.3,

the output equation is

UL = hUL(X ,Up, IL) (5.5)

where

hUL(X ,Up, IL) =Uoc(X)−Up−Ro(X)IL. (5.6)

The system has two dynamic states: state-of-charge, X , and ‘capacitor’ voltage Up. The

state derivatives are given by

Ẋ = fX(IL) =−
1

Qcap
IL (5.7)
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where Qcap is the capacity (in Coulombs) of the battery or cell under consideration, and

U̇p = fU̇p
(X ,Up, IL) (5.8)

where

fU̇p
(X ,Up, IL) =−

1
Rp(X)Cp(X)

Up +
1

Cp(X)
IL (5.9)

Figure 5.3: Response of the Thevenin and behavioural battery model to a current pulse

(Details of the pulses used are given in Sec. 5.5).

Behavioural reparameterization

The ECN model expressed above is perhaps a little cumbersome. During system identifi-

cation, it is often desirable to constrain parameter searches to sensible ranges. In battery

identification, the operator will be particularly concerned to see how well steady-state

model behaviour matches reality, what the bandwidth (or time constant) of the model
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is, and how much of the response is (as far as can be observed) instantaneous and how

much lags. It is important not to lose sight of the fact that ECN models were chosen be-

cause their behaviour represents observed cell behaviour, not because there is a particular

physical significance to the circuit elements employed.

Our circuit can be made more intuitive by working in terms of some new ‘behavioural’

variables:

Ωp(X) =
1

Rp(X)Cp(X)
(5.10)

Rint(X) = Ro(X)+Rp(X) (5.11)

ρp(X) =
Rp(X)

Rint(X)
(5.12)

Here, Ωp represents the dynamic bandwidth described by Rp and Cp. Rint is the total

steady-state resistance, and effectively governs the ‘settled’ voltage drop due to a constant

current. ρp represents the ‘dynamic fraction’ of the response: when ρp is zero, the voltage

response is wholly instantaneous, and when ρp is one, the response is wholly dynamic.

Using this parameterization, it is relatively easy to write down behavioural constraints,

e.g.

Ωp(X) ∈ [Ωmin,Ωmax]

Rint(X)> 0

ρp(X) ∈ [0,1]

(5.13)

The output function and state derivative functions can be re-written in terms of the new

parameterization:

hUL =Uoc(X)−Up− (1−ρp(X))Rint(X)IL (5.14)

fX =− 1
Qcap

IL (5.15)
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fU̇p
=−Ωp(X)Up +ρp(X)Rint(X)Ωp(X)IL (5.16)

This parameterization of the model is numerically identical to the original ECN model,

but there are no longer any ‘reciprocal’ parameters and the application of parameter con-

straints is straightforward and intuitive. Giving a set behavioural parameters it is of course

straightforward to map these back to ‘conventional’ ECN parameters noting that

Rp(X) = ρp(X)Rint(X), (5.17)

Ro(X) = Rint(X)−Rp(X) (5.18)

and

Cp(X) =
1

Rp(X)Ωp(X)
(5.19)

5.4.2 Linearised cell model

Motivations for linearisation

For system identification, it is common to use linearised models. In many practical ap-

proaches, it is assumed that state-dependent parameters vary sufficiently slowly to be

treated as constants, and the nonlinear ECN model is effectively used as a linear model

with ‘frozen’ SoC. Unfortunately, this does not always work. When a battery or cell is

subject to a high-current discharge pulse, the change in SoC can be sufficient to cause a

drop in the OCV between the start and the end of the pulse (as depicted in Fig. 5.3 and

5.4). This does not fit well with the linear model. One way to get round this in practice

is subtract a voltage term representing the drop on UOC caused by a change in SoC. More

formally, a full linearisation of the nonlinear model can be performed. When this is done,

it will be seen that the nonlinear model contains all the expected ‘ECN terms’ but also two
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additional terms that we might perhaps not have expected. This is shown in the following

sections.

Definition of operating point

The first step in the linearization process is to define an operating point. In this case, the

dynamic state pair (X̄ ,ŪL) will be assumed. The nominal input is current, chosen such

that U̇L = 0:

ĪL =
Ūp

ρp(X̄)Rint(X̄)
(5.20)

and the nominal output is

ŪL =Uoc(X̄)−Ūp− (1−ρp(X̄))Rint(X̄)ĪL. (5.21)

(Usually, operating points are chosen to represent equilibria. The operating point that has

been chosen here is not strictly-speaking an equilibrium unless ĪL = 0 since in general

Ẋ 6= 0. But that does not matter: the mathematics holds regardless.)

As a next step, variables describing perturbations from nominal values are defined:

ûL =UL−ŪL,

îL = IL− ĪL,

χ̂ = X− X̄ ,

ûp =Up−Ūp.

(5.22)

This allows us to express what is essentially a ‘small-signal’ model, though such terms

are rarely used in the formal language of control theory.
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Linear state-space representation

We can define a state vector

x̂ =

[
χ̂ ûp

]T

(5.23)

and form a linearised model:

ûL ≈
[

∂hUL
∂X

∂hUL
∂Up

]
︸ ︷︷ ︸

cT

x̂+
∂hUp

∂ IL︸ ︷︷ ︸
D

ı̂L (5.24)

˙̂x≈

 ∂ fX
∂X

∂ fX
∂Up

∂ fUp
∂X

∂ fUp
∂Up


︸ ︷︷ ︸

A

x̂+

 ∂ fX
∂ IL

∂ fUp
∂ IL


︸ ︷︷ ︸

b

ı̂L (5.25)

The terms of cT are

∂hUL

∂X
=

∂Uoc

∂X
+RintIL

∂ρp

∂X
− (1−ρp)IL

∂Rint

∂X
(5.26)

∂hUL

∂Up
=−1, (5.27)

the term of D is
∂hUL

∂ IL
=−(1−ρp)Rint, (5.28)

the terms of A are
∂ fX

∂X
= 0, (5.29)

∂ fX

∂Up
= 0, (5.30)
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∂ fUp

∂X
= (ρpRintIL−Up)

∂Ωp

∂X
+RintΩpIL

∂ρp

∂X

+ρpΩpIL
∂Rint

∂X
,

(5.31)

∂ fUp

∂Up
=−Ωp, (5.32)

and the terms of bT are
∂ fX

∂ Ip
=− 1

Qcap
, (5.33)

∂Up

∂ Ip
= ρpRintΩp. (5.34)

We can therefore write:

ûL ≈
[

c11 −1

]
︸ ︷︷ ︸

cT

x̂+(1−ρp)Rint︸ ︷︷ ︸
D

ı̂L (5.35)

˙̂x≈

 0 0

a21 −Ωp


︸ ︷︷ ︸

A

x̂+

− 1
Qcap

ρpRintΩp


︸ ︷︷ ︸

b

ı̂L. (5.36)

An important thing to note here is that there are two terms in these matrices that

we might not intuitively expect if we were simply writing down the equations for an ECN

circuit: c11 which relates changes in SoC to the open circuit voltage, and a21 which relates

changes in SoC to the capacitor voltage.

As a final step, we can apply a state transformation:

x̂ =

Q−1
cap 0

0 1


︸ ︷︷ ︸

T−1

ẑ i.e. ẑ =

Qcapχ̂

ûp
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This yields

ûL =

[
c′11 −1

]
︸ ︷︷ ︸

cT
z =cTT−1

ẑ+(1−ρp)Rint︸ ︷︷ ︸
D

ı̂L (5.37)

˙̂z≈

 0 0

a′21 −Ωp


︸ ︷︷ ︸

Az=TAT−1

ẑ+

 −1

ρpRintΩp


︸ ︷︷ ︸

bz=Tb

ı̂L. (5.38)

In this form, the model lends itself well to system identification. As well as the core

behavioural equivalent circuit parameters Uoc, Rint, ρp and Ωp—which also give Ro, Rp

and Cp—there are two ‘free’ parameters c′11 and a′21 that can accommodate parameter

changes within a system identification data set caused by c′11. For the purposes of this

study, it has been assumed that the effect of SoC on OCV is the dominant distorting effect,

as it can be seen from the data that Uoc changes between the start and end of a pulse (Fig.

5.4). Accordingly, a′21 has been assumed small, but c′11 has been accommodated in system

identification.

5.5 Experimental design

The battery model parameters are identified through discharge tests within temperatures

from 10 - 50 °C. To identify the current dependencies of the model parameters without

potential ageing effects, the cells were tested with current pulses of 290 mA, 1450 mA

and 2900 mA with a 10 minute resting time in between (Fig. 5.4). The measurement

procedure contained pre-cycled (C/10 charge, C/5 discharge, 30 °C) 3.4 Ah long-life

chemistry pouch cells from OXIS Energy, following their recommended voltage range

between 2.45 V, when the battery is fully charged (SoC = 100%), and 1.5 V, when the
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battery is fully discharged (SoC = 0%). We have taken a practical definition of state-of-

charge, essentially ’remaining capacity’, and we have defined the end point of the test as

the first instant at which the terminal voltage reaches 1.5 V, in line with the manufacturer’s

recommendation.

Figure 5.4: Mixed pulse discharge and test installation

The test hardware included a Maccor 4000 battery tester with cells constantly held at

temperature in sealed aluminium boxes with a Binder KB53 thermal chamber, also shown

in Fig. 5.4.

5.6 Identification Results

Since the tested cells are not mass produced, deviations in their discharge capacity or

parameters are possible (see Table 5.1).



5.6. IDENTIFICATION RESULTS 105

Table 5.1: Capacities of test cells

Temperature Test Cell 1 Test Cell 2

10 °C 0.67 Ah 0.68 Ah

20 °C 2.72 Ah 2.79 Ah

30 °C 2.83 Ah 2.79 Ah

50 °C 3.02 Ah 3.03 Ah

Therefore, the identification has been done with two cells respectively. But since the

identified parameters follow the same pattern, only the results for cell one are presented.

Figure 5.5: Identification results for UOC over pulse and SoC

The identification results for the model parameters are repeated over the whole dis-

charge range for each current pulse individually, by calculating the SoC from the inte-
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grated current, the discharge capacity of the cycle, and the assumption of an initially fully

charged battery (Fig. 5.5). (In this work SoC is a dimensionless variable, with 0 repre-

senting fully discharged and 1 representing fully charged, following the pattern in [81].)

X = X(0)−
1

3600Qcap

∫ t

0
I(τ)dτ. (5.39)

The average SoC is assigned for each pulse respectively by using its the start- and end-

value of the SoC estimation

Xpulse = 0.5(Xstart +Xend). (5.40)

Figure 5.6 shows the identification results for each pulse over SoC, emphasising the cur-

rent dependencies of the parameters. Generally the results corresponds well with previous

studies. The peak of R0 between both voltage plateaus, also reported in [55], is associated

with the increased viscosity and therefore resistance of the electrolyte, due to the maxi-

mum of dissolved polysulfides in the electrolyte at this point [151]. Also due to the elec-

trolytes conductivity, a slight increase of the internal resistance with lower temperatures

is reported for a fully charged cell [87]. Additionally shown here is the less pronounced

peak for the internal resistance with higher temperatures, presumable caused by the lower

electrolyte viscosity. While the internal resistance and double layer capacitance vary only

weakly with different rates, the charge transfer resistance Rp differs noticeably. Rp with

its similar appearance than R0 for low currents, is mostly assigned to the thickness of the

Li2S film on the anode, which depends, since high order lithium polysulfides are involved

into the re-dissolution of the film, on the amount of dissolved polysulfides. Furthermore,

the films conductivity, depending on its surface morphology and the viscosity of elec-

trolyte, matters [85]. The latter is likely due to the also occurring less pronounced peak
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Figure 5.6: Identification results for R0, Rp and Cp for each current pulse respectively

with higher temperatures. However, it has to be mentioned that a precise analysis of these

effects is difficult since the lagging part of the voltage response contains also diffusion ef-

fects. A clear distinction between double layer and diffusion effects is not possible due to

the simplified model with just one representing RC circuit. With lower temperatures the

usable capacity decreases (see Table 5.1), even when the high plateau can deliver slightly

more energy due to a less pronounced shuttle effect. When the temperature gets too low,

the increased internal resistance of the cell causes a deeper voltage drop. In our case,

by applying discharge currents as 2900 mA, the discharging cut-off voltage of 1.5 V is

reached before the beginning of the low voltage plateau. Therefore the usable capacity

drops more significantly than reported in [142] and [62], which is mainly due to our test

pattern and the higher current pulses we use.
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5.7 Model derivation

The derived Li-S cell model excludes the identified parameters for 10 °C due to their

large differences to the values of higher temperatures. Therefore, it was skipped for now

and is going to be explored more in detail in the future research. It should be noted that

temperature is to be used as a constant parameter in this model. Using it as a dynamic

fast-varying input may produce unexpected results. (A full electrochemical model would

be needed to address this.) The model from 20 °C to 50 °C uses the general state-space

representation

ẋ(t) = A(t)x(t)+B(t)u(t)

y(t) = C(t)x(t)+D(t)u(t)
(5.41)

with added functions for the parameter-variations over the SoC. The usage of functions

instead of lookup tables is due to one intended model purpose, the state estimation. The

first state in x = [x1x2]
T represents the SoC (X), while the second state represents the

transient voltage over the RC circuit (Up).

A =

0 0

0 −1
fRp(X)∗ fCp(X)

 B =

 −1
3600Qcap

1
fCp(X)


C =

[
fUOC(X) −1

]
D =

[
fR0(X)

] (5.42)

The relationships between the model parameters and the SoC are handled with fitted poly-

nomials,

fparameter(X) = p10x9
1 + p9x8

1 + p8x7
1 + p7x6

1 + p6x5
1

+p5x4
1 + p4x3

1 + p3x2
1 + p2x1 + p1

(5.43)



5.7. MODEL DERIVATION 109

shown in the matrices A to D, with parameters p1 to p10. The parameter values are

identified by minimizing the squared error between function and identification results with

MATLAB [118] for each temperature respectively, summarized in Table 5.2. As shown

in Sec. 5.2 and Sec. 5.6, the parameters of Li-S chemistry vary in their patterns between

the high- and low plateau. While it is theoretically possible to represent this behaviour

with a single polynomial function, the needed degree for a good quality fit would be

high. To avoid this without neglecting accuracy, polynomial functions for UOC and R0 are

determined for each plateau separately and combined smoothly and differentiable via a

partial sinusoidal function γ .

γm,c(X) :=


0, if a

1
2 +

1
2 sin(2m(X− c)) , if b

1, if c

(5.44)

Where the conditions a,b,c stands for the different ranges of the function,

a : 2m(X− c)<−1
2

π,

b : − 1
2

π ≤ 2m(X− c)<
1
2

π,

c : 2m(X− c)>
1
2

π,

(5.45)

and m is a scaling factor, determining the transition range between both polynomials. The

transition point between both functions is determined by c, which leads to the combined

function for both polynomials:

fUOC(X) = (1− γm,c(X)) fUOC−low(X)

+γm,c(X) fUOC−high(X)

(5.46)
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Equally the combined function for R0 is determined, also using the same γ and c values.

fR0(X) = (1− γm,c(X)) fR0−low(X)

+γm,c(X) fR0−high(X).

(5.47)

Since the variations between both plateaus are less pronounced for Cp and less consistent

for Rp, the functions for these parameters are only determined with a single polynomial

respectively. This decision also simplifies the estimation of the Jacobian matrix of A

with foresight to a Kalman filter type state estimation. A further simplification is fitting

the polynomial to all pulses, ignoring the discharge current induced fluctuations of Rp.

Therefore, the effects of different discharge currents have not been properly represented

yet. Figure 5.7 shows the resulting model parameters calculated from the polynomial

functions, together with the transition points (c20 = 0.68, c30 = 0.73, c50 = 0.92) for

20 °C, 30 °C and 50 °C. It is easy to spot that the variations between the temperatures

changes the battery behaviour significantly. The data suggest that for an interpolation

between different temperatures not only the cell capacity QCap and the transition points c

must be accounted for, but also the shape of the of the polynomial functions itself. Instead

of using a two dimensional lookup table to cover for these variations, here the polynomial

factors itself are the subject of interpolation.

Each factor is interpolated linearly between 20 °C, 30 °C and 50 °C, leading to a 3×3

one dimensional lookup table for each factor of the polynomial. The values of the lookup

tables are given in Table 5.2.

The intended outcome of this method is to change the shape of the parameter functions

without influencing their derivability and avoiding the complexity of a two dimensional

surface function. Therefore, the presented model can be used for Kalman filter types of

estimation [77]. The dotted lines in Figure 5.7 represent these interpolated functions in
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Table 5.2: Parameter functions

Function T p10 p9 p8 p7 p6 p5 p4 p3 p2 p1

20 108.1 -361.13 444.73 -238.18 47.03 1.88

fUOC−high 30 100.81 -351.59 452.99 -254.35 52.66 1.92

50 19.53 -47.78 43.08 -15.5 1 2.1

20 -752.62 2085.66 -2392.87 1466.98 -517.42 105.21 -11.69 0.62 2.1

fUOC−low 30 -705.23 1997.24 -2329.9 1445.3 -513.3 104.5 -11.55 0.614 2.1

50 50.49 -170.36 226.3 -147.74 46.17 -3.8 -1.34 0.32 2.11

20 -1300.2 6470.07 -13362.95 14656.94 -9000.23 2931.67 -395.24

fR0−high 30 1408.02 -7176.99 15213.74 -17168.84 10880.87 -3673.08 516.32

50 29.22 -98.6 122.81 -67.96 15.53 -1.06 0.07

20 12.96 -28.54 25.46 -11.65 3.09 -0.42 0.11

fR0−low 30 14.05 -32.34 28.45 -11.77 2.5 -0.38 0.123

50 3.597 -9.988 10.631 -5.419 1.393 -0.216 0.063

20 140.636 -613.186 1088.525 -1005.911 512.386 -139.174 16.887 -0.011 -0.223 0.074

fRp 30 102.35 -489.63 968.695 -1024.135 624.963 -222.05 43.585 -3.75 -0.11 0.08

50 270.48 -1110.38 1837.41 -1538.71 643.71 -80.4 -34.99 14.73 -2.02 0.16

20 89414.28 -113090.73 25401.28 15392.5 -3017.3 306.23

fCp 30 237957.9 -384453.35 193837.3 -27322.65 2574.15 216.5

50 373976.04 -799532.2 605077.98 -193678.92 27646.74 -617.5

5 °C intervals, only using the linear interpolation of p1 to p10 and the transition points

c. For the sake of completeness however, it must be mentioned that due to the lack of

experimental data for 40 °C the polynomials and transition points between 30 °C and 50

°C had been manually tweaked.

5.8 Model validation

To test the model for real life applications another OXIS pouch cell is discharged un-

der different conditions. As main changes to the previous measurements used for the
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Figure 5.7: Parameter functions for UOC, R0, Rp and Cp over SoC
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model identification (i) a more realistic current profile is applied, based on the NEDC

drive-cycle, (ii) the temperature controlled environment is neglected, allowing the cell to

vary slightly around room temperature (23 °C) and (iii) different discharge hardware (a

Kepco BOP 100-10MG) is used. The NEDC drive-cycle is selected because it represents

a realistic user scenario but also contains some level of abstraction [152] [153].

Figure 5.8: Battery model and measured terminal voltage for 23 °C

The results of the Simulink model [154], together with the measured battery terminal

voltage is shown in Figure 5.8. As it indicates, there is no energy recovery while braking

and the chosen currents are relatively small. Nevertheless the average discharge power is

with 0.324 W an order of magnitude larger than the mixed pulse discharge test (0.147 W).
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The model accuracy was quantified in terms of the root mean error (RMSE):

RMSE =
1√
n

( n∑
i=1

(Vt,i−V̂t,i)
2
)0.5

(5.48)

Where n is the number of data points, Vt,i is the measured voltage and V̂t,i is the model

prediction for the voltage at that point. The model was found to give an RMSE of 32

mV. This is small compared to the overall voltage range. Despite the simplifications of

only one RC circuit with neglected current dependencies of Rp, the transient voltage is

represented well during the entire discharge range. However, some specific properties of

Li-S batteries, as mentioned in Section 2, enhance the model error in certain regions (Fig.

5.8 A1 A2). While the origins of the increasing deviation towards the end of the high

plateau, likely due to the self discharge caused the polysulfide shuttle effect, are relatively

well understood, the reasons the for the deviations in the low plateau are more unclear.

There, mostly the decreasing voltage and the increased cell resistance are noticeable. The

explanation for the first is difficult due to the difficult-to-define value of the open circuit

potential. One observation, noticeable for the tested OXIS cells, is that the voltage in

the low plateau, given enough time, always returns to 2.1 V when left in open circuit

condition. The behaviour with infinitesimally small (but non-zero) currents should be

close or similar but differs towards the voltage profile of Figure 5.2. Since these small

discharge currents can cause the voltage to decrease towards the end of discharge, the

increased error is presumably caused by the discharge current profile, leaving significantly

less relaxation time, and the discharge hardware, allowing a flow of small and unmeasured

(5 - 10 mA) leakage currents. Since these are also likely when an electric vehicle is not

moving but in the switched on state, a more practical definition of the OCV, considering

these small currents, might be a solution. The reason for the increased cell resistance

towards the end is likely due to the different current profile as well but also can be in
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relation with cell variations. Nevertheless, the proposed battery model, representing the

current understanding of Li-S batteries, shows good quality fit with small errors for the

simplifying assumptions made and can be potentially used for a Li-S based BMS system.

5.9 Conclusion

After showing the differences of Li-S batteries to the current Li-ion ones, the challenges

towards an operational model, capable of predicting the voltage response, capacity, power

capability and degradation are presented. As an initial step to address some of them, this

study proposes a new robust and easy to tune battery model structure, capable of account-

ing for differences between the start and end of a discharge pulse. This ’behavioural’

model, in combination with the PEM identification method, is used to identify the param-

eters of a Thevenin equivalent circuit model for different temperatures. Due to a mixed

pulse discharge profile, the current dependencies of the parameters could also be revealed.

Subsequently, the data is used to create a simplified battery model with polynomial func-

tions for its parameters, which are interpolated for different temperatures. Despite the

rather complex nature of the Li-S battery, the validation of the simplified model with a

more realistic current profile displays a low estimation error, suggesting that some sim-

plifications in favour for computational- or modelling-effort are possible. Nevertheless,

it is also shown that for a precise estimation of the terminal voltage Li-S specific proper-

ties like self discharge in the high plateau, the OCV definition in the low plateau and the

current profile dependency of the model parameters should be further investigated. There-

fore, our further goals towards a usable Li-S compatible BMS system are improvements

of the model itself, through implementing self discharge and current effects, and the ap-

plication of the model as an observer for state of charge and state of health estimation.

For a usage of these in a highly demanding environment of an electric vehicle, also the
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charge behaviour needs to be investigated.
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Abstract
Lithium-sulfur batteries are now commercially available, offering high specific energy

density, low production costs and high safety. However, there is no commercially-available

battery management system for them, and there are no published methods for determining

state of charge in situ. This paper describes a study to address this gap. The properties

and behaviours of lithium-sulfur are briefly introduced, and the applicability of ‘standard’

lithium-ion state-of-charge estimation methods is explored. Open-circuit voltage meth-

ods and ‘Coulomb counting’ are found to have a poor fit for lithium-sulfur, and model-

based methods, particularly recursive Bayesian filters, are identified as showing strong

promise. Three recursive Bayesian filters are implemented: an extended Kalman filter

(EKF), an unscented Kalman filter (UKF) and a particle filter (PF). These estimators are

tested through practical experimentation, considering both a pulse-discharge test and a

test based on the New European Driving Cycle (NEDC). Experimentation is carried out

at a constant temperature, mirroring the environment expected in the authors’ target auto-

motive application. It is shown that the estimators, which are based on a relatively simple

equivalent-circuit–network model, can deliver useful results. If the three estimators im-

plemented, the unscented Kalman filter gives the most robust and accurate performance,

with an acceptable computational effort.
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6.1 Introduction

Compared to today’s widespread lithium-ion (Li-ion) battery technologies, lithium-sulfur

(Li-S) offers increased specific energy storage capability [146]. A greater battery capac-

ity is often advantageous, particularly in applications such as electric vehicles, where it

can mitigate consumer concerns about driving range. Li-S batteries also have significant

benefits in terms of their wide operational temperature window and safety [140]. The fact

that sulfur is abundant and environmentally friendly is also attractive for large-scale cost-

driven consumer applications. Commercialization has been hindered by the limitations

of early-stage Li-S technologies such as quick degradation and limited sulfur utilization

[59]. In recent years, considerable effort has been put into the exploration Li-S’s inner

cell mechanisms, resulting in enhanced understanding [129]. Commercial cells are now

available from suppliers such as OXIS Energy [70] and Sion Power [155]. Although to-

day’s cells may not fulfil every aspect of high automotive demands, they do open the

opportunity for practical application oriented research.

In order to use a battery in a practical application, it is necessary to have an appro-

priate battery management system (BMS). A key function of the BMS is determining

the remaining usable capacity of the battery, i.e. estimation of the state of charge (SoC).

This is important for many reasons: the more accurately SoC is known, the greater the

proportion of a battery that can be potentially utilized without fear of overcharging and

over-discharging; for consumers, it is often helpful to know how much battery life re-

mains.

In the automotive sector in particular, there has been much research on accurate and

robust SoC estimation techniques for Li-ion batteries, aimed at meeting the demanding

requirements of the automotive traction battery. Here, the batteries operate in an en-

vironment with varying power loads, different operation temperatures, noisy and crude
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measurements, and high safety requirements [77]. For systems with limited computa-

tional power, the SoC of a Li-ion battery can be estimated through the use of equivalent–

circuit-networks (ECNs) [92, 124], which simulate the voltage response of the battery.

Due to their simplicity they are not able to give any insight into the inner cell reactions.

However, in practice this does not matter: when operated within their specified limits—

in terms of state-of-charge, temperature and current rates—performance of intercalation-

based lithium-ion batteries is consistent and predictable [81, 96, 138, 143]. This behaviour

and the fact that the nonlinear relationship between open-circuit voltage (OCV) and SoC

is monotonic means that it is relatively straightforward to determine a Li-ion batteries

SoC [137].

For Li-ion batteries, there are many viable techniques for estimating SoC in situ. The

simplest is to measure the open-circuit voltage and relate it through a nonlinear func-

tion or lookup table to the SoC. However, this method needs the battery to be in resting

condition which limits the applicability for electric vehicles while driving. For improved

robustness, OCV-based estimation is combined with other methods [79]. For a given

value of SoC, ECN models can be used to predict terminal voltage output from a known

dynamically-changing input current. This can be used to estimate SoC with a good com-

promise between accuracy, robustness and simplicity. A powerful approach is the use

of ‘observers’ or ‘state estimators’ which combine model-based estimation with actual

measurements using principles derived from control theory, particularly the Kalman filter

and its derivatives. Estimators of this kind are popular (particularly within the automotive

environment) due to their ability to handle measurement noise and model inaccuracies

[77]. With these estimation methods, a high battery utilization is possible, without com-

promising battery safety or lifetime [101].

To date, estimation techniques of this kind have not been applied to Li-S batteries.

There are big differences between Li-S and the classic Li-ion chemistry. Li-ion has is
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an intercalation based process that has a single well-known dominant reaction pathway.

Li-S batteries however are more complex with multiple pathways [55], which leads to

some unusual and challenging behaviour for the SoC estimation: (i) the OCV-SoC curve

has two voltage ‘plateaus’ with different properties; (ii) the OCV-SoC curve has a large

flat region, where the OCV does not change with SoC; (iii) the batteries exhibit relatively

high self discharge; and (iv) the usable capacity and power exhibit sensitivity to the ap-

plied current profile. Until recently, there have been no models of a Li-S cell suitable

for use in a battery management algorithm. Recent developments have been made, and

there are now published ECN models of Li-S batteries during discharge that are valid for

a range of temperatures [17]. However, the use of these for the estimation of SoC, re-

mains unexplored. As initial step towards a full BMS system for Li-S batteries, this study

examines SoC estimation techniques for their applicability for Li-S batteries.

In this paper, Sec. 6.2 introduces Li-S batteries and their properties. Sec. 6.3 ex-

plores the applicability of state-estimation techniques used for lithium-ion, noting the

limitations with OCV measurement and ‘Coulomb counting’ and concluding that a more

sophisticated approach is required. Sec. 6.4 describes the filtering techniques that will be

used for estimation: Sec. 6.4.1 describes an equivalent circuit model that will be used to

implement such filters, and Sec. 6.4.2–6.4.4 introduces three such filters: the extended

(nonlinear) Kalman filter (EKF), the ‘unscented’ Kalman filter (UKF) and the particle fil-

ter (PF). Sec. 6.5 describes the experimental evaluation of these. The results are presented

in Sec. 6.6 where their performance and applicability is discussed.

This work has been conducted as part of an automotive battery project, and the bat-

teries used in this study are kept at a well-maintained constant temperature environment.

Accordingly, the work in this paper has been restricted to a constant temperature. (In

future work, this could be extended to a varying temperature environment.)

The key contribution of this paper is the development and analysis of these three
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recursive Bayesian SoC estimators for Li-S. To the best of the authors’ knowledge, no

similar work has appeared elsewhere in the literature.

6.1.1 Contributions

1. Evaluation of challenges for SoC estimation for Li-S batteries

2. Implementation of EKF, UKF and PF for SoC estimation

3. Evaluation of different applied SoC estimation techniques

6.2 Lithium-sulfur batteries

A Li-S battery consists of a lithium metal anode and a sulfur-based cathode in electrolyte.

Sulfur reversibly reacts with lithium ions when reduced from elemental state S8, via the

intermediates Li2S8,Li2S4,Li2S2, to lithium sulfide Li2S, which is the key of the high the-

oretical capacity of sulfur (1672 mAh g−1) [130]. The large number of different species

however, lead to complex inner reactions that are still a matter of ongoing research [55].

As shown in Fig. 6.1, the discharge curve consists of two sections [132]: a high plateau

at about 2.35 V OCV, characterized by the presence of a majority of high order polysul-

fides in solution (Li2S8, Li2S6), and a low plateau at around 2.15 V OCV, where lower

order chains have been identified (Li2S4, Li2S3) [133]. In Li-S batteries the availability

of these species in the electrolyte determine the performance. In simple words, the cath-

ode is dissolving and participating in electrolyte [95], which causes two voltage plateaus

with different behaviour (usable capacity, internal resistance, self-discharge, transient be-

haviour) [131, 53]. As an initial step to model these effects, an equivalent circuit model
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Figure 6.1: Discharge/charge behaviour of a Li-S battery.

was presented recently, employing the Thevenin model structure with a pulse discharge

current profile and an off-line prediction error minimisation method for parameter iden-

tification [17]. The model does not explicitly consider self-discharge, but is valid for

transient behaviour of the kind seen in this study. In practice, lithium-sulfur batteries do

experience significant self-discharge during long resting periods. For a shorter-term tran-

sient state estimation problem, this can be treated as uncertainty regarding the initial state.

For details regarding the model derivation the reader is guided there.

Due to these unique properties of Li-S batteries, a precisely known SoC is helpful

to predict the power capabilities of the battery, especially towards the end of discharge

where the internal resistance raises quickly. It is not just near depletion that SoC esti-

mation is important. Li-S batteries also need careful monitoring when they are close to

fully charged to avoid the problem of ‘shuttle’. While charging, the high solubility of the

formed high order polysulfide chains enables them to diffuse to the anode, where they can

be reduced to lower order chains directly when in contact. The reaction circle is closed
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by the movement of the lower order chains back to the cathode. Here, they form high

order polysulfides again when the charging is continued. This redox reaction occurs with-

out electrons passing through the external circuit of the battery and is called polysulfide

shuttle [61], which leads, next to self-discharge in the high plateau, to poor coulombic

efficiency and is associated with capacity fade [136]. Therefore, overcharging should

be avoided despite the fact that the shuttle effect can also protect the battery from being

overcharged [130].

6.3 Applicability of conventional SoC

estimation techniques

The behaviour of Li-S batteries discussed above leads to difficulties for SoC estimation.

Each method faces different challenges: in the following section, these are explained in

more detail for the most common SoC estimation techniques. (Impedance spectroscopy is

not mentioned further, since it is seldom implemented for practical SoC estimation [79].)

Coulomb counting: Determining the charge flow in and out of the battery is the most

common technique since it is easy to implement. With a given starting point SoC0 and the

rated capacity, it is fairly simple to calculate the SoC with

SoC = SoC0 +
1

CN

∫ t

t0
(Ibatt− Iloss)dτ. (6.1)

Where CN is the rated capacity, Ibatt the battery current and Iloss the current consumed

by loss reactions [79]. While this method is seen generally as reliable, it demands high

precision current sensors (to reduce the accumulation of measurement errors over time),

known values for the charge/discharge efficiency, and a precisely known initial condition

[156, 157]. These drawbacks lead to issues with the unique properties of Li-S batteries.
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Firstly, the polysulfide shuttle effect [61], mainly present in the high plateau, enhances

self-discharge, poor coulombic efficiency and capacity fade [136, 61]. This leads to hard

to determine values for the Iloss or efficiency factors in the calculation and changing initial

conditions for an estimator [158]. Secondly, the amount of sulfur that can be reversibly

utilised during a discharge is strongly affected by the current profile, age and temperature

[139]. Generally high discharge capacity is only obtained at low currents. High currents

can produce a resistive layer on the cathode, hindering the utilisation of the underlying

sulfur [132]. This effect hampers the determination of the rated capacity, reducing the

practicability of the Coulomb counting method itself significantly.

Open circuit voltage: Another common method of SoC estimation is to assign the

OCV to the SoC. This is usually used in applications with low and constant currents

or long resting periods. This method works well with Li-ion batteries, since they pro-

vide generally a monotonic rising relationships between OCV and SoC [137]. For Li-S

however, this method is not feasible due to the non-monotonic curve, changing the gra-

dient between the high and low plateau, and the stable OCV within the low plateau (Fig.

6.1). Furthermore, the whole concept of OCV for Li-S batteries is not clear due to self-

discharge and precipitation [95].

Soft computing techniques: Avoiding the need for building a mathematical battery

model and linearisation, soft computing techniques have the ability to model a highly non-

linear system by establishing a relationship between the input and output of a system (a

‘black-box’ model) from training data. This makes these techniques suitable for consider-

ation for battery applications. Particularly for SoC estimation, soft computing techniques

have been used in previous studies for NiMH and Li-ion batteries [159, 160]. However,

there is no record in the literature where these techniques are used for Li-S batteries. (In

[161], the idea is briefly is proposed. However, estimation results are not presented.)

Model-based approaches: For the SoC estimation in highly dynamic environments,
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model-based solutions with a combination of adaptive algorithms are used. Their prin-

ciple is based on an off-line established model, predicting the terminal voltage of the

cell during operation and an adaptive algorithm, using the error between prediction and

measurement to adjust the states. As the computational power of common BMSs are

limited, simplified equivalent electrical circuits are often used to reproduce the transient

behaviour of a battery [76, 128]. In combination with algorithms such as the extended

Kalman filter [162, 163, 164], unscented Kalman filter [165, 166, 167] and particle filter

[168, 169, 170] ECN models can help to estimate the batteries internal states with rela-

tively low computational effort and simple measurements of current and terminal voltage.

The main advantage of model based methods is that they combine the benefits of di-

rect voltage measurements and ’Coulomb counting’ through the use of equivalent-circuit-

network models, providing a formal framework for integrating model-based predictions

with real-world voltage measurements. This may make them suitable for the properties of

the Li-S chemistry. The principle behind these estimation algorithms is described in the

following section.

6.4 Implementation of state estimators

As outlined in Sec. 6.2 and Sec. 6.3, Li-S batteries have poorly understood internal dy-

namics, and state-of-the-art ECN models that cannot represent every aspect of the cell in

detail. Methods that have been found to be robust against unmodeled dynamics in the

environment are recursive filters [107], that treat the model states x and the observations y

as stochastic variables with associated probability density functions [104]. For Gaussian

distributions, the Kalman filter (KF), minimizing the error variance between true and es-

timated state, is heavily applied in battery state estimation. In such estimates, the process

state is first estimated from a mathematical representation of the system dynamics; this
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is then corrected with feedback from measurements. The continuous model, described in

Sec. 6.4.1, is used in its discrete form for propagation of prediction- and update-step.

xk = Axk−1 +Buk−1 +wk−1

yk =Cxk + vk

(6.2)

The additional terms wk and vk are random variables – white, zero mean, with normal

distributions—representing process and measurement noise respectively. These describe

the uncertainty in each equation. Their values are determined with the process noise

covariance matrix Q and measurement noise covariance matrix R, which are usually as-

sumed to be constant and chosen by the user. Simply speaking, the determined values

affect whether the Kalman filter emphasises its ‘trust’ on feedback from measurements or

the a priori estimates from the system model. Larger values indicate higher uncertainty

or less trust in general. Referring to [171], the Kalman filter equations are:

Time update equations:

x̂−k = Ax̂+k−1 +Buk−1 (6.3)

P−k = AP+
k−1AT +Q (6.4)

Measurement update equations:

Lk = P−k CT(CP−k CT +R
)−1 (6.5)

x̂+k = x̂−k +Lk(yk−Cx̂−k ) (6.6)

P+
k = (I−LkC)P−k (6.7)

The beauty of the filter is that it provides an efficient recursive mean, minimizing the

mean of the squared error, by supporting past, present and future states, even when the
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precise nature of the modelled system is unknown [171]. For the state estimation of Li-S

batteries the nonlinear derivatives of the KF [172] (EKF, UKF) and the particle filter (PF)

are employed.

The following describes the mathematics of the three recursive filters that were im-

plemented. All three algorithms use the same nonlinear equivalent-circuit–network model

(Sec. 6.4.1); the three algorithms are the extended Kalman filter (Sec. 6.4.2), the unscented

Kalman filter (Sec. 6.4.3) and the particle filter (Sec. 6.4.4).

6.4.1 Equivalent-circuit–network model

The Li-S battery model, used in this work, is developed and described in detail in [17] and

Chapter 5 of this thesis for temperatures from 20 °C to 50 °C. Here however, the temper-

ature is assumed to be constant, assuming a controlled BMS environment at 20 °C. The

identification for a Thevenin equivalent circuit model (Fig. 6.2) was done with a similar

mixed current pulse discharge as shown in Fig. 6.3-A. The mixed pulse pattern in combi-

nation with identification for each pulse individually is used to unveil current-dependent

parameter changes in the model. There is self-discharge, defined as current flow (Iself)

inside the battery, but it is only significant during long resting periods, so Iself can be ne-

glected for transient applications. Fig. 6.2 shows the identification results, as well as the

chosen simplified parameter functions over the SoC (X) for the modelled parameters. For

the observer the identified parameters of all pulses are used to fit polynomial functions

over SoC for the open circuit voltage UOCV, the internal resistance R0 and one parallel

RC circuit Cp and Rp with MATLAB [118]. Then the derived functions are included in
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the general state-space form

ẋ(t) = A(t)x(t)+B(t)u(t)

y(t) =C(t)x(t)+D(t)u(t).
(6.8)

The dynamic states x = [x1 x2]
T of the system are the voltage over the RC circuit Up

and the SoC (X), calculated through Coulomb counting. The corresponding state space

representation gives

A =

 −1
fRp(X) fCp(X) 0

0 0

 B =

 1
fCp(X)

−1
3600Qcap


C =

[
−1 fOCV(X)

]
D =

[
fR0(X)

]
.

(6.9)

In [17] it was shown that the current dependencies of the model parameters mostly in-

fluence the transient voltage behaviour, represented by Cp and Rp, and that they can be

neglected without compromising the accuracy of the model significantly. But because of

the parameter patterns of UOCV and R0 vary strongly between the high- and low plateau

(Fig. 6.2), two separate polynomials were fitted over the SoC for each plateau respec-

tively. (A single polynomial would be impractical, since behaviour changes significantly

between the plateaus.) The transition between the polynomials is realized smoothly and

differentiably via a partial sinusoidal function γ

γm,c(X) :=


0, if a

1
2 +

1
2 sin(2m(X− c)) , if b

1, if c

(6.10)
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Figure 6.2: Model and parameter functions for UOCV, R0, Rp and Cp over SoC for 20 °C.



6.4. IMPLEMENTATION OF STATE ESTIMATORS 131

where the conditions a, b, c stands for the different ranges

a : 2m(X− c)<−1
2

π,

b : − 1
2

π ≤ 2m(X− c)<
1
2

π,

c : 2m(X− c)>
1
2

π,

(6.11)

and m is a scaling factor for the maximal gradient of the sinusoidal function, determining

the transition range between both polynomials. c represents the point where both func-

tions are equally represented. The combined equations of both polynomials and factor γ

are

fOCV(X) = (1− γm,c(X)) fOCV−low(X)

+γm,c(X) fOCV−high(X)

(6.12)

for the open circuit voltage UOCV and

fR0(X) = (1− γm,c(X)) fR0−low(X)

+γm,c(X) fR0−high(X),

(6.13)

for the internal resistance R0 over SoC. Since the variations between both plateaus are

less pronounced for Cp and Rp, the functions for these parameters are only determined

with a single polynomial respectively. This decision also simplifies the estimation of the

Jacobian matrix of A for the extended Kalman filter.

For a fuller discussion of this ECN model, the reader is referred to the original source

[17].
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6.4.2 Extended Kalman filter

The basic Kalman filter algorithm, described in Sec. 6.4, applies to linear systems, not

nonlinear systems. The Li-S equivalent-circuit–network is nonlinear. This means that

the basic algorithm needs adaptation before it can be applied. There are several ways of

doing this, which will be explored in the following sections. The simplest is the ‘extended

Kalman filter’ (EKF).

The basic idea of the EKF is to linearise the system around the current mean of the

state x̂+k−1 with a first order Taylor series for the propagation of the probability densities

[114]. Hence, the EKF predicts the states and measurements with a nonlinear system

model f and the covariances and Kalman gain with the Jacobians of A and C, Â and Ĉ.

Generally this linearisation works well with models containing slight non-linearities as it

is the case for most classic Li-ion batteries.

Determining the Jacobians of matrices A and C increases the effort for setting up the

filter with the benefit of the lowest computational effort of the proposed methods.

Summary of EKF algorithm

In the following, the algorithm is summarized from [101]. (Details are omitted here for

brevity, but can be found in the reference.)

Nonlinear state space model

xk = f (xk−1,uk−1,wk−1,k−1) yk = h(xk,uk,vk,k)

Definitions

Âk =
∂ f (xk,uk,wk,k)

∂xk

∣∣∣∣
xk=x̂+k

, B̂k =
∂ f (xk,uk,wk,k)

∂wk

∣∣∣∣
wk=w̄k

,

Ĉk =
∂h(xk,uk,wk,k)

∂xk

∣∣∣∣
xk=x̂−k

, D̂k =
∂h(xk,uk,wk,k)

∂vk

∣∣∣∣
vk=v̄k

Initialisation for k = 0
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x̂+0 = E[x0], P+
0 = E[(x0− x̂+0 )(x0− x̂+0 )

T ]

Computation EKF for k = 1, 2, ...

State estimate update: x̂−k = f (x̂+k−1,uk−1, w̄k−1,k−1)

Error covariance update: P−k = Âk−1P+
k−1ÂT

k−1 + B̂k−1Q B̂T
k−1

Output estimate: ŷk = h(x̂−k , uk , vk,k)

Kalman Gain matrix: Lk = P−k ĈT
k

[
ĈkP−k ĈT

k + D̂kRkD̂T
k

]−1

State estimate measurement update: x̂+k = x̂−k +Lk[yk− ŷk]

Error covariance measurement update: P+
k = (I−LkĈk)P−k

6.4.3 Unscented Kalman filter

To improve the estimation for nonlinear systems, the covariance propagation in the UKF

follows the nonlinearities with a set of sigma points, propagated through the main steps

of the algorithm. The number of necessary points depends on the state vector’s dimen-

sion L and leads to 2L + 1 columns for the resulting vector χ . With the principle of

estimating covariances with data rather than a Taylor series, the unscented Kalman filter

has the advantage that no derivatives are needed, with only slightly more computational

effort. Furthermore, the covariance approximations are usually better than these of the

EKF [101]. The differences between both are largely dependent on the nonlinearity of the

system. For standard Li-ion batteries for example, the improvements are modest due to

their small non-linearities [101].

Summary of UKF algorithm

In the following the algorithm is summarized from [115]. (Again, details are omitted here

for brevity, but can be found in the reference.)
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Nonlinear state space model

xk = f (xk−1,uk−1)+wk−1 yk = h(xk,uk)+ vk

Definitions

Qk = E[wkwT
k ] Rk = E[vkvT

k ]

Initialisation

x̂+0 = E[x0]

P+
0 = E[(x0− x̂+0 )(x0− x̂+0 )

T ]

Computation UKF for k = 1, 2, ...

State estimate time update

Error covariance matrix square root:
√

Pk−1 = chol(Pk−1)

Create sigma points:

χ
+
k−1 =

[
x̂+k−1, x̂+k−1 + γ

√
P+

k−1, x̂+k−1− γ

√
P+

k−1

]
Update sigma points: χ

i,−
k = f (χ i,+

k−1,uk−1) for i = 0,1,2... 2L

Mean of updated sigma points: x̂−k =
∑2L

i=0 α
(m)
i χ

i,−
k

Error Covariance time update

Covariance prediction:

P−k = Qk−1 +
∑2L

i=0 α
(c)
i (χ i,−

k − x̂−k )(χ
i,−
k − x̂−k )

T

Output estimate

Measurement prediction for each sigma point:

ψ i
k = h(χ i,−

k ,uk) for i = 0,1,2... 2L

Mean of the measurement prediction: ŷk =
∑2L

i=0 α
(m)
i ψ i

k

Estimator gain matrix

Estimate the covariance of measurement:

Pyy
k = Rk +

∑2L
i=0 α

(c)
i (ψ i

k− ŷk)(ψ
i
k− ŷk)

T
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Estimate cross covariance state/measurement:

Pxy
k =

∑2L
i=0 α

(c)
i (χ i,−

k − x̂−k )(ψ
i
k− ŷk)

T

Kalman gain: Lk = Pyy
k (Pxy

k )−1

State estimate update: x̂+k = x̂−k +Lk(yk− ŷk)

Error covariance update: P+
k = P−k −LkPyy

k LT
k

6.4.4 Particle filter

To solve the recursive estimation problem for arbitrary probability distributions, the PF

applies Monte Carlo methods to represent the probability density functions. Unlike the

UKF, where just the means and covariances of the sigma points are transferred to the next

step, the PF recursively estimates the whole particle set χt from the last step χt−1. Gener-

ally three steps are executed [173]. (i) The state transition, where each particle transition

is calculated with the input uk−1, after measurement noise is added to the particles of the

previous step. Similar to the Kalman filter, the addition of the noise leads to an increasing

variance over time. (ii) In the weighting step the observations yk and a probability density

function are used to allocate a weight for each particle, representing the probability state

prediction xk given a certain observation yk. (iii) During resampling, the variance of the

particle set is decreased by sampling a new set of particles according to their weights and

allocating new, equal weights. The main advantage of the PF is the independence of the

Gaussian noise assumption of the Kalman filter. However, since each particle has to be

computed separately, the computational effort exceeds the Kalman filter type algorithms

significantly [174].
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Summary of PF algorithm

The derivation of the equations orients on Chapter 4.2 of the textbook [116]. (Again, de-

tails are omitted here for brevity, but can be found in the reference.) χ̄k = χk = Ø

for m = 1 to M do

sample xm
k ≈ p(xk|uk,xm

k−1)

wm
k = p(yk|xm

k )

χ̄k = χ̄k + 〈xm
k ,w

m
k 〉

endfor

for m = 1 to M do

draw i with probability ∝ wi
k

add xi
k to χk

endfor

return χk

6.5 Experimental evaluation

To investigate the performance of the state estimation algorithms, batteries were dis-

charged with two current profiles and different test rigs. The first, a mixed-current pulse

test, is based on the parameter estimation in [17] and represents an abstract test in a con-

trolled environment. Here, a pre-cycled (C/10 charge, C/5 discharge, 30 °C) 3.4 Ah long

life chemistry pouch cell from OXIS Energy was tested with current pulses of 290 mA,

1450 mA and 2900 mA at 20 °C (Fig. 6.3-A). The test hardware included a Maccor 4000

battery tester with cells constantly held at temperature in sealed aluminium boxes inside

a Binder KB53 thermal chamber, also shown in Fig. 6.3-A.
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Figure 6.3: Mixed pulse and NEDC current profile with test installation.
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To represent a more practical scenario, the same kind of OXIS Energy cell was dis-

charged with a current profile based on the New European Driving Cycle (NEDC) [152].

The related power profile, shown in [153], was chosen due to its compromise of a realistic

user scenario, also containing some level of abstraction. The test hardware used in this

case is a Kepco BOP100-10MG programmable power source/sink (Fig. 6.3-B) discharg-

ing a battery at room temperature (23 °C). The details of the experiments are summarized

in Table 6.1.

Table 6.1: Discharge experiments

Discharge Measured Cap. Av. Power Av. Temp.

Pulse 9778 As 0.147 W 20 °C

NEDC 9678 As 0.467 W 23 °C

6.5.1 Reference SoC estimation

The reference SoC for both test benches is calculated with the cumulated current, oper-

ating in the cells’ recommended voltage range, i.e. between 2.45 V(fully charged, SoC =

1), and 1.5 V (fully discharged, SoC = 0).

SoC = SoC(0)−
1

3600Qcap

∫ t

0
I(τ)dτ. (6.14)

While Coulomb counting is a poor predictor during tests, the discharge capacity for a

specified voltage window can be calculated retrospectively, giving a reference SoC that

can be used for post-experimental interpretation.
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EKF SoC estimation

For the application of the EKF algorithm with the presented Li-S battery model, the Jaco-

bians of the matrices A and C are needed, which are presented here for convenience. With

one polynomial function respectively for Cp and Rp dependent on the SoC (here presented

as second state of the model x2), the Jacobian matrix of A is populated as:

Â(1,1) =
−1

fCp(x2) fRp(x2)
Â(2,1) = 0 Â(2,2) = 0 (6.15)

Â(1,2) =
[

ḟCp(x2)

fCp(x2)2 fRp(x2)
+

ḟRp(x2)

fCp(x2) fRp(x2)2

]
x1

−
[

ḟCp(x2)

fCp(x2)2

]
IBat ,

(6.16)

with the same principle for C

Ĉ(1,1) =−1 Ĉ(1,2) = ḟOCV (x2)− ḟR0(x2)IBat. (6.17)

The derivatives of the combined functions ḟOCV and ḟR0 with respect to x2 are influenced

by the introduced factor γ , here substituted by fγ(x2).

fOCV(x2) = (1− fγ(x2)) fOCV−low(x2) + fγ(x2) fOCV−high(x2) (6.18)

Derivation with respect to x2 leads to

ḟOCV(x2) = ḟOCV−low(x2)−
(

ḟγ(x2) fOCV−low(x2)+ fγ(x2) ḟOCV−low(x2)
)

+ ḟγ(x2) fOCV−high(x2)+ fγ(x2) ḟOCV−high(x2).

(6.19)
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Where ḟγ is defined by

γ̇m,c(x2) :=


0, if a

mcos(2m(x2− c)) , if b

0, if c

(6.20)

with the same conditions for a, b, c as in equation 6.11. The derivation of ḟR0 follows

the same pattern. As mentioned before, the unique behaviour of the Li-S battery can vary

in a complex manner. Therefore, it is reasonable to assume that the voltage prediction of

the observer is, firstly, not necessarily accurate and, secondly, that the predicted voltage is

not everywhere an indicator of the SoC. To account for this, the measurement noise value

R is with 0.15 relatively high compared to the chosen model noise Q, which assumes

uncorrelated states with a low uncertainty for the Coulomb counting state. The specific

values for Eq. 6.21 were derived iteratively.

P0 EKF =

[ 10 0

0 10

]
Q EKF =

[ 0.1 0

0 0.0000003

]
(6.21)

The value for the measurement noise R implies a standard deviation for the measure-

ments of 387 mV. This is greater than the values of actual Gaussian noise observed with

the measurements. However, since the battery model is not able to predict the terminal

voltage for every user case precisely, deviations in this order of magnitude are possible.

The values of Q, representing the system noise, were determined iteratively to give good

results.
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UKF SoC estimation

Within the UKF framework, the weights α
(m)
i and α

(c)
i are vectors containing real constant

scalars with the conditions that
∑p

i=0 α
(m)
i and

∑p
i=0 α

(c)
i are equal to 1 [101]. With the

scaling value

λ = α
2(L+κ)−L

the weights can be calculated with

γ =
√

L+λ , α
(m)
i = α

(c)
i =

1
2(L+λ )

α
(m)
0 =

λ

L+λ
, α

(c)
0 =

λ

L+λ
+(1−α

2 +β ).

Here, we chose similar weights as presented in [115], defining the values 1 for α , 2 for

β , L = dim{x} = 2 , and 0 for κ . Since the parameters are constant, they can be defined

once prior executing the filter. The values of the measurement and system noise R and Q

follow the same pattern of the EKF. However, the values for P0 are considerably smaller

since widely spread, unrestricted sigma points lead to estimation errors when they exceed

the defined SoC range of 0-1 in the beginning of the estimation. Furthermore, the UKF

was found to be more sensitive to the model prediction errors compared to the EKF, so

larger values were used in the measurement noise matrix R = 0.3.

P0 UKF =

 1 0

0 0.014

 Q UKF =

 0.0005 0

0 0.0000007

 (6.22)

PF SoC estimation

The chosen probability density function should, on the one hand, accurately determine the

most likely observations, but on the other hand hinder the impoverishment of the samples
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over time. Examples for non Gaussian probability density functions for SoC estimation

are given in [170, 169]. Here however, the Gaussian distribution

f (x) =
1

σ
√

2π
e−

(x−µ)2

2σ2 (6.23)

is used due to its simplicity and comparably to the EKF and UKF. To account for the

uncertainties of the model and Coulomb counting, the standard deviations to sample the

states in the prediction step are chosen in the same pattern as the EKF and UKF, allocating

larger values to the transient voltage term Up, to account for the model inaccuracies,

and smaller values to the SoC state, to limit the random fluctuations when the battery

behaviour does not change.

stdx1 = 0.004 stdx2 = 0.0003 (6.24)

The number of particles was chosen iteratively. Tests indicated a decent compromise

between computational effort and estimation precision with a constant number of 30 par-

ticles.

6.6 Results and discussion

The results of the proposed SoC estimation algorithms are evaluated qualitatively for

their convergence time, with imprecise initial states, and quantitatively by their estimation

accuracy. As measure for the latter the root mean squared error (RMSE) over the hole

discharge range is used

RMSE =
1√
n

( n∑
i=1

(SoCt,i− ˆSoCt,i)
2
)0.5

. (6.25)
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Where n is the number of data points, SoCt,i is the reference SoC from the measurement

and ˆSoCt,i is the estimated SoC by the filters. The accuracy and convergence depend on

the quality of the model, the observability of the system itself, the quality of the mea-

surements, their noise pattern and the users choices for the system and measurement un-

certainties. In the context of the model accuracy also the discharge profile plays a role.

For the pulse test, with its long resting periods, the errors in the OCV are more sensitive

to the prediction error, whereas the more realistic NEDC cycle emphasises the internal

resistance or transient behaviour. Since Li-S batteries suffer from self-discharge, which

can lead to an imprecise initial condition for the SoC estimation, each test is performed

with three different initial SoC values. While two of them are located in the high plateau

(SoC0 = 1, 0.7), one is chosen after the transition point (0.68) at (SoC0 = 0.6), to test the

algorithms ability to converge in between both plateaus. To test their robustness against

current profile induced changes, all filters use the predetermined capacity from the mixed

pulse discharge profile tests during the model identification (9778 As). The results of the

SoC estimation tests are shown in Figure 6.4 and Table 6.2. The following discussion

orients on the specific properties of Li-S batteries.

High self-discharge: Self discharge, caused by the shuttle effect, occurs mainly in the

high plateau. This can be difficult to handle for the SoC estimators since the state changes

when the monitoring system is switched off. However, the high plateau has also a steep

OCV gradient which allows the estimator to converge quickly when the state changed.

Therefore, the estimation result does not change significantly with an imprecise initial

condition as long as both states, the real one and the estimated one, are within the same

plateau. Otherwise, the local minimum in the OCV can hinder the convergence. Espe-

cially the EKF, with its first order linearisation, and the PF with its particle set far away

from the real SoC suffer from this effect (Fig.6.4 EKF: Pulse Test, NEDC PF: Pulse Test,

NEDC). Here, the UKF has the best performance. For applications demanding a quick
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Figure 6.4: Estimation results for EKF, UKF, PF with a mixed pulse- and a NEDC drive

cycle current profile, starting with a fully charged battery, i.e. 1 SoC.

conversion without a precise initial condition a self-discharge model is recommended.

Constant OCV: The uncertain region does not contain sufficient information in the

battery behaviour to distinguish different SoCs in the low plateau, which leads to a state

prediction heavily based on the Coulomb counting. The result of this is a slightly drifting

SoC in that region and a slow convergence (Fig.6.4 all filters: Pulse test, NEDC initial

SoC0 ref = 1). However, due to the area with increased internal resistance towards the

end of discharge, the estimators are able to correct that error mostly before the depletion

point. Here, the fact that the constant region is enclosed by the high plateau and an area

of increased cell resistance favours the model based estimation. Furthermore, the lower

self-discharge within the low plateau allows the Coulomb counting to be accurate and

limits the drift.

Conversion with discharged battery: When starting from a partially-discharged
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Table 6.2: RMSE SoC estimation with EKF, UKF and PF with initially fully charged

battery

Algorithm SoC0 Pulse RMSE NEDC RMSE

1 0.0114 0.0217

EKF 0.7 0.0160 0.0267

0.6 0.2986 0.2732

1 0.0347 0.0280

UKF 0.7 0.0444 0.0537

0.6 0.0705 0.1199

uni 0.0576 0.0195

PF 0.7 0.0532 0.0694

0.6 0.3997 0.3354
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Figure 6.5: Estimation results for EKF, UKF, PF with a mixed pulse- and a NEDC drive

cycle current profile with an initially partly discharged battery, i.e. from 0.6 SoC.

state, e.g. where the self-discharge of the battery causes the estimated SoC to be higher

than the real one (Fig. 6.5), the differences between the EKF and UKF are more pro-

nounced. Here, the simulation was started at the initial reference SoC of 0.6, with the

same initial conditions used in the fully-charged tests for the estimators (SoC0 estimation =

1,0.7,0.6). In these tests, it can be seen that the estimators performance is also depending

on the starting point. In general, the UKF works best, though they can fail (Fig. 6.5 UKF

NEDC initial SoC0 ref = 0.6). The EKF tends to converge slowly, requiring more than a

full discharge cycle. The particle filter can fail if the particles are poorly distributed at

the start, but when the particles are uniformly distributed, it converges to the true state of

charge very quickly. The results are summarized in Table 6.3.

Changes of the model parameters: As mentioned before, the smaller parameter

variation within the low plateau favours the SoC estimation. However, the dependence of
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Table 6.3: RMSE SoC Estimation with EKF, UKF and PF with with partly discharged

battery

Algorithm SoC0 Pulse RMSE NEDC RMSE

1 0.1593 0.1696

EKF 0.7 0.0860 0.0535

0.6 0.1203 0.0745

1 0.0887 0.1743

UKF 0.7 0.0240 0.0687

0.6 0.0189 0.0332

uni 0.0281 0.0561

PF 0.7 0.1661 0.1176

0.6 0.0383 0.0320
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the battery behaviour on the load profile remains a challenge. Different current rates and

profiles cause different utilisations of sulfur and therefore variations in the usable capacity.

While these effects are less pronounced in the high plateau, the low plateaus variations are

significant. To show their effect to the model accuracy and SoC estimation, further tests

were done with a decreased (added gain of 0.66 to current profile) and increased (added

gain of 1.33 to current profile) NEDC profile (Table 6.4).

Table 6.4: Discharge experiments with NEDC-low and NEDC-high profile

Discharge Measured Cap. Av. Power Av. Temp.

NEDC-low 10561 As 0.317 W 23 °C

NEDC-high 9072 As 0.610 W 23 °C

Both, Fig. 6.6 and 6.7, show the effects of the current density variations to the model

accuracy and SoC estimation. For most of the discharge range the cell behaviour could

still be represented well. But the increased capacity, mainly in the low plateau, leads to

deviations of model prediction and measured voltage towards the end of discharge (Fig.

6.6), since the model uses the fixed capacity value from the pulse identification process

(9778 As).

The rough capacity prediction combined with the constant OCV within the low plateau

cause a negative drift of the SoC estimation in this area. Due to the strong divergence

between model and measurements towards the end of discharge however, there is some

correction towards the reference SoC in the end of the discharge process as well.

With higher rates the ratio of the high plateau of the whole discharge capacity in-

creases which should enable the algorithms to correct the states longer. Nevertheless, the
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Figure 6.6: Estimation results EKF, UKF, PF for a lower current NEDC drive cycle

(Added gain of 0.66 to the reference NEDC drive cycle, described in Sec. 6.5).
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Figure 6.7: Estimation results EKF, UKF, PF for a higher current NEDC drive cycle

(Added gain of 1.33 to the reference NEDC drive cycle, described in Sec. 6.5).
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estimated SoC drifts towards higher values in this case. Here the differences in between

the model and measurements are not significant enough to correct the states sufficiently.

The results of the estimation accuracy with different current profile gains are summarized

in Table 6.5.

To cover for the uncertainties, an improved observer model, accounting for model

changes with current profiles, could be the key for improvement. However, since the

inner cell mechanisms are still a matter of ongoing research, on-line parameter estimation

could lead to improvements for the SoC estimation easier to obtain.

To achieve optimal results with handling the proposed model and estimation, we sug-

gest the following steps: (i) define a simplified current profile for the intended application;

(ii) measure the delivered capacities for this use-case and (iii) apply our presented battery

model and estimation method with the derived capacity value.

Table 6.5: RMSE SoC estimation with NEDC-low and NEDC-high profile

Algorithm SoC0 NEDC-low NEDC-high

EKF 1 0.0489 0.0580

UKF 1 0.0625 0.0546

PF uni 0.0310 0.0694

Two plateaus with transition region: A likely consequence of the local minimum in

the identified OCV curve in between the voltage plateaus, the EKF and the PF converge

slowly when the initial condition is not located in the high plateau (SoC0 = 0.6). To

investigate filter-based solutions to improve the convergence, a simplified OCV curve,

neglecting the voltage drop in between the plateaus (Fig. 6.8), was fitted to the OCV
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identification data and substituted with the previously used function.

fOCV−simple(x2) = 339.78x9
2−1372.71x8

2 +2291.23x7
2

−2066.02x6
2 +1107.76x5

2−364.76x4
2 +72.94x3

2

−8.36x2
2 +0.48x2 +2.1

(6.26)

The advantage of this single polynomial is an almost monotonic behaviour ignoring highly

nonlinear parts in the OCV curve, also simplifying the derivation of the Jacobian matrix.

While the estimation results of the PF does not change significantly, the first order lin-

earisation of the EKF leads to the anticipated results if the initial covariance of the SoC is

raised (P0 = [10 0; 0 21]). As shown in Figure 6.8, the convergence time for the impre-

cise initial SoC of 0.6 has improved significantly without losses in the estimation accuracy

for the rest of the discharge (Tab. 6.6). Here could be an opportunity for simplification

for the EKF.

Table 6.6: RMSE SoC estimation with simplified OCV curve

Algorithm SoC0 OCV Function NEDC RMSE

1 one poly 0.0205

EKF 0.6 one poly 0.0272

0.6 two poly 0.3923
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Figure 6.8: Simplified OCV curve and related estimation results for the EKF.

However, all in all we can conclude that the UKF can cope best with the properties

of the Li-S battery combined with a reasonable computational effort. Table 6.7 presents

the simulation times for the reference battery model and three parallel running estimation

algorithms (SoC0: 1, 0.7, 0.6) on the same system (Intel(R) Core(TM) i5-5300 CPU @

2.30 Ghz, 8GB RAM, 64 bit operating system).

Table 6.7: Simulation time for the pulse discharge test (128000 s)

EKF UKF PF

Simulation time 5.25 [s] 7.97 [s] 21.54 [s]



154 6. PAPER 2 – KF BASED SOC ESTIMATION

It is shown that the additional computational effort of the particle filter does not lead

to significant improvements in this case.

6.7 Conclusion

This paper has introduced the problem of SoC estimation for Li-S batteries, and explored

the applicability of ‘standard’ techniques used for lithium-ion batteries. It was noted

that Li-S batteries exhibit complex behaviours, some of which prevent the exploitation

of ‘standard’ techniques in electric vehicles. Lithium-sulfur’s open-circuit–voltage ver-

sus state-of-charge curve has a large flat region, meaning that open-circuit voltage is a

poor indicator of SoC. Because there are multiple reaction pathways, the useful capacity

of Li-S cells depends on the applied duty cycle. Furthermore, it suffers from high self-

discharge, so ‘Coulomb counting’ is unlikely to be effective. As an alternative, this paper

has explored three model-based methods of state estimation, all of which were variants

of the recursive Bayesian filter: the extended Kalman filter, the unscented Kalman filter

and the particle filter. Despite the complexities of Li-S cells, it was demonstrated in ex-

perimental tests that the model-based estimators based on an equivalent-circuit–network

model were able to perform robustly.

The discussion of the results noted several ways where the complex behaviours of

Li-S help to aid the estimation problem. While the high self-discharge within the high

plateau hinders the determination of a precise initial SoC, the steep OCV gradient in this

region allows a quick convergence. Here, problematic and useful properties for the state

estimation cancel each other out. In the low plateau, the flat OCV curve and relative

constant battery parameters hinder a precise estimation. In this area also current-related

changes in the usable capacity occur mostly, which is the reason why the proposed esti-

mation methods works best within a certain discharge current range. However, due to the
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enclosure of the constant region by the high plateau and an area with increased internal

resistance, the estimation is mostly able to converge to the correct SoC within one dis-

charge cycle. Therefore a standard model-based estimator, with its multiple sources/states

of information, is capable of predicting the SoC of a Li-S cell well enough. Hereby the

unscented Kalman filter gives the most robust and accurate performance in combination

with a reasonable computational effort.

It was conjectured that improvements to the model to represent self-discharge are

likely to benefit the robustness of the estimators. Furthermore, a facility to deal with the

current-related parameter changes, is very likely to improve the accuracy. It would also be

interesting to consider whether adaptive noise covariance values could be used to improve

the model fit whilst accommodating regions of greater uncertainty. The authors also are

currently exploring the application of recursive parameter estimation for state estimation.

A limitation of the performed tests is the constant-temperature scenario. This mirrors the

highly regulated environment of the authors’ intended end application, an electric vehicle

test environment with a tightly-regulated temperature. However, future work should also

explore any challenges associated with state estimation in an environment with significant

temperature variations.
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Abstract
Lithium-sulfur (Li-S) is a promising next-generation battery chemistry which is beginning

to be used in practical applications. The electrochemical behaviours of Li-S are more

complex than those of lithium-ion batteries. For lithium-ion batteries, many state-of-

charge estimation techniques exist, but for Li-S, only three methods have been published,

using single Kalman-derived estimators for a nonlinear model describing both ‘slow’ pa-

rameter changes and ‘fast’ equivalent-circuit-network behaviour. This paper explores an

alternative method where the problems of parameter estimation and state estimation are

handled separately, using dual extended Kalman filters. The new estimator is demon-

strated experimentally with pulse-discharge tests and driving-cycle loads. The underlying

equivalent circuit model is then enhanced with a new model of the relationship between

current-density and internal resistance terms; estimators based on this are also demon-

strated for different load profiles. With appropriate choice of estimator covariance param-

eters, the proposed dual estimator method gives precise and robust state estimates for a

range of current densities and initial conditions. Compared to the previously published

estimation technique, accuracy and robustness are improved.
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7.1 Introduction

For applications requiring a lightweight, cheap and safe battery, the Lithium-Sulfur (Li-

S) chemistry is a promising candidate to replace the current Lithium-ion (Li-ion) tech-

nology. However, the large scale adoption of this chemistry still depends on solving

performance limitations, such as relatively short cycle life, low charging efficiency and

power capabilities [59, 136]. Another reason for the hesitant introduction for practical

applications is their complex conversion reaction of elemental sulfur S8, via the interme-

diates Li2S8,Li2S4,Li2S2, to lithium sulfide Li2S [129] during discharge. Within the high

plateau (see Fig. 7.1 top) soluble high order polysulfides (Li2S8, Li2S6) are predominant

in electrolyte solution [131], which leads to a small internal resistance but also to self

discharge due to the shuttle effect [61]. The low plateau is governed by insoluble species

(Li2S4, Li2S3) [133] that are likely to precipitate (Li2S2, Li2S) [53, 95], which cause a

constant battery open circuit voltage (OCV) and a dependence of the sulfur utilisation on

the applied current profile [132, 139, 134]. The resulting differences between both dis-

charge patterns of classic Li-ion and Li-S batteries makes it difficult to design a battery

management system (BMS) because, on the one hand, it still a matter of ongoing research

how to operate Li-S cells optimally and, on the other hand, methods for controlling Li-ion

batteries cannot be applied directly.

This is also the case for the state of charge (SoC) estimation. Due to the constant

OCV, the self discharge and current related utilisation, leading to variations in the usable

capacity, simple techniques like Coulomb-counting and the open-circuit-voltage-method

[79] are difficult to apply. Therefore, it was concluded that advanced methods are required

for Li-S batteries [16]. One example for that are model based techniques, that are able

to match the behaviour of the battery over the discharge range with equivalent circuit

network (ECN) models (Fig. 7.1 middle ). Although these models are usually not able
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Figure 7.1: Behaviour and SoC estimation principles of Li-S batteries

to give insight into the inner cells reactions, they are relatively simple and accurate [92,

100, 76]. In [99, 17] ECN models for Li-S batteries were presented where the latter was

used for Kalman filter based SoC estimation in [16]. And indeed, it could be shown that

model based methods can estimate the SoC of Li-S batteries accurately. However, also

limitations were found of which mostly the capacity variations in the low plateau with

different current rates influenced the estimation accuracy negatively. Here the constant

OCV, together with an uncertain battery behaviour lead to inaccuracies in the estimation.

To address these and also to test the applicability of another estimation pattern, this study

investigates an online identification technique to parametrise an ECN model and use the

results for the SoC estimation (Fig. 7.1 bottom). The increased identification speed and

the used diverse loads also aim to gain insight into the cell dynamics under more realistic

conditions than the commonly used pulse current tests.

A framework for online battery parameter estimation for operational conditions rele-
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vant to automotive applications (high current rates, temperature variations and dynamic

rate profiles [114]) was proposed by Chiang et al. in [175]. There, an adaptive control

method in combination with a Thevenin battery model [148] is used to identify the OCV

and internal resistance of lithium-iron-phosphate and lithium polymer cells. The math-

ematical assumptions made by Chiang (more details in Sec. 7.2) were incorporated by

He et al. to apply an adaptive Kalman filter-based online identification for realistic load

profiles in electric vehicles [176, 177]. As an adaptation of this approach we implement

a behavioural interpretation of the Thevenin model, presented in [17], to simplify the

parametrization of the extended Kalman filter (EKF). Furthermore the unique properties

of Li-S batteries are considered for the SoC estimation since, oppositely to classic Li-ion

batteries [137], the OCV itself is not sufficient for Li-S SoC estimation [161]. Therefore,

a dual Kalman filter is proposed, employing the identified values for both, the OCV and

the internal resistance. The presented study is to the authors’ knowledge the first one to

adapt and apply the previously developed online identification technique to Li-S batteries.

The paper is structured in three main parts. The first one, Sec. 7.2, is focused on the

Kalman filter based online parameter identification and its validation. The behavioural

version of the Thevenin model is introduced briefly and employed for the identification.

The applicability of this method for Li-S batteries is proven for two scenarios.

In the second main part, the online parameter estimation is applied to different cur-

rent profiles with varying amplitudes, described in Sec. 7.3, and the found relationship

between the current and the internal resistance is discussed in Sec. 7.4.

As third main part, a reduced order model of the dynamical resistance is then presented

in Sec. 7.5, which is used for SoC estimation in Sec. 7.6.
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7.1.1 Contributions

1. Implementation of a fast Kalman filter based method to identify the model param-

eters of the battery online

2. Improving existing ECN models with a current related internal resistance part

3. Improving the robustness and convergence of standard SoC estimation techniques

(EKF, UKF and PF) with a dual Kalman filter approach

7.2 On-line parameter estimation with EKF

The model framework for the identification is based on the Thevenin model [148], which

has been proven to be a good trade off between computational effort and accuracy for

intercalation based Li-ion batteries [128, 178]. For their SoC estimation the identified

OCV is of interest [175]. Due to the flat OCV of Li-S batteries however, we must also

use the internal resistance. Therefore, both values must be identified and related to the

SoC reliably. Here the behavioural interpretation of the Thevenin model, introduced in

[17], helps the user to choose the right parameter boundaries, which can simplify the

parameterisation of the EKF. For the sake of completeness, this integration is introduced

here briefly.

7.2.1 Mathematical cell model

The Thevenin model describes the voltage at the battery terminal as

UL (t) =UOC−UP (t)−R0 IL (t) (7.1)
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where the voltage over the RC circuit is described as

U̇P (t) =−
1

RPCP
UP (t)+

1
CP

IL (t) , (7.2)

which are couched in terms of the components of the electrical equivalent circuit. As

shown in [17], recasting the system in terms of the observed behaviours instead can help

to separate the circuit parameters into an immediate part and a lagging part after a current

pulse. Therefore, we will start by defining the corresponding parameters:

Rint = R0 +RP,

ρ =
RP

R0 +RP
⇔ (1−ρ) =

R0

R0 +RP
,

Ω =
1

RPCP
.

Rint is the steady-state (or quasi-static) internal resistance, ρ is the fraction of the response

that is not instantaneous, thus representing a dynamic lag and Ω is the natural frequency

of the response. With this new set of parameters, Eq. (7.1) becomes

UL =UOC−Up− (1−ρ)Rint︸ ︷︷ ︸
formally R0

IL (7.3)

and equation (7.2) becomes

U̇p =−Ω Up +ρ Rint Ω IL. (7.4)

Where the model parameters are UOC for the OCV, UL for the terminal battery voltage

and Up for the voltage drop over the parallel RC circuit. The main advantage of these

transformation is to easily constrain the behavioural parameters to ‘sensible’ ranges since
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they are sufficiently decoupled from each other: the dynamic portion of the model can be

adjusted without altering the steady-state response.

7.2.2 Battery model equations for EKF

The behavioural model is particularly suitable for the online parameterisation because it

can simplify the parametrisation of the covariance matrices of the EKF. Since the model

contains more variables than observable states, there is no guarantee for the Kalman filter-

based identification to converge towards the anticipated values [114]. In [176] the difficult

parameterisation of the EKF covariances is solved with an adaptive algorithm for estimat-

ing the covariance matrix for the system noise Q and measurement noise R. Here, we

assume that the statistics of measurement noise, and battery parameters are constant. In

the following, we adapt the assumptions made by Chiang et al. [175] for Li-S batteries

and the behavioural model. We start with the standard Thevenin model’s state transition

equation for the terminal battery voltage UL, the derivative of equation 7.1:

U̇L = U̇OC−U̇p− İLR0− ILṘ0. (7.5)

Generally, the OCV of the battery is dependent on the SoC, the operating temperature (T)

and usage history (h). Therefore, the corresponding definition of UOC can be described

as a function of SoC, T, h, whose derivation leads to

U̇OC =
δUOC

δSoC
δSoC

δ t
+

δUOC

δT
δT
δ t

+
δUOC

δh
δh
δ t

. (7.6)

For the representation of the battery in a discrete manner, usually time steps of less than

one seconds are used. Due to the naturally slow changing parameters of common Li-ion

batteries, the equation can be simplified at each time step by the following assumptions,
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made by [175]. However, since here we use Li-S batteries, we evaluate the applicability

of these assumptions for this battery chemistry as well.

• δSoC
δ t ≈ 0 holds for a small change in battery charge

Li-S cell are operated under much lower rates, which makes this assumption more justified

than in the case of Li-ion.

• δUOC
δSoC ≈ 0 in low plateau

Furthermore, there is no change in OCV over the SoC within the low plateau, which

approves the assumption.

• δT
δ t ≈ 0 when temperature changes slowly

The OCV of Li-S batteries depends more strongly on cell the temperature [17] than the

OCV of Li-ion. However, the rate of heat generation is assumed to be lower than that of

heat dissipation, which is especially valid at low enough current rates and environmental

control.

• δh
δ t ≈ 0 for long term history

Li-S cells are influenced by the short term discharge history [179, 180], commonly re-

ferred as ’history’ effect. The precise origins and extent for practical applications are still

unexplored. However, it is expected that history effects occur at times longer than a time

step. Therefore U̇OC is approximated as 0. Despite the relatively quickly changes of the

internal resistance over the SoC between the two plateaus [17], we also assume it to be

0 (Ṙ0 ≈ 0) for small periods. The conversion to the behavioural model can be done from

the resulting change of the terminal voltage over time:

U̇L =−U̇p−R0İL. (7.7)
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The behavioural interpretation is

U̇L =−U̇p− (1−ρ)RintİL, (7.8)

for the terminal voltage and

U̇p =−Ω Up +ρ Rint Ω IL (7.9)

for the voltage drop over the RC circuit. By re-write equation 7.3 to bring Up on one side,

substituting it into Eq. 7.9 and including the result for U̇p in Eq. 7.8, the behavioural state

transition equation can be derived as

U̇L = Ω
(
UOC−UL− (1−ρ)RintIL

)
−ρ Rint Ω IL

−(1−ρ)RintİL.

(7.10)

7.2.3 Implementation of the Extended Kalman Filter

The Kalman filter is an efficient algorithm minimizing the error variance between the true

and the estimated state. It is often applied for battery state estimation [172, 171] and

for online parameter estimation [114]. The EKF is able to predict battery states using a

nonlinear system model f . In the following, the algorithm is summarized for a discrete

system [101].

Nonlinear state space model

xk = f (xk−1,uk−1,wk−1,k−1) yk = h(xk,uk,vk,k)

Definitions



7.2. ON-LINE PARAMETER ESTIMATION WITH EKF 167

Âk =
∂ f (xk,uk,wk,k)

∂xk

∣∣∣∣
xk=x̂+k

,Ĉk =
∂h(xk,uk,wk,k)

∂xk

∣∣∣∣
xk=x̂−k

,

Initialisation for k = 0

x̂+0 = E[x0], P+
0 = E[(x0− x̂+0 )(x0− x̂+0 )

T ]

Computation EKF for k = 1, 2, ...

State estimate update: x̂−k = f (x̂+k−1,uk−1, w̄k−1,k−1)

Error covariance update: P−k = Âk−1P+
k−1ÂT

k−1 +Q

Output estimate: ŷk = h(x̂−k , uk , vk,k)

Kalman Gain matrix: Lk = P−k ĈT
k

[
ĈkP−k ĈT

k +Rk
]−1

State estimate measurement update: x̂+k = x̂−k +Lk[yk− ŷk]

Error covariance measurement update: P+
k = (I−LkĈk)P−k

The state vector, describing the transition to the next time step for the parameters of

the behavioural model is

x =
[
UOC UL Up Ω ρ Rint

]T

. (7.11)

With the corresponding state transition functions from equations 7.9 and 7.10, the input

current IL = u and the previous considerations ( U̇OC ≈ 0, Ω̇≈ 0, ρ̇ ≈ 0, Ṙint ≈ 0) the state

transition functions can be populated in the following form

f (x,u) =
[

f1 f2 f3 f4 f5 f6

]T

(7.12)
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where f1 to f6 are defined as:

f1 = 0, f4 = 0, f5 = 0, f6 = 0 (7.13)

f2 = x1x4− x2x4− x4(1− x5)x6u− x6

−x5x6x4u− (1− x5)x6u̇
(7.14)

f3 =−x4x3 + x5x6x4u. (7.15)

Since the measured terminal voltage of the battery is represented by the second state, the

measurement equation is

h = x2. (7.16)

The Jacobians of the presented functions f1 to f6 , linearising the system around the

current mean, are:

Â =



0 0 0 0 0 0

x4 −x4 0 x1− x2− x6u x6u̇ a2,6

0 0 −x4 −x3 + x5x6u x6x4u x5x4u

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0


a2,6 =−x4u− u̇+ x5u̇.

(7.17)

Ĉ can be obtained as

Ĉ =

[
0 1 0 0 0 0

]
. (7.18)

While the presented model has a similar complexity to the parameter based method, the
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tuning of the covariance noise matrices w ∼ (0,Q) and vk ∼ (0,Rk) is supposed to be

easier. Their parameterisation is explained in the following section (Sec. 7.2.4).

7.2.4 Validation

The validation of the proposed method is done by performing two experiments. Firstly,

the Li-S battery model presented in [17] generates the voltage input for the EKF parameter

estimation and the accuracy of the estimated parameters is evaluated by comparison to the

known values from the model (Fig. 7.2 right). Secondly, the pulse test measurements and

identification data from the offline parameterisation (Fig. 7.2 left) are compared to the

online method. In the following the model parameters are shown in the ‘conventional’

ECN format since as it is customary to map them back with

Rp = ρpRint, Ro = Rint−Rp, Cp =
1

Rp Ωp
. (7.19)

The online parameterisation uses the measurements error, i.e. the difference between the

measured and predicted battery terminal voltage, to correct six parameters or states. While

the model determines the separation into the parameters (OCV, R0, Rp Cp), the conver-

gence to the right values also depend on the right choices for the system and measurement

uncertainties. The values of R and Q determine the relative trust of model prediction and

measurement, as these both can generally be ridden with errors. The higher the values in

R, the more trusted is the model prediction, such that the predicted states are corrected

less, even if a large error between measurement and prediction exists. Large R values

thus also mean smaller fluctuations in the system states. Matrix Q determines the trust in

each of the states. Here large values, representing more uncertainty, leading to more cor-

rection. This rather simple thought mostly determines the parameterisation in this study.

The values for Q should be as small as possible, to eliminate fluctuations, but as large
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enough to follow the unpredicted changes. One example for such is the change of the

OCV within the high plateau. Since the model assumes it as constant, only the correction

of the Kalman Gain can follow the changes. Therefore the parametrisation of Q is not

only assumed based on the relative trusts, but also on the expected violations of the model

assumptions. The presented values for Q and P0

Q =



0.02 0 0 0 0 0

0 0.01 0 0 0 0

0 0 0.01 0 0 0

0 0 0 0.0002 0 0

0 0 0 0 0.3 0

0 0 0 0 0 0.005


×10−4 (7.20)

P0 =



0.02 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 0.00001 0 0

0 0 0 0 1 0

0 0 0 0 0 1


(7.21)

were derived iteratively in combination with mentioned thoughts. The initial values for

the state vector are chosen to be close but not identical to the known values of a fully

charged Li-S battery, to account for a level of uncertainty between different batteries.

x0 =

[
2.43 V 2.43 V 0 V 0.025 0.1 0.172 Ω

]T

(7.22)
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Battery model results

For the simulation of the terminal voltage with the known data from the battery model,

the realistic but simple NEDC current profile [152, 153] is used (Fig. 7.2 left). As also

shown, the identification is able to quickly adjust to the right values, even if the initial

conditions for R0, Rp and Cp are incorrect. Especially the OCV and R0 can be estimated

precisely and without fluctuations, which makes this algorithm suitable for identifying the

battery SoC, as illustrated in Sec. 7.6.

Offline parameterisation results

The offline identification data of the cell parameters over SoC was gathered measuring the

response of 3.4 Ah OXIS Energy long life chemistry cells to a mixed current pulse profile

(300 mA, 1450 mA and 2900 mA) [17]. In order to identify current-related changes, the

identification was done at for each pulse individually with a window of 300 s before and

after. The method used is the prediction error minimization (PEM) algorithm, which is

described in full detail by Ljung [147].
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Figure 7.2: Online parameter identification results

The parametrisation results, presented in Fig. 7.2 right, illustrate that, despite a signif-

icant reduction in running time, the online estimation with the EKF provides a comparable

identification quality to the offline method. Especially for the OCV and R0 the zoomed-in

area demonstrate that the parameter variations can be followed precisely. Therefore, the

presented parameter estimation method appears valid for the whole discharge range of

Li-S batteries.
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7.3 Experimental design

The online parameterisation is applied to two realistic scenarios. Hereby current profiles

according to the New European Drive Cycle (NEDC) [152] and the Urban Dynamo-meter

Driving Schedule (UDDS) [181] were used in a controlled environment at 20 °C (Thermal

Chamber: Memmert ICP260). Two cells were individually tested to reduce the impact of

manufacturing variations. The tested cells are pre-cycled (C/10 charge, C/5 discharge, 30

°C) 3.4 Ah Li-S long life chemistry cells, developed by OXIS Energy.

Furthermore, the two different current profiles (NEDC and UDDS) are used with three

different gains in order to test the batteries reaction as well as the SoC estimation perfor-

mance to different power demands (Fig. 7.3). Since both cells follow the same pattern,

we only use and present the results of cell 1 in Sec. 7.4 Sec. 7.5 and most of Sec. 7.6.

However, to present as many results as possible we also included tests from cell 2 in Sec.

7.6.4. The details of the six tests and the measured usable capacities of both cells are

summarised in Table 7.1.

Table 7.1: Discharge experiments

Cycle Cap. Cell 1 Cap. Cell 2 Av. Current

NEDC 1.2 2.93 Ah 2.98 Ah 0.15 A

NEDC 1.8 2.69 Ah 2.68 Ah 0.22 A

NEDC 2.2 2.52 Ah 2.63 Ah 0.30 A

UDDS 1.2 3.11 Ah 3.13 Ah 0.13 A

UDDS 1.8 2.88 Ah 3.07 Ah 0.19 A

UDDS 2.2 2.58 Ah 2.53 Ah 0.26 A
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For all the tests the capacities and reference SoCs are calculated by Coulomb counting

for each test separately. This is done by integrating the measured current, following the

cell’s recommended voltage range between 2.45 V (SoC = 100%) and 1.5 V (SoC = 0%)

SoC = SoC(0)−
1

3600Qcap

∫ t

0
I(τ)dτ. (7.23)

Generally it is difficult to predict the capacity of the cell with Coulomb counting. How-

ever, it can be calculated retrospectively for a given voltage window and used as reference

SoC in theory. This means that factors like self discharge and precipitation related to ca-

pacity changes are included within the reference SoC, which makes it a precise practical

value for each scenario respectively.
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Figure 7.3: Experimental set-up and applied discharge currents
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Figure 7.4: EKF online parametrisation results for different current profiles

7.4 Current - R0 relationship

The results of the parameter estimation over time for all current profiles are shown in

Fig. 7.4. Generally, the values of the online identification correspond well to the offline

obtained values presented in Fig. 7.2. However, the internal resistance of the cell, R0, has

a different pattern. Towards the end of discharge R0 rises more quickly than predicted by

the pulse discharge tests [17] and shows a relationship with the applied current density.

The zoomed in areas in Fig. 7.4 show the normalised discharge current together with

the identified R0. While a large current increases the internal resistance, lower currents or
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relaxation periods lead to a decrease in resistance. This is particularly visible in the NEDC

cycle test. The more uniform currents in the UDDS cycle, containing less relaxation

periods, unveil a more persistent growth of R0. Furthermore, it is visible that while the

internal resistance rises more quickly with higher currents, larger values are reached with

smaller rates towards the end of discharge. Here, the high currents cause the battery

voltage to drop to the cut-off voltage of 1.5 V before the resistance values can grow

further.

The current dependencies in the observed R0 suggest that it contains, next to the resis-

tance of the electrolyte and current collectors [76], a diffusion part, which has been also

reported and modelled in [85, 87] to fit the impedance spectroscopy data. Since we use a

different current profile and identification method, also intended to be useful for the SoC

estimation, we suggest as a simple solution to separate R0 in into a charge transfer Rct and

a diffusion Rdiff part. While Rct rises generally with lower SoC due to lower availability

of cathode active surface area and of reaction species, the dynamic behaviour, Rdiff, can

be explained by the build-up of concentration gradients of species within the cell. High

current pulses therefore build up stronger gradients, increasing Rdiff as well as Rct, due to

stronger gradients in the electrolyte and fewer species available at the cathode surface to

undergo the reaction.

The building up of internal gradients could also explain why this effect has not been

found before. Common techniques, using identification windows [161] with artificial cur-

rent pulses [99, 17], leave long resting periods in between the pulses. The current pulses,

applied after open circuit condition, are therefore not enough to build up the concentra-

tion gradients contrary to the way in which a Li-S cell would be used in most applications.

Here the continuously running EKF estimation method in combination with realistic cur-

rent profiles is more suitable to represent real world usage.
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7.5 Modelling of the dynamic internal resistance

The existing methods for parameter based SoC estimation for classic Li-ion batteries use

the relationship between (online identified) OCV and SoC. As mentioned before, this

would not be sufficient for Li-S batteries due to their constant OCV within the low plateau.

Therefore, the internal resistance is used as additional information. The results of the EKF

method have shown that the interval resistance varies with the discharge current rate. To

reduce the fluctuations for the SoC estimation, this relationship should be accounted for

by the equivalent circuit model in a preferably simple way. The charge transfer resistance

is usually a function of SoC, current and temperature. To model the identified effects, we

only assign the SoC and temperature to the charge transfer resistance Rct and assign all

current effects to diffusion gradients across the cell Rdiff.

The dynamic component is calculated via a first order differential equation allowing

the rise of Rdiff when current is applied and a gradual decrease when the battery is left to

rest.

This approach allows us to implement the current dynamics through a simple addi-

tional state within the existing battery model [17]. The internal resistance is therefore

represented by

R0︸︷︷︸
similar to EKF ident.

= Rct︸︷︷︸
from existing model

+ Rdiff.︸︷︷︸
introduced dynamics

(7.24)

Where Rdiff is represented by

Ṙdiff =
1

Diff1Diff2
Rdiff +

1
Diff2

IL. (7.25)

Diff1 and Diff2 are varying parameters over SoC, with no physical meaning. They are

chosen to represent the dynamic changes of the internal resistance over time in a similar
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manner to the identified values. For their parametrisation we subtract the static R0 from

the model in [17] for 20 °C from the R0 identified by the EKF.

Rdiff = R0−Rct (7.26)

The result (Fig. 7.5 A) shows the differences between the model parametrised by pulse

data and the EKF method. The origins of them can either be due to cell variations, but also

are likely to have methodical reasons. However, since the main purpose of the identifica-

tion is to capture the increase in Rdiff towards the end of discharge, the parametrisation of

the dimensionless factors Diff1 and Diff2 is only done for the positive values. The method-

ology is similar to the parameter identification is Sec. 7.2, but simplified. Again we chose

a behavioural interpretation of Eq. 7.25 and change the parameters to a steady state value

and a time constant

Ṙdiff =−ΩRRdiff +ΩRDiff1IL, (7.27)

where ΩR is

ΩR =
1

Diff1Diff2
. (7.28)

The state vector becomes,

x =
[

Rdiff ΩR Diff1

]T

(7.29)

and the state transition functions

f (x,u) =
[

f1 f2 f3

]T

. (7.30)

Where f1 to f3 are

f1 =−x2x1 + x2x3u, f2 = 0, f3 = 0, (7.31)
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similar to the Rp and Cp values defined in section Sec. 7.2. The measurement equation is

h = x1. (7.32)

The Jacobians are:

Â =


−x2 −x1 + x3u x2u

0 0 0

0 0 0

 (7.33)

Ĉ =

[
1 0 0

]
. (7.34)

The identified values of the parameters of the dynamic part of the internal resistance are

also shown in Fig. 7.5 A for the NEDC drive cycle with different gains. To simplify the

presented model, all curves are combined to one function (Matlab fitting tool [118]) for

Diff1 and Diff2 respectively to

fDiff1(SoC) = 0.9148 e(−10.79SoC) (7.35)

and

fDiff2(SoC) = 3071 e(5.036SoC). (7.36)

The results of the improved model are presented in Fig. 7.5 B, together with the EKF

identification results. The dynamic part Rdiff and the static part R0 are plotted separately

to show each part of the resistance working with different current inputs. Generally the

model fits well to the EKF identification. However, for the lowest applied current density

the model cannot represent the increasing internal resistance. This is presumably due to

the made simplifications and to some factors playing a role at relatively long response

times, such as precipitation [182]. For the SoC estimation we accept this error in order to
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maintain the model’s simplicity.

Figure 7.5: Modelling of Rdiff: Parametrizing Diff1 and Diff2 (A), Comparison of identifi-

cation results and dynamic resistance model R0 + Rdiff (B)

7.6 State of charge estimation

Since the first EKF is only used to get the battery model parameters, a second one is used

to relate them to the SoC. Therefore each Kalman filter works separately, which is chosen

to improve the clarity. The battery model presented in [17] uses two polynomial functions

for the static resistance Rct and OCV respectively to represent the battery behaviour over
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the discharge range. For the sake of completeness they are presented as follows

fOCV(SoC) = (1− γm,c(SoC)) fOCV−low(SoC)

+γm,c(SoC) fOCV−high(SoC)

(7.37)

and Rct

fRct(SoC) = (1− γm,c(SoC)) fRct−low(SoC)

+γm,c(SoC) fRct−high(SoC).

(7.38)

The two polynomial functions are combined smoothly via a partial sinusoidal differen-

tiable function γ:

γm,c(SoC) :=


0, if a

1
2 +

1
2 sin(2m(SoC− c)) if b

1 if c,

(7.39)

where the conditions a, b, c stand for the different ranges,

a : 2m(SoC− c)<−1
2

π,

b : − 1
2

π ≤ 2m(SoC− c)<
1
2

π,

c : 2m(SoC− c)>
1
2

π.

(7.40)

Here m is a scaling factor for the maximal gradient of the sinusoidal function, determin-

ing the transition region between the polynomials and c represents the point where both

functions are equally represented. Once the internal resistance and OCV are known over

the discharge range, the dynamic internal resistance can be calculated as follows. Rdiff is

included as a state for the SoC estimating EKF, which leads to the following state space
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model

ẋ(t) = A(t)x(t)+B(t)u(t)

y(t) =C(t)x(t)+D(t)u(t).
(7.41)

The dynamic states x = [x1 x2]
T of the system are the dynamic internal resistance Rdiff, as

presented in previous section, and the SoC, calculated through Coulomb counting. The

corresponding state space representation gives

A =

 −1
fDiff1(x2) fDiff2(x2)

0

0 0

 B =

 1
fDiff2(x2)

−1
3600Qcap


C =

1 fRct(x2)

0 fOCV (x2)


(7.42)

with the current IL as an input.

7.6.1 State of charge estimation with dual EKF

For the application of the EKF algorithm with the presented Li-S battery model, the Jaco-

bians of the matrices A and C are needed. With the relating functions over SoC, denoted

as x2, we therefore need the derivatives of fOCV (x2), fRct(x2), fDi f f 1(x2) and fDi f f 2(x2).

Using one exponential function for each Diff1 and Diff2 the Jacobian matrix of A is ob-

tained as follows:

Â(1,1) =
−1

fDiff2(x2) fDiff1(x2)
Â(2,1) = 0 Â(2,2) = 0 (7.43)
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Â(1,2) =
[

ḟDiff2(x2)

fDiff2(x2)2 fDiff1(x2)

+
ḟDiff1(x2)

fDiff2(x2) fDiff1(x2)2

]
x1

−
[

ḟDiff2(x2)

fDiff2(x2)2

]
IBat ,

(7.44)

where the derivatives of fDiff1(x2) and fDiff2(x2) are defined as

ḟDiff1(x2) =−9.875008 e(−10.79x2) (7.45)

ḟDiff2(x2) = 15465.556 e(5.036x2). (7.46)

Following the same principle for C its Jacobian matrix is obtained as

Ĉ(1,1) = 1 Ĉ(1,2) = ḟRct (x2)

Ĉ(2,1) = 0 Ĉ(2,2) = ḟOCV (x2).

(7.47)

The derivatives of the combined functions ḟOCV and ḟRct with respect to x2 are influenced

by the introduced factor γ , here substituted by fγ(x2).

fOCV(x2) = (1− fγ(x2)) fOCV−low(x2)

+ fγ(x2) fOCV−high(x2)

(7.48)

Derivation with respect to x2 leads to

ḟOCV(x2) = ḟOCV−low(x2)−
(

ḟγ(x2) fOCV−low(x2)

+ fγ(x2) ḟOCV−low(x2)
)

+ ḟγ(x2) fOCV−high(x2)

+ fγ(x2) ḟOCV−high(x2).

(7.49)
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Where ḟγ is defined by

γ̇m,c(x2) :=


0, if a

mcos(2m(x2− c)) , if b

0, if c

(7.50)

with same conditions for a, b, c as in Eq. 7.40. The derivation of the static internal resis-

tance Rct , given by the Eq. 7.38, follows the same pattern and is not presented. Instead,

the derivation of the covariance matrices R and Q is examined thoroughly. In the pro-

cess of finding the covariances, values capable of improving the convergence with wrong

initial conditions within the high plateau and values enhancing the correct estimation to-

wards the low plateau were found. As one advantage, the dual filter offers the opportunity

to distinguish between the high and low plateau, simply by evaluating the identified OCV.

Therefore, R and Q are varied between the plateaus, using an ’if’ function included in the

second EKF. If the identified OCV is larger than 2.15 V, Q and R are emphasised on the

OCV identification and if the identified OCV is lower than 2.15 V Q and R rely on the re-

sults for Coulomb counting and the internal resistance. The resulting the parameterisation

of the covariance matrices for the two main discharge regions of Li-S batteries are

Rhigh =

[ 0.15 0

0 0.00054

]
,Qhigh =

[ 0.1 0

0 0.01

]
(7.51)

for the high plateau and

Rlow =

[ 0.00015 0

0 0.549

]
,Qlow =

[ 0.1 0

0 0.0000001

]
(7.52)
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within the low plateau. In both cases the initial condition for the probabilities P is

P0 =

[ 10 0

0 10

]
. (7.53)

7.6.2 SoC estimation with an initially fully charged battery

The results of the proposed SoC estimation algorithms are evaluated qualitatively for their

convergence time, with imprecise initial values for the SoC state, and quantitatively by

their estimation accuracy. As a measure for the accuracy, the root mean squared error

(RMSE) over the whole discharge range is used

RMSE =
1√
n

( n∑
i=1

(SoCt,i− ˆSoCt,i)
2
)0.5

. (7.54)

Where n is the number of data points, SoCt,i is the reference SoC from the measurement

and ˆSoCt,i is the estimated SoC by the proposed technique.

Since the model does not include a current rate dependency for the discharge capacity

of Li-S cells, the SoC estimator (Fig. 7.6) uses the identified capacity of 9778 As (2.72

Ah) for all applied currents. This value has been obtained from a pulse current test at 20

°C in [17] and used for SoC estimation in [16], and therefore allows the comparability to

other SoC estimation methods. The initial conditions for the parameter identification are

the same as in Eq. 7.22.

The results of the drive cycle tests show measured capacities from 2.52 Ah (for NEDC)

to 3.11 Ah (for UDDS), which is a variation of 21% compared to the rated capacity of the

cell model. The large difference between measured cell capacity in practical applications

indicate again that Coulomb counting on its own is not sufficient for SoC estimation.

However, the estimation results of the dual EKF estimator are promising. As shown in
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Figure 7.6: Results of the SoC estimation with different current profiles and rates

Fig. 7.6, the over all estimation results vary within 6.8% for all the test cases as illustrated

in Fig. 7.7. In addition to the accuracy, the convergence time with the wrong initial SoC

(SoC0 = 1,0,7,0,6) could also be improved compared to the estimation results presented

in [16]. Here the assignment of different covariance values to the plateaus improved

the convergence significantly, which is possible due to the simple distinction of the two

voltage plateaus of Li-S cells. The best results are archived for the two middle current

densities due to the close match between model and measured capacity. However, the

variations of the errors are small for all currents which is a sign for the robustness of the

estimation.

Surprisingly, the largest estimation error is not reached in lower current density cases

where the model is most inaccurate and the usable capacity is about 14% more than the

rated one, it is the case of higher rates. Here the SoC estimation slowly drifts to 9.5%

percent error towards the end of discharge (NEDC x2). This is presumably caused by

the emphasis on the Coulomb counting within the low plateau and could be improved by

better use of the behaviour of the internal resistance. However, with an average error of
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Figure 7.7: Estimation error with an initially fully charged battery

about 6.8% in the worst case of all six SoC estimation evaluation tests, the approach is

considered as sufficiently robust (see Fig. 7.7).

7.6.3 SoC estimation with an initially partly discharged battery

Promising results could also reached by testing the filters ability to handle imprecise initial

conditions with a partly discharged battery. Here we started the simulation at the SoC

of 0.6, which is roughly 10% lower than the transition point in between both voltage

plateaus. This scenario is more realistic since the Li-S battery is likely to self discharge

when the SoC estimation system is switched off. For the simulation the initial conditions

of the online parametrisation EKF stays the same than before (Eq. 7.22), but is highly

imprecise now, and the initial SoC of the second EKF is set to 1. The first output of the

test is that the online parametrisation is robust against imprecise initial conditions. The

OCV and internal resistance converge in all six cases to steady values within 50 s to 100 s
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simulation time, which is particular useful for the SoC estimation since it relies on precise

parameters. And indeed, the results presented in Fig. 7.8 and Table 7.2 show that the SoC

also converges within the same period. However, the convergence towards the reference

SoC stops at the transition point of the voltage plateaus.

Figure 7.8: Results of the SoC estimation with different current profiles and rate densities

with partly discharged battery

After the identified OCV falls under 2.15 V the estimation changes its pattern to place

emphasis on Coulomb counting. This means that the correction of the state is slowly

and can only be seen for the lower currents (UDDS ×1, NEDC×1). Since the starting

point of the simulation was chosen about 10% SoC beneath the transition point, also

the estimation errors for this case are in that region. The slow convergence of the SoC

estimation within the low plateau is one disadvantage of the presented method and can

likely be improved by a better understanding and modelling of the internal resistance

towards the end of discharge. Though the properties of Li-S cells help here to keep the

estimation error reasonable. The self discharge is expected be present only in the high

plateau [158], which founds the assumption that a self discharged Li-S battery is likely to
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Table 7.2: RMSE SoC Estimation with UDDS and NEDC current profile with different

gains for initially partly discharged battery

Current SoC0 UDDS RMSE NEDC RMSE

×1 1 0.1061 0.1030

×1.5 1 0.1100 0.1214

×2 1 0.1422 0.1538

be near the transition point between both plateaus for a long time. Therefore the presented

limitation is expected to be small in most of applications.

7.6.4 SoC estimation with multiple cycles

Although we focused our studies exclusively on the discharge process, we also present

one of our experiments with three subsequent NEDC cycles with a constant charge of

0.32 A in between. Here we get good results with small additions to the presented SoC

estimation, despite the lack of a charging model or a deep understanding of the charging

process.

The additions to the estimator are a linear decay of the internal resistance, a coulombic

efficiency of 0.9 and heavily emphasised Coulomb counting during charging

Rcharge =

[ 0.00015 0

0 55

]
,Qcharge =

[ 0.1 0

0 0.0000000001

]
. (7.55)

The slow descent of the Rint is mostly assumed because the constant charge current does

not allow the parameter estimation to adjust automatically. In tests in Fig. 7.9 revealed a
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variation in the discharge capacity, variances in the charging efficiency and an unknown

(not modelled) charge curve. Here it is visible how useful the uncertainty is for the

state estimation. During charge the SoC estimator can roughly estimate the SoC through

Coulomb counting, while the uncertainties adjust for inaccuracies of the model or dif-

ferences in the battery behaviour. Especially in the high plateau the correction works

well and the drift from the crude charging assumptions is corrected within seconds after

the discharge starts again. Here is one most significant improvements of the dual EKF

method against a single EKF version, presented in [16] (Fig. 7.9 extracts). After the

second charge the single EKF method roughly has the same error than the dual EKF, but

needs considerable more time to converge back to the reference SoC in the subsequent

discharge. The overall accuracy of the dual EKF for the entire test period is 0.0450 and

can be seen as accurate enough for most applications. However, it has to be invested more

effort to understand the charging process to ensure the results are robust for more diverse

user cases. Furthermore the robustness has to be proven with drive cycles that assume a

recuperation of kinetic energy during the drive cycle.
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Figure 7.9: Results of the SoC estimation with three NEDC current profiles with constant

charge

7.7 Conclusion

This study introduces and discusses three major aspects of the SoC estimation for Li-

S batteries. Firstly, it is shown that an online parameter estimation with an extended

Kalman filter can identify the parameters of an behavioural interpretation of a Thevenin

equivalent circuit reliably. While this method is considerable faster than offline methods,

it can identify the model parameters continuously and therefore is able to be used with

practical current profiles, as long as they contain some dynamic changes.

In the second main part the proposed online identification method is used with two

different drive cycle current profiles, each applied with three varying gains for the power

demand. In all of our experiments, a relationship was found between the discharge current

rate and the identified internal resistance. Since this behaviour fits the current understand-
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ing of the inner cell reactions in the literature, a dynamic internal resistance term is defined

and represented in a reduced order model to improve the prediction of the terminal battery

voltage with diverse currents.

In the third part, a dual extended Kalman filter is designed for robust SoC estimation.

Using the identified values of the OCV and internal resistance, the estimation accuracy

can be improved by adjusting the algorithm to the specific properties of Li-S batteries.

While in the low plateau, the OCV itself is a poor SoC indicator, it is reliable and precise

within the high plateau. Therefore, the estimation in the high plateau trusts the identified

OCV from the online parameter identification, while in the low plateau the Coulomb

counting and internal resistance are the dominant factors.

The accuracy of the estimation results demonstrates the effectiveness of employing

multiple sources of information for SoC estimation for Li-S batteries. With the emphasis

on the OCV, the convergence from imprecise initial conditions can be improved. However,

it also leads to a Coulomb counting emphasised estimation within the low plateau. Here

the fact that the majority of the self discharge happens only in the high plateau of Li-S

cells helps. To improve the estimation accuracy in the low plateau, a mechanism should

be designed to count for the battery capacity changes with different rates and current

profiles, which will be done in our future studies.

Another direction is to employ high fidelity electrochemical cell models for the SoC

estimation. Having these, we aim not only to improve the current weaknesses of Li-S

battery control models (capacity prediction) but also to enhance the understanding of the

discharge reaction path.
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8

Contributions and future directions

In the course of this thesis, three main contributions for the practical use of Li-S batter-

ies have been accomplished. Firstly, a low fidelity and fast running battery model was

developed, capable of predicting the cell voltage over a discharge and temperature range.

Secondly, the model was used for SoC estimation with Kalman filter based algorithms

and thirdly, an online parameterization approach has been presented which could also be

used for SoC estimation.

Next to the estimation itself, another contribution for this thesis was to increase the

general understanding of Li-S cells in realistic applications, which is why the advantages

and limitations of the used methodology are discussed here. Due to the dense nature of

scientific publications, the discussion is supplemented by additional material, that have

not been published yet. The discussion orients directly on the paper based structure of

this thesis and is separated in a section for each paper respectively.
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8.1 Battery model for SoC estimation

The emphasis on the equivalent circuit model was to reproduce the battery behaviour for

a temperature range of 20 – 50 °C. In the course of the project however, it was found

that cell operation at elevated temperature lead to increased degradation. This reduces the

recommended operation in a controlled environment to 20 – 30 °C. Within this smaller

range however, the temperature variation is relatively small. The changes with the current

rate for realistic current profiles, shown in Fig. 8.1, are significantly more pronounced.

Figure 8.1: NEDC current profiles with different scaling gains

Fig. 8.2 shows the respective voltage responses of one Li-S cell, that is discharged

with NEDC current profiles at different temperature levels and current rates. It is clearly

visible that the temperature variations within this range are significantly smaller than the

larger window of 20 – 50 °C from Chapter 5. However, the variances through the current

rate and profile are more pronounced as the capacity values and voltage curves indicate.

For practical applications, these variations are significant, since they impede a precise rat-

ing of the usable capacity and effect the SoC estimation negatively. This is especially the

case for EVs since current rates depends, next to vehicle design parameters like weight,

the drive train or battery pack layout, also on the driving style. In the following, the

achievements and limitations of the model are summarized and discussed.
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Figure 8.2: Voltage response to NEDC current profiles over different temperatures

8.1.1 Contributions

The model presented in Chapter 5 accounted for the unique behaviour of Li-S cells with

three main properties. Firstly, a behavioural interpretation of the Thevenin equivalent cir-

cuit habe been used in combination with a mixed current pulse, which improved the model

fit without enhancing the computational effort for the identification. Secondly, the high

and low voltage plateaus were represented by individually fitted polynomial functions

that are combined smoothly and derivable with a partial sinusoidal function. Thirdly, the

polynomial factors were changed via lookup tables to preserve the derivability over a tem-

perature range of 20 – 50 °C. The resulting model is the simplest in literature, that can

accurately predict the voltage behaviour for practical applications for the discharge and

varying temperatures. Generally, the model works best for high SoCs as shown in addi-

tional experiments (Fig. 8.3) over the temperature range of 15 – 30 °C. Also both plateaus

and their transition point could be represented well, which also is the case for different

current rates and current profiles. However, the simplifications also led to inaccuracies,
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Figure 8.3: Discharge tests with the NEDC and UDDS cycle over different temperatures
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which are described in the following section.

8.1.2 Limitations

The most important limitation of the presented model are the unmodeled capacity changes

with different rates. As shown before, the capacity variations for temperate changes be-

tween 20 and 30 °C are less pronounced than the current density variations. Together with

the Coulomb counting based representation of the parameters, this leads to deviations be-

tween model and measurements towards the end of discharge, visible for the UDDS cycle

in Fig. 8.3. Another limitation of the model is for realistic applications less relevant, but

is presented here for the sake of completeness. In the course of the project, a battery cy-

cler was developed to change the temperature of the cell quicker than a thermal chamber

[121, 183] (Appendix C). Though the main purpose of the rig was to identify optimal dy-

namic cycling temperatures, experiments can be used to test the robustness of the thermal

model for extreme cases as well. Fig. 8.4 shows a mixed current pulse discharge with

mixed temperatures varying between 20 and 45 °C, also following a pulse pattern. In

these conditions the modelling of the parameters over the whole discharge range leads to

difficulties, especially in the high plateau. The low plateau however, is represented well.

8.1.3 Directions for future work

The model errors with very quickly changed temperatures are negligible for practical

applications, since large battery packs either are temperature controlled or change their

temperature significantly more slowly than the experiment. Efforts to improve the predic-

tion of the usable cell capacity for different current profiles and rates are more likely to

improve the model’s accuracy and its applicability for state estimation. Since the Li-S in-

ner cell reactions are not yet fully understood, a zero dimensional reduced-order chemical



202 8. CONTRIBUTIONS AND FUTURE DIRECTIONS

Figure 8.4: Mixed pulse, mixed temperature discharge test

model, based on the amount and concentrations of active material, is a potential solution

for this problem. However, simpler techniques based on current and voltage measure-

ments, like average power, might be successful as well. Another major improvement

for the capacity prediction of the cell is the implementation of a degradation model, to

ensure the SoC estimation is not affected greatly over time. Regarding the experiments

conducted in this thesis, effort should also be focused on the evaluation of cell variations,

which could hinder the efficient use of a larger pack. Here the existing model together

with the mentioned improvements could help to choose cells for a battery pack.

8.2 SoC estimation with derivations of the Kalman filter

Due to the uncertainties of Li-S cells in operation, Bayesian filters have been chosen

that use model predictions and measurements for optimal state estimation. As introduced

before, the properties of Li-S batteries make a precise state estimation challenging. How-
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ever, the applied derivations of the Kalman filter, the EKF, UKF and PF, could estimate

the SoC robustly, as long as the predicted usable capacity value of the model corresponds

reasonably well to the actual achieved capacity of the cell.

8.2.1 Contributions

The main advantage of the presented filters is their relative simplicity and their ability

to include multiple sources of information. While Coulomb counting-oriented estimation

can be used in the centre of the low plateau, were the predicted voltage is a weak indicator

of the SoC, the correction of accumulated estimation errors can occur in the high plateau

and towards the end of discharge. Supplementary to the results in Chapter 6, the SoC

estimation for the Kalman filter derivatives are also shown for the experiment with three

consecutive discharges with different current gains and profiles, introduced in Chapter 7.

Like before, all of the estimators have a fixed usable capacity prediction of 9778 As (2.72

Ah) and a charge efficiency of 0.9, which is only a rough interpretation of the truth (Fig.

8.5). The results suggest a reasonable precise estimation, given the uncertainties of Li-S

cells and the relative simple model approach without charging capabilities. Furthermore,

the results represent only the pure filters performance which could further improved by

calibration points for the fully charged or discharged state. Another presented point in

Fig. 8.5 is the measured terminal voltage (green) and the predicted one (blue). Here the

model is parameterized retrospectively with the measured values from Coulomb counting

for each charge and discharge process respectively. It can be observed that with right

capacity values the model stays reasonably accurate for all discharges, which indicates

that the voltage prediction for other applications or current rates is not significantly worse,

as long the capacity is approximately known. With other words, in reasonable ranges the

model is scalable over different capacities.
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Figure 8.5: Consecutive discharges with NEDC and UDDS cycles with varying gains

8.2.2 Limitations

The imprecisions of the estimation mainly occurred in this experiment for the lower cur-

rent densities. Due to the relatively small voltage prediction error in the middle of the low

plateau, the SoC drifts here and can only be corrected by the increased internal resistance

towards the end of discharge. For the presented filters, the correction starts noticeably

after the SoC reached 0 due to the drop of the OCV of the model after the SoC leaves the

defined range. Here it would be helpful to better employ the internal resistance growth

and to reduce the significance of Coulomb counting for the estimation.
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8.2.3 Directions for future work

Possible methods for this could be a dynamic, in this thesis as constant assumed, uncer-

tainties depending on the SoC or the discharge current. Furthermore, the already sug-

gested improvements in the model’s ability to predict the usable capacity for different

user cases would have significant effects on the estimation quality. However, since the in-

troduced uncertainty can correct the states reasonably well, a more simple approach like

rate factor might be sufficient as well. In the near future the expansion of the estimation

for multiple temperatures is valuable and relatively simple, since the model already de-

livers changing polynomial functions that can be implemented in the Kalman-filter based

algorithms.

8.3 SoC estimation with EKF based online parameter iden-

tification

To improve the robustness of the SoC estimation for more diverse current profiles, an-

other approach based on the EKF has been developed and tested. The experiments were

extended for two drive cycles with different gains to create more diverse test data. The

contributions of this part to the application of Li-S batteries can be separated in two main

parts, the online identification itself and the SoC estimation based on the parameters.

8.3.1 Contributions - online parameterization

The parameterization of the ECN model firstly allowed to have a continuously running

identification of the model parameters during a realistic discharge, without the limitations

of artificial currents pulses or other averaging methods. The results reached the same

accuracy as offline methods, despite being significantly faster to run, and also improved
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Figure 8.6: Consecutive discharges with model improvement Rdyn

insight into the applicability of the Thevenin model framework approach. While the liter-

ature identified mostly two parallel RC network models for Li-S cells (Chapter 5), in this

thesis a simpler one parallel RC circuit model is used. The online identification revealed

limitations of this approach. The smooth results within the first half of the discharge range

suggested that the Thevenin model can adequately represent Li-S cell. However, within

the second half the current related variations of the internal resistance indicated that a

second parallel RC part, representing the concentration gradients of active species in elec-

trolyte, is necessary to represent the behaviour of the cells. And indeed, Fig. 8.6 shows

a significant improvement in the model prediction towards the end of discharge with a

modelled dynamic internal resistance. Therefore, the relatively poor voltage prediction

towards the end of discharge from the offline parameterization in Chapter 5 was already

improved. It also should be mentioned that the model of the dynamic internal resistance
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Figure 8.7: Online parameter identification with mixed pulses and mixed temperatures

could be used to model the slight peak of resistance after switching from discharge to

charge current (Fig. 8.6 red circle). Another aspect of the online parameterization is its

robustness. For a robust SoC estimation especially the OCV and internal resistance have

to be identified precisely with only a small margin, even in non optimal conditions. In

Chapter 7 the robustness against imprecise initial conditions was presented. To present

the robustness under more difficult conditions, the data from the mixed pulse - mixed

temperature experiments is used to identify the model parameters (Fig. 8.7). Despite the

relative unrealistic scenario and the simple test hardware of the experiments [121], the

results represent the current understanding of the cell well. While the identified OCV

shows hardly any temperature dependence within the high plateau, the value varies in the

lower one. Also the internal resistance gives reasonable values and does not show any

numerical instabilities, which indicates a robust identification.
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8.3.2 Contributions - SoC estimation

The ability to employ multiple parameters for the estimation is especially useful for Li-S

batteries, since the OCV is not sufficient to estimate the SoC. Together with the improve-

ments of the model accuracy, the SoC estimation had been improved in its robustness

against varying discharge capacities of different power demands and current profiles. The

employment of the internal resistance and the OCV furthermore allowed to robustly define

the high and the low plateau, which also allowed more freedom in the parameterization

of the process and measurement noises. As presented in Chapter 7, the estimation results

and the convergence with wrong initial conditions were improved compared to the single

filter solutions of Chapter 6.

8.3.3 Limitations

Generally, the model identification based on input-output relationship of current and ter-

minal voltage needs a certain amount of dynamics in the system, which also accounts

for the online EKF parameterization algorithm. With constant discharge current over a

long period, the information for the model is not sufficient to parameterize it. Here the

separation of the voltage output in OCV, internal resistance and transient behaviour is

difficult. Therefore, also the SoC estimation cannot be applied with constant discharge

currents. However, such a current profile is extremely unlikely for an electric vehicle. For

other applications, the SoC estimation might need to be adjusted. Furthermore, artificial

pulses could be added from the BMS internally, to create small dynamics within certain

intervals.



8.3. SOC ESTIMATION WITH EKF BASED ONLINE PARAMETER IDENTIFICATION209

8.3.4 Directions for future work

Most promising for the estimation based on the online parameter identification is to re-

duce the dependence of the Coulomb counting in the SoC prediction step. For every

cell and current profile the end of discharge is indicated by a rising cell resistance. By

improvements in its modelling, or other techniques to improve the utilisation of this in-

formation, the SoC could be predicted more robustly. Another option for the presented

Thevenin model would be to utilise the variations of the internal resistance towards the

end of discharge. However, more studies have to be made how well the internal resistance

is related to the SoC under different conditions.
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Conclusion

The aim of this thesis is to provide a foundation for the management of Li-S batteries. As a

starting point, the SoC estimation in the framework of electric vehicles was chosen, since

the high specific energy and the potentially low production costs of Li-S cells would be

highly beneficial for a mass produced fully electric vehicle. However, the main findings

of this thesis provided the framework for future applications, not only for this field. The

key contributions were:

Develop a Li-S cell model for SoC estimation:

In Paper 1, a simple yet accurate equivalent circuit model is presented, capable of

predicting the Li-S cell voltage from 20 – 50 °C. The unique behaviour of Li-S cells

is modelled through two joined polynomial functions for the high and low voltage

plateau respectively and lookup tables for the polynomial factors to follow temper-

ature changes. Furthermore, the identification is improved by using a behavioural

interpretation of the commonly used Thevenin equivalent circuit model. The pre-

sented ECN model gives a simple and computational inexpensive opportunity to

simulate Li-S cells for practical applications and can also be used by application

engineers to simulate the discharge behaviour for different applications. However,
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due to the complex reactions of the Li-S chemistry and the relative simple mod-

elling approach, the model contains inaccuracies. Here, mostly a relative imprecise

prediction of the internal resistance towards the end of discharge and a fixed cell

capacity assumption affect the prediction negatively.

Develop robust SoC estimation with comparable accuracy to Li-ion approaches:

After evaluating possible SoC estimation methods and choosing model based ap-

proaches in Paper 2, it has been found that Kalman filter-based algorithms can

handle the unique properties of Li-S batteries and the resulting model inaccura-

cies well. Their ability to converge to the right state with an increasing amount

of measurements works particularly well in the high voltage plateau, where there

is a strong relationship between the prediction errors and the SoC. Within the low

plateau, the SoC estimation is mainly build on Coulomb counting, which is the rea-

son of relatively slow convergence and a slight drift in that region. However, the

accumulated error can be reduced towards the end of discharge, which is indicated

by a rising internal resistance. Generally, the extended Kalman filter, the unscented

Kalman filter and the Particle filer could achieve robust results. Here, the UKF was

found to deliver the best compromise between computational effort, accuracy and

convergence time with imprecise initial conditions. However, for applications with

simpler requirements, the EKF is also an option. The increased computational ef-

fort of the Particle filter however, does not lead to improvements in the estimation

accuracy for the experiments in this study.

To improve the estimation performance, in Paper 3 an EKF based online parameter

estimation approach was developed. With employing the identified values for the

OCV and internal resistance within a second EKF, the SoC estimation accuracy and

the robustness against imprecise initial conditions could be improved. Furthermore,
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the continuously running online parameter identification helped to gain insight into

the cell behaviour with dynamic current profiles. The cell model could be improved

with a current related internal resistance, which represents concentration gradients

of active species in electrolyte. The online identification was found to be robust

against imprecise initial parameters and quick temperature changes, which makes

it potentially useful for other fields, since it allows a simple and fast identification

of the cell behaviour with dynamic currents.

Establish accuracy, limitations and future directions:

Generally, the presented SoC methods can handle the uncertainties of Li-S cells

well. However, when the current rate or the profile changes significantly, the al-

gorithms start to drift. Here a possibility to predict the cell capacity with different

discharge currents and current profiles would improve the estimation significantly.

For the presented model and methods, the online parameter estimation method de-

livers the best results. The combined information of OCV and internal resistance

allows good precision, even with crude assumptions. One example for this is that

the filters also work reasonably well when they battery is charged, even if no charg-

ing model exists. The robust identification of model parameters also gives more

flexibility for future improvements. The internal resistance, for example, could also

be employed for degradation. Furthermore, other definitions for the end of dis-

charge could be introduced. Now the definition of a depleted battery is when it hits

the lower cut-off voltage of 1.5 V. Since the power capabilities of the cell are sig-

nificantly reduced towards the end of discharge, it is also possible to define the end

of discharge with a certain internal resistance. However, more studies have to show

the feasibility of this approach. Another advantage of the online parametrization is,

that it can also give more flexibility for the BMS designer, not strictly related to the
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SoC estimation. Here for example a crawling mode for electric vehicles is possible,

which reduces the power with a certain internal resistance value.

Generally, the combination of modelling and state estimation is promising and the re-

sults presented here, provide a wide base for practically oriented research for Li-S cells.

For example, the here developed EKF has been already applied in the framework of the

ALISE project [184], which aims to implement a Li-S battery in a plug in hybrid electrical

vehicle. Furthermore, the algorithms and findings will be used within the Airbus Zephyr

Innovation Programme for high altitude solar powered autonomous air-planes [185]. The

special requirements for these planes, emphasising highest efforts on the lightweight en-

ergy storage, allows the commercial use of Li-S batteries already in the near future. For

electric vehicles however, it will take more time until Li-S batteries could replace the

current Li-ion technology. Here the high gravimetric energy density is only one of many

factors that have to align with the application and volumetric energy density, power ca-

pabilities and lifetime are also important. However, the high interest of this promising

technology, measurable in the increasing number of publications per year, has improved

the understanding greatly in recent years and it is likely this trend will continue. It is

therefore assumed that Li-S batteries will be used for more niche applications and that

the commercial value of the cells will increase. This development, and the experience of

running the cells in different applications, will also help to refine the introduced methods

of this thesis. After all, it will be an exiting path to see if Li-S batteries can supplement

today’s Li-ion cells as the world’s most superior battery type.
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 Lithium Sulfur Rechargeable 

Battery Data Sheet 

 
SION Power Inc., 2900E. Elvira Rd., Tucson, AZ 85756   Tel:  +1.520.799.7500 Fax:  1.520.799.7501 

www.sionpower.com
 

All specifications are subject to change without notice.  The information contained here is for reference only and does not 
constitute a warranty of performance. 
 
Date:  10/3/08  -  Supersedes: 09/28/05 

  

 
Lithium sulfur has the highest theoretical specific and volumetric energy densities of any rechargeable 
battery chemistry (2550 Wh/kg and 2862 Wh/l theoretically).  SION Power has learned how to unlock 
this potential and has created a unique rechargeable battery system.  This patented technology is 
enabling new applications for rechargeable batteries and replacing existing primary and rechargeable 
batteries in applications where weight is a critical factor. 
 
Typical applications include: 
 

• Unmanned Vehicle Systems 
• Weight sensitive electronic applications 
• Military communication systems 
• Sensors 

 
 
Electrical Specifications: 
 
Nominal Voltage: 2.15V 
Maximum Charge Voltage: 2.5V 
Minimum Voltage on Discharge: 1.7V 
Nominal Capacity @ 25°C: 2.5 Ah @ C/5 
Maximum continuous discharge rate: 2C 
Maximum charge rate: C/5 
Specific Energy: 350 Wh/kg 
Energy Density: 320 Wh/l 
Cell Impedance: 25 mΩ 
 
 
Mechanical Specifications: 
 
Configuration: Prismatic 
Length: 55 mm (top flanged folded) 
Width: 37 mm 
Thickness: 11.5 mm 
Weight: ~16 g 
 
 
Environmental Specifications: 
 
Discharge Temperature: -20°C to +45°C 
Charge Temperature: -20°C to +45°C 
Storage Temperature: -40°C to +50°C 
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 Li-S Cell   DATA SHEET 

Type Rechargeable Lithium Sulphur Pouch Cell 

Remarks: Li Metal Anode  Model: MLS62120-20S 

Nominal Dimension 

(with pouch) 

L = 145 mm * 

W = 78 mm 

D = 5.6 mm TYP. 

Tabs size: W = 20 mm, L = 25 mm 

 
 

 
 

Applications Recommended discharge current 

680  mA 

 

Nominal Voltage 2.05V  

 

Capacity Typical: 3400 mAh 

Minimum: 3200 mAh 

When discharged at 680mA to  

1.5 V at 30°C 

 

Charging Condition 340 mA to 2.45V at 30°C 

 

Recommended 

Charging Condition in 

Applications 

340 mA constant current (C/10) 

Charge termination control  

recommended: 

CC stop at 2.45V or 11h max charge time 

 

Clamped Charging 

Voltage 

2.45 V +/- 0.05V 

Service Life >95 cycles (80% of typical capacity)  

 

Weight Approx. 50.7 g 

 

Internal Resistance Average Discharge R  159 mΩ 

End of Discharge  R  877 mΩ 
 

Ambient Temperature 

Range  

Charging: 5°C to 80°C 

Discharging: 5°C to 80°C 

Storage (1 month): -27°C to 60°C ** 

Storage (6 month): -27°C to 30°C 

Storage (1 year): -27°C to 30°C 

 

Note   * without tabs 

** ca. 10% irreversible Q loss at 60°C  
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* cell kept at -27°C, ten cycles performed every 4 weeks at 30°C  
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Rev. 03 

 

  

 
 

 
 

 

 
 

The information (subjected to change without prior notice) contained  

in this document is for reference only and should not be used as a basis  
for product guarantee or warranty. 

 

For detail information, please refer to the relevant product specification.  
 

 

 
 

 

 
 

 

 
 

 

 
 

Revisions: 

Rev. 01 (15 Nov 2013) – version 1 released   
Rev. 02 (23 Jan 2014) – added new plots: different DoD cycling, performance at different temperatures, resistance and impedance characterisation, capacity 

fade and aging effect after storage at different temperatures.  

Rev. 03 (21.02.14) – cell mass changed from 46.7g to 50.7g 
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Experimental software code

c l c ;

%D e f i n e t h e Measurement v e c t o r s

t ime = NaN( 1 , numel ( s i g n a l ( : , 1 ) ) ) ;

d e l t a T = NaN( 1 , numel ( s i g n a l ( : , 1 ) ) ) ;

C u r r e n t = NaN( 1 , numel ( s i g n a l ( : , 1 ) ) ) ;

B a t t V o l t P a c k = NaN( 1 , numel ( s i g n a l ( : , 1 ) ) ) ;

% T = NaN ( 1 , numel ( s i g n a l ( : , 1 ) ) ) ;

% Temp Meas = NaN ( 1 , numel ( s i g n a l ( : , 1 ) ) ) ;

%% I n i t i a l i s a t i o n BOP

BOP = v i s a ( ’ n i ’ , ’ GPIB0 : : 6 : : INSTR ’ ) ;

fopen (BOP) ; %S t a r t s s e r i a l communacat ion

f p r i n t f (BOP, ’ Func : mode c u r r ’ ) ; %s e t d e v i c e t o c u r r e n t mode

%s e t v o l t a g e l i m i t s f o r c u r r e n t mode manua l l y

f p r i n t f (BOP, ’ Curr : L i m i t : pos 0 . 5 ; neg 5 ’ ) ; %s e t l i m i t a t i o n s f o r

c u r r e t n
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L i m i t s I = que ry (BOP, ’ Cur r : Lim? ’ ) ; %ask f o r c u r r e n t l i m i t a t i o n s

LimitsV = query (BOP, ’ Vo l t : p r o t ? ’ ) ; %ask f o r v o l a t g e l i m i t s

f p r i n t f (BOP, ’ ou tp on ’ ) ; %c l o s e s e l e c t r i c a l c i r c u i t

%% I n i t i a l Va lu e s f o r t e s t

%Time

t i c ; %s t a r t t i m e r

f s = 1 ; %Sampl ing f r e q u e n c y i n Hz

mt = 400000; % max t i m e f o r measurements i n s

i = 1 ;

n i = 1 ;

f i g u r e ( 1 ) ;

%S e t t h e c h a r g i n g c o n d i t i o n s i n [ s ]

cha rgeT imer = 1 ;

maxChargeTime = 39600 ; %max charge t i m e i n s e c o n d s

%S e t Min / Max V o l t a g e s f o r t h e c e l l

Vmin = 1 . 5 ; %1 . 5 f o r Li−S

Vmax = 2 . 4 5 ; %2 . 4 5 f o r Li−S

%S e t what comes f i r s t : Charge or d i s c h a r g e

cd = 2 ; % 1 f o r S t a r t w i t h d i s c h a g r e , 2 f o r s t a r t w i t h charge

c y c l e = 0 ;

cyc le max = 4 ; %d e f i n e s how many c y c l e s

c y c l e f a c t o r = 1 ;

%Temp max = 45;
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%% A c t u a l c y c l i n g code

w h i l e t o c < mt

%O v e r a l l Time + d e l t a T

t ime ( i ) = t o c ;

%T h i s i s t o check i f t h e measurements r e a l l y are t a k e n i n t h e

demanded t i m e i n t e r v a l

i f ( i == 1)

d e l t a T ( i ) = t ime ( i ) − 0 ;

e l s e

d e l t a T ( i ) = t ime ( i ) − t ime ( i −1) ;

end

%W r i t e c u r r e n t demand

%Change t h e m m u l t i p l i c a t i o n f a c t o r o f each c y c l e

i f ( c y c l e == 2 && cd == 1)

c y c l e f a c t o r = 1 . 5 ;

e l s e i f ( c y c l e == 3 && cd == 1)

c y c l e f a c t o r = 2 ;

e l s e

c y c l e f a c t o r = 1 ;

end

%Take t h e i−t h v a l u e from t h e s i g n a l v e c t o r and send i t t o t h e

BOP

f p r i n t f (BOP, s p r i n t f ( ’ Cur r %0.3 f ’ , ( s i g n a l ( i , cd ) * c y c l e f a c t o r ) ) )

;

%Read t h e b a t t e r y c u r r e n t from BOP
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C u r r c h a r = query (BOP, ’ Meas : Cur r ? ’ ) ;

C u r r e n t ( i ) = s t r 2 d o u b l e ( C u r r c h a r ) ;

%Read t h e b a t t e r y t e r m i n a l v o l t a g e from BOP

V o l t c h a r = que ry (BOP, ’ Meas : Vo l t ? ’ ) ;

B a t t V o l t P a c k ( i ) = s t r 2 d o u b l e ( V o l t c h a r ) ; %4;

f l u s h i n p u t (BOP) ;

f l u s h o u t p u t (BOP) ;

f i g u r e ( 1 ) ;

s u b p l o t ( 2 , 1 , 1 ) ;

p l o t ( t ime , C u r r e n t , ’ g ’ ) ;

l e g e n d ( ’ A c t u a l C u r r e n t Load on B a t t e r y [A] ’ ) ;

s u b p l o t ( 2 , 1 , 2 ) ;

p l o t ( t ime , B a t t V o l t P a c k , ’ c ’ ) ;

l e g e n d ( ’ B a t t e r y T e r m i n a l V o l t a g e Pack [V] ’ ) ;

%s w i t c h be tween charge and d i s c h a r g e i n t h e range o f 1 . 5 and

2 . 4 5V or a f t e r t h e max charge t i m e was reached

i f ( B a t t V o l t P a c k ( i ) < Vmin )

cd = 2 ; %s w i t c h t o charge column

end

%c o u n t t h e c h a r i n g t i m e

i f ( cd == 2)

cha rgeT imer = cha rgeT imer + 1 ;

end

%
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i f ( B a t t V o l t P a c k ( i ) > Vmax) | | ( cha rgeT imer > maxChargeTime )

cd = 1 ; %s w i t c h t o d i s c h a g r e column

cha rgeT imer = 1 ;

c y c l e = c y c l e + 1 ;

end

% t h e t h i r d carge / d i s c h a r g e i n d e x i s f i l l e d w i t h z e r o s t o s t o p

t h e c y c l i n g b u t n o t t h e m o n i t o r i n g o f t h e b a t t e r y

i f ( c y c l e == cyc le max )

cd = 3 ; %S w i t c h e s t o 0 c

end

drawnow ;

d i s p l a y ( c y c l e ) ;

%Makes a measurement w i t h a c o n s t a n t d e l t a T

%Wait f o r a p p r o p r i a t e t i m e f o r n e x t measurement

w h i l e ( n i == i )

n i = f l o o r ( t o c * f s ) +1 ;

end

i = n i ;

%s t o p a f t e r t h e t e s t t i m e e x p i r e d

end

f p r i n t f (BOP, ’ ou tp o f f ’ ) ;

f c l o s e (BOP) ;

f c l o s e ( OXIS ) ;



228 APPENDIX B. EXPERIMENTAL SOFTWARE CODE



Appendix C

Conference Poster Li-SM3 London 2017

229



Parameter Tested Cell Value 

MLS62120-20S 

lithium sulfur 

cell 

 

Dimensions 145 mm × 78 mm × 5.6 mm 

Nominal Voltage 2.05 V 

Capacity Typical: 3400 - 3200 mAh 

Service Life >  95 cycles (80% of typical capacity) 

Temp. Range Charge/Discharge: 5ºC to 80ºC 

 

Test rig for a dynamic cell temperature  

control based on duty cycle 
Karsten Propp1, Abbas Fotouhi1, Daniel Auger1, Vaclav Knap2 Stefano Longo1 
1School of Aerospace, Transport & Manufacturing, Cranfield University, College Road, Cranfield, Bedfordshire MK43 0AL 

2Department of Energy Technology, Aalborg University, Aalborg, 9000, Denmark 

 

  Most lithium-sulfur research focuses on improving cells by developing new materials and 

enhancing inner cell reactions.  However, it is also possible to optimize the performance of cells 

already in existence.  One way of doing this is to ensure that temperature management is done 

effectively and tailored to the duty cycle. 

 

As an example, the shuttle effect, responsible for degradation and self-discharge1, could be 

reduced simply by lowering the cell temperature in the high plateau to decrease the transport 

properties of the electrolyte.  

 

Furthermore cycling tests have indicated that an increased temperature within the low plateau 

could enhance rate capability and utilisation2. 

 

Since most BMS systems are designed to operate the cells at a constant temperature and 

standard laboratory equipment, like thermal chambers, can only produce slow changes in cell 

temperature, a specific test rig has been designed and built.  The rig is able to change the cell 

temperatures quickly, yet is simple and inexpensive.  The temperature can be controlled and 

made to follow specified profiles.  As well as heating the cells, they can be cooled. 

 

At present, the heating system is powered independently and has not been optimized, but it can 

inform the design of future temperature management systems. 
 

 

 

 

Dynamic temperature control rig 

Software: MATLAB and Simulink are used to generate a temperature vector over time 

Hardware: an Arduino microcontroller +  internal PI controller adjusts the actual cell temperature with four 70 W Peltier elements    

 

 

 

 

PI  

controller 

Li-S pouch cell 

Copper plates 

Heat sink 

Heat sink 

Power 

supply  

12V 

Temperature vector  

Fan Fan 

Peltier elements  

(combined 280W) 

Cell surface temperature  

Initial experiments 

 

 

 

 

Results and future work 

We have introduced a low cost method of controlling battery temperature quickly.  

Initial tests with low cost battery cycler suggest that an increased operational temperature could increase the utilization.  

Future tests with laboratory power supply and different temperature patterns are planned. 

Possible methods are:  

- Vary temperatures between voltage plateaus – lower temp in high plateau (self discharge), higher temp in low plateau (utilization)  
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