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Abstract 
As fundamental changes in information systems drive digitalization, the heavy reliance on computers 
today significantly increases the risk of fraud. Existing literature promotes machine learning as a 
potential solution approach for the problem of fraud detection as it is able able to detect patterns in 
large datasets efficiently. However, there is a lack of clarity and awareness on which components and 
functionalities of machine learning-based fraud detection systems exist and how these systems can be 
classified consistently. We draw on 54 identified relevant machine learning-based fraud detection 
systems to address this research gap and develop a taxonomic scheme. By deriving three archetypes of 
machine learning-based fraud detection systems, the taxonomy paves the way for research and practice 
to understand and advance fraud detection knowledge to combat fraud and abuse. 
Keywords: Fraud Detection, Machine Learning, Anomaly Detection, Taxonomy. 

1 Introduction 
Every second organization has already been a victim of fraud at least once in 2020 (PwC, 2020). They 
lose an estimated 5% of revenue to fraud every year (ACFE, 2020). Projected against the 2019 GDP 
($87,345.3 billion) that’s more than $4.3 trillion lost to fraud globally each year. Besides the direct 
financial losses, organizations can face loss of reputation and trust and, thus, customer loyalty as well 
(Akgul, 2021a). Therefore, effectively combating fraud can provide a strategic business advantage. 
Based on the British Fraud Act (2006), we define fraud as the misuse of a system by obtaining financial 
advantage or causing loss by implicit or explicit deception. 
Fraud is not a phenomenon of a single industry but can be observed across industries and the entire value 
chain. Exemplary fraud types are financial (bank and insurance) fraud, telecommunication fraud, 
healthcare fraud, and e-commerce fraud. In practice, such fraud types could be operationalized as 
follows (Baesens et al., 2015): Opening a new bank account by using a victim's information without his 
knowledge and permission (banking), invoicing for the services not performed (healthcare), selling 
services that do not exist (insurance). Based on this macroeconomic relevance, various ways to combat 
fraud have been researched and implemented in real-world use cases in recent years. 
Besides statistical and rule-based approaches, machine learning (ML) in particular is suitable for the 
problem of fraud detection as it is able to efficiently detect patterns in large datasets, which promotes 
further automation of the fraud detection process, thus helping to make the process more economical 
(Matschak et al., 2021). Facing increasing numbers of transactions annually (Jhangiani et al., 2019), 
ML-based approaches have proven their superiority and future potentials over classic (rule-based) 
methods in several research papers and case studies (e.g., Samakovitis and Stelios Kapetanakis (2013), 
Matschak et al. (2021), Akgul (2021b)). Here, researchers focused not only on designing and analyzing 
fraud detection systems (FDSs) themselves and their integration in real-world use cases but also dealt 
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with the optimization of single system components. As ML and its integration in FDSs is a relatively 
new discipline in IS research, the body of literature regarding technological ML-based fraud detection 
components, their configuration, and processual integration increases constantly.  
Researchers not only use several ML algorithm types such as supervised, unsupervised, and semi-
supervised (Bhattacharya and Lindgreen, 2020) standalone, but tackle fraud detection specific problems, 
namely strong class imbalance, a limited amount of training data, and changing fraud patterns (Debener 
et al., 2021; Jurgovsky et al., 2018) by additional system components and functionalities. Current 
research has demonstrated that developed concepts and designs can improve fraud detection 
performance. However, the emerging literature stream on ML-based FDSs reveals different perceptions 
towards these components and their combination with each other. In this context, we identify three 
challenges in the current fraud detection literature. 
Firstly, the level of abstraction varies across research articles. While in one extreme, authors deal with 
ML-based FDSs implemented in real-world scenarios, in the other extreme authors, focus on just one 
aspect of a component designed and tested in a laboratory environment. Consequently, there is 
uncertainty on which component harmonizes with which component or system setup. 
Secondly, by revisiting current literature, we observed many manifestations of the components that 
present authors with at least two subsequent problems. On the one hand, authors need to know all 
possible expressions to base their design decisions on these options and yield the best possible 
performance for their specific use case. On the other hand, as a consequence of uncertainty and a lack 
of components overview, research produces duplications when two authors claim the same configuration 
of an ML-based fraud detection system. This hinders research progress and costs unnecessary resources. 
Thirdly, we discover differences between those components studied in theory and those applied in actual 
real-world FDSs. Many authors test their designs in a laboratory setup or on artificial data, leaving the 
question of practicality unanswered. This indicates a gap between practical evaluation and theoretical 
analysis. Therefore, an underlying need exists in recent literature to determine which component setups 
are used in practice and provide value to practitioners. Conversely, this enables a subsequent review of 
these applied just in academia. 
Our review highlights a need for a systematic classification of actual ML-based FDSs to investigate the 
combination and configuration of associated components in two aspects. We observe different research 
levels (system vs. component) in current literature that may severely impact the applicability of research 
findings. Moreover, we identify a lack of awareness of FDS component combination possibilities and 
their practicability. Due to a large production of FDS studies published in different fields, many authors 
are not aware of other’s works which leads to duplicates. Building on existing ML-based FDS and 
deriving archetypes from them offers the possibility to either adopt one of these common compositions 
of FDS characteristics/components or to adapt it to the specific use case. Thus, providing researchers 
and practitioners with general types of ML-based FDS that can be used as a blueprint for rapid 
prototyping could help bridge the gap betweed FDS and fraudsters strategies more efficiently.  
Against this background, our paper aims to develop an overarching ML-based fraud detection taxonomic 
scheme guided by the following research questions: 
RQ1: How can ML-based fraud detection systems be classified? 
RQ2: What archetypal ML-based fraud detection systems exist? 
To do so, we follow a three-phase taxonomy building method. First, we enrich our understanding of the 
current ML-based fraud detection landscape by identifying a dataset of 54 scientific studies (phase 1). 
Secondly, we utilize the concepts and characteristics gathered in the database to develop a taxonomy 
following the approach of Nickerson et al. (2013). Thirdly, we apply the resulting taxonomy and 
composed dataset to derive archetypal ML-based FDSs using k-means cluster analysis (phase 3). 
With our research, we contribute to the discussion of innovative fraud detection approaches in at least 
three ways. First, we provide a taxonomy to classify FDSs to enable users, researchers, and developers 
to know if a new FDS approach is something entirely new and unique, a significant variation of an 
existing approach, or just a reflection of what is already known. Second, the structured composition of 
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the current knowledge base of ML-based fraud detection identifies characteristics and research gaps to 
lead and accelerate future research in this dynamic domain. The derived archetypes provide a baseline 
for a practical application of the taxonomy and pave the way for developing guidelines for FDS design. 
Third, our taxonomy and identified dimensions provide a methodological blueprint to further studies of 
taxonomy development to build on. 
The paper is structured as follows. We first provide an overview of previous research works dealing 
with ML-based FDSs and their components. Subsequently, we present the 3-phase methodological 
approach and give an outline of our obtained results. Finally, the implications and limitations of this 
study are discussed, and a conclusion is drawn. 

2 Research Background 

As introduced, we define fraud as the misuse of a system by obtaining financial advantage or causing 
loss by implicit or explicit deception. Reviewing the literature and in consensus with Cressey (1953), 
we conclude that fraud potentials arise when there is an incentive to commit fraud, a rationalization for 
justifying fraudulent behavior, and an opportunity to commit fraud. As fundamental changes in 
information systems drive digitalization, the heavy reliance on computers today significantly increases 
the risk of fraud. Electronic variations of traditional frauds are carried out with greater efficiency and 
effectiveness and, thus, could have potentially greater impact and will be more difficult to investigate 
(Wardlaw, 1999). As a result, fraud places a significant financial burden on organizations, customers, 
and other stakeholders (Vaisu et al., 2003). In addition to the financial impact, fraud can also affect the 
reputation in the eyes of customers and customer trust (Akgul, 2021b). 

Based on that, especially transaction-based businesses such as banking, insurance, e-commerce, and 
healthcare emerge as affected business domains. These industries have in common that they are 
characterized by an extensive quantity of transactions on the one hand and, on the other hand, by a high 
value per transaction. Thereby, the large number of transactions means both that not all transactions can 
be thorouhly checked manually, which in turn leads to fraud cases being uncovered and making fraud 
worthwhile, and on the contrary, that, based on the amount of available data, this is a potentially suitable 
use case for ML. For comparability and the research goal of developing a taxonomy for ML-based fraud 
detection, therefore, we will devote the remainder of the paper to these relevant industries, namely e-
commerce, banking, insurance, and in particular, healthcare. We will outline typical fraud types assigned 
to these industries in the following. 

The growth of electronic commerce has been accompanied by an increase in fraudulent practices since 
the first e-commerce transaction in 1995 (Lek et al., 2001; Sharma et al., 2016). While fraud patterns 
may occur, detecting, managing, and controlling these patterns is difficult due to the increasing number 
of online transactions currently handled by e-commerce systems (Lek et al., 2001). As e-commerce 
provides a 24/7 unlimited shopping platform, the potential for fraud also exists around the clock. There 
are many potential e-commerce fraud cases: Merchant has no authorization, authorization canceled, 
charged my expired card, goods returned but not money, service not rendered, etc. (Alanezi and Brooks, 
2014). 

Financial fraud is one of the main problems in the financial industry, not just because of potential 
financial loss but also for customer thrust (Akgul, 2021b). Criminals and criminal organizations often 
make use of companies and other corporate entities in order to, e.g., hide their identity, conceal illicit 
flows of money, launder funds, finance terrorist organizations, evade taxes, create and hide slash funds, 
commit bribery, corruption, and accounting frauds (Bellini, 2014). We summarize these financial crimes 
under the term financial fraud. In addition, all these frauds are inter-connected as the illegal profits need 
to be re-integrated into the financial system, aka ‘laundered’ (Bellini, 2014). 

Information asymmetries are a key characteristic of many interactions in insurance services, e.g., 
automobile insurance (Derring, 2002; Dionne et al., 2009). Exploiting one of these information 
asymmetries by policyholders or other parties is defined as insurance claim fraud (Debener et al., 2021). 
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A special subcategory of insurance fraud is healthcare fraud (health insurance fraud). Healthcare has 
become a major expenditure for the society and financial systems, while annually increasing global 
spending in health is expected to reach $18.28 trillion by 2040 (Bauder et al., 2018; Dieleman et al., 
2016). In parallel, healthcare emerged as an attractive fraud target due to its complexity, analogous 
processes, and transactional value (Bauder et al., 2016; Dora and Sekharan, 2015; Waghade and 
Karandikar, 2018). Consequently, the healthcare domain faces an increasing number of fraud incidents 
every year from dishonest providers, organized criminals, colluding patients, and patients who 
misrepresent their eligibility for health insurance coverage (Dora and Sekharan, 2015; Thornton et al., 
2015). Consequently, fraud is driving up costs for insurers, premiums for policyholders, expenses for 
providers, and thus, is weakening the backbone of the healthcare system (Rawte and Anuradha, 2015). 

Based on the relevant literature and these fraud cases, we derived characteristics of the fraud detection 
problem that must be considered when designing an ML-based approach to detect fraud: 

• Strong Class Imbalance 
Fraud detection typically deals with the problem of identifying a few fraudulent cases in a vast 
number of normal cases (Yang and Xu, 2019), in other words: the search for the needle in the 
haystack. Accordingly, ML algorithms may face degradation of classification performance 
caused by the class imbalance, minority class decomposition into sub-parts, and overlapping 
classes (Dal Pozzolo et al., 2015). Considering a binary classification task since it is anomaly 
detection and a minority class partition of 0.6%, an algorithm can trivially gain 99.4% accuracy 
by simply learning the rule f(x)=normal (always classify as normal; Murphy, 2012). This makes 
the learning of a classifier quite challenging (Chandola et al., 2009). 

• Processing of Sensitive Data 
Where machine learning appears to be an appropriate technology for fraud detection due to the 
volume of transnational data, this data is often tagged with personal (customer) attributes such 
as gender, banking data, address, health data, etc. This data is protected both by various generic 
data protection regulations (for example, the European GDPR) and, in some cases, again by 
specific industry-related guidelines. In addition, besides customer privacy, the data may have 
importance as a source of proprietary information for the organization itself (Wang et al., 2018). 
Implications for ML are twofold; on the one hand, ML can identify (customers’) patterns that 
may themselves be treated as private data; on the other hand, barriers to data sharing make it 
difficult to coordinate large-scale collaborative studies (Wang et al., 2018). 

• Limited Amount of Labelled Data 
As manually identifying fraud is highly time and cost-sensitive, only a few fraudulent cases get 
detected as fraud (Viaene et al., 2007). This leads to a limited amount of labeled data available 
for processing in the development and evaluation process of an ML-based fraud detection 
system. In addition, even though researchers demonstrated that data sharing improves fraud 
detection performance (Power and Power, 2015), organizations are reluctant to share their data 
with third parties. The fear of potential regulatory problems, data security, privacy concerns, 
and own corporate interests are also present (Bauder and Khoshgoftaar 2017b; Chandola et al. 
2013). Consequently, fraud detection approaches must deal with learning from relatively few 
labeled cases while mitigating the risk of overfitting (Debener et al., 2021). 

• Dynamic Fraud and Patterns (Concept Drift) 
Even if labeled fraud data may become available, fraud patterns are dynamic and evolve over 
time; thus, they are difficult to detect (Debener et al., 2021; Jurgovsky et al., 2018). Due to 
fraudsters changing their fraud behavior as time evolves, there is no obvious pattern of fraud 
that can be applied as a one-fits-all solution (Sun et al., 2019). This is contrary to most other 
classification problems ML is currently applied for (e.g., image classification) and raises the 
need for alternative solution approaches. 
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3 Research Approach to Taxonomy Development 
In consensus with other relevant literature in IS research (e.g., Rau et al. (2020), Remane et al. (2016)), 
we adapted a three-phase research design approach (see Table 1) to answer the two research questions 
at the core of this study. Phase 1 involves the preliminary work of setting up the taxonomy research 
database through a literature search. Phase 2 utilizes the concepts and characteristics gathered in the 
database to develop a taxonomy following the approach of Nickerson et al. (2013). This addresses the 
first research question (RQ1), which calls for an overview of the most prevalent ML-based FDS 
characteristics. Phase 3 concludes with publication analysis using the developed taxonomy to answer 
the second research question (RQ2), which calls for an overview of existing archetypes of ML-based 
FDSs. 

 Phase 1:  

Set Up the Database 
Phase 2:  

Taxonomy Development 
Phase 1:  

Conduct Cluster Analysis and 
Derive Archetypes 

Steps § Create search string for keyword 
search 

§ Perform backward and forward 
search 

§ Add relevant literature to the 
database 

§ Define meta-characteristic for the 
taxonomy 

§ Iterate through taxonomy 
development until ending conditions 
are met 

§ Determine appropriate number of 
clusters 

§ Specify the FDSs belonging to each 
cluster 

Method Literature review Taxonomy development Clustering Analysis 

Source Literature on ML-based FDSs in 
finance, insurance and e-commerce 

Literature on ML-based FDSs  Taxonomy of ML-based FDSs with 
empirical data 

Results Database with 54 FDSs Taxonomy of ML-based FDSs with 10 
dimensions 

Three identified archetypes of ML-
based FDSs 

Table 1: Three-Phase Research Approach 

3.1 Phase 1: Set Up the Database 
The objective of the first phase was to generate a research database including all relevant publications 
to be considered in the taxonomy building process. We required publications to include the development 
and/or testing of ML-based FDSs to be considered in the database. To build our research database, we 
applied the following procedure. Firstly, we analyzed recent literature reviews (Minastireanu & Mesnita 
(2019), Ngai et al. (2011), Omar et al. (2018), Paruchuri (2017), and Pourhabibi et al. (2020)), and 
identified publications regarding ML-based FDSs in relevant domains. Next, we performed a structured 
literature review following the framework introduced by Webster and Watson (2002) until 28th of 
October 2021. Therefore, we added publications via keyword search in the most relevant publication 
databases (ScienceDirect, EbscoHost, AIS electronic library, Springer Link and IEEE Xplore) using the 
query: 

(“fraud detection” OR “anomaly detection”) AND (“insurance” OR “finance” OR “banking” OR 
“healthcare” OR “e-commerce) AND “machine learning” 

We conducted a forward and backward search to complete the database, resulting in additional 
publications (Webster and Watson, 2002). In total, we gathered 54 publications to be included in our 
research database. Although we strive for high-quality research publications to be the basis of our 
review, we did not limit our literature search to high-ranking journals, opting to include lower-ranking 
journals and conferences to obtain an extensive research overview of a practical problem. 
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3.2 Phase 2: Taxonomy Development 
The goal of the second phase was to systematically develop a taxonomy for ML-based FDSs that 
incorporates the most relevant dimensions. We applied the taxonomy-development method suggested 
by Nickerson et al. (2013), which provides a structured process for developing taxonomies based on 
existing theoretical foundations (deduction), as well as empirical evidence (induction) in an iterative 
manner (Eickhoff et al., 2017). Therefore, we conceptually develop the taxonomy and derive associated 
dimensions by building upon the previously gathered publications regarding ML-based FDSs 
(conceptual-to-empirical). Subsequently, related characteristics are drawn from empirically examining 
ML-based FDSs and associated components (empirical-to-conceptual). The applied taxonomy 
development approach has been applied by several other studies in the IS field, such as Tan et al. (2016) 
or Eickhoff et al. (2017), and has been shown to be useful. Moreover, this approach suits our research 
and assists us in addressing the research problem as follows: First, we can verify that specific FDS 
components are applied in practice and provide practicality by reviewing implementations and their 
evaluation in literature. Secondly, the methodology enables us to identify common characteristics of 
components and configurations in practice that have not been previously explored in the literature. The 
method consists of the following steps (see Figure 1):  

 
Figure 1: Taxonomy development process (Nickerson et al., 2013) 

Following this process, we defined the meta-characteristic first. It highly influences the outcome of the 
emerging taxonomy and indicates the utilization scope of a taxonomy (Nickerson et al., 2013). Since 
the taxonomy contains characteristics of ML-based FDSs, particularly with a focus on components and 
their configuration, we define the meta-characteristic as components of ML-based FDSs. All derived 
dimensions must be a consequence of this meta-characteristic and should describe a conceptual 
difference of analyzed ML-based FDSs (Nickerson et al., 2013).  
Furthermore, we applied seven of the eight objectives and all five subjective ending conditions from 
Nickerson et al. (2013). We omitted the objective condition of “At least one object is classified under 
every characteristic of every dimension” (Nickerson et al., 2013) since we aim to include un-
operationalized characteristics of ML-based FDSs to obtain a complete view of the status-quo of the 
theoretical background and its practice implementation. In addition, this approach allows us to identify 
research gaps that can then be addressed in future research. Hence, we altered the rule as follows:  

Start

determine
meta-characteristic

define ending-
condition(s)

Approach

identify (new) subset of objects 

identify common characteristics and 
group objects

group characteristics into dimensions 
to create (revise) taxonomy

conceptualize (new) characteristics 
and dimensions of objects

examine objects for these 
characteristics

create (revise) taxonomy

End

ending 
condition(s) 

met?

conceptual-to-empiricalempirical-to-conceptual

yes

no

1

2

3

3a 3b
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At least one object is classified under every characteristic of every dimension, or the characteristic must 
be the logical and feasible opposite, combination, or component of previously identified characteristics. 
All these ending conditions are checked during taxonomy development and after each iteration of 
revising the taxonomy’s dimensions and/or characteristics. Only in the case of all conditions being 
satisfied, the taxonomy can be seen as mature, and the development process terminates. During each 
iteration, the revision of dimensions and/or characteristics of the taxonomy is done based on either 
deductive (conceptual- to-empirical) or inductive (empirical-to-conceptual) reasoning. 
We ran through four iterations, each with a subset of the previousls identified FDS studies, until all 
publications from the research database were satisfactorily classified (see Figure 2). Our first cycle was 
conceptual-to-empirical. Subsequently, three empirical-to-conceptual cycles were performed to obtain 
a final taxonomy fulfilling the objective and subjective ending conditions. Thereby, the taxonomy 
building process stops by meeting the ending conditions in the fourth iteration. 

 
Figure 2: Taxonomy Development Iterations 

3.3 Phase 3: Cluster Analysis 
Taxonomies are often validated through their application to identify patterns within data that highlight 
structural differences of the analyzed objects. Thus, the third phase applied a clustering analysis to 
empirically identify archetypes of ML-based FDSs from the taxonomy. The goal of a clustering analysis 
is to define groups of objects whereby objects in the same group are as similar as possible and objects 
in different groups are as dissimilar as possible (Kaufman and Rousseeuw, 2009). Based on the findings 
of Remane et al. (2016) and Punj and Steward (1983), we decided to perform a two-step clustering 
analysis as it proved to deliver superior results compared to simple cluster analysis. First, we used 

Iteration 1 Iteration 2 Iteration 3 Iteration 4

Approach Conceptual-to-empirical Empirical-to-conceptual Empirical-to-conceptual Empirical-to-conceptual

Class Balancing Class Balancing Class Balancing Class Balancing

Detection Tactic Detection Tactic Detection Tactic Detection Tactic

DimensionalityReduction
Dimensionality

Reduction
Dimensionality

Reduction

Dimensions Economical Evaluation Economical Evaluation Economical Evaluation

Explainability Explainability Explainability Explainability

Federated Learning Federated Learning Federated Learning

ML-Algorithm Type ML-Algorithm Type ML-Algorithm Type ML-Algorithm Type

Online Processing Online Processing

Preserved Privacy Preserved Privacy Preserved Privacy Preserved Privacy

Sequential Modeling Sequential Modeling

Sum 5 8 10 10

Legend: New dimension Dimension from previous iteration

Dimension/Charcteristic changed
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⟶

⟶

⟶

⟶

⟶

⟶

⟶

⟶

⟶

⟶

⟶

⟶

⟶

⟶

⟶

⟶

⟶

⟶

⟶



ML-based Fraud Detection System Taxonomy 

Thirtieth European Conference on Information Systems (ECIS 2022), Timisoara, Romania 8 

Ward’s method (agglomerative clustering) to specify the number of clusters. Then we applied k-means 
(centroids-based clustering) to further specify the clusters by iterative partitioning. 
Following this concept, we first perform Ward’s method. This method is an agglomerative clustering 
approach that iteratively combines the two closest objects into one group until, at a final stage, all objects 
belong to the same group (cluster) (Landau and Everitt, 2004). Here, the similarity between objects is 
calculated by their number of identical characteristics along the taxonomy dimensions using the squared 
Euclidean distance. We are aware of the possibility of using alternative distances. However, Euclidean 
distance has proven to provide suitable results in previous studies (e.g., Remane et al. (2016)). 
Subsequently, the appropriate number of clusters (k) must be determined. To do so, we use the scree 
plot to apply the elbow rule (Yuan and Yang, 2019) (see Figure 3). These statistics indicated that three 
clusters would be most useful in our context. 

 
Figure 3: Elbow Method - Scree Plot 

Second, we applied the k-means algorithm using the previously defined number of clusters k = 3. The 
k-means algorithm is a clustering method based on an iterative partition of a set of objects. The algorithm 
goes through several rounds of optimization for an a priori defined number of clusters k until each object 
is closer to the mean vector of its group than that of any other group (Landau and Everitt, 2004). Finally, 
we manually analyzed and evaluated the resulting clusters and derived archetypes. We further elaborate 
on each archetype in the results section. 
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4 Results 

4.1 ML-based Fraud Detection Systems Taxonomy 
The final taxonomy contains ten dimensions, each with two to four different characteristics (see Figure 
4). Our taxonomy fulfills quality criteria since each of the 54 FDS in our database can be described by 
exactly one characteristic per dimension (mutually exclusive, collectively exhaustive). 

Dimension Characteristic 

Class Balancing Random Undersampling Random Oversampling Hybrid None 

Detection Tactic Misuse Detection Anomaly Detection 

Dimensionality Reduction Feature Selection Feature Extraction None 

Economical Evaluation Evaluation Integrated No Evaluation Integrated 

Explainability Results Explainable Results Not Explainable 

Federated Learning Federated Learning Used Federated Learning Not Used 

ML-Algorithm Type Supervised Learning Semi-Supervised Learning Unsupervised Learning 

Online Processing Online Processing Implemented Online Processing Not Implemented 

Preserved Privacy Data Privacy Preserved Data Privacy Not Preserved 

Sequential Modeling Sequential Modeling Used Sequential Modeling Not Used 

Figure 4: ML-based Fraud Detection Systems Taxonomy 

Class Balancing 
The dimension Class Balancing indicates whether the FDS implements some kind of class balancing 
methods such as random undersampling or random oversampling. Class imbalance is one of the main 
challenges of fraud detection since, especially in the context of machine learning, it makes the learning 
and evaluation of a classifier quite challenging (Chandola et al., 2009; Murphy, 2012). Thus, researchers 
integrate class balancing techniques into their FDSs to increase detection performance (Herland et al., 
2017). For example, Matschak et al. (2021) applied syntenic random oversampling (SMOTE) to create 
new synthetic fraud cases for machine learning model training. 
Detection Tactic 
Currently, the tactics used for ML-based fraud detection can be classified into the two following 
categories misuse detection and anomaly detection (Mittal and Tyagi, 2020). While misuse detection is 
mainly focused on using supervised ML-learning for fraud analysis, anomaly detection deals with 
unsupervised ML-learning to detect abnormal user behavior and outliers (e.g., abnormal amounts of 
credit card payments). 
Dimensionality Reduction 
The dimension Dimensionality Reduction was added concerning some ML-based fraud detection 
systems that explicitly use dimensionality techniques like feature selection or feature reduction (also 
called feature projection) to reduce the dimensional complexity of extensive fraud detection problems. 
For example, Herland et al. (2017) use feature selection to limit the number of features fed forward to 
the detection method to the most meaningful ones. 
Economic Evaluation 
Generally, machine learning algorithms do not consider fraud detection's associated costs (Akgul, 
2021b). Only a few ML-based fraud detection approaches that consider the costs of investigation 
detected fraud in their classification decision (e.g., Akgul (2021b)). We believe that including costs 
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enables organizations to decrease their fraud detection costs significantly and thus increases ML-based 
fraud detection practicality. 
Explainability 
Explainability indicates whether a fraud detection system, based on the used fraud detection technique, 
is able to provide information on the how and why of its decision-making. This enables users and 
regulatory entities to review and interpret fraud detection decisions to ensure compliance. Fraud 
detection problems specifically belong to the group of domains where the explanation in the 
classification decision is important. For example, supervised algorithms of the type of neural network 
are often considered ‘black boxes’ since they provide limited information regarding their internal 
training and decision making and, consequently, are less explainable than, e.g., rule-based decision trees. 
Federated Learning 
Regarding the characteristics of the fraud detection problem (see chapter Error! Reference source not 
found.), the amount of labeled (training-) data is limited. Furthermore, due to data security and privacy, 
different organizations are usually not allowed or willing to share their transaction datasets (Yang et al., 
2019). These problems make it difficult for FDSs to learn the patterns of fraud and to detect them (Yang 
et al., 2019). Federated learning enables organizations to train ML models with data distributed on their 
own local database; thus, they can collectively reap the benefits of a shared (collectively trained) model 
without sharing the dataset itself and protecting sensitive information. Examples of ML-based FDSs 
implementing federated learning are provided by Wang et al. (2018) and Zheng et al. (2020). 
ML Algorithm-Type 
Since machine learning-based approaches and the existence of diverse machine learning algorithms have 
gained in popularity in recent years, we decided to further specify this detection type. While the 
boundaries between fraud detection and anomaly detection are blurred in the literature, three main 
research directions are emerging in the context of ML-based approaches. Consistent with relevant 
literature on machine learning algorithms (e.g., Travaille (2011)), we classify ML-algorithm types into 
unsupervised, supervised, and semi-supervised machine-learning. For example, Kirlidog and Asuk 
(2012) present a supervise fraud detection approach based on a Suppport-Vector-Machine. In addition, 
Debener (2021) uses the unsupervised Isolation-Forest for his study. A semi-supervised autoencoder 
was applied by Abakarim et al. (2018) for fraud detection. 
Online Processing 
Online Processing refers to the ability of an FDS to process and perform fraud detection online (data 
stream) or offline (batch-wise). The analyzed publications unveil that this characteristic can be primarily 
found in the financial sector (e.g., Patil et al. (2018), Abakarim et al. (2018), and Thennakoon et al. 
(2019)). But this technology is also used in the healthcare industry. For example, Rawte and Anuradha 
(2015) dealt with a fraud detection approach that can cope with streamed data using an evolving 
clustering approach. Streaming Analysis, Spark Streaming and Time Data Analytics are typical 
technologies for online processing (Mittal and Tyagi, 2020). This characteristic could be of value when 
dealing with time-critical detection tasks as they are imageable, for example, in the context of live 
validation of upcoming e-prescriptions in healthcare or credit card validation in e-commerce. 
Preserved Privacy 
The dimension Preserved Privacy refers to the ability of the detection method to preserve privacy of 
personal data. Since especially health and financial data are very worthy of protection, researchers 
highlight the need for privacy-preserving fraud detection approaches to meet regulations and gain 
practical acceptance of the technology (Bauder and Khoshgoftaar, 2017b; Chandola et al., 2013; Zerka 
et al., 2020). However, privacy-preserving fraud detection approaches in research and practice are rare. 
Sequential Modeling 
Besides considering data instances as snapshots, thus analyzing data without considering previous 
values, some ML-based FDSs use sequential modeling to investigate data for sequential patterns over 
time (Kirlidog and Asuk, 2012). In particular, these approaches build on sequential modeling to capture 



ML-based Fraud Detection System Taxonomy 

Thirtieth European Conference on Information Systems (ECIS 2022), Timisoara, Romania 11 

the sequential patterns of each data instance and leverage, e.g., memory networks, to improve 
performance and interpretability (Yang and Xu, 2019). 

4.2 ML-based Fraud Detection System Archetypes 
Finally, we performed a cluster analysis to identify archetypes of ML-based FDSs. The results of the 
cluster analysis conducted can be seen in Figure 5. Due to the results of the applied method and 
associated ending conditions by Nickerson et al. (2013), the shown characteristics are mutually 
exclusive and collectively exhaustive. The color shade is supposed to support the interpretation of the 
results. The individual clusters describe the interrelationship of characteristics identified in the 
taxonomy development process. As a result, they represent archetypal ML-based FDSs. By giving an 
overview of characteristic combinations, these archetypes provide guidance toward design patterns of 
developed and evaluated ML-based FDSs.  

 
Figure 5: Cluster Analysis Results 

We briefly describe each archetype and assign a representative label in the following. 
The first archetype includes only ML-based FDSs dealing with misuse extraction mainly based on 
supervised learning. Consequently, FDS of this archetype need labeled data with enough instances of 
identified fraud. In addition, it is noticeable that this archetype is technologically advanced overall, as 
much of the available functionality and components are applied here. However, the explainability of the 
decisions made by the system suffers from this complexity. Against this background, we name this 
archetype Advanced Misuse Detection. 
In contrast, the second archetype is named Simple Misuse Detection. This archetype also focuses on 
misuse detection but uses a simpler setup of technologies (e.g., less dimensionality reduction and data 
security and privacy mechanisms). Although, the classification of FDSs of this archetype is, in general, 
more explainable. Analogous to FDS of the first archetype, FDS of the second archetype also require 
labeled data with a sufficient number of identified fraud instances to exploit their detection potential. 
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Finally, the third archetype is dominated by anomaly detection approaches based on unsupervised 
learning. Since the type of ML algorithm itself already limits a part of the possible technical possibilities, 
this archetype is also regarded as technologically simpler. However, unsupervised ML has advantages 
over supervised ML regarding detecting new fraud patterns and no need for labeled training data. 
Therefore, FDSs of the third archetype are particularly useful in areas where there is limited access to 
labeled data or where new types of fraud emerge very regularly. In addition, the FDSs of this archetype 
provide advanced explainability. 
In summary, it should also be mentioned that the archetypes named here can be used alone or in 
combination with other FDS, e.g. to compensate for potential weaknesses of the other type. 

5 Discussion 

5.1 Contributions to Literature 
The contributions of this study to the literature are manifold. As ML and its integration in FDSs is a 
relatively new discipline in IS research, the body of literature regarding ML-based fraud detection 
constantly increases, presenting scientists with the challenge of keeping track of relevant topics. Against 
this background, first, we were able to draw the diversity of FDSs setups by analyzing literature on ML-
based FDSs. By doing so, we provided an overview of the state-of-the-art of FDS-designs and derived 
relevant FDS characteristics, which are subsequently used to develop a taxonomy of ML-based FDSs. 
Second, for the first time, an ML-based FDSs taxonomy was developed that extends the existing, basic 
classification of ML-based FDSs (anomaly detection vs. misuse detection (Mittal and Tyagi, 2020)) by 
adding further dimensions. These dimensions describe FDSs in greater detail than the existing 
classifications. 
Third, in addition to the classification of FDSs, these dimensions can be used in future design-oriented 
research on FDSs. Thus, in the context of design-oriented research, this study contributes to the growing 
knowledge base on FDS and can increase the comparability and transferability of research results. 
Moreover, by creating awareness towards FDSs characteristics, we mitigate the risk of research 
producing duplications, and thus, support research progress and help to avoid waste of resources. 
Finally, we offer future researchers a guiding scope for investigating FDSs and providing them with 
plenty of opportunities for further exploration. 

5.2 Contributions to Practice  
In addition to the aforementioned contributions to literature, our study also provides contributions to 
practitioners. First, by highlighting potential characteristics, components, and combination, the 
developed taxonomy allows companies to explore potential ways of designing an FDS. Consequently, 
this enables them to design and tailor their own FDS based on their specific use case characteristics. 
This migh improve the design process ans accelerate the development of new effective FDS keeping up 
in the race between fraudsters and fraud detection. 
Secondly, the structured set of characteristics and the derived archetypes enable practitioners to 
formulate specific requirements for internal developers or when engaging with a vendor. This could lead 
to improved evaluation and selection of FDS offered on the market. 
Third, the identified FDS archetypes provide practitioners with a blueprint for FDS design, while the 
derived archetypes can be used as maturity scales. Thus, practitioners can analyze competitors’ FDS or 
FDS available on the market and compare their own implementations against them. In general, each step 
towards less fraud means saving resources, thus supporting economic progress. 



ML-based Fraud Detection System Taxonomy 

Thirtieth European Conference on Information Systems (ECIS 2022), Timisoara, Romania 13 

5.3 Limitations and Future Research Opportunities 
Our paper also holds limitations that offer opportunities for future research. First, it cannot be guaranteed 
that all relevant literature and thus relevant FDS have been identified and, thus, are taken into account 
in the taxonomy development process. This limitation is based on either the selected databases or our 
applied search string. 
Secondly, the taxonomy developed from existing FDS literature cannot be considered comprehensive 
in terms of explaining platforms in detail but can be helpful for understanding and classification.  
Thirdly, as Nickerson et al. (2013) highlight that a taxonomy can never be perfect but can develop 
dynamically, there may be other relevant dimensions that should be integrated into the taxonomy in the 
future. Especially in an agile research domain such as FDS research, our taxonomy may be outdated one 
day. Therefore, we call on other scientists to build on our work to validate and expand it in future studies. 
Fourthly, a methodological limitation arises when there are FDS that are not published. Since we use 
publicly accessible literature, the characteristics of these FDS might not be recognized by our developed 
taxonomy. 
Future research should investigate further how different FDS characteristics influence their ability to 
detect fraud and abuse effectively and efficiently. Moreover, we were able to highlight FDS 
characteristics that may support the design of new FDS, though future research should deal with 
adoption enablers and success factors influencing the success of FDS implementations in the long run. 
Here, based on regulations, among other things, it is relevant to create new approaches to combine 
technological complexity and performance of fraud detection with explainability of the classification 
results. The same applies to ML robustness and information security and privacy because these topics 
are still given very little consideration in current FDS. 

6 Conclusion 
Fraud is a significant burden on the economy and society. Nevertheless, research on FDSs is limited, 
and, particularly, a structured classification method of ML-based FDSs is missing in previous research. 
To address this research gap, we analyzed 54 FDSs identified in the literature and used this database to 
develop a contextualized taxonomy for ML-based FDSs. This taxonomy can be used to classify ML-
based FDS based on 10 dimensions in a structured way, thus extending the existing, basic classification 
of ML-based FDSs (RQ1). Moreover, we were also able to derive three archetypes that, in combination 
with identified characteristics, can serve as a guideline for future research (RQ2). 
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