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Abstract 
The proliferation of conversational agents (CAs) promises efficiency and quality improvements while 
enabling a more seamless integration of technology into service encounters. However, it remains un-
clear how CAs should be designed to provide the optimal experience for the key users: clients and 
frontline employees. Based on qualitative research with those key users, this study delivers a vision of 
an adaptable CA. It proposes a differentiated approach toward the design of CA: there is no "one-size-
fits-all" design regarding the level of social presence, autonomy, or agency. The analysis reveals three 
tensions in user expectations leading to inconsistent design requirements for CAs. To resolve those ten-
sions, CAs should be adapted to the changing context of a service encounter considering the appropriate 
level of autonomy, task complexity, interpersonal intimacy, and social role of the CA. The study con-
tributes three design principles emphasizing the importance of the context for which a CA is designed. 
 
Keywords: Conversational Agent, Social Presence, Financial Advice, Advisory Service Encounter  

1 Introduction 
Conversational agents (CAs) have gained popularity as consumer electronics products and their abilities 
are constantly increasing. CAs use improved speech recognition and natural language processing (NLP) 
to interact with users similar to human-to-human interaction and offer them access to conventional ap-
plications or artificial intelligence abilities. CAs not only have a variety of names such as chatbot, dialog 
system, or digital agent (Maedche et al. 2019), they also differ in terms of their characteristics and social 
cues, including their appearance, interaction modalities or behavior (Feine et al. 2019; Zierau et al. 
2020). Research reports on the increasing use of such CAs in services and professional contexts, like 
financial advisory services (Dolata, Kilic, et al. 2019; Morana et al. 2020). As financial advisory services 
become increasingly complex due to changing legal regulations and customer requirements, CAs present 
a possible solution to support the advisor during the service encounter and to enhance the client experi-
ence (Dolata et al. 2019b). Contrary to current research, which has primarily focused on CAs that sub-
stitute contact with a human agent by handling simple, standardized requests (Gnewuch et al. 2017), 
CAs can allow for collaboration between advisors, clients, and CAs within the institutional framing of 
service encounters. While information systems (IS) research has recently attended to the potentials of 
employing CAs as a teammate (Seeber et al. 2020a) the contributions remain generic. The guidance on 
how to design CAs for use in human-to-human service encounters remains missing. Concurrently, more 
generic literature on CAs and their use in collaborative situations make inconclusive suggestions. 
Whereas such discourses as sociable robotics (Breazeal 2002) or computers-are-social-actors (Biocca et 
al. 2003; Nass and Moon 2000) suggest that CAs should ultimately exhibit high social presence and 
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resemble human beings, human-centered artificial intelligence (HAI) (Shneiderman 2020a), and phe-
nomena like uncanny valley phenomenon (Mori et al. 2012) might suggest that lower social presence 
and limited agency might be a more promising direction. Advisory service encounters are characterized 
by an inherent asymmetry of information and interactional rights. Consequently, every designer inves-
tigating the potential use of CAs in advisory service encounters faces a complex, multidimensional de-
sign space and contradictory suggestions on how to move through this space. This study addresses this 
problem while exploring alternative designs of CAs for financial advisory services and addresses the 
research question:  
RQ: How should we design the appearance and behavior of a conversational agent for advisory service 
encounters? 
The exploration is embedded in a larger research project aimed at developing a CA for financial advisory 
services. Therein, the study provides detailed insights for the subsequent and iterative development of a 
software prototype of a CA based on comprehensive qualitative research with representatives of two 
Swiss banks and a survey with 49 subjects. First, it identifies three tensions that drive the informants' 
expectations: some informants seem to present two contradictory visions of the CA in a single interview. 
Second, the study resolves those tensions by suggesting that a CA adapts to the task and situation at 
hand during the advisory service encounter. Third, it derives design principles (DPs) to inform the de-
sign. The outcomes are discussed in the context of the literature showing that the tensions can be re-
solved if one relaxes the assumption that the CA needs to keep its social presence, agency, and look 
constant during the service. The research renders practical and scientific implications by revealing the 
potentials and challenges of creating CAs for human-to-human service encounters. 

2 Related Work 

2.1 Supporting advisory service encounters with IT 

Advisory service encounters, or simply service encounters, are a unique form of collaboration as they 
involve two parties differing in their knowledge, incentives, goals, and interaction rights. Especially in 
commercial advisory services, like financial advisory services, the objectives and incentives might lie 
far apart. The advisee participates in a service encounter to find a solution to their problem or identify 
an offering that meets their needs. The advisor represents the service provider that uses the service en-
counter to market their solutions (Jungermann 1999; Oehler et al. 2010; Oehler and Kohlert 2009). 
While the service literature frames advisory service encounters as a marketing channel, communication 
science sees them as instances of institutional talk (Dolata et al. 2019b; Dolata and Schwabe 2017a; 
Heritage 2005). Thus, the parties involved in the conversation do not only enact their specific knowledge 
or service exchange interests but act according to their institutional identity. Concurrently, advisory 
service encounters often address very complex topics and require an intimate interaction between the 
advisor and the advisee with lots of sensitivity as to what can be asked or requested and what goes 
beyond the expectations of the conversation partner (Kilic et al. 2017). This poses challenges for the 
development of information technology (IT) for advisory service encounters. IT might emphasize or 
make implicit dynamics explicit (Kilic et al. 2017), simply disturb the natural flow of conversation (Kilic 
et al. 2016), or even impair non-verbal communication (Heinrich, Kilic, Aschoff, et al. 2014). Thus, 
despite making advice more efficient and unique, IT should not only cover the required functions of the 
encounter but should also integrate well into the natural flow of interaction between the advisor and 
advisee. Nevertheless, it remains open how this can be achieved. Also, research on supporting the col-
laboration between the advisor and the advisee remains a niche and rendered solutions primarily oriented 
at more effective visualization but only rarely oriented at the overall experience for the client and the 
advisor (Dolata et al. 2019a; Dolata and Schwabe 2016; Kilic et al. 2017).  
We claim that using a CA might be a step in the right direction. A CA able to understand the conversation 
flow might identify the right moment for making an input. It might also refrain from showing and visu-
alizing some information, which was reported to generate confusion (Kilic et al. 2016, 2017), and in-
stead, make a verbal contribution that seems less persistent and explicit. It could also improve the 
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efficiency of the overall process by taking over documentation tasks and helping the participants re-
member core decisions taken during the service. Finally, combined with effective but seamless visuali-
zations (Dolata et al. 2020a), a CA could enhance the overall perception of the service. Yet, it remains 
open how to design CAs that complement existing services rather than replacing the advisor. Very nas-
cent research has emerged in IS (Dolata et al. 2019b; Seeber et al. 2020b), but clear guidance is still 
missing leaving practitioners and researchers lost in the complexity of advisory service encounters.   

2.2 Conversational agents – smart tools or teammates? 

The idea of developing a computer program that can elaborate with humans in natural conversations and 
that supports and complements human users in various situations has been of interest since the develop-
ment of early implementations of CAs (Almog et al. 1989; Franchi and Güzeldere 1995). In contrast to 
other IS/IT artifacts, CAs do not only react passively and deterministic to user input, but also interact 
actively and probabilistic (Baird and Maruping 2021). To create a positive and meaningful user experi-
ence, the human user, including his behavior, beliefs, and psychological needs should be the center of 
developing CAs (Clark et al. 2019; Yang and Aurisicchio 2021). This approach to designing CAs is 
closely related to research on HAI. In the last years, HAI as a field of study has emerged from the 
widespread application of AI in industry and society (Xu 2019). HAI puts the human at the center of the 
design of AI systems to create AI systems that amplify, augment, and enhance human performance 
instead of replacing them (Bond et al. 2019). Generally, HAI addresses common aspects of AI research, 
including challenges related to AI safety, trustworthiness, or reliability, and explores technical questions 
related to the perception and understanding of natural language, behavior, and human mental models 
(Bond et al. 2019; Riedl 2019; Shneiderman 2020a). A fundamental aspect of HAI is the notion of 
autonomy and its influence on the way humans operate and control AI systems. As the primary objective 
of HAI is to design AI systems with the human in the center, it decouples autonomy and control to make 
it possible to simultaneously achieve high levels of human control and high levels of computer automa-
tion (Shneiderman 2020b). However, HAI uses a relatively abstract notion of AI and does not provide 
clear guidance on specific design considerations. Thus, it remains open how fundamental concepts of 
HAI can be achieved in complex, social situations involving conversations with multiple interlocutors 
and institutional or cultural contexts. 
Research often draws on social presence theory to understand people's social perceptions, feelings, and 
behavior toward CAs (Gnewuch et al. 2017; Luria et al. 2019; Schmid et al. 2022). Social presence is 
the ability of a technology to transport social cues to create a sense of "being with another" (Biocca et 
al. 2003). Early works on social presence focused on subjective qualities of a communication medium 
that foster social presence in human-to-human interaction  (Short et al. 1976). The concept of "being 
with another" was later also introduced to human-to-technology interaction (Biocca et al. 2003). Simi-
larly, Nass and Moon (2000) showed that humans mindlessly react with social responses, like applying 
social rules, expectations, or stereotypes, to social cues of computers or virtual avatars. Various studies 
have further explored the effects of social technology cues on the perception of social presence when 
interacting with websites, CAs, or other forms of interfaces and technology (von der Pütten et al. 2010; 
Washington State University et al. 2009). Therein, it has been investigated and shown that the degree of 
social presence positively influences different aspects of human-to-technology interaction, such as trust-
building, usefulness, or joy-of-use (Clark et al. 2019). Research on CAs found that higher degrees of 
social presence can support human-to-CA interaction in various fields, including education, customer 
service encounters, or human-AI teaming, as people perceive the interaction with the CA as more natural 
and enjoyable (Gnewuch et al. 2017; Winkler et al. 2020). In contrast, CAs with higher social presence 
may also increase discomfort in users, leading to reduced self-disclosure (Schuetzler et al. 2018).  
The social presence of technology can be manipulated in a variety of ways, including the use of social 
cues, personality traits (Biocca et al. 2003; von der Pütten et al. 2010), or other anthropomorphic features 
(e.g., human-like embodiment) (Schuetzler et al. 2018). As social presence is often linked to the ability 
of a technology to transport these cues, it is also influenced by the richness of the communication me-
dium itself (Daft and Lengel 1986; Hassanein and Head 2007). Gnewuch et al. (2017) developed several 
design principles focusing on conversational attributes such as the quality of the CAs responses, the 
quantity of shared information, the flexibility of conversational flows, or the ability to express social 
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cues. Feine et al. (2019) picked up the notion of social cues, who proposed a taxonomy of social cues 
for CAs, including verbal, visual, auditory, and invisible cues intended to issue social signals and trigger 
social reactions in the users. Similarly, Zierau et al. (2020) developed a taxonomy for the design of CAs 
from a user-experience-based perspective, which also exhibits aspects related to the behavior and ap-
pearance of the CA in human-to-CA interaction, including its embodiment, interaction style, interaction 
mode, or locus of control. Most research, including the mentioned taxonomies and studies, is focused 
on simple tasks, like customer service encounters that require a CA with a single social presence. How-
ever, in complex interactions, like in collaborative advisory sessions in the financial or medical domain, 
a single CA must perform and switch between multiple tasks and roles. For instance, a CA for financial 
advice may fulfill the role of the risk profiler, the portfolio manager, or the minute taker. The idea of a 
flexible social presence has been the subject of previous research, including studies on a dynamic em-
bodiment of CAs (Duffy et al. 2003; Koay et al. 2016), on re-embodiment, and co-embodiment (Luria 
et al. 2019). Herein, Luria et al. (2019) showed that people prefer a single CA having multiple social 
presences for different tasks over multiple CAs with a single social presence for each task. Nonetheless, 
research on the flexibility of social presence has not discussed the mapping of task characteristics, like 
its complexity or intimacy, to aspects of social presence. Furthermore, the implementation of CAs with 
a continuum of social presence in complex conversations like service encounters remains unexplored. 

3 Methods 
The study is situated in a larger Design Science Research (DSR) project. The project develops a CA for 
bank advisory service encounters in Switzerland. It involves two universities, as well as two technology 
partners and two regional banks. The project aims at reducing the cognitive burdens of financial advice 
in an increasingly complex setting. Besides changing regulatory requirements, the advisors need to rec-
ommend relevant products while creating and maintaining a personal relationship with the client. The 
goal of the first project phase was to define a use case and develop prototypes for the CA. Herein, this 
study aims to explore the design considerations for a CA accepted by advisors and advisees and seam-
lessly integrated into the service encounter. This lays the foundation for the subsequent and iterative 
development of a software prototype of a CA for financial advisory services. 

3.1 Data collection 

This study is based on two different types of qualitative data to study the user's perspective on CAs in 
service encounters. As a first step, we conducted 10 exploratory interviews with experienced advisors 
and banking experts from the two participating banks in June 2020. All of the interviewees identified as 
male and were between 30 and 50 years old. We aimed at gathering rich insights into existing practices 
and reflections about changes in investment advice. After conducting seven interviews, we reached the-
oretical saturation (Saunders et al. 2018) because of informational redundancy and recurring statements. 
The advisors were incentivized and encouraged by their employers to participate in the interviews. The 
interviews were conducted online (i.e., Microsoft Teams, Skype, or Zoom) due to the COVID-pandemic 
and lasted about 90 minutes. The advisor interviews were divided into three parts: (1) general experience 
as client advisors, (2) advisors' current practices and their use of information technology in the prepara-
tion, encounter, and post-processing, (3) their vision of a service encounter supported by a CA. This 
study refers to the last part of the interview. This part used the narrative interview technique to avoid 
introducing bias in the advisors' accounts (Allen 2017). Even as the advisors did not interact with a 
prototype themselves, the gathered data is valuable in the context of this study as it provided the foun-
dation for developing the prototypes that were later evaluated from the client’s perspective.  
Subsequent to the advisor interviews and to assess the client's perspective, 49 students evaluated CA-
supported service encounters using a video-based survey from the client's point-of-view in March 2021. 
Most of the students were master’s students, of whom 40 identified as male. The evaluation of CA-
supported service encounters was part of their homework on dyadic collaboration in a computer-sup-
ported cooperative work (CSCW) course. To explore the most suitable social presence for a CA in ser-
vice encounters, we designed two prototypes, Box and Pius, that differ in their social presence according 
to the taxonomy of Feine et al. (2019). Following Gibb's reflective cycle (Gibbs 1988), the students 
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described the actions and their feelings during the encounter, and evaluated what worked and what did 
not work in the encounter. Further, the students compared Box and Pius regarding their impact on the 
encounter, the advisor, and the client and chose a favorite. We conducted the study using students as 
young people have an increasing interest in financial products, like stocks, and thus have seen the largest 
increase in new investors in the last years (Balonier et al. 2022; Kritikos et al. 2022). Also, prior research 
showed that students can emphasize well with financial advisory services and thus are valuable research 
subjects (Heinrich, Kilic, and Schwabe 2014). Hence, we believe that our students are appropriate par-
ticipants for our study. 
The two prototypes are designed to support the advisor in a variety of tasks (e.g., collecting the customer 
data, updating the investment portfolio or providing additional information and visualizations) and to 
improve the client’s experience. They are distinguished based on their social cues and interaction style 
to manipulate social presence. Following, Box was designed to be as little socially perceptible as possi-
ble. A cylindric Bluetooth speaker was chosen as the physical representation to resemble a geometric 
form similar to Google Nest. For the study, the speaker did not receive a name nor a voice to avoid 
humanization. For the sake of simplicity, this prototype is referred to as "Box" in this paper. Box was 
designed as a mono-modal CA that can display visualizations on the table. Interaction with Box was 
designed as "command & control", meaning that this CA could not process the conversational context 
and would only interact on specific commands similar to Amazon's Alexa (e.g., "Show me Amazon's 
stock over the last 6 months"). On the other hand, Pius was designed to achieve a very high social 
presence that should, ideally, create the sense of an additional person in the service encounter. Conse-
quently, Pius has a name and a human-like avatar shown on a separate display on the table. It is designed 
as a man with brown hair wearing jeans and a shirt with a tie. Additionally, Pius can speak Swiss German 
dialect, mimic facial expressions (e.g., joy by smiling or unease by moving the eyebrows), and use 
gestures (e.g., waving or putting down a pen). The interaction with Pius was designed to fit naturally 
into a conversation between humans meaning that the CA interacts autonomously with both human 
users. In summary, Pius is a human-like CA that can use the same communication channels as the advi-
sor and initiate interaction autonomously. 
To provide an experience as realistic as possible, we recorded service encounters based on the work-
shops and interviews conducted during the contextual inquiry together with a financial advisor from one 
of the banking partners. The following paragraphs provide an overview of the four different phases, the 
targeted outcome, and the CA's task for each phase. The advisor welcomes the client in the Welcome-
Phase and outlines the structure of the encounter. The CA either is introduced by the advisor (Box) or 
introduces itself (Pius). Next, the advisor asks the client to tell him about herself and the reason for 
attending the advisory session (e.g., date of birth, financial goals, and personal interests). The CA rec-
ords the conversation and fills the corresponding fields on the screen with data. When the client asks 
not to record a specific answer, the recording is stopped and re-started by the advisor (Box) or automat-
ically by the CA (Pius). Once all data is collected, the advisor asks the CA to save it. In the Strategy-
Phase, the client fills out a regulatory required risk profile under the advisor's guidance, which is the 
basis for the investment strategy. For the discussion of the investment strategy, the CA displays the 
strategy and additional views (e.g., diversification by regions). Pius also explains the visualizations 
shortly, whereas the advisor provides all explanations in the encounter with Box. Finally, the client and 
advisor decide on the appropriate strategy for the investment portfolio. In the following Investment-
Phase, the advisor and advisee further discuss and refine the investment strategy and the corresponding 
portfolio. Both CAs support this phase by providing visualizations and flexibly adapting the portfolio 
based on the client's interests. Again, Pius enriches the visualizations by providing additional explana-
tions. Furthermore, they monitor the risk level and intervene either visually (Box) or auditory (Pius) in 
case that the transactions exceed the client's risk profile. Finally, the advisor summarizes the discussion 
in the Closure-Phase. Only Pius says goodbye to the client. 

3.2 Data analysis 
The collected data was analyzed in three rounds. Each round consisted of data coding, a workshop be-
tween all co-authors to ensure the validity of the data analysis and the consultation of relevant literature. 
First, the transcribed interviews and responses to the survey were coded following a bottom-up approach 
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(Saldaña 2013) and focused on three pre-defined areas of interest: the form of the CA, interaction mo-
dalities, and tasks carried out by the CA. The open coding approach allowed for the deconstruction of 
the data into small, topically related units. The goal of the first round of coding was to elicit requirements 
for the designs of the final prototype. The analysis led to the observation that many statements contradict 
each other and that some contradictions even occur within the same interviews or responses. The results 
of the first round of coding were discussed in a workshop between the co-authors. The researchers de-
fined 14 codes and 39 sub-codes based on design elements (especially Feine et al. 2019; Zierau et al. 
2020) to understand the contradictions better. 
The goal of the second round of analysis was to elaborate on the contradicting requirements. For this, 
the data was reviewed and coded to identify opposing accounts or conflicting statements leading to 
opposing implications for the design of a CA. The extracted statements were then grouped into catego-
ries that emerged during the coding, such as social presence, system capabilities, and control mecha-
nisms. In the second workshop between the co-authors, the grouped statements were discussed and elab-
orated in the context of the literature. This workshop yielded three tensions regarding the desired behav-
ior and appearance of the CA. Each of those tensions focuses on one of the initially defined areas of 
interest. In our context, tensions are conflicts in opposing ideas. Organizational literature views tensions 
as contradictory requirements that can only be resolved by compromises (Smith et al. 2017). Finally, 
the researchers conducted a third round of analysis to confirm the identified tensions. Accordingly, they 
focused on statements revealing the origin of the tensions and design principles that potentially resolve 
the identified tensions. In the third workshop, the co-authors reviewed the tensions presented in the 
results section and defined three design principles to solve them. 

4 Results 
The analysis uncovered that all advisors and students have a positive attitude toward CAs and recognize 
the added value for the service encounter. Still, they differ in framing what type of agent they want, how 
it should behave and look like, and how much influence they wish to exert over it. Sometimes, the same 
person expresses two contradictory wishes concerning those aspects. Those contradictions pointed us to 
the three most prominent tensions. Table 1 displays these tensions by summarizing and contrasting in-
dividual statements of advisors and students. In the following, we will refer to specific statements by 
providing the corresponding identifiers as listed in the table (e.g., C1).     

4.1 Control vs. Autonomy Tension 

The advisors and students express contradicting wishes regarding the control (i.e., sovereignty) over the 
interaction with the CA. In this study, control considers the authority of advisors over the overall struc-
ture of the service encounter and the interaction between the CA and humans (i.e., advisor and client). 
On the other hand, autonomy is the capability of the CA to interact with the user(s) independently.  
Most advisors have a very clear opinion on the control of the interaction when imagining a CA-supported 
service encounter: All of them seem to prefer a user-driven interaction (C1). The advisors consider 
themselves as the primary user controlling the CA. However, some also see the client as an active user 
and mention that they would welcome the client to interact with the CA directly (e.g., by asking for 
information). We interpret that the advisors view CAs as a potential threat to the interaction in the service 
encounter. They value the highly personal interaction with the clients and often see their relationship as 
the main asset for a successful client relationship. The advisors are afraid that an autonomous CA par-
ticipating in the service encounter could jeopardize the relationship between the human actors. Hence, 
the advisors prefer to be in control over the CA's thinking and actions. They imagine a command-based 
interaction to prevent the CA from interfering.  
Interestingly, the advisors diverge from their opinion as soon as they embrace the idea of a CA-supported 
interaction. The advisors refer to a more autonomous CA for specific tasks (e.g., providing the latest 
news on stocks without request) and describe situations in which autonomous thinking and action of a 
CA would be appreciated (AT1). The advisors expand the CA's autonomy once they embrace the idea 
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of a CA-supported encounter that augments the discussion instead of challenging their authority. They 
imagine tasks beyond information search as they permit the CA to think and act more independently. 
However, Advisor 1 (AT1) mentions that he "can show it directly to the client," meaning that he still 
wants to decide whether to introduce the information directly or later in the discussion. Apparently, 
control and autonomy are not necessarily opposites. An appropriate combination could facilitate an ac-
tive human-CA collaboration with potentially better overall performance.  
The students draw a very similar image, especially in their reflection on the two encounters. In terms of 
control vs. autonomy, most students favored Box over Pius. This is mainly the case because Box is 
controlled by explicit commands and does not interact autonomously. Many students state that they felt 
the advisor sometimes lost control over the conversation in the encounter with Pius (C2). While Pius' 
autonomous interaction seems to disrupt the interaction between the client and advisor, it also felt more 
natural and fluid to the students. Many students state that Box's lack of independence was not a satisfying 
interaction. The students require the CA to register implicit needs to allow for a fluid and natural dis-
cussion enhanced with additional input at the right time without a disrupting request (AT2). As a result, 
the students mostly favor either Box for not actively interrupting the discussion, or Pius, for supporting 
the discussion due to its autonomous detection of implicit requests. Still, they are torn between control 
and autonomy. Additionally, the students expand on the role of the client (AT3), which the advisors 
only rarely mention. From the students' perspective, a CA can potentially contribute to a better customer 
experience if the client is allowed or encouraged to manipulate the system. 

4.2 Dyad vs. Triad Tension 
The analysis revealed paradoxical claims regarding the social cues of the CA, including its embodiment, 
visual representation, communication channels, and style. Advisors and students still hold on to the 
dyadic setting of the encounter, meaning that the CA should exhibit only a limited number of social cues 
and thus a lower social presence. However, both parties also express a positive attitude toward a present 
CA with many social cues, including the ability to communicate via different channels. Therein, many 
students perceived Pius as a third actor in the encounter, enhancing the discussion with its input.  
In the interviews, the advisors express their favor for retaining a dyad in multiple ways. Regarding the 
embodiment of the CA, they advocate a discreet design and limit the CA to listening in the background 
and displaying information on a screen as the only output possibility (D1). Similarly, few advisors think 
about facial expressions or multi-modal communication combining visual and auditory output. More 
than half of the interviewed advisors even expect that a CA capable of human-like communication would 
distract from the personal interaction between the client and the advisor (D2). Although many advisors 
imagine the CA only with an artificial shape like a box or even without a physical representation, they 
experience limitations due to the limited social cues and social presence. Hence, they quickly attribute 
the CA with additional social cues. For example, many advisors would welcome it if the CA provided 
the latest information about a stock. Most advisors describe that the CA could display the stock chart 
and explain the latest developments. Some even see the CA engaging in inter-human communication 
such as greeting rituals and asking questions (T1). Even as many advisors see the advantage of a socially 
perceptible and present CA in specific tasks, they are reluctant to attribute the CA with a human-like 
representation that can mimic facial expressions or emotions. 

The students agree mainly with the advisors. For them, a perceptible CA enhances the transparency and 
explainability of the processes performed by the CA. The students expect the CA to provide explanations 
for its actions. Therefore, they prefer Pius over Box as Pius can communicate with a human-like range 
of communication channels. They state that this made the interaction more pleasant as they expect the 
CA to react to interactions similar to inter-human interaction. Apparently, the missing "human-like" 
interaction bothered some of the students in the encounter with Box (T2). Many students welcome the 
strong social presence of Pius as they like the way the CA interacts and often describe a shift from a 
dyadic to a triadic setting. However, the students also raise privacy and transparency concerns about the 
interaction with a CA that has a high number of social cues. For example, during the Welcome-Phase, 
when the client asked to stop the recording, the students raise no privacy concerns in the encounter with 
Box (D3). Some even state that they feel confident that nothing is recorded as an "Off"-Sign was visible.   
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 Advisors Students (clients) 

1) Control vs. Autonomy 

C
on

tr
ol

 

The advisors prefer control to allow for user-driven interaction: 
C1: [The CA] must not interrupt the flow of the conversation. 
"Ping, new information". No, it has to be something that's running 
in the background so that I can call it up, me or the client, but not 
disturb the flow of the conversation. It shouldn't be dominant. IT 
should never dominate. (Advisor 1) 

Many students believe that an autonomous CA might cause the advisor 
to lose control over the conversation: 
C2: At some point, I felt like Pius is doing all the work while the advi-
sor seemed a bit useless. The advisor didn't come across as a knowl-
edgeable person as it felt like he couldn't contribute anything addi-
tional to the consultation. As the advisor, I would have felt stupid and 
annoyed by the fact that Pius can just interrupt the talking. (Student 1) 

A
ut

on
om

y 

The advisors envision independent and autonomous actions of 
the CA for tasks that go beyond information search: 
AT1: When I'm talking to a client, and I have to concentrate on 
how to explain to the [CA] that I would like to have the chart of 
the Apple stock, it is disruptive to the conversation. On the oppo-
site, if it would register that in the background and show me the 
chart on a screen that I and the client can see, and I can show it 
directly to the client, that would be helpful. (Advisor 1) 

The students perceive that an autonomous CA fits more naturally into 
the conversation: 
AT2: I think the main failing of [Box] is that it does not integrate nat-
urally into the flow of the conversation. Other than in the data collec-
tion phase, the advisor needed to give explicit inputs to the assistant, 
which interrupted the flow of the conversation. The transitions be-
tween conversation and input were hard and abrupt. (Student 2) 

The students believe that an autonomous CA empowers clients in the 
decision making: 
AT3: [Pius] recognized which interests to remove as [the client] was 
talking about it, without having to wait on a command from the advi-
sor, making the client feel more empowered in the decision-making. 
(Student 3) 

2) Dyad vs. Triad 

D
ya

d 

The advisors advocate a discrete design with limited social cues 
and without human-like communication to retain a dyad between 
advisor and client: 
D1: [the CA should be] modern, in the background, not disturb-
ing, not interfering in the conversation. It should only listen. (Ad-
visor 2) 
 
D2: I would imagine that in the future, I would only have a 
touchscreen table. And that the support would light up directly on 
it. Not as a person next to me; I don't need that. […]. The more 
things we have on the table, the more likely [the client] gets dis-
tracted and the less focused he is on himself. (Advisor 3) 

Some students raise privacy concerns about the interaction with a CA 
with a high number of social cues: 
D3: When the CA started to record, I was worried that [the client's] 
privacy would be hurt […]. I positively noted the off-sign projected onto 
the paper when the recording was stopped. It ensured me that the re-
cording was off and made me feel [the client’s] privacy is protected. 
(Student 3, encounter with Box) 
 
D4: I still got the feeling that the conversation is being recorded even if 
the off-sign was shown. I could imagine that the client felt the same be-
cause Pius was now not a machine running in the background that can 
be switched on and off, but like a person part of the conversation and 
therefore like a person always listening.  
(Student 3, encounter with Pius) 

Tr
ia

d 

Most advisors envision a CA that is able to use a rich set of social 
cues and communication channels: 
T1: [the CA] can introduce itself: “Hello, Ms. Müller, I’m the 
digital assistant, and today I’m supporting the advisor in this and 
that.” This way, the client knows that someone here is not made 
of blood and flesh. If it is possible, [the CA] can also ask the client 
questions. (Advisor 4) 

Many students perceive the interaction with a CA that supports human-
like communication as more pleasant: 
T2: To me, it did not feel like [Box] naturally fit into the session. It is 
custom that a digital assistant that can respond to auditory prompts can 
also give auditory feedback (e.g., Alexa, Siri, etc.). However, this [CA] 
could only communicate through one channel.  
(Student 4)  

3) Assistant vs. Expert 

A
ss

ist
an

t  

The advisors prefer a CA in the role of an assistant: 
AS1: It would be great if the system prepared certain things. If 
the schedule is already made. If specific work is being taken care 
of. It can do specific routine work and automate it.  
(Advisor 2) 

The students believe that a CA in the role of an expert might harm the 
advisor’s competence: 
AS2: The [CA] felt more like it was part of the conversation. But, it was 
not so clear what the institutional role of Pius was. He introduced him-
self as a helper and note-taker, but in the course of the session, he ex-
plained a lot of the financial concepts and answered questions of the 
client. This made the advisor seem less capable. (Student 5) 

Ex
pe

rt
 

For most advisors, a CA in the role of an expert appears to be 
better suited for complex matters:  
E1: Beginning from the [strategy phase], almost in all places. Be 
it selecting an account type, all the way to the core-satellite ap-
proach (strategy), where it can pull things in, and I just stand next 
to it. From the [strategy phase] on, I can imagine a collaboration 
everywhere. (Advisor 5) 

The students believe that a team of advisor and CA might result in a 
more personalized experience: 
E2: [The client] seemed comfortable during the session and appreciated 
both [the advisor's] and [the CAs] advice. She trusted in their consulta-
tion and believed that they had her best interest in mind. While she is no 
expert in investments, it felt like she had a solid grasp on the concepts 
and that the conversation was on an appropriate level of detail: This 
made me feel like her wishes, and personal interests were respected. 
(Student 6) 

Table 1: Summary of individual statements of advisors and students corresponding to the identified 
tensions: 1) Control vs. Autonomy, 2) Dyad vs. Triad, and 3) Assistant vs. Expert 
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In contrast, the students question whether the recording stopped in the encounter with Pius (D4). In the 
same situation, students also mention Pius' high number of social cues and social presence to create an 
atmosphere in which they would not like to disclose personal details. They feel like the client was being 
questioned by two human beings, which intimidated her.  
In conclusion, Box, which exhibits a low number of social cues and low social presence, puts the client 
and advisor in the spotlight by supporting their collaboration with appropriate visualizations without 
disturbing the relationship building. Yet, this complicates the interaction in some phases of the encounter 
and misses to establish transparency over the performed processes. As a socially present CA, Pius, on 
the other side, integrates better into the encounter and responds adequately in its interaction. The en-
counter is perceived as a triadic collaboration that enhances client-centricity. However, it creates an 
(inappropriately) high level of intimacy or might even intimidate the human users in situations where a 
dyad is better fitting.  

4.3 Assistant vs. Expert Tension 

The Assistant vs. Expert Tension concerns the role of the CA. It imposes the question of who the CA is 
and who it represents. Even though not asked directly, the advisors claim the CA immediately and im-
plicitly as theirs. While this is superficially linked to the Dyad vs. Triad Tension, the origin of this claim 
lies deeper. IT in advisory service encounters is mainly seen as a tool to increase the efficiency of the 
advisor. Hence, more than half of the interviewed advisors focus on the potential support a CA could 
provide during the client interaction. The potential role includes almost exclusively time-intense tasks 
that require little to no advanced knowledge. For example, the CA should create minutes of the service 
encounter and fill out required regulatory forms. Many advisors also imagine the CA to register and 
prepare trades, so they only need to check and execute them in the post-processing of the encounter or 
want a CA to remind them in case that they forgot to address a pre-defined topic.  
The general notion of the advisors is clearly toward an assistant or, more concrete, a tool that supports 
them in routine tasks (AS1). Apparently, the advisors feel threatened by the introduction of a CA. It 
might outperform them in certain areas or even make them redundant. Hence, they limit its scope to the 
role of an obedient secretary. However, the individual advisors contradict themselves again: many be-
lieve good advice-giving includes supporting clients individually and holistically. This includes identi-
fying the client's implicit needs for other products (e.g., mortgages) or legal assistance (e.g., inheritance). 
As the encounter's complexity increases, many advisors admit not feeling confident in all areas. They 
try to identify the client's needs and direct them to appropriate specialists (e.g., a mortgage advisor). 
This is where almost all advisors see the potential for a CA. They expand its role from an assistant to an 
expert in investing, regulatory matters, and in the bank's products (E1). The statements of Advisor 2 
(AS1) and Advisor 5 (E1) reveal the core of this tension. On the one hand, Advisor 2 only thinks about 
time-consuming tasks that he could delegate. The advisors believe that they are not really in need of a 
CA. On the other hand, Advisor 5 hands over the core of the service encounter to the CA. These para-
doxical statements can be found in the majority of advisor interviews.  
The students raise very similar questions as they reflect on the institutional role of the CA. They perceive 
both service encounters as very informative and competent. However, in the encounter with Box, the 
students attribute the competence solely to the advisor rather than to Box. In the encounter with Pius, 
perceived competence is divided between the advisor and CA, which, in some situations, leads to ques-
tioning the role distribution (AS2). While only a few students mention a negative impact of the CA (as 
in AS2), the majority welcome the idea of an intelligent CA. The students value the input from the CA 
and see the benefits of additional information and explanations. By providing information that the advi-
sor does not have at hand, the CA carries out tasks that are not in conflict with the core competencies of 
the advisor. Thus, the advisor and CA are seen as a team complementing each other, resulting in a more 
personalized experience for the client (E2). 
Overall, the students reflect on the effect of CAs on the role of the advisor and the impact on the service 
encounter itself. In the encounter with Pius, the students often talk about a change from a former dyad 
to a triad with the CA as a second advisor contributing to the discussion with its expertise. For some 
students, this leads to a shift of the expert role from the advisor to the CA, making him seem less 
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competent. This shift in competence is mainly mentioned when high personal interaction is required 
(e.g., explaining a strategy recommended to the client). In general, however, the students regard the 
advisor and CA as a highly competent team. In conclusion, the Assistant vs. Expert Tension arises from 
contradictory expectations regarding the role of the CA. While a CA in the role of a secretary does not 
question the advisor's competence, there is a slight improvement to the client's experience. A CA as an 
expert can enrich the encounter with beneficial information and eliminate the need for additional ap-
pointments to see other specialists. In turn, it might challenge the advisor's competence. 

5 Discussion 
Integrating a CA into advisory service encounters as seamlessly as possible while increasing the effi-
ciency and uniqueness of these complex dyadic conversations is a challenge for practitioners and re-
searchers as little guidance is available for the design of CAs for such settings. Prior studies have ex-
plored the effects of specific design choices, e.g., the personality or embodiment of a CA, on the inter-
action between one human and CA, and have proposed design guidelines and principles for the devel-
opment of CAs (Feine et al. 2019; Gnewuch et al. 2017; Zierau et al. 2020). However, the integration 
of CAs into dyadic collaboration and its implications for the design of these CAs is less understood. Our 
study attends to answer the research question how a CA should look like and behave in an advisory 
service encounter. In our qualitative study with advisors and clients, we uncovered tensions that suggest 
revising the commonly used paradigm of designing a CA with a static social presence, i.e., keeping the 
autonomy, social role, or social cues static. The observed three tensions - control vs. autonomy, dyads 
vs. triads, and assistant vs. expert - come down to the same connotation that a CA with a static social 
presence is inappropriate to account for the complexity of advisory service encounters. For instance, the 
first tension dyad vs. triad primarily relates to the question of whether a CA should stay passively in the 
background, like a tool, or actively participate in the conversation as a third interlocutor. Existing tax-
onomies for designing CAs illustrate this general notion as they do not account for changing designs of 
CAs (Feine et al. 2019; Zierau et al. 2020). In the context of our results, these design principles appear 
to be insufficient to resolve the tensions. 
Instead, research on dynamic embodiment (Duffy et al. 2003; Koay et al. 2016) and re- and co-embod-
iment of CAs (Luria et al. 2019) seems more suitable as it suggests a flexible social presence. However, 
as this line of research is still nascent and has not been expanded to advisory service encounters, it does 
not guide the handling of the observed tensions. In line with the notion of a flexible social presence 
(Luria et al. 2019), we conclude that addressing the tensions requires a break with the commonly used 
paradigm of designing CAs with a static social presence. Instead, the social presence of a CA should be 
flexible and context aware. In this sense, and to answer our research question, we suggest designing 
CAs for advisory service encounters and dyadic configurations based on the principle "form follows 
function" initially coined by architect Louis H. Sullivan (1896). In our context, form refers to those 
attributes and characteristics of a CA that establish its social presence, including the choice of interaction 
modes, its level of autonomy, and its specific role in the conversation. Follow relates to the adaptability 
and flexibility of these attributes resulting in different levels of social presence. Lastly, function consid-
ers the contexts in which a CA is embedded and the tasks and actions it supports. As a result, we derived 
three design principles (DP) that support designers and research to avoid the identified tensions and 
solve design challenges when integrating a CA in advisory service encounters. The design principles are 
inspired by Gregor et al. (2020) and follow the common strategy to manage tensions by resolving them 
over time (Poole and van de Ven 1989).  
DP1: Decouple control and autonomy of a CA for advisory service encounters to independently adapt 
their levels to the function of the CA: Our results show that advisors and clients struggle with how much 
control the user should exert over the CA compared to the level of autonomy that the agent should 
exhibit. On the one side, too much control over the CA restricts its capabilities and hinders the natural 
conversation flow. On the other side, too much autonomy evokes the fear that the CA may act against 
the advisors' will, e.g., by providing opposing information or that the advisors may lose their face in the 
client's presence. This fear mainly originates from the notion that control over a CA and its autonomy 
are opposing characteristics. However, following the line of thought of Shneiderman (2020), control and 
autonomy are non-exclusive characteristics that complement each other and can lead to increased 
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performance of human-AI collaboration. Hence, decoupling control and autonomy allows for highly 
controllable and autonomous CAs.  
Following the principle "form follows function", designers should adapt the CA's level of control and 
autonomy to the specific situation or task when designing a CA for advisory service encounters. For 
example, as some advisors mentioned, an autonomous CA could be supportive if it actively participates 
in the discussion about the investment portfolio by autonomously providing additional information or 
recommendations. However, in other, more intimate situations, a non-autonomous CA who only listens 
to the advisor's instructions appears more suitable. Nonetheless, mechanisms that allow the advisor to 
control and correct the output of the CA could still ensure high control in both situations. When defining 
the level of control and autonomy, they must be aware of its implications on the CA's social presence. 
Such design requires careful considerations regarding the fit between the level of autonomy and the 
level of social presence as the level of autonomy influences the social presence of a technology (Slater 
2009). Nonetheless, we expect that the tension between control and autonomy can be resolved by de-
coupling and adapting the CA's levels of control and autonomy to specific situations and tasks. 
DP2: Situationally adjust the social cues of a CA for advisory service encounters to account for different 
levels of intimacy and task complexity: In our study, advisors and clients were torn between a CA that 
does not change the dyadic nature of an advisory session by staying passively in the background and a 
CA that actively participates in the conversation resulting in a triadic collaboration. From another angle, 
this tension relates to the notion of a CA with only a few social cues (e.g., a CA that can interact with 
its users solely through visualizations, Box) or a highly present CA with a high number of social cues 
(e.g., a CA that additionally can communicate in natural language, and exhibits bodily movements and 
other social behavior, Pius). Whereas Box was perceived as a supporting tool by advisors and clients, 
Pius was seen as an additional participant that can interact with the users resulting in a more natural 
discussion. Initially, most advisors favored a CA that behaves passively and displays information only 
visually on the screen. However, the advisors also acknowledged that a perceptible CA could be sup-
portive in certain situations (e.g., when providing helpful information about investment products). In 
such situations, a CA is allowed to interact with the client by asking her questions. A CA that can offer 
explanations about its actions was also important to clients, who missed the transparency provided by 
Pius when evaluating Box.  
Nonetheless, Pius also implicitly created expectations in the clients. For example, in situations requiring 
high confidentiality and intimacy, the clients did not trust the CA when Pius was advised to stop listen-
ing. In contrast, our data show that clients did not have these reservations regarding Box in the same 
situation. The dichotomy between a CA that retains the dyadic setting of the advisory service encounter 
and a CA that is perceived as an additional participant, thus creating a triad, exists not only on the 
advisor's but also on the clients' side. Most research has focused on simple 1:1 communication between 
humans and a CA (Gnewuch et al. 2017, Luria et al. 2019). Hence, the question, whether a CA can 
influence the interaction mode did not occur (e.g., by changing a conversation from a dyad to a triad). 
Keeping the social cues and the CA's social presence static through the entire advisory session appears 
to be insufficient.  
Instead, we propose that designers match the social cues of a CA to specific situations of the service 
encounter. On the one hand, designers have to consider the level of intimacy and self-disclosure required 
in certain situations when selecting the CA's social cues for service encounters. Schuetzler et al. (2018) 
show that people disclose less personal information when conversing with a CA with a high number of 
social cues and thus show a higher level of social presence. Similarly, our results show that the clients 
were more concerned about sharing their personal details in the encounter with Pius. On the other hand, 
CA designers need to account for the complexity of the task when selecting the social cues of a CA. 
Consequently, they should consider how suitable the social cues of a CA are to transport the content of 
information given the equivocality or uncertainty of a task (Daft and Lengel 1986). This suggests that 
tasks with high equivocality or uncertainty are better supported by a CA that possesses a rich set of 
social cues. This argumentation is in line with our results, which show that a highly social CA that 
actively engages in the conversation would be better suited for explaining complicated investment pro-
posals than a non-social CA.  
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DP3: Adapt the social roles of a CA for advisory service encounters based on its specific functions to 
align the CA's perception and abilities with the requirements of a specific task or context: Lastly, our 
data shows that integrating a CA into a dyadic setting creates a conflict between a CA in the role of an 
assistant and an expert. Whereas the advisors were afraid that a CA expert harms their authority and 
competence, they also believe that such a CA is valuable in specific situations. Similarly, the clients 
perceived a CA in an expert's role as reliable when offering portfolio recommendations and explana-
tions. Nonetheless, when integrating a CA expert in the service encounter, the clients felt the competence 
was distributed among the advisor and the CA, leaving the impression that the advisor is less capable. 
The perception that the CA's specific role affects certain aspects of the conversation, like the perception 
of the advisor's capabilities, is not surprising and has been subject to previous research. According to 
Hinds et al. (2004), the presentation of a CA's role affects the user's willingness to rely on the CA. For 
instance, people take on more responsibility for a task if a robotic agent is more machine-like and is 
assigned to the role of a subordinate (Hinds et al. 2004).  
The role of a CA in dyadic settings should thus be considered quite carefully in the design. Hence, 
solving the tension regarding the different roles of a CA is just as important as solving the previous 
tensions. With regard to the principle "form follows function", we propose that designers should adapt 
the social role of a CA depending on the requirements of a specific task. According to the research on 
dynamic and re-embodiment of CAs (Duffy et al. 2003; Luria et al. 2019), one CA with multiple roles 
is more natural and efficient than a situation-specific interaction with multiple CAs with static social 
roles. For example, the CA in our advisory service encounter could be assigned to the role of a subordi-
nate during tasks that require only one expert (e.g., relationship-building at the beginning of an encoun-
ter). In situations where the CA acts as an investment expert, the CA would be perceptible as such. This 
reduces the ambiguities regarding the CA's role. However, as social roles are tightly linked to the per-
ception of being a social actor (Steuer 1995), designers need to be aware of the implications of a social 
role on the CA's social presence. As a result, designers have to adapt the role of the CA to a specific 
situation and have to ensure that the social cues of the CA fit its social role. 

6 Conclusion, limitations & future research  
When designing a CA for collaborative situations, including advisory service encounters, one gets easily 
overwhelmed by a multidimensional design space and contradictory suggestions. Therein, we identified 
three tensions related to the autonomy, social cues, and social role of a CA in advisory service encounters 
that originate from keeping the CA's social presence static. To relax the contradictory tendencies of 
these tensions, we suggest breaking with the commonly used paradigm of designing a CA with a static 
social presence. Instead, we propose that the design of a CA in advisory service encounters should be 
based on the principle "form follows function," allowing for a flexible social presence, including aspects 
like the autonomy, social cues, and social role of a CA, which can be adapted to specific situations and 
tasks.  
This work builds on very nascent research of complementing advisory service encounters with CAs and 
is a first attempt to understand the implications that arise for the design of such CAs. Therefore, our 
study contributes not only to the body of knowledge about the design of CAs, but also adds to the dis-
course on advisory service encounters and machines-as-teammates. Therein, designers benefit from a 
more nuanced perspective on CAs. Instead of attempting to make one ultimate decision about the design 
of the CA, they can dissect the problem into several decisions to be taken for specific tasks or phases of 
the service encounter. They are encouraged to reconsider and reconcile their views on autonomy, social 
presence, and roles of a CA. Banks and other service providers obtain insights into the potentials of CAs 
in service encounters and learn about the opinion of employees and clients. By pointing toward the 
potentials and challenges of CAs in this context, our study contributes to research on the application of 
IT in advisory services (Dolata et al. 2020a). Finally, our research extends the discourse on machines-
as-teammates in IS and HCI (Seeber et al. 2020a) by providing a systematic and qualitatively rich com-
parison of several approaches toward the design of CAs for use in human-to-human service encounters. 
Researchers attending to this discourse also receive an inspiration to reconsider and reconcile their views 
upon the common ground of adaptivity.  
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Because of the exploratory nature and the early stage of our research, we have to rely on qualitative data 
from the interviews and survey instead of testing different design aspects and propositions for a CA in 
a real advisory service encounter. Furthermore, our study did not consider privacy and data protection 
requirements, but rather focussed on the design aspects of the CA and assumed that data is readily ac-
cessible. Future research should look into two directions: (1) The design principles can be further 
grounded in theory. For example, it may not be the 'task' determining the autonomy, social presence, 
and role of the CA (as implied, e.g., by Media Richness theory (Daft and Lengel 1986)), but rather the 
generic communication process (following the insights of the theory of media synchronicity (Dennis et 
al. 2008)) or the generic patterns of collaboration (Briggs et al. 2016) that determine them. (2) The form 
of the CA in each situation may not need to be hardcoded into the software but may have some flexibility 
grounded in the CAs 'understanding' of the situation and the advisor's preference. Such adaptability can 
range from small, predetermined changes in autonomy and social presence to dynamically 'learned' 
large-scale adaptation of the CAs form. 
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