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Abstract 
This study examines the role-related impacts of working with an intelligent assistant. Using 
collaborative autoethnography, we analyse the impact of working with an intelligent writing assistant 
(IWA) on our roles as teachers. Drawing on role theory, we find that working with the IWA had 
significant impacts on role enactment, role set, role multiplexity, role stress, and role self-concept. The 
social setting for role enactment changed as key dyadic relationships became triadic, and the IWA 
assumed a co-regulatory role, mediating our performance as coregulators of student learning. 
Collaborating with the IWA created a need to maintain control by switching between micro-identities 
(our role of teacher/mentor and our new role of mentee of the IWA). The study demonstrates that 
significant role-related impacts can arise from human-machine collaboration when AI aims to enhance 
human performance. It highlights the need for new adaptive capabilities as humans become involved in 
new triadic human-AI relationships. 
 
Keywords: intelligent assistant, role theory, human-AI collaboration, co-regulation 

1 Introduction  
Artificial intelligence (AI) is expected to play a key role in the future of work and impact significantly 
on human roles (Faraj et al., 2018; Strich et al., 2021).  Due to their advanced capabilities, such as 
machine learning, it is argued that AI-based systems should be viewed not as tools, but rather as partners 
in accomplishing work (Faraj et al., 2018; Kravchenko and Kyzymenko, 2019; Schuetz and Venkatesh, 
2020). It has been argued that a reciprocal relationship between intelligent systems and human users is 
needed in order to realise optimal value from human-AI collaboration (Schuetz and Venkatesh, 2020). 
However, there are barriers to achieving such reciprocity. AI-based systems may eliminate opportunities 
for human-AI interaction, restrict the ability of professionals to use their skills and knowledge, lack 
transparency about the basis for their learning and decisions (Strich et al., 2021). The machine learning 
technologies that underpin today’s AI systems have greater autonomy, deeper learning capacity, and are 
more inscrutable than previous intelligent systems (Baird and Maruping, 2021; Berente et al., 2021). 
Achieving a harmonious human-AI relationship may therefore be fraught with challenges. 
Understanding the human-AI relationship is therefore a critical research frontier.  
Many professions, including law, education, radiography, and accountancy are seen as facing changes 
due to AI. Understanding the impacts of human-AI collaboration on people’s lived-in work roles (as 
distinct from AI’s impact on professions) is a highly emergent area of study because human-AI 
collaboration is in its infancy. This is an important area to understand if human-AI collaboration is to 
deliver its proposed benefits. This study focuses on understanding the role-related impacts of human-AI 
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interaction in the case of collaboration with ‘everyday’ AI, the tool Grammarly, in the context of tertiary 
teaching. We draw on role theory to explore how human-AI collaboration affects roles. Role theory 
views the roles played by individuals, their role identities, and the configuration of roles in an 
organisation as key determinants of behaviour that affects organisations and how they respond to change 
(Heckman Jr and Galletta, 1988; Maruping and Matook, 2020; Strich et al., 2021). Research into 
traditional information systems has provided clear evidence that IS can impact on  professional role 
identity (e.g. Lapointe and Rivard, 2005; Craig et al., 2019).  Extending the use of role theory to analyse 
human-AI interaction offers potential to move the human-AI collaboration dialogue beyond abstract 
(and perhaps optimistic) conceptualisations to a deeper understanding of what such collaboration entails 
and how this may affect the nature of work.  We see role theory as particularly well-suited for this 
purpose because it allows for conceptualisation of AI as playing an active role vis-à-vis the humans that 
interact with it. (A role is defined as “a set of expectations about behavior for a position in a social 
structure” (Rizzo et al., 1970, p.155). The concept of AI playing a role vis-à-vis humans is synergistic 
with the idea that AI and humans can collaborate. To date, application of role theory has been  focused 
on exploring the displacement effects of AI (e.g. Strich et al., 2021), i.e., understanding what happens 
then AI takes over aspects of a human role.  We suggest that there is potential value in exploring how 
working with AI impacts roles when it is positioned as a partner playing a more active or constructive 
role vis-a-vis the worker. This is because when somebody forms a working relationship with an AI-
based system this can be seen as creating a change in their role set, the collection of roles that interact 
with the focal actor (Kahn et al., 1964). This may influence human role expectations and create role 
conflict and/or stress. With this in mind, we set out to understand the role-related impacts of working 
with an AI-based assistant.   
The context for our study is an “everyday” AI that aims to improve human performance: Recent 
advances have seen AI’s application in systems that are in widespread use, such as digital voice 
assistants and chatbots (Hardy and Harvey, 2020), decision-support systems (Araujo et al., 2020), and 
applications such as Microsoft’s Office 365 and writing assistants. Our study investigates the role-
related impacts of working with an intelligent writing assistant (IWA). It seeks to answer the question, 
answer the question, "how does collaborating with an intelligent assistant affect professional role?” To 
answer this question, we use collaborative auto-ethnographic methods.  Autoethnographic methods are 
valuable because they can create “spaces for new understandings of everyday experiential aspects of IS”  
(Bødker and Chamberlain, 2016, p.2).  
In the following section, we review literature on AI and Human-AI interaction, explain the relevance of 
role theory and summarise key role concepts, then detail our research method. Using a layered account 
(Ronai, 1995) to report our findings we juxtapose vignettes with analyses that employ role theory as a 
lens to explain the role-related impacts of working with this IWA on our roles as university teachers.  
We conclude the paper with a discussion and then consider the implications of this study.   

2 Literature Review  

2.1 Artificial Intelligence and Human-AI Collaboration  
AI is increasingly disrupting and determining human work (Cascio and Montealegre, 2016), creating 
transformative impacts on organisations, their employees, and the future of work. AI-based systems 
employ techniques such as machine learning, deep learning and natural language processing to benefit 
organisations and workers by automating routine tasks, freeing up time for higher value work, and 
informating work tasks (i.e., enlarging their information content) (Zuboff, 1988; Jarrahi, 2019). AI has 
begun to impinge on knowledge-intensive tasks through the combination of algorithms, deep learning 
techniques and large data sets, (Faraj et al., 2018; Jarrahi, 2019). This is widely expected to result in a 
transformation of professions in terms of foci, priorities, ways of working, and professional identities 
(Faraj et al., 2018; Jarrahi, 2019). Early studies of human-AI interaction have found it can enhance the 
effectiveness of processes and employees (Mirbabaie et al., 2021) and decrease perceived workload 
(Brachten et al., 2020; Mirbabaie et al., 2021). Working with AI is also transforming the human-IT 
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relationship. It is argued that a reciprocal relationship is needed between AI and human users (Schuetz 
and Venkatesh, 2020). Some authors foresee a new division of labour between humans and AI, requiring 
new competencies (Østerlund et al., 2021). Others suggest that working with AI can invert the traditional 
relationship between human workers and IT, so that intelligent systems use humans as tools to achieve 
their objectives (Demetis and Lee, 2018). It is therefore critically important to understand the human-
AI relationship and how it affects human work.    
AI systems may be substitutive (Strich et al., 2021) taking over core tasks and resulting in displacement 
(Acemoglu and Restrepo, 2020), deskilling and cognitive complacency (Jarrahi, 2019). On the other 
hand it may create a need for new human tasks, a reinstatement effect (Acemoglu and Restrepo, 2020). 
For example, a study of predictive policing in the Netherlands (Waardenburg et al., 2018) found that 
using AI led police to create a new intermediary role, intelligence officers, to help make AI outputs 
meaningful for police officers.  Further, AI may be designed to complement and augment human 
capabilities through human-AI collaboration rather than acting as a substitute (Wilson and Daugherty, 
2018). Examples include AI service robots for frontline workers (Henkel et al., 2020) and AI systems 
that are designed to act as a coach (Stein and Brooks, 2017; Terblanche and Cilliers, 2020).   
Given the envisaged transformative impacts of AI on the nature of work and the highly emergent nature 
of this phenomenon, it is vital to understand the impact of human-AI collaboration on professionals’ 
roles in naturalistic settings. Research in this area is at a nascent stage. Some field studies are focused 
on understanding the impacts of substitutive rather than collaborative AI (e.g. Strich et al., 2021) while 
many studies of human-AI collaboration are based in experimental settings or workers’ perceptions 
about the future (e.g. Wang et al., 2019). Studies of human-AI collaboration in naturalistic work settings 
(e.g. Henkel et al., 2020; Loske and Klumpp, 2021) offer the opportunity to reveal rich insights and 
complex interactions. For example, a study of use of AI emotion recognition software (Henkel et al., 
2020) found gains in performance and wellbeing, but working with AI elevated employee stress.   

2.2 Role Theory and Human-AI Collaboration  
We draw on role theory to consider the impacts of human-AI interaction. Role theory, a branch of 
symbolic interactionism, examines how people’s behaviour and social interactions in a role are 
constrained and influenced by the social structure in which they interact  (Stryker and Statham, 1985; 
Galletta and Heckman Jr, 1990). A role is the “bundle of norms that defines the rights, obligations and 
privileges of a person who occupies a particular status” (Biesanz and Biesanz, 1978, p.145) . Role theory 
is a suitable lens to examine human-AI collaboration for several reasons: First, it is known that IS can 
impact significantly on human roles (Strich et al., 2021) and that roles (including how they are 
understood, configured, and performed) influence behaviours in organisations (Heckman Jr and 
Galletta, 1988; Galletta and Heckman Jr, 1990; Maruping and Matook, 2020; Strich et al., 2021). 
Second, role theory addresses the problem of conceptualising intelligent systems as tools. AI systems 
have moved beyond being tools to performing more active roles vis-à-vis humans as partners in work 
(Faraj et al., 2018; Kravchenko and Kyzymenko, 2019) and/or as users of human agents (Demetis and 
Lee, 2018). Role theory supports the conceptualisation of AI as playing an active role vis-à-vis humans. 
Third, according to role theory, the role played by an individual is partly defined by the expectations 
and meanings of those who interact with the individual in that role (Stryker and Statham, 1985). This 
allows us to acknowledge that norms and expectations may be built into AI. For example, if AI acts as 
a coach towards humans, it may draw on norms and expectations related to behaviours and goals. Role 
theory therefore provides a suitable way to acknowledge and understand the active role played by AI in 
its interactions with humans and to explore the impacts of this.  To date role theory has been rarely 
applied in studies of AI. Exceptions are Mirbabaie et al. (2021) who examine social identity and 
extended self in the context of collaboration with virtual assistants, and Strich et al. (2021) who examine 
the impacts of substitutive AI.  We see role theory as particularly suitable for understanding the impacts 
of AI systems that are positioned as partners. We now outline key concepts from role theory and explain 
their relevance to the study of human-AI interaction.  
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Professional role identity is the way in which people define themselves as members of a profession in 
relationship to their work (and its goals, values, norms and expectations) and the work of others (Ibarra, 
1999; Pratt et al., 2006; Chreim et al., 2007; Reay et al., 2017; Strich et al., 2021). It is a combination of 
expectations and meanings that guides attitudes and behaviour in that role (Burke and Stets, 2009) and 
is closely linked with how a role is enacted in relationship to others (Pratt et al., 2006; Chreim et al., 
2007). It influences how people behave in work situations which in turn reinforces role identity (Burke 
and Reitzes, 1981; Burke and Stets, 2009). Professional role identity includes beliefs about effectiveness 
in role (Burke, 1991; Craig et al., 2019). Professionals need to successfully perform tasks associated 
with a role to validate their role identity (Craig et al., 2019). When an actor performs their role with 
respect to an actor in a complementary role identity they engage in an identity performance: for example 
the role identity of a doctor is played out in relationship to that of a patient (MacCall and Simmons, 
1978; Burke and Stets, 2009). Using role theory as a lens therefore allows examination of the identity 
performances that humans and AIs engage in vis-a-vis each other.  
Professional identity is stable, valued, and resilient to change (Pratt et al., 2006; Reay et al., 2017). 
Changes that threaten professional identity, such as the adoption of IS, may therefore be rejected (Strich 
et al., 2021), particularly if professionals see IS as threatening their identity by taking over tasks that 
require expert knowledge (Walsham, 1998; Nelson and Irwin, 2014; Strich et al., 2021). If individuals 
see IT as creating an identity threat they either resist the source of the threat or adapt in an attempt to 
defuse it (Nach, 2015; Craig et al., 2019). For example, an IS may create unwanted changes to the role 
identity of nurses, resulting in resistance by nurses to that IS (Wilson, 2002).  On the other hand, IT may 
become identity-reinforcing by creating congruence with professional role identity. Nach (2015) reports 
how medical professionals used identity adjusting mechanisms, adapting their behaviour in response to 
IS that initially created identity threats to reach a congruent IT-identity state where the system helped 
medical professionals feel more autonomous, responsible and efficient. It is possible that AI systems, 
with their agency and lack of transparency and predictability, will have a more profound impact on 
professional role identity than traditional IS. In a study of substitutive AI, Strich et al. (2021) argue that 
AI fundamentally challenges professional role identity. They found that loan consultants worked to 
strengthen and protect role identity despite AI taking over their decisions.   
When somebody forms a working relationship with an AI-based system (that itself plays a role) this can 
be seen as not only introducing a new AI-facing role for that person, but also creating a change in role 
set, the collection of roles that interact with a focal role and whose expectations are relevant to 
performance of that role (Kahn et al., 1964; Merton, 1968).  This may influence role expectations and 
create role conflict and/or stress. Key stressors that can lead to role stress are: role conflict, which occurs 
when a role is associated with incongruous or incompatible expectations (House and Rizzo, 1972, 
p.474); role ambiguity, a lack of clarity and predictability about the outcome of behaviour in a role 
(House and Rizzo, 1972, p.474), and role overload (when someone cannot perform their work in the 
available time) (Firth et al., 2004; Naidoo, 2018). Another stressor is role multiplexity, the coexistence 
of different roles with different orientations and complementary and/or contradictory expectations 
(Gluckman, 1962; Verbrugge, 1979). When AI is positioned as a partner this is likely to lead to role 
multiplexity because the human needs to play a new AI-facing role.  

3 Methodology  
Our research interests focus on intelligent assistants (IAs), AI-based tools that provide human-like help, 
feedback, and actionable insights to aid human performance, drawing on personal analytics. In the 
course of our work, we became aware of Grammarly, a spelling and grammar tool that had evolved to 
become an intelligent writing assistant (IWA). Recognising this, and the fact that the IWA had strong 
uptake amongst work colleagues and students, we decided to study our own use of the IWA using a 
collaborative autoethnographic method (see below) to examine how working with an IWA impacted our 
professional roles as educators. Using autoethnography allowed us to access the IWA’s personalised 
analytics while using a sensemaking approach to document and understand our emerging work 
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relationship with the IWA, and its role-related impacts. We subsequently drew on role theory to analyse 
our experiences.  In the rest of this section, we introduce the IWA then outline our method.  
Grammarly uses AI techniques such as machine learning, deep learning, and natural language 
processing, to help its users improve their writing (Fitria, 2021). Users can install it across a number of 
platforms, including the browser (a plugin allows Grammarly to review text written in any input 
textbox); Microsoft Office (an add-in allows Grammarly to review any Word documents or Outlook 
emails), and the Grammarly editor (accessed online, and/or installed locally). We initially installed the 
free version, but soon Grammarly invited us to upgrade to a premium account. If we did so, we were 
informed, Grammarly would not only provide suggestions for improving our spelling, grammar, 
punctuation, and conciseness, but also help us write with more clarity and an appropriate level of 
formality, find “vivid words to enliven each and every message”, detect our communication tone and 
make adjustments (for example, we could eliminate “hedging language and unnecessary qualifiers to 
sound more confident”), ensure that our word choices were natural and fluent, and receive additional 
advanced feedback. We upgraded to premium accounts and adopted an “open door policy”, giving the 
IWA access to our work with the browser plugin, Microsoft Office add-in, and Grammarly editor (online 
and desktop versions).  The study is based on our experience of nine weeks of intensive IWA use during 
a busy teaching trimester. 
Ethnographic research is a form of naturalistic inquiry used to build rich descriptions and deep 
understanding of phenomena studied in real-life settings (Lincoln and Guba, 1985; Myers, 1999). 
Autoethnography is a qualitative research method based on ethnography (Wall, 2008; Ellis et al., 2011; 
Adams et al., 2017) that uses “personal experience (“auto”) to describe and interpret (“graphy”) 
cultural texts, experiences, beliefs, and practices (“ethno”)” (Adams et al., 2017, p.1). It has been used 
in many fields in the social sciences, but it is still emergent in Information Systems. O Riordan (2014, 
p.1) has proposed autoethnography as a suitable method for IS researchers to use to “research on the 
digitally mediated experiences in everyday activities and in facilitating the development of new theories 
of digital being”. This is the case in the present study.  Our use of the method allowed us to access 
private digitally mediated relationships with AI that we had access to, and actively participated in. We 
were able to work in these digitally mediated settings and use our experiences, knowledge and access to 
empirical material for research purposes (Alvesson, 2003). Bødker & Chamberlain (2016) view 
autoethnographic methods as a valuable form of ‘everyday research’ that can build deep understanding 
of the experiential aspects of living with IS. It is our goal in this study to develop and build on such 
experiential understandings to develop theoretical insights into human-AI collaboration. 
When using an autoethnographic approach, researchers work at the intersection of autobiography and 
ethnography (Ellis et al., 2011; Adams et al., 2017). Autobiography sees authors reflecting on their own 
past experiences; talking with others about these experiences; and/or examining artefacts related to life 
events (Adams et al., 2017). They then write about these experiences, using storytelling devices, to 
represent the experience they were focusing on (Ellis et al., 2011; Adams et al., 2017). Ethnography 
sees researchers “observe, participate in, and write about a culture and/or a cultural experience  (Adams 
et al., 2017, p.3). This involves entering the cultural field of focus for a period of time, taking field notes 
about participation, and documenting experiences, thoughts, and feelings (Adams et al., 2017). In 
autoethnography, the researcher must use “tenets of autobiography and ethnography” (Ellis et al., 2011, 
p.273). That is, they retrospectively write about their experiences of being part of the culture/cultural 
experience they are observing (Ellis et al., 2011; Adams et al., 2017). It is not enough  to tell stories. 
They must also analyse their experiences using methodological tools and research literature to illustrate 
facets of the culture/cultural experience (Ellis et al., 2011).  
We chose a collaborative autoethnographic approach, which involves two or more researchers bringing 
the experiences they are observing together to collaboratively analyse them for commonalities and 
differences (Hernandez et al., 2017) . This approach provided an opportunity for us to interrogate and 
understand our experiences as we entered into working with the IWA across our individual work 
practices. Over nine weeks, as we went about our routine work, we documented the sensemaking that 
we each went through as we worked with the IWA. We took notes and made screenshots of interactions 
with the IWA whenever anything interesting occurred. We posted these into a shared workspace, 
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creating a series of artefacts documenting diverse aspects of our work with the IWA. We engaged in 
online dialogue about the diaries and met face-to-face once a week to discuss our experiences and 
perspectives. After six weeks we narrowed the focus of the study to our role as teachers (rather than 
researchers). We did this because the IWA was engaging us with social cues, in an attempt to coach us 
on how to write instructions and assignments, and craft feedback. The IWA’s assumed mentor role 
provided a fascinating synergy with our own work as teachers. Our approach to data gathering was to 
go about our work as usual, allowing the IWA to access and provide feedback on our writing in a range 
of online communication settings that we used in our role as teachers to interact with students; when we 
graded and provided feedback on student work in Blackboard, emailed students, answered their 
questions in Slack, and annotated their draft work in Word.  As noted above, we adopted an “open door 
policy” proactively giving the IWA access to all the applications that integrated with it and that we used 
in the course of our work as teachers.  
Autoethnographic outputs come in the form of written products (Ellis et al., 2011). A number of genres 
can be used to represent these products, including layered accounts; dialogue; vignettes; co-created 
narratives; and extreme cases (O Riordan, 2014). We chose vignettes as an appropriate genre as they 
allow for evocative expressions of the experiences and insights of the researchers. This aids rigour by 
to creating resonance (i.e., ensuring that  the research meaningfully reverberates with and affects its 
audience (Tracy, 2010; O Riordan, 2014). Before writing the vignettes, we needed to organise our 
collected data to identify (and categorise ?) the emerging experiences. To do so, we adopted an iterative 
sense-making approach using inductive analysis. This consisted of reviewing the diaries, screenshots, 
and messages (both emails and chat) that we had created and that related to our teaching practices. This 
was done both individually, through introspective self-observation, and jointly, through interactive 
introspection (Chang, 2008). In weekly face-to-face meetings we worked to identify and understand our 
common experiences with the IWA and how this had impacted on our roles as teachers. This 
collaborative and interactive process introduced intersubjectivity and dialogical tensions that helped 
build rigor and accountability (Roy and Uekusa 2020). We captured and categorised diverse experiences 
that we had both encountered using a set of descriptors for the different ways in which the IWA was 
playing a role and/or impacting on own our roles as teachers (e.g., invoking goal setting, critiquing our 
communication to students when marking, and assigning scores to the feedback we provided in rubrics).  
We continued this collaborative introspection and analysis for nine weeks, until we had identified no 
further types of experiences, which we took as representing a point of saturation.  
We then returned to our diaries, notes and screenshots and wrote a series of six vignettes to capture and 
convey the nature and impact of these rich, and at times surprising, experiences. Four of these appear in 
Section 4). We followed the autoethnographic convention of writing retroactively and selectively about 
past experiences, combining rich evocation of subjective experiences with description and analysis of 
events (Muncey, 2010; O Riordan, 2014). The vignettes are performative in nature (Mitra, 2010). They 
are therefore written in the present tense to draw the reader into the unfolding nature of each work 
encounter with the IWA, and to convey our arising reactions and thoughts. For this reason, we use verbs 
that convey the human-like nature of the IWA’s interactions with us, as perceived in the moment.  For 
example, while we know that its outputs are created by algorithms, we describe how the IWA “offers 
us” choices, “tells” us thing, “makes suggestions”, and “proclaims” when we are successful. We did not 
collaborate with the IWA in the writing process.   
After developing the vignettes, we returned to the literature and identified role theory as a suitable 
analytical lens. We then conducted a deductive analysis of each of our documented experiences, using 
key themes from the role theory literature as categories to understand the role-related impacts of working 
with the IWA.  This analysis was done iteratively, with individual coding rounds followed by meetings 
to interrogate and agree code categories and assignments. This findings from this analysis are reported 
on in the formal analyses that follows each vignette.  The Findings section therefore constitutes a 
“layered account” (Ronai, 1995; O Riordan, 2014) in which ethnographic autobiographical vignettes are 
juxtaposed and spliced with denser formal writing, analyses, and arguments, as is common in 
autoethnography.  
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4 Findings: Adapting to an Intelligent Work Partner    
The vignettes that follow document a range of revelatory encounters that we had with the IWA while 
performing our role with respect to students via various forms of written communication: assessing and 
grading student work, answering student questions via email, and reviewing a student survey during a 
face-to-face meeting. We describe how the IWA’s diagnosis and offers of assistance impacted us while 
we were performing work that was focused on the needs of students. We recount how the IWA 
challenged the way in which we approached this work, how we reacted to its offers of assistance and 
guidance, and how it impacted our focus on the teacher-student relationship.  Following each vignette, as  
required in an ethnographic approach (to go beyond telling stories), we conduct an 
analysis of our experiences, using formal writing and drawing on role theory. In the Discussion we 
present further theoretical insights about how working with the IWA impacted our role.   

4.1 Vignette 1: Goal Setting and Goal Needing  
I’m recording feedback on a student’s assignment when I spot an icon in Grammarly’s feedback window. 
It shows an arrow sticking into a target. I click on it and a dialogue invites me to pick writing goals for 
several criteria (see Figure 1): target audience (general, knowledgeable, or expert), degree of formality 
(informal, neutral, or formal) and writing domain (academic, business, general, email, casual, or 
creative). It also invites me to set goals for two experimental criteria -  tone and intent: Do I want to 
sound neutral, confident, joyful, optimistic, friendly, urgent, analytical, and/or respectful? Is it my intent 
to inform, describe, convince, and/or tell a story?  I deliberate over the choices. It’s not easy to decide!  
I’m not conscious of having any of these goals and my approach when writing feedback is intuitive, 
fluid, and adaptive. For each grading interaction I have an audience of one. Also, my class is diverse. 
Three of the students are finance majors studying IS for the first time, one has a PhD in physics, and 
half are ESOL students. In addition, I want to be flexible in choosing the tone. If a student has performed 
poorly, it might be appropriate to sound optimistic, but in other cases a neutral, respectful, or joyful 
tone might be better (but is it possible for feedback on graded work to sound joyful?). It’s helpful that 
Grammarly has made me think about this. However, I suspect that these goals are more valuable to the 
IWA than to me directly. I realise that the IWA needs users to have explicit goals so it can fine-tune its 
suggestions and feedback. Without knowing my goals, Grammarly is shooting blind, but if I select a 
goal, it can measure my progress towards that goal using its algorithms. After some thought, I leave the 
goals on the default settings (knowledgeable, neutral, and general). But I’ve realised that responding to 
Grammarly’s need for goals will better cater for its algorithmic intelligence.  
 
Analysis: Vignette 1 shows that working with the IWA impacted on role set (the number of roles the 
teacher needs to interact with) and role multiplexity (the number of discrete roles played by the teacher). 
Writing feedback when marking is normally a role performance based on dyadic interaction with the 
student, i.e., for each act of marking the student is the audience and the teacher is engaging with a role 
set of one. However, by asking for goals to be set, the IWA enlarges the role set (the number of actors 
the teacher needs to interact with while marking) and creates a new role demand. It introduces role 
multiplexity as the teacher is called upon to engage with the IWA’s choice offerings. The teachers’ role 
performance is no longer dyadic but triadic: While marking the teacher now needs to interact with both 
the student and the IWA. The IWA cannot be ‘aware’ of the writing context, but its algorithms mean it 
is ‘invested’ in the quality of this written feedback. It therefore (unintentionally) intervenes in the dyadic 
teacher-student relationship that lies at the core of teaching.  In order to optimise  relevance, the IWA 
suggests the selection of goals. This creates role stress in the form of distraction, loss of focus on the 
core task and cognitive demand (trying to choose goals and work out why they are relevant). By offering 
goal selection the IWA can be seen as engaging in an identity performance vis-a-vis the role of the 
teacher. In this performance it suggests that writing goals matters, i.e., it is endeavouring to set new 
norms, values, and expectations for a context that it does not understand (marking). Further, in signalling 
that it needs goals to deliver more focused feedback, the IWA is drawing attention to the fact that its 
success as an intelligent partner relies on goal input. The key learning outcome of this human-AI 
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encounter is the realisation that AI as a work partner has ‘needs’: It can function better if its human 
partner shares explicit goals with it. Yet owing to the role multiplexity of university professionals (an 
academic is not only a teacher but also a researcher) it is difficult to fulfil the IWA’s needs because 
writing goals are strongly contextual. It may be appropriate to aim to give optimistic feedback to a 
student, but in an academic paper this would not go down well. Working out whether to involve the 
IWA in such complexity creates a further role stressor.   
 

 
Figure 1: Goal setting feature 

 

4.2 Vignette 2: Grading Under a Microscope  
I’ve set aside time to mark a Master’s assignment, a 1500-word case analysis, and am drafting feedback 
on Jay’s assignment in a rubric in the Turnitin Feedback Studio. A small green circle appears in the 
part of the rubric where I’ve commented on Jay’s explanation of a value proposition. I’m surprised to 
find that here, inside one cell of a rubric, my writing is being appraised! I click on the green circle and 
it whirls then turns red. I hadn’t planned to proof my work until later, but Grammarly flags four errors. 
It shows me where I needed to add a comma, remove spaces, and fix a typo, and lets me do these things 
with a click. Suddenly, I realise that Grammarly is grading my grading! It has given me a score of 76 
for three sentences of feedback (see Figure 2.) I’m relieved this isn’t being recorded – is a teacher with 
a B grade competent enough to mark at this level? I fix the flagged issues with a few  clicks. Now that 
I’m paying attention to accuracy I do better. In the next rubric cell, my score goes up to 86, although 
Grammarly tells me that I have “a few wordy spots”. Soon I’m writing as much for Grammarly as for 
the student and I’ve achieved an impressive 93. “Keep up the great work”, cheers Grammarly. I’m 
feeling mild performance anxiety. Even though Jay will benefit, I register that buying into the IWA’s 
quest for accuracy is derailing my focus on the content of feedback I’m giving.   
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Figure 2: Grading the grader: the IWA’s assessment of a teacher’s feedback in a marking rubric  

 
Analysis: In vignette 2, working with the IWA can be seen to create role multiplexity and role stress 
while again increasing the role set to become triadic.  In this case the role multiplexity created by the 
IWA’s identity performance (giving scores) creates a role threat because this performance inverts the 
teacher’s role from giving grades to being graded. Role dissonance arises because the teacher must deal 
with simultaneously being the grader and being graded, which causes significant role stress. Although 
teachers engage in reflective practice, being a student who is graded  is not part of the teacher role. Being 
awarded 76 creates a further identity threat: To be a successful teacher the teacher should be capable of 
giving exemplary feedback. This threat explains the teacher’s adaptation to the IWA’s identity 
performance (grading the teacher) by shifting the focus away from the content of feedback to the quality 
of how it is written. Here the identity threat in this case can be seen as an unintentional effect of the 
human partner being a teacher as well as the context in which the IWA is being used (marking). If the 
user was a student, the IWA’s role would be congruous with role identity.  

4.3 Vignette 3: Appeasing the Tone Detector  
As I sat down to mark the assignments of my master’s students, I opened my rubric on Blackboard and 
began to write feedback into the textboxes. Grammarly started making suggestions. What caught my eye 
was the tone detector. While I was aware of it beforehand, I had rarely paid it much attention. However, 
as Grammarly noted that my writing sounded “confident” and “direct”, I began to think about how 
students would interpret the words I was writing. This made me more determined to “sound” confident 
and direct with my feedback, changing words to appease the tone detector. Frighteningly, at one stage 
it suggested I sounded “uncertain” - I shuddered at the thought of what the student would think if I 
sounded uncertain when explaining where they’d gone wrong in their work. 
There was another level to this feedback, which was the overall outcome. Depending on how well the 
students did, I wanted to use a particular tone. When students did a good job, I wanted to let them know 
they did a good job and to keep it up. I was able to sound friendly, optimistic, and confident – I liked 
this and felt they would appreciate such a tone. When students did somewhat well, I found that I could 
sound inspirational (which I took as being able to encourage them to improve). The tone detector 
impacted my writing to try to ensure that the students would take the feedback in the form I wanted.  It 
would be really interesting to get student feedback on whether these tones were detected.  
Analysis: In this vignette the teacher adjusts to the IWA’s role performance by consciously working to 
match tones to their feedback goals for individual students. Here the teacher accepts the tone detector 
as congruent with the teacher’s role identity because it is supporting performance in delivery of effective 
feedback. Nonetheless the teacher is conscious of having to play a new role, complying with and 
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“appeasing” the IWA. Role multiplexity results in the teacher strongly orienting role performance 
towards the IWA’s norms.     

4.4 Vignette 4: Fielding a Volley of Imperatives 
My PhD student ‘Trish’ has emailed to request guidance on a literature review. It’s a week until our 
next meeting, so I draft an email recapping what we’ve  discussed and adding some suggestions about 
the process. I’m not a touch typist, so I aim to write quickly to capture the flow of ideas, then I go back 
to correct my errors. Even so, I’m amazed by the catalogue of instructions that Grammarly presents me 
with as I near the end of my draft: “Fix grammar and spelling”, “change the punctuation”, “rewrite 
for clarity”, “improve readability”, “reduce wordiness”, “check your tone”, “enhance your word 
choice”, and “keep your style consistent”. There are no less than seven imperatives! (see Figure 3). I 
have thick enough skin to cope with this, but I spend more time than usual reviewing the email. I accept 
the spelling and grammar corrections suggested by the IWA but reject many of its other suggestions. 
The IWA has presented me with too much to deal with! The overall outcome (which I check in the app) 
is a score of 80. I decide that I’ll live with my writing being “a bit unclear” because it’s also “very 
engaging” as well as spot on for delivery and style. I hope Trish agrees. 

 
Figure 3: Feedback from the IWA featuring imperatives 

Analysis: Vignette 3 shows the same role-related impacts of collaboration with the IWA to the previous 
two vignettes. Here the role performance of the IWA (taking the lead in proofing, as is evident in the 
imperatives) conflicts with the teachers’ usual process of writing (drafting then correcting) and leads to 
a low score. This vignette shows how a role identity threat works against the IWA’s potential to create 
efficiency and save time. The teachers’ role identity is bound up with being a  successful writer but the 
IWA has signalled otherwise. The teacher’s writing (while being mentored and assessed by the IWA) 
therefore becomes more self-conscious and time-consuming, in part because the IWA’s suggestions 
need to be evaluated but also due to the impact of being monitored and the sheer number of alerts and 
imperatives. In this case the dissonance and stress arising from the triadic role set and arising role 
multiplexity works against the IWA’s value proposition. The teacher cannot adapt because it is too time-
consuming and the IWA’s value judgments can be seen as mildly threatening. This leads to many of the 
IWA’s suggestions being rejected and a human-AI collaboration break-down.     
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5 Discussion 
In this section we analyse how working with the intelligent assistant had significant unanticipated role 
impacts and explore the reasons for this.  To do this we draw further on role theory as well as co-
regulation of learning theory (Hadwin et al., 2018).  
A role is defined as “a set of expectations about behavior for a position in a social structure” (Rizzo et 
al., 1970, p.155). It is therefore important to consider how working with the IWA affected the social 
structure within which we performed our roles as teachers.  Much human interaction in the workplace 
happens in the context of dyadic (two-sided) relationships, such as leader-follower, mentor-protegé, 
teammate-teammate, and worker-worker (Liden et al., 2016, p.140). As university teachers, we 
participate in a teacher-student dyad when we respond to a student’s question, assess their work, 
participate in a supervisory meeting, and comment on a student-authored document.  In such settings, 
our role is a co-regulator (Hadwin et al., 2018, p.247) vis-a-vis the student. Co-regulation is an 
interactive process in which “individuals learn to engage and control their own self-regulatory strategies, 
evaluations, and processes by observing, requesting, prompting, or experimenting with self-regulation 
with a supportive other" (Hadwin and Oshige, 2011, p.248) .  In co-regulatory interactions, teachers may 
restate or paraphrase statements from learners, ask for information, model thinking, and give prompts 
for thinking and reflecting” (Hadwin and Oshige, 2011, p.247). The term “supportive other” denotes a 
role not a person, because co-regulation may be shared with parties bringing different expertise to 
address a problem (Hadwin and Oshige, 2011, p.247).   
Before using Grammarly in our teaching work we engaged in frequent dyadic teacher-student 
relationships using writing via various communication channels (e.g., Word, e-mail, Slack, Microsoft 
Teams, and Blackboard. The IWA did not have access to verbal communication so synchronous 
communication is excluded here.) Our writing in these settings was done in the context of exclusive co-
regulatory relationships in which we performed the role of the “supportive other”.  For example, when 
evaluating a student’s work, we aimed to model examples of the kind of analysis required, link examples 
to the student’s own work, and suggest ways in which the student could add rigour.  Performing this 
role was challenging and required strong focus. The situation changed dramatically when we started 
working with the IWA. Suddenly, we found ourselves enmeshed in a complex, triadic coregulatory 
relationship. The intelligent agent was effectively acting in the role of a “more capable and supportive 
other” in relationship to our own role as a coregulator of student learning. It was not only correcting 
writing errors, but also evaluating and advising us on how to improve our written feedback and guidance 
to our students. In doing so, it set up a triadic role set: As a co-regulator of our own co-regulatory role, 
the IWA was mediating the exclusive dyadic co-regulatory relationships we had with individual 
students. Through the IWAs intervention in traditional teacher-student co-regulatory spaces (i.e., 
marking rubrics and feedback forms) it had created a role that placed new regulatory expectations on 
our own professional behaviour, increased role  complexity by enlarging the role set within which we 
performed our core work, and impacted on our sense of self-efficacy by challenging our judgement 
regarding suitable student feedback.   
Role theory is based on a dramaturgical metaphor, and this is a fitting metaphor to apply to our study. 
According to Solomon et al. (1985, p.102), “The study of a role – a cluster of social cues that guide and 
direct an individual's behavior in a given setting – is the study of...the degree to which a particular part 
is acted appropriately (role enactment) as determined by the reactions of fellow actors and observers 
(the audience)”.  Our nine-week “streak” with the IWA was about far more than using a writing tool.  
By working with the IWA, we had inadvertently opened up the tiny private stage on which we 
traditionally enacted our role. Traditionally when crafting feedback on a student’s work, we performed 
our co-regulatory role on a private stage (or communication micro-context) in which the audience was 
a single student. However, with the arrival of Grammarly, and the shift to a triadic role set, this tiny 
stage had become more crowded. Our new critical actor and co-regulator, the IWA, had more immediate, 
transparent, and explicit reactions to our co-regulatory communication than a single student. It acted as 
an evaluator, coach, and audience advocate, with little awareness of our goals for communicating with 
individuals. When performing our coregulatory role, we now needed to keep in mind both the student’s 
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imagined reactions and the IWA’s explicit reactions (and prior reactions), and we found ourselves 
playing two interdependent roles - mentee of the IWA and co-regulator of students’ learning. There was 
blurring between these roles, with the IWA mediating our student-facing role. As a result, our role 
enactment vis-a-vis students became more conscious, more transparent, and more tightly choreographed 
as we reacted to the IWA’s interventions in our co-regulatory practice. Working with the IWA impacted 
on role performance, role multiplexity, role ambiguity, and role stress (e.g., when the IWA applied goals 
that were less fine-tuned and fluid than our own).    
Working with the IWA also had an unmistakable impact on our role self-concept. A person’s role-
specific self-concept is “formed by the reactions of others to the quality of one's role enactment” 
(Solomon et al., 1985, p.102). The IWA’s modus operandi was based around evaluating our performance 
and passing on helpful advice. Its critical narrative made us more conscious of our co-regulatory role 
vis-a-vis students and challenged us to surface understandings of our student-facing goals. The outcome 
was that we became more conscious of our role, and less self-assured. We realised that if we were to 
partner successfully with the IWA, we needed to be open to adapting our approach, and to reflecting on 
our role performance.   
We also experienced several sources of role stress when working with the IWA. Grammarly exhorted 
us to make multiple changes to our writing, created a new role demand (role multiplexity) and increased 
our cognitive load.  It also introduced explicit quality standards into an aspect of our performance that 
was not previously measured. It is important for teachers to communicate clearly with their students but 
usually no-one is evaluating this communication. Working with the IWA made this quality requirement 
more explicit. This created role stress by imposing high standards and surfacing the additional work that 
was required to achieve success. However, by making this new work easy to accomplish (via single 
clicks), and by predicting the responses of students (e.g., they would find our feedback clearer) the IWA 
partly mitigated this impact. It was nonetheless necessary for us to make judgments about how much 
time to spend on the diminishing returns of incremental improvement.  
In a sense, working with the IWA can be seen as reducing role ambiguity. The IWA created clear 
structures, cues, and expectations for performing our role in an area of work that formerly had no explicit 
structures, and where we had previously relied on intuition and implicit knowledge.  However, role 
conflict arose when it shifted our focus away from the content of feedback, the essence of our work as 
co-regulators of learning. At times, it was easy to see our role as that of a tool for Grammarly to achieve 
its objectives as a guardian of exemplary written English. This fits Demetis and Lee’s (2018) observation 
that working with AI can reverse the user-tool relationship. For example, Grammarly employed 
techniques of persuasion and choice architecture, using normative statistics (it compared our writing 
performance to that of others in a dashboard) and provided single click “fixes” that were hard to resist.  
We were able to maintain a sense of control by frequent switching between the roles (or micro-identities) 
of mentor and mentee. The theory of micro-identities conceptualises people’s identities as shifting from 
moment to moment as their role positioning shifts vis-a-vis who they are interacting with (Wood, 2013). 
We see this in Vignette 2 where we rapidly switch between micro-identities while crafting feedback in 
a rubric. Switching helped us manage the degree of engagement with the IWA and decide whether to 
follow its advice. It helped us maintain a sense of control in the double coregulatory loop: the IWA was 
coregulating our own coregulation of the students’ learning, which was at the heart of our teaching role. 
Role-switching created stress, but it is likely that with time we would internalise the IWA’s goals, 
reducing the demand for role-switching. 

6 Implications, Limitations and Conclusion 
Previous work has used role theory to explore the displacement effects of substitutive AI (e.g. Strich et 
al., 2021), i.e., what happens when  AI takes over aspects of human work.  This study extended 
application of role theory in AI by focusing on role-related impacts when AI is positioned as a partner; 
i.e., when it is designed to complement and augment human capabilities through human-AI 
collaboration (Wilson and Daugherty, 2018).  The study found that AI can have significant and 
challenging role-related impacts and that, even when positioned as an assistant, AI can create new role-
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related tasks, a reinstatement effect (Acemoglu and Restrepo, 2020). We found that the IWA performed  
a role that placed new regulatory expectations on professional behaviour. Its entrance into traditionally 
private teacher-student co-regulatory spaces (e.g., marking rubrics and feedback forms) increased role 
complexity by enlarging the role set within which we performed our core work. It also impacted on our 
sense of role self-efficacy by challenging our judgement regarding suitable student feedback.   
This study demonstrates that working with an IA can change the social structure in which human roles 
are enacted in subtle yet significant ways. By changing the context of traditional role enactment from 
dyadic to triadic settings, the dynamics of human roles may be dramatically altered, with implications 
for role self-concept and role stress. Partnering with AI will involve many workers in learning to play 
new AI-facing roles that cater for the needs of IAs, such as the requirement for explicit user goals. 
Human-AI partnering will also require workers to manage shifts between micro-identities (i.e., new 
roles that are enacted in relationship to the needs and requests of IAs, and traditional human-facing 
roles). This suggests that there is a need for further research into role theory in the context of human-
machine relationships. Coregulation of work presents a valuable theoretical lens for such explorations.  
At a practical level, the study demonstrates a need for new capabilities and skills in the case of working 
with IAs. These capabilities may include role switching (simultaneously partnering with humans and 
machines presents very different role demands), learning to adapt to critical IA audiences, and 
developing a consciousness of role self-concept vis-a-vis machine partners and their needs. Further 
research should study and theorise about the adaptive capabilities that are needed as humans and 
machines become involved in more complex triadic human-AI relationships. The study also suggests 
that managers need to understand and address the unique stresses of working with IAs on workers, and 
that workers in human-AI dyads need to make goals explicit if the working relationship is to be optimal.  
This study also demonstrates the significant impact that role identity can have on the outcome of human-
AI collaboration. In relation to the IWA’s  broad base of human partners our own co-regulatory role was 
highly specialised. If we were students working with the IWA would likely have led to strong role 
congruence.  This suggests that developers of AI-based collaboration tools should consider how to 
optimise them for role fit. The study also suggests that the unequal distribution of implicit and explicit 
knowledge between humans and machines, and the consequence of this imbalance, is an important area 
for future research into successful human-AI partnerships.  
In this study we set out to understand the role-related impacts of working with IAs. We used a 
collaborative autoethnographic approach to explore and analyse the impact of working with an IWA on 
our roles as teachers. While autoethnography is not a widely adopted approach in IS, like O Riordan 
(2014) we believe it is valuable. It is particularly suitable for capturing and understanding experiences 
of collaborating with an IWA. We have outlined our approach to rigour in the methodology. We found 
that working with an IA significantly changed the social setting in which our roles were performed, 
enraging the role set and transforming traditional dyadic work relationships into triadic relationships. 
Working with the IWA also created a new AI-facing role demand for us as partners. Working with the 
IWA had significant impacts on role enactment, role set, role multiplexity, role stress, and role self-
concept. The social setting for role enactment changed as key dyadic relationships became triadic, and 
the IWA assumed a co-regulatory role, mediating our performance as coregulators of student learning. 
Role switching helped us maintain control and resolve role stress and conflict. The study demonstrates 
that significant role-related impacts can arise from human-machine collaboration when AI aims to 
enhance human performance. It highlights the need for new adaptive capabilities as humans become 
involved in new triadic human-AI relationships. 
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