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Abstract 

Artificial intelligence (AI) has become an integral part of our daily lives in recent years. At the same time, 
the topic of ethics and morality in the context of AI has been discussed in both practical and scientific 

discourse. Either it deals with ethical concerns, concrete application areas, the programming of AI or its 

moral status. However, no article can be found that provides an overview of the combination of ethics, 
morality and AI and systematizes them. Thus, this paper provides a systematic literature review on ethics 

and morality in the context of AI examining the scientific literature between the years 2017 and 2021. The 

search resulted in 1,641 articles across five databases of which 224 articles were included in the evaluation. 

Literature was systematized into seven topics presented in this paper. Implications of this review can be 

valuable not only for academia, but also for practitioners. 

Keywords: Ethics, Morality, Artificial Intelligence, Systematic Literature Review. 

1 Introduction 

Applications from voice assistants and platforms such as Siri, Alexa, Netflix or YouTube are based on 
artificial intelligence (AI) and are increasingly finding their way into everyday life (Antao, 2019). Here, AI 

has established in almost all application areas, such as construction industry (Pillai and Matus, 2021), 

telecommunications (Macnish and Ana, 2019) and automotive industry (Cunneen et al., 2020). AI can also 

be used beneficially in the healthcare sector (Togni et al., 2021) or in the legal system (Simshaw, 2018).  

AI offers users a wide range of benefits through increased computing power at lower costs and the usability 
of big data (Huang and Rust, 2021; Haenlein and Kaplan, 2019). For example, AI can analyze consumer 

emotions and script an advertisement based on them (Huang and Rust, 2021), generate a personalized 

playlist on platforms such as Spotify based on collected data (Puntoni et al., 2021), or automate the clothing 
buy-back process through a chatbot (Schanke et al., 2021). However, the development of AI has been 

accompanied not only by benefits but also by ethical problems, such as the prioritization and thus 

discrimination of certain consumers based on demographic and economic aspects in customer relationship 

management (Libai et al., 2020) or the unequal representation of providers and companies on platforms such 
as AirBnB or Amazon, leading to unequal market shares (Milano et al., 2021). In addition, with the support 

of AI, attempts have already been made to manipulate people by placing appropriate political 

advertisements based on social media data (Kaplan and Haenlein, 2019) and to monitor and log their user 
behavior (Du, 2021). Entrepreneurs like Elon Musk and Bill Gates also see risks in using AI, such as losing 

control over its use (Steels and Lopez de Mantaras, 2018). Here, autonomous weapons systems and 

associated issues regarding human safety (Hynek and Solovyeva, 2021) and ethical concerns with 
surveillance technologies (Belk, 2021) are mentioned. Thus, addressing ethical implications of the 

application of AI is important due to the increasingly consequential interaction between humans and AI 

(McManus and Rutchick, 2019). Due to these controversial aspects, the question for creating an ethical 

design of AI-based solutions (Morley et al., 2020) arises. The increasing development of ethics-related 
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projects in technology associations (Adamson et al., 2019) and the development of ethical guidelines and 
principles by, for example, the EU Commission (EU Commission, 2020) or by China (Wu et al., 2020a) 

also highlight the international awareness of the relevance of ethics and morality in the context of AI 

development.  

Up to our knowledge, the current development of AI and the accompanying public interest have resulted in 

various research directions in the last years. However, scientific articles only provide insights into individual 
research areas in the context of AI and ethics, while a holistic overview of the topic is still lacking (Loureiro 

et al., 2021). The literature addresses e.g., ethical guidance (Vakkuri et al., 2020), different application areas 

(Hamilton and Davison, 2021), ethical governance (Shneiderman, 2020), or ethical aspects in programming 

(Arvan, 2018). However, no paper could be identified that deals with a systematization of the different 
research foci and an identification of the relevant articles in this context. For future research, however, such 

a systematic review of the literature is necessary to identify research gaps and new research opportunities 

(Briner and Denyer, 2012). Implications of such an overview can be valuable not only for academia, but 
also for other stakeholders involved in the development, application, or commercialization of AI-based 

products and services. Thus, this research aims to analyze literature regarding ethical and moral aspects in 

the context of AI in order to: (i) identify and systemize existing literature; (ii) provide an overview about the 
discussed topics in this context; (iii) highlight future research directions with specific research questions. So, 

our research questions are: RQ 1: What is the current state of literature for ethics and morality in the context 

of AI? RQ 2: What are future research areas in the context of ethics and morality with AI? 

2 Conceptual Framework 

This section provides a brief introduction in the relevant concepts of this study and an overview of the 

keywords used in this research. Thus, a short definition of AI with the subdivision into machine learning and 
deep learning will be provided. In addition, the context of morality and applied ethics and here machine 

ethics, which play a central role in the context of AI, will be introduced. 

Since AI has been established in several contexts, different definitions are used (Wang, 2019). For example, 

an early definition of AI indicates that the term is used to refer to the action of a computer when that action, 

performed by a human, would require intelligent thought. This implies that the capability of intelligence is 
not limited to humans or other living beings, but is also related to computers (Simon, 1995). Therefore, the 

term AI is also used to describe the multidisciplinary research in the fields of computer science, systematic 

neuroscience, and human cognitive science (Cichocki and Kuleshov, 2021). In general AI can be subdivided 

into machine learning (ML) and deep learning (DL). Machine learning as one part of AI represents the 
ability of systems to learn and improve automatically and independently of humans as long as the data is 

structured (Campbell et al., 2020). Deep learning as another part of AI and basically a subarea of ML is 

based on neural networks, being computational networks that are biologically inspired and operates on the 
functionality of the human brain (Haenlein and Kaplan, 2019). Furthermore, there are two types of AI. 

“Weak AI” means it can only outperform humans in specific tasks, being the more common use of AI for 

now. ”Strong AI” could be more powerful than humans in almost all cognitive tasks. However, it currently 

has no practical application (Lu et al., 2018). 

Considering the second part of this research, the concept of ethics and morality, it encompasses e.g., the 
field of applied ethics. Applied ethics includes machine ethics (Bauer, 2020), which is of particular 

importance in the discourse on AI. This can be divided into two research directions. One direction includes 

robot ethics or AI ethics when talking about the avoidance of harm through the application of robots and AI. 

This line of research refers to the behavior of developers, manufacturers, and users. The other direction 
includes the terms of machine ethics, ethical AI, or ethical robots and refers to research into ethical behavior 

of robots and AI themselves, as well as research into the implementation of ethical values in autonomous 

systems. Machine ethics is the first research field that deals with artificial morality (Winfield et al., 2019). 
Artificial morality on the other hand explores the possibilities of moral capabilities of artificial systems 

(Misselhorn, 2018). Therefore, the discourse addresses the moral status of AI discussing moral theories that 

are directed toward moral patients and moral agents. The concept of morality, as distinct from the concept of 
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ethics, is mostly directly related to decisions and actions (Verbeek, 2008). In the context of ethics, the 
question of what is 'right' action is considered (Fritz et al., 2019), whereas morality comprises rules, values, 

and norms that influence a person's behavior (Bartneck et al., 2019). Nevertheless, it should be pointed out 

that in the scientific discourse there is not always a clear conceptual separation between ethics and morality. 

The adjectives ethical and moral are used as synonyms in contrast to fixed terms such as AI ethics and moral 
agency. For instance, the expressions ethical machines (Tolmeijer et al., 2020) and moral machines 

(Magrani, 2019) correspond analogously. 

3 Methodology 

The systematic literature analysis was conducted in accordance with Briner and Denyer (2012) and 

subsumed in five steps. After identifying the research questions, search strings, search and selection criteria 

were defined for selected databases, the inclusion and exclusion protocol was set which included e.g., the 

publication period, and type of articles, followed by the analysis and synthesis and report (see Figure 1). 

 

Figure 1. Research process of systematic literature review 

The databases and Boolean Operators can be found in Table 1. For a current and at the same time 

comprehensive overview of the literature, the publication period of the years from 2017 to 2021 was chosen, 

because almost 90 percent of the articles relevant to the topic were published from 2019 to 2021. Between 

2020 and 2021 alone, 155 of the final 224 papers selected were published. According to RQ1, this study 
aims to indicate the current state of literature of ethics and morality in the context of AI. Since especially AI 

is a fast-growing sector and a fast-developing technology, it is important to include the latest trends. 
 

Database Search String Results 

ScienceDirect 

Title, abstract or author-specified keywords: artificial intelligence OR ai; Title: moral OR morality 
OR morals OR morally OR ethic OR ethically OR ethics OR ethical 

66 

Title, abstract or author-specified keywords: moral OR morality OR morals OR morally OR ethic 
OR ethically OR ethics OR ethical; Title: artificial intelligence OR ai 

107 

Web of Science 
moral* OR ethic* (Title ) and ai OR artificial intelligence (Topic) or ai OR artificial intelligence 
(Title) and moral* OR ethic* (Topic) 

807 

JSTOR 
(ti:(moral* OR ethic*) AND (ai OR artificial intelligence)) AND la:(eng OR en) 152 

(ti:(ai OR artificial intelligence) AND (moral* OR ethic*)) AND la:(eng OR en) 74 

EBSCO 
TI ( ai or artificial intelligence ) AND AB ( ethic* or moral* ) OR TI ( ethic* or moral* ) AND AB 
( ai or artificial intelligence ) 

235 

Google Scholar 

allintitle: ai moral OR ethic OR morally OR morality OR morals OR ethics OR ethical OR 
ethically 

100 

allintitle: artificial intelligence moral OR ethic OR morally OR morality OR morals OR ethics OR 
ethical OR ethically 

100 

Table 1. Search functions and results of the selection of research articles. 

The type of article was filtered in ScienceDirect for review articles, research articles, mini reviews, in Web 

of Science for proceeding papers, review articles, early access, in JSTOR for journal articles and in EBSCO 
for scientific journals. The search resulted in a total of 1,641 articles across all databases, taking into account 

all search criteria. Followed by a two-stage selection process for the inclusion or exclusion of articles in the 

literature analysis, articles that were found several times, were not peer-reviewed, and could not contribute 

to answering the research questions on the basis of the title and abstract were excluded. Besides, duplicate 
articles, book reviews, chapters, case reports, discussions, editorials, and news articles are also not included 
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as well as pure reproductive paper with no own contribution. Thus, 468 articles were selected for a review 
of the full text. In the second selection process, the impact factor which is understood as a quality indictor of 

the scientific journals was examined (Briner and Denyer, 2012) and articles with a two-year impact factor 

below 0.5 (Analytics, 2018) were sorted out. Of the 468 articles, a further 66 were excluded. During the full-

text review, care was taken to ensure that the papers considered the aspects of ethics and/or morality as well 
as AI, and especially that both aspects were considered in relation to each other. Thus, 99 articles with a lack 

of focus on ethics and morality, 5 articles with insufficient focus on AI, and 22 articles with a lack of 

linkage between the topics were eliminated. In a final step, 52 technical articles that did not provide concrete 
research results were eliminated. So, 224 articles meet the criteria and form the basis for the presentation of 

the current state of the scientific literature on the topic of ethics and morality in the context of AI. Each 

paper was read by two reviewers in order to ensure the required quality and combats potential bias. We 
checked for an intercoder-reliability for the selected criteria throughout the process with about 100 abstracts. 

These were discussed, hold against the set criteria, and compared. In case of disagreement the issues were 

solved (Miles and Hubermann, 1994). Furthermore, it can be noted that the selected articles were published 

in a total of 109 different journals. In order to provide an overview of some of the dominant journals for 
researching the topic of this study, the journals in which more than three of the selected articles were 

published are listed: AI & SOCIETY (28), Ethics and Information Technology (17), Science and 

Engineering Ethics (14), Minds and Machines (13), Big Data & Society (6), The ORBIT Journal (6), 
Computer Law & Security Review (5), International Journal of Social Robotics (4), IEEE Technology and 

Society Magazine (4), and AI Magazine (4). In order to systematize the research articles, research methods, 

regions, results and focal points of the 224 contributions were protocolled and systematically analyzed for 
similarities and differences. From the protocol, it was found that systematization of the articles based on an 

amalgamation of identical or similar research foci is best suited to provide an understandable overview of 

the current state of the literature and to answer the underlying research question. During the review of the 

literature, it became apparent that the topic of ethics and morality in the context of AI is discussed from a 
wide variety of perspectives and in different application areas. For a suitable systematization that reflects 

this heterogeneity of the literature, seven main topics were identified, which in turn are subdivided into 

different contents and are presented in table 2. 

4 Results 

The protocol indicated that disadvantages and concerns as well as advantages and opportunities of AI were 

addressed from an ethical and moral perspective. Since these corresponding articles depict immediate 
implications of the development and application of AI, they are considered in the chapter "Ethical and moral 

implications of AI". In the second category, findings to an ethical approach to AI that have been highlighted 

and discussed in recent years are explained, and in the third category, demands for governance and 
regulation of AI are reflected. In addition, requirements for programming that have been made in recent 

years were frequently addressed. The following category includes articles in which human moral judgment 

was explored more deeply in the discourse around AI. Other research foci resulting from the protocolling 

includes discussions of moral responsibility for consequences of an AI decision or action and discussions of 
the moral status of AI. Finally, articles that address law or policy against the backdrop of ethics, morality, 

and AI were identified (see Table 2). 

Topic Subtopics and Content 

Ethical and Moral 
Implications of 

AI 

ethical concerns and benefits in the context of AI 

ethical and moral implications in the context of AI in different application areas (businesses, health sector, 
public sector) 

implications of physical products, digital products and implications without specific application area, use or 
technology 

Implications on relationship of humans to machines 

Approaches of an 
Ethical Handling 

of AI 

recommendations about the use of ethics in the context of AI 

principles of dealing with AI 

further approaches and human rights 
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Demand for 
Governance and 

Regulations 

models and principles to implement existing principles as a bias for ethical governance 

governance for AI on political level 

need for regulation of AI 

AI Programming 
Requirements 

approaches of moral and moral justification as well as user and stakeholder values to be programmed in AI 

programming of a friendly AI, recognizing moral actions 

integrating rebel agents 

further technical and social challenges 

Human Moral 
Judgement and 

Moral 
Responsibility 

moral judgement of humans and human moral values 

moral responsibility of developers, providers and users 

moral responsibility of AI itself 

Moral Status of 
AI 

Discussion about moral status of AI 

Moral status of AI in the future 

Importance of 
Law and Politics 

Importance of legal system to enforce regulations 

Legislative gap and policies of various countries around the world 

Table 2. Systematization of the literature on ethics and morality in the context of AI. 

Ethical Implications of AI 

The review of the literature has shown that many articles deal with direct implications of the development 

and application of AI and specifically with advantages and disadvantages as well as problems and 
opportunities through AI from an ethical and moral perspective. Ethical concerns that are addressed include 

invasion of privacy, unauthorized data collection (Truby and Brown, 2021), hacking (Swarte et al., 2019) or 

disadvantages to social groups as a result of biased data and a lack of transparency of AI (Pillai and Matus, 
2021). In turn, literature is also concerned with ethics-related benefits in the use of AI, such as the 

satisfaction of customer needs through its use in marketing (Hermann, 2021b), the potential effectiveness of 

using AI to prevent suicide (Luk et al., 2021), and the stress reduction associated with replacing human 

soldiers with autonomous unmanned aircraft (Swarte et al., 2019). 

Furthermore, systematization of the literature has shown that three application areas particularly are 
discussed for ethical and moral implication of AI. These are implications by businesses, for example for 

back-end or on-site tasks in the construction sector or for supportive tasks in HR management (Hamilton 

and Davison, 2021; Hermann, 2021a, 2021b; Pillai and Matus, 2021; Macnish and Ana, 2019; Mark, 
2019b), implications by the health sector, like comparing CT images in the radiology (Luk et al., 2021; 

Montemayor et al., 2021; Sand et al., 2021; Stewart et al., 2021; Brady and Neri, 2020; Fenech and Buston, 

2020; Morley et al., 2021; Stokes and Amitabha Palmer, 2020; Fiske et al., 2019; Kretzschmar et al., 2019; 

Park et al., 2019; SFR-IA Group and CERF, 2018) and the public sector, for understanding complaints of 
citizens or using chatbots for parking permits (Chounta et al., 2021; Szocik and Abylkasymova, 2021; 

Calvo, 2020; Wakunuma et al., 2020; Swarte et al., 2019; Liu et al., 2019; Mark, 2019a; Mark and Anya, 

2019; Vallejos et al., 2017). In addition to application areas, the implications of specific applications or 
technologies, divided into physical and digital products, are also discussed in the literature. Themed physical 

products include caregiver robots (Yew, 2021) and robots for police applications (Szocik and 

Abylkasymova, 2021), autonomous vehicles (Vrščaj et al., 2020; Cunneen et al., 2019a) and devices or toys 

for children (Antle and Kitson, 2021; McStay and Rosner, 2021). Digital applications, for example, include 
online surveillance systems (Nigam et al., 2021) and biometric facial recognition (Smith and Miller, 2021), 

recommender systems (King, 2020; Milano et al., 2020), digital twins (Popa et al., 2021; Truby and Brown, 

2021), intelligent assistance technologies (Wangmo et al., 2019) or risk assessment tools (Liu et al., 2019).  

Moreover, some of the articles considered are directly dealing with implications without referring them to 

application areas or technologies. They discussed the impact of AI on several aspects like environment 
(Murdock, 2018), human rights (Livingston and Risse, 2019), human moral status (Danaher, 2019) and 

further referred to ethical doubts and benefits when using AI. One study identified AI to raise major 

concerns about an increase in unemployment and inequality (Ghotbi et al., 2021). Further, it has been 
argued that the decision-making power of an AI can change the moral norms of humans (Gill, 2020). 

Although this study raised doubts (Novak, 2020), it was suggested that AI can promote unethical human 
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behavior (Köbis et al., 2021). In contrast, it has been highlighted that AI can train moral cognitive abilities 
as well as human moral action, thus promoting moral decision making (Lara and Deckers, 2020). Moreover, 

the possible collaboration of AI with humans has been demonstrated (Seeber et al., 2018), with AI being 

able to change the relationship of humans to machines at affective, relational, and physical levels, as well as 

expand the physical, mental, and physical scope of humans (Togni et al., 2021). Affective relationships 
between humans and AI were further affirmed with regard to emotional AI. Here, the importance of being 

aware of the differences with human relationships was emphasized (Weber-Guskar, 2021). 

Approaches of an Ethical Handling of AI 

Analysis of the literature has shown that articles deal with different directions such as recommendations or 

principles that enable a handling of ethical and moral aspects in the context of AI. For example, Floridi et al. 

(2018) suggested recommendations for European policy makers called “Recommendations for a Good AI 
Society”. Further publications have formulated recommendations explicitly for companies on how to 

consider ethical aspects when developing AI (Vakkuri et al., 2020) and specifically on how to solve ethical 

problems and develop their corporate social responsibility (Du and Xie, 2021). Few authors have been 
identified who have focused their research entirely on making recommendations for specific application 

contexts of AI (Jotterand and Bosco, 2020; Asaro, 2019; McKernan et al., 2018). For the most part, 

recommendations for specific application contexts have been made (Hamilton and Davison, 2021; Brady 

and Neri, 2020; Calvo, 2020; Yew, 2021; Fiske et al., 2019; Kretzschmar et al., 2019). 

Recommendations can be distinguished from established principles in the discourse about AI. Principles for 
dealing with AI are most often mentioned in papers that address an application in the health sector (Stewart 

et al., 2021; Abràmoff et al., 2020; Larson et al., 2020; Joerin et al., 2020; SFR-IA Group and CERF, 2018). 

Principles for the entire context of AI ethics have also been established in recent years. In their research, 

Floridi et al. (2018) brought together existing principles and identified following main principles for an 
ethical treatment of AI: beneficence, harm avoidance, autonomy, justice, and explicability. These principles 

have also been taken up in follow-up research (Floridi et al., 2021) and were discussed by other authors 

(Milossi et al., 2021). Scholars have also expressed criticisms about the principles, such as contradictions or 
dependencies (Hermann, 2021a; Robbins, 2019). Similarly, other recent contributions have pointed out the 

limitations of using principles for the context of AI ethics (Mittelstadt, 2019; Whittlestone et al., 2019) and 

the challenge of implementing ethical principles in the context of AI (Stix, 2021; Peters et al., 2020), as well 

as the contradiction of ethical principles with the concept of ethics itself (Rességuier and Rodrigues, 2020). 

While these principles have similarities globally, the approaches and motivation to implement them are 
rather heterogeneous (Jobin et al., 2019). Following these guidelines, it is not binding (Buruk et al., 2020) 

and it is merely a response to public demands (Kerr et al., 2020) without concrete contextual reference 

(Hagendorff, 2020). The literature has already criticized models regarding the applicability of the principles 
(Bærøe et al., 2020) and shown that guidelines need to be adapted for the needs of the organization (Vakkuri 

et al., 2020) and for regional and cultural ethical preferences of stakeholders (Segun, 2021a; Gabriel, 2020). 

In recent years, efforts have been made in academia to help organizations to understand guiding principles 

and how to consider ethical issues with AI (Mark and Stahl, 2021; Clarke, 2019). 

In addition to these principles and guidelines, other approaches have been discussed in literature to integrate 
various ethical aspects in different AI applications. For example, Sekiguchi and Hori (2020) have developed 

a tool for engineers to support the implementation of ethical design of technologies through 

comprehensibility and standardization. They have shown that this can promote engineers' creativity and 

long-term projects. Furthermore, literature has also explicitly considered how users can be protected. For 
example, countering AI bias technically (Tomalin et al., 2021) and ensuring compliance with ethical 

principles in the context of social networks and countering the spread of fake news (Salem et al., 2020). 

Kelley and Atreides (2020) developed an assessment protocol that takes into account the specificity of the 
emotions and emotional structures of this AI. In contrast to approaches targeting engineers and researchers 

already working in this field, a paper has been identified that targets teachers of AI ethics and offers case 

studies helping students to understand ethical and moral aspects of AI (Burton et al., 2017). Other research 
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is not exclusively addressed to researchers or developers, but also to users of AI. For example, an ethical 
model has been created as a thinking note approach to support AI development and implementation 

(Schrader and Ghosh, 2018). Ethics-based auditing, and thus a third party, has been used to check the 

behavior of an AI for compliance with standards and principles (Mökander and Axente, 2021; Mökander 

and Floridi, 2021). Furthermore, models for AI-related management decisions (Brendel et al., 2021), 
business analysis (Vidgen et al., 2020), and ethical decision making (Anshari et al., 2021) have been 

developed. One model already in use in the field is the “Data Ethics Decision Aid”, which focuses on the 

ethical use of data (Franzke et al., 2021). In addition, approaches have been developed to fundamentally 
sensitize stakeholders to ethical considerations, e.g., through an ethical checklist in the context of mental 

health (Mörch et al., 2020), a questionnaire in radiology (Geis et al., 2019), in the context of cyber-physical-

human systems (Khargonekar and Sampath, 2020), or in the military domain (Wasilow and Thorpe, 2019). 

While these approaches deal with ethical aspects, there are a few proposals to base the conception, 

development and use of AI on human rights principles rather than ethics. The articles justify the reference to 
human rights with the fact that there are already agreements on these formulated in laws worldwide and thus 

a uniform level for regulating AI already exists (Gibbons, 2021). Moreover, this approach considers 

accountability and power asymmetries and is complementary to ethics (Fukuda‐Parr and Gibbons, 2021). 
Therefore, taking into account human rights, Mantelero (2018) has developed an assessment model  and, 

based on it, a management tool to assess AI development and its impact. This is already being used in 

companies and could serve as a legal tool in the regulation of AI (Mantelero and Esposito, 2021). 

Demand for Governance and Regulation of AI 

Another key theme identified in the systematic literature review is that ethical models and values are 

difficult to understand and implement in the complex context of the technologies and therefore governance 

and regulations are required. These problems are said to be overcome by social and organizational 
governance mechanisms supported by external actors (Raab, 2020). For example, Shneiderman (2020) or 

Winfield and Jirotka (2018) have developed models to implement existing principles as a basis for ethical 

governance. Moreover, it has been emphasized that governance models are needed not only in relation to AI 
development, but also in relation to its application (Lepri et al., 2021). This is evident in the development of 

governance models for AI use in healthcare (Reddy et al., 2020) and formulated principles to support data 

governance (Janssen et al., 2020). In addition, it has become clear that governance for AI also occurs at a 
political level (Radu, 2021; Wu et al., 2020b) and thus the role of government in the governance process 

should be considered alongside the scientific community (Almeida et al., 2021). 

Although governance has been called upon to solve implementation problems of other models and tools, a 

variety of models can be observed (Liu and Maas, 2021; Stahl et al., 2021a). It has been pointed out that for 

governance development, organizations should first understand their responsibility for ethical behavior 
(Abrams et al., 2019) and that multiple stakeholders should be involved in the development process (Liu et 

al., 2019; Floridi, 2018). Complementary governance development requirements exist in terms of political 

governance and the need for international cooperation among governments. There have been calls for 

political governance not to be dominated by the United States, Europe, and China, but to consider all 

societies affected by AI (ÓhÉigeartaigh et al., 2020).  

Even there is a link between governance and regulation, governance does not necessarily go hand in hand 

with regulation (Winfield and Jirotka, 2018), so developed models are not binding (Stahl et al., 2021b). 

Thus, there is increasing emphasis on the need for regulation of AI (Almeida et al., 2021; Fernandes et al., 

2020), criticism of the difficulties in implementing principles (Larsson, 2020; Iphofen and Kritikos, 2021), 
and recommendations to follow regulations from the beginning (Floridi, 2018). Furthermore, the importance 

of iteration and public discussion has been identified (Cunneen et al., 2019a), emphasizing that public 

interests cannot be protected by market forces alone (Ho et al., 2020), thus clarifying expressed calls for AI 
regulation (Truby and Brown, 2021; Kriebitz and Lütge, 2020; McStay, 2020; Pillai and Matus, 2021; 

Truby, 2020; Gruson et al., 2019; Wirtz and Müller, 2019).  
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Additionally, Robbins (2020) has noted, that responsible control and regulation of AI is not possible until 
there is sufficient knowledge about the nature of AI's functions, benefits, learning data, inputs and outputs, 

and limitations. This may justify that a balance between bottom-up and top-down approaches, between 

ethical approaches and regulations, has already been recommended (Hermann, 2021a). 

AI Programming Requirements 

Considerations and approaches to programming ethics into AI are another attempt to respond to ethical and 

moral concerns and issues and have also emerged as a research focus in literature. Arvan (2018) criticizes 
previous approaches in three ways. Either they are too flexible, too inflexible, or allow AI to pick up and 

replicate human misbehavior. As a solution, Arvan (2018) suggests programming AI the ability to simulate 

the past and future. Other scholars also called for developing a version of imagination for AI programming 

(Pinka, 2021; Umbrello, 2020). Tajalli (2021) pointed out that developing AI's ability of thinking would 
reduce the chance of AI acting badly. Because no moral theory is able to address the full complexity of the 

issue, it has been recommended that the focus should be on avoiding immoral actions for now, that a 

pluralistic approach is preferable to a single theory (Gordon, 2021), and that various moral preferences and 
decision rules of society should be incorporated into AI (Martinho et al., 2021). The difficulty of resolving 

disagreements about ethics has led to calls to develop a system that takes into account people's different 

values (Bogosian, 2017), thus integrating different values of users and other stakeholders into AI (Umbrello, 

2020; Umbrello et al., 2021; McDougall, 2019). Such approaches require human monitoring and continuous 
revision, according to van de Poel (2020). In contrast to these value-based approaches, other proposals for 

programming ethics into AI consist of combining existing approaches (Cvik, 2021; Noothigattu et al., 

2019), e.g., using an extended utility function of AI to choose between multiple actions (Vamplew et al., 
2018). Another consideration is enabling AI to evaluate the specific situation in terms of ethics (Benzmüller 

et al., 2020), which can also map the flexibility of human moral judgment of a situation (Dubljević, 2020).  

Fröding and Peterson (2020) suggested a design approach which can be distinguished from the approaches 

shown and makes values and utility functions secondary by being based on programming a friendly AI that 

mimics aspects of friendship and evolving through learning (Fröding and Peterson, 2020)(Fröding and 
Peterson, 2020)(Fröding and Peterson, 2020). Rather than pre-programming all aspects of action, these 

evolve through learning processes (Fröding and Peterson, 2020). This approach has already met with 

criticism, as the programming of this AI would need to be adapted to the humans acting with it and would 
require stricter, situation-specific legal regulations (Li, 2021). In addition, designers have been criticized for 

making decisions about the AI's ability to learn, and thus incorporate their ethical views into the 

programming (Baum, 2020; Sood, 2018). Furthermore, literature is dealing with artificial agents that 

recognize moral actions and link them to rewards (Haas, 2020), with simulating ethical situations (Arnold 
and Scheutz, 2018), and with software reflecting personal user preferences regarding ethics (Autili et al., 

2019). However, a long-term approach to protect against manipulation has not yet been found (Osório and 

Pinto, 2019). Other technical and social challenges which consider the programming requirements include 
establishing trust in artificial moral agents, as well as responsible research and development and public 

involvement (Cervantes et al., 2020a). Thus, the need to equip machines with the ability of explaining 

themselves was highlighted (Nallur, 2020; Khrais, 2020). In addition, van Berkel et al. (2020) showed that 
users have different preferences in setting standards for programming. This was also illustrated by a study 

by Awad et al. (2018) with preferences of people from over 200 countries. However, the last-mentioned 

study has been criticized for neglecting fundamental ethical principles, basic law, human dignity, equality, 

and legal standards (Kochupillai et al., 2020). In relation to such thought experiments, it has also been noted 
that the future environment of AI and its behaviour cannot be predicted in the design phase because the 

design is based only on incomplete information (Héder, 2020; Borenstein et al., 2019). The selected 

literature does not provide concrete approaches to enable the required involvement of users (Martin, 2017) 
and ethicists (Gordon, 2020; Segun, 2021b), except for that of Awad et al. (2018). However, proposals have 

already been made to consider selected human rights norms in the design of AI (Aizenberg and van den 

Hoven, 2020). 
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Human Moral Judgement and Moral Responsibility 

Another research direction that has emerged from literature review is the study of human moral preferences, 

as well as moral responsibility. For example, Frank et al. (2019) showed that moral preferences depend on 

the decision situation and the person's personal perspectives. These results are partially reflected in the study 

by Wolff et al. (2019), who found that moral decisions depend on neural and psychological factors and are, 
e.g., influenced by reaction time and the subjectively perceived distress of a situation. Furthermore, an 

influence of moral preferences and individual characteristics on an AI's perception of a moral dilemma was 

found (Rhim et al., 2021). Similarly, a qualitative study found that human moral values may depend on 
context, culture, and emotional state (van Berkel et al., 2020), showing that human judgments about 

decision situations and preferences for particular decisions of an AI depend on various factors. 

In recent years, the discussion of moral responsibility for the consequences of actions enabled or performed 

by AI has also been taken up in scientific articles. Burton et al. (2020) referred to these considerations as the 

responsibility gap, which arises from the risk that neither the developers nor the providers or users can be 
held morally accountable for harm. Lauwaert (2021),on the other hand, argued that this gap does not exist, 

and that one person always bears responsibility. According to Martin (2019) and Héder (2020), this 

responsibility belongs to the companies and designers who developed the algorithms. In contrast, Rochel 
and Evéquoz (2021) argue that developers can only be held responsible for active misconduct and that a 

new definition of responsibility is required. Developers also see moral responsibility on themselves, but 

beyond that, on people providing input on AI, on users, and on the machine itself (Orr and Davis, 2020; van 

der Waa et al., 2021). However, few scholars have considered the possibility that AI might bear moral 
responsibility in the future (Sebastián and Rudy-Hiller, 2021; Tigard, 2021). It has been pointed out that 

only strong AI meets the requirements to be morally responsible itself (Smith and Vickers, 2021), and that 

only humans can bear this responsibility (D’Acquisto, 2020). In contrast, studies by Hohenstein and Jung 
(2020) and Shank and DeSanti (2018) have shown that humans consider AI responsible and attribute the 

blame to it. Thus, insight into the reasoning of scientists and research findings in recent years suggest that 

the current literature does not provide a clear answer to the question of moral responsibility. The difficulty 

of providing a clear answer to the question was also recognized by Cunneen et al. (2019b). 

Moral Status of AI 

In addition, the review has shown that the moral status of AI is another focus of research in recent years. 
While Gordon (2020) and Wareham (2021) argue that the attribution of moral status should not be rejected 

in principle, the majority does not assign moral status to AI. For example, AI does not meet the criterion of 

sentience (Gibert and Martin, 2021) and consciousness (Mosakas, 2021; Nath and Sahu, 2020). Moreover, 

AI is unable to uphold norms by not being able to consciously violate them (Swanepoel, 2021). The fact that 
AI cannot be a moral agent is also justified by the fact that it lacks emotion-driven behavior (Brożek and 

Janik, 2019) and ethically relevant properties (Farisco et al., 2020). Furthermore, literature discusses that AI 

cannot be a moral agent because AI is defined and controlled by humans and should not be a subject of 
rights and duties (Roff, 2019) and the attempt to develop ethical machines contradicts the concept of ethics 

itself (Sparrow, 2021). Arguments such as those of Sparrow (2021), which rule out the moral status of AI 

even for the future, are countered by the possibility that moral status could be ascribed to AI in the future 
(Livingston and Risse, 2019; Podschwadek, 2017), for example if the cognitive abilities of AI resemble 

those of other living beings that are considered moral patients (Shevlin, 2021).  

Although arguments show that it is currently not technically feasible for artificial agents to replace human 

actions in morally relevant situations, the development of ethical mechanisms and cognitive structures for 

artificial agents is not seen as an option, but as an important and feasible condition due to the interaction 

between humans and AI (Cervantes et al., 2020b; Scheutz, 2017; Mabaso, 2021). Besides, research indicates 
that strong AI could experience emotions like humans and become an equal part of the society in the future 

(Kelley and Twyman, 2020). Given the development of cognitive structures and emotions for AI, Anthis 

and Paez (2021) have also recommended to expand the circle of those to whom humans pay moral attention 



Selter et al. / Ethics and Morality in AI 
 

Thirtieth European Conference on Information Systems (ECIS 2022), Timisoara, Romania     10 

to all sentient beings. With respect to the above-mentioned possibility of granting moral status to AI in the 
future, literature has not only advised caution (Herzog, 2021; Formosa and Ryan, 2021). Accordingly, 

avoiding such status for AI would be the most ethical decision (Bryson, 2018), as humans would have 

difficulty controlling and understanding moral actions of a machine (Fabre et al., 2021) and criminal actions. 

A moral transgression by an AI, would only be effectively sanctioned if humans, rather than the AI itself, 
are responsible for its actions (Iphofen and Kritikos, 2021). There is also the risk of malware abusing the 

granted moral status (Mowbray, 2021). Empirical studies have shown that people perceive an AI differently 

depending on the situation (Hohenstein and Jung, 2020; Hong et al., 2020) and that the perception of the 
AI's moral status depends, among other things, on its behavior (Banks, 2020) or its visual presentation 

(Laakasuo et al., 2021). In contrast, other scientific studies have shown that AI is sometimes not perceived 

as acting morally at all (Gamez et al., 2020; Shank and DeSanti, 2018). While a study by Gupta et al. (2021) 
shows that racist or gender discriminatory decisions made by an AI are not equally questioned by all 

humans, a study by Borau et al. (2021) has argued that the perceived moral status of an AI may depend on 

the specific design of the AI, for example, in the form of a female or male chatbot. 

Importance of Law and Politics 

A further research focus in the academic discourse around ethics and morality of AI are discussions about 

the importance of the legal system in preventing or sanctioning the misuse of AI. Appropriate regulations 

are binding and can be legally and judicially enforced (Carillo, 2020), so AI developers are also primarily 
guided by legal frameworks (Orr and Davis, 2020). Also, according to Kochupillai et al. (2020), AI 

programming in particular should be evaluated not only from an ethical perspective, but also from a legal 

one, thus protecting compliance with legal principles and rules of human values, dignities, and 
responsibilities. The high responsibility of legislation, as well as the need for new legal norms, has also been 

highlighted in other studies (Huang, 2019; Pagallo, 2017) and discussed, for example, with regard to the 

application of AI in schools (Mantovani et al., 2020). In recent years, both judicial application of AI and 
existing laws have been discussed and criticized (Miller, 2019). While Schönberger (2019) argues in the 

context of AI in healthcare that current European laws and ethical approaches are sufficient, Miguel et al. 

(2020) write that the General Data Protection Regulation (GDPR) is incomplete and insufficient for the 

application of AI in the healthcare sector. According to the literature, other application areas of AI also 
exhibit inconsistency, a lack of scientific justification (McStay and Rosner, 2021), and a neglect of the 

specifics of the technologies and contexts (Felzmann et al., 2019). In addition to the gaps in EU legislation, 

these gaps have also been identified in U.S. legislation (Truby and Brown, 2021) and the influence of large 
corporations on AI legislation has been criticized (Nemitz, 2018). Legislation and e.g., issues of ownership 

of AI-created innovations in relation to the patent system are also discussed in literature (Feng and Pan, 

2021). It was summarized that the EU, the U.S., and international law do not currently provide a basis for 
the validity of these moral rights, and it is unclear when AI will be legally considered a personality 

(Miernicki and Ng, 2021). To this end, it has been voiced that rights can only refer to humans (D’Acquisto, 

2020) and robots are not legal persons and do not meet moral criteria (Gordon, 2020). In addition, scholarly 

articles have also discussed the policies of various countries (Vesnic-Alujevic et al., 2020). Criticisms 
include the lack of a long-term strategy (Cath et al., 2018) or that the formulation of trustworthy AI is used 

(Mark, 2020). According to Mark (2020), the formulation does not reflect the current definition of trust, and 

it is not AI but the organizations and corresponding individuals using AI that require trustworthiness. A 
scholarly examination of Chinese policy shows that it strongly promotes the development and use of AI 

because of its potential but disregards the negative consequences. There is no balance between the ethical 

norms and standards for AI and its implementation (Roberts et al., 2021). Moreover, research discusses the 

relation to politics not only through the analysis of political actions, but also through the analysis of the 
integration of AI in political decision-making processes (Sætra, 2020), as well as the manipulation of 

elections (Landon-Murray et al., 2019; Kane, 2019) or in terms of cyber-attacks (Timmers, 2019). However, 

possible measures are always associated with ethical challenges (Timmers, 2019). 
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In the following a short overview is provided which summarizes and visualizes the main information based 

on the results (see table 3). 

Topic Main Content 

Ethical and Moral 
Implications of AI 

- focus of literature on three application areas (implications by businesses, the health sector and the 
public sector) and only little research on implications of AI for private use 

- further research considers implications of physical and digital applications as well as implications 
without referring them to application areas and technologies 

Approaches of an 
Ethical Handling of AI 

- recommendations have to be distinguished from principles and literature focuses on principles (in 
particular in the health sector) as well as on further approaches  

Demand for 
Governance and 

Regulations 

- need for governance models in relation to AI development and its applications 
- need for governance for AI on a political level and need of binding regulations 

AI Programming 
Requirements 

- discussion about programming ethics into AI, programming a friendly AI or rebel agents as well as 
further technical and social challenges in this context 

Human Moral 

Judgement and Moral 
Responsibility 

- different moral preferences and human judgement leading to different moral decisions 

- moral responsibility for consequences of actions enabled or performed by AI now and in the future 
is intensively discussed in literature 

Moral Status of AI - moral status of AI now and in the future is discussed controversially  

Importance of Law and 
Politics 

- legal regulations of using or programming AI in different application areas 
- ethical challenges and different policies around the world 

Table 3. Key content of the different research topics. 

5 Discussion and conclusion 

According to RQ1, this systematic literature review study provides a structured understanding of the current 

literature of ethics and morality in the AI research. Out of 1,641 studies 224 related articles were included in 

the evaluation between 2017 and 2021. Regarding RQ2, the systematization of the relevant literature into 
research priorities also enables the identification of research gaps and thus, contributes to theoretical and 

practical implications. So, table 4 highlights various additional ideas for future research approaches. All in 

all, the literature review has shown that existing technologies are applied in a variety of ways in different 

fields (Hamilton and Davison, 2021; Reiss, 2021) and can thus result in different implications for each 

derived category: 

Ethical and Moral Implications of AI 

There is a need for a detailed overview that delineates ethical and moral implications, considering the 
technologies of AI, the application of these technologies, and their fields of application. It is also noticeable 

that the research focuses primarily on applications by companies or other organizations. Only few papers 

have focused on the implications of AI for private use, although the rapid development of technologies in 
recent years (McAleenan, 2020) and the dynamic nature of ethical concepts and principles (Carillo, 2020) 

call for a closer examination of the implications for private applications.  

Approaches of an Ethical Handling of AI 

This literature review showed that there is little focus in the scientific discourse on formulating 
recommendations for an ethical handling of AI and mostly, they are formulated for specific application 

contexts. Principles in the scientific discourse about AI can be mainly address applications in the health 

sector (Stewart et al., 2021). While several main principles are discussed in literature, homogeneous 
approaches to implement them are required and should be further discussed. Human rights principles have 

already been discussed as a common aspect for a homogeneous approach to the use of AI across countries. 

Demand for Governance and Regulations 

Many articles considered in the literature review include calls for governance or the development of 

governance models by scholars (Lepri et al., 2021). However, the non-binding nature of these is also 

discussed and regulations are called for in response (Almeida et al., 2021). No articles were identified that 

present an analysis of the effectiveness of existing regulations, being an important topic for future research. 
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In addition, efforts by academia to provide alternative approaches and support for the implementation of 
guidelines (Mark and Stahl, 2021) underscore the criticism of principles and ethical guidelines and highlight 

the need for empirical testing of these approaches for practical applicability. 

AI Programming Requirements 

Another identified area of research are the requirements and approaches for programming ethics in AI. 
Since different application contexts of a machine require different design approaches (Nallur, 2020), the 

literature is also characterized by arguments of individual authors and different approaches and models. 

Furthermore, the literature lacks an overview of which applications of AI require particular consideration of 
ethics and morality in the first place, and the inclusion of user preferences in the discussion of programming 

(Awad et al., 2018). The analysis showed that the research focus can be divided into approaches to 

programming (Umbrello et al., 2021) and challenges to programming (Coman and Aha, 2018).  

Human Moral Judgement and Moral Responsibility 

The subfield of research on human moral judgment considering the decision-making situation of an AI is 

comparatively under-researched in terms of number of articles and is mostly studied with reference to the 

trolley dilemma (Frank et al., 2019). However, this thought experiment does not reflect the current 
technological possibilities of an AI and, in the sense of autonomous driving, represents a currently limited 

application area of AI (Cunneen et al., 2020). A review of the literature on moral responsibility has revealed 

disagreement on the distribution of responsibility (Martin, 2019; Rochel and Evéquoz, 2021) and 
highlighted the question of what exactly is meant by moral responsibility. The responsibility gap poses a 

major risk for future harm (Burton et al., 2020) and, accordingly, should be discussed further in future.  

Moral Status of AI 

Disagreement within the literature was also identified in the discourse on the moral status of AI. This 

literature is heavily influenced by arguments from individual authors and shows disagreement on both 

whether cognitive structures should be developed for AI (Shevlin, 2021) and what arguments should be used 

to ascribe moral status to AI (Gordon, 2020).  

Importance of Law and Politics 

Furthermore, it has become apparent that in this discourse, the consideration of strong AI may be of 

particular interest in the future (Kelley and Twyman, 2020). In the scholarly discourse on the roles of law 
and policy, both legislation and policy decisions have been criticized. Strikingly, mostly EU or U.S. law has 

been mentioned and the focus of the research on European policy has been placed (Truby and Brown, 2021; 

Mark, 2020). This underrepresentation of certain regions (Jobin et al., 2019) should thus be balanced in 

further research. The study Huang (2019) shows that enacted laws can have an impact on human moral 
judgments of AI. These findings should be reviewed as they could have important implications for 

stakeholders in the development of AI for international markets. 

Topic Future Research Questions 

Ethical and Moral 
Implications of 

AI 

Is there a difference of ethical and moral implications within AI based programs and products between private 
use and corporate use? Which ethical and moral factors influence the use in each case? 

What are the different ethical and moral implications that need to be considered during the private use of AI-
based physical and digital products (e.g., smart watches, smart speakers, smartphones, etc.)? 

To what extent do ethical concerns and ethical justifications influence the use of AI by users on the one hand 
and companies on the other? 

Approaches of an 
Ethical Handling 

of AI 

To what extent is there a need for complementary sector-specific or application-specific approaches for an 
ethical approach to AI? Do the possibilities for implementing existing approaches differ with regard to 
organizational sizes and forms? 

To what extent do AI-developing companies or AI-using organizations currently take ethics guidelines and 
principles into account? What criteria do they use to select them? 

What approaches are needed to help private users deal with the ethical and moral problems of using AI? 

Demand for 
Governance and 

Regulations 

How should the developed governance models of ethical and moral AI be evaluated for their practicality and 
effectiveness? 

In what areas is AI already regulated due to ethical and moral concerns? Are these regulations fulfilling their 
intended purposes? How do they affect the development and application of AI in the regulated areas? 
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AI Programming 

Requirements 

To what extent are some approaches to programming ethics in AI better suited to particular application 
contexts than others? 

Which of the existing approaches to programming ethics in AI are preferred by users? Are there differences 

here in terms of application contexts? 

How should the approaches to programming ethics in AI that have been developed in recent years be evaluated 
for their practical feasibility and effectiveness? To what extent are such approaches already being used? 

Human Moral 
Judgement and 

Moral 

Responsibility 

How do different stakeholders define the term "moral responsibility" in the discourse around AI? 

How does the perception of AI as a moral bearer of responsibility influence the demand and application of 
corresponding products and services? 

How do marketers adapt their communications strategies in the context of ethical and moral AI? 

Moral Status of 
AI 

What is the practical significance of recognizing that some users ascribe moral status to AI, while other users 
do not ascribe morality to AI? How will the moral status of AI change in the future? 

Importance of 
Law and Politics 

What influence do regional policy debates and regional legal frameworks on ethics and morality in the context 
of AI show on the development and use of AI on different regions of the world? 

How do internationally operating companies deal with the legislation of different regions on the ethical 

development and application of AI? 

Table 4.  Future Research Questions. 
 

Summary 

In summary, the literature review illustrates that discussions from academia about ethics and morality of 
humans throughout AI have increased significantly in recent years. The entire discourse is characterized by 

different research approaches and arguments, as well as by mutual criticism within the scientific community 

and of external stakeholders. This can be attributed to the complexity of the topic. Thus, an important 
finding of this work is that research in recent years is not numerically tangible, nor can they be easily 

represented in tables. Nevertheless, the systematic literature analysis allows us to show how many research 

articles can be assign to which research area. Thus, articles dealing with ethical and moral implications and 
the approaches of an ethical handling of AI could be identified most often throughout the review. In 

particular, implications in the application areas of businesses, in the health sector and the public sector 

indicate a lot of different articles, while significantly fewer papers deal with implications of, e.g., physical or 

digital products. Additionally, the majority of the articles cover principles and further approaches to 
integrate ethical aspects in AI but do not include recommendations. In the context of governance and 

regulations, most of the literature lay the focus on regulations. While literature on AI programming 

requirements explores many heterogeneous approaches, many papers could be identified that deal with the 
moral status of AI and especially try to predict how it will be in the future. However, it should be noted, that 

many articles cover several subject areas and not only one. Therefore, it was considered which topic or 

which topics were discussed centrally in the respective paper.  

Since the lack of verification of existing results results in a high need for future research, our 

systematization of the literature not only provides an overview and added value for academics, but also for 
practitioners. For example, it shows overall that close collaboration between science and policy is necessary 

to enable governance and regulation for an ethical approach to AI. Furthermore, it has become clear that 

organizations need to understand their responsibilities in this context, of which our work provides a holistic 

overview. 

Although we provided several contributions to the current state of literature and future research questions 
there are some limitations to be considered. As this research focuses more on a holistic approach of ethics 

and morality in the context of AI since it investigates the current state of literature through different 

databases and journals in general, it would be interesting to take a deeper look in solely branches which are 

mentioned here such as the marketing sector or the healthcare sector within the information system research. 
Moreover, the review concentrates on articles with a two-year impact factor over 0.5 available in selected 

scholarly databases. Other publican forms like e.g., books were excluded. Furthermore, some papers in the 

IS field consider ethics and morality in the context of AI as a sub-issue (Dwivedi, Yogesh K. et al., 2021; 
Wu, 2020; Duan et al., 2019). Since they were not identified based on the Boolean factors of our literature 

analysis, future research could provide more in-depth overviews of the different research areas with 

extended search algorithms. 
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