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DRIVER TRUST IN AUTOMATED DRIVING SYSTEMS 

Research Paper 

 

Alexander Stocker, Virtual Vehicle Research GmbH, Graz, Austria, alexander.stocker@v2c2.at  

Abstract 

Vehicle automation is a prominent example of safety-critical AI-based task automation. Recent digital 

innovations have led to the introduction of partial vehicle automation, which can already give vehicle 

drivers a sense of what fully automated driving would feel like. In the context of current imperfect vehicle 

automation, establishing an appropriate level of driver trust in automated driving systems (ADS) is seen 

as a key factor for their safe use and long-term acceptance. This paper thoroughly reviews and 

synthesizes the literature on driver trust in ADS, covering a wide range of academic disciplines. Pulling 

together knowledge on trustful user interaction with ADS, this paper offers a first classification of the 

main trust calibrators. Guided by this analysis, the paper identifies a lack of studies on adaptive, 

contextual trust calibration in contrast to numerous studies that focus on general trust calibration. 

 

Keywords: Trust, automation, trust calibration, automated vehicles, autonomous vehicles. 

1 Introduction and Motivation 

Enabling fully automated driving is one of the most ambitious automation projects of the present day, 

and investments in automated driving systems (ADS) have skyrocketed to make transport safer, more 

efficient, and more comfortable. As a result of the broad media coverage, automated vehicles are on 

everyone's lips today. While the public perception is that fully automated driving is just around the 

corner, vehicle manufacturers are pursuing an evolutionary strategy. Increasing the level of vehicle 

automation should be achieved gradually through advanced driving assistance systems (Fraedrich et al. 

2015; Winner et al., 2018; VDA 2020). Recent digital innovations enable partial vehicle automation 

such as automatically maintaining the lane and keeping the distance. However, using ADS is not about 

simply activating them. A driver must use current imperfect ADS properly and monitor their 

performance constantly. Therefore, an appropriate level of trust is an important determinant of safe and 

adequate system use and long-term adoption (cf. Lee and See, 2004; Hoff and Bashir, 2014).  

Creating a better understanding of why people adopt or reject technologies has become a widely studied 

topic, and the importance of trust for technology acceptance research has taken a centre stage in the IS 

field (Benbasat et al. 2012). Given the rising importance of trust in online environments (Gefen et al., 

2008), e-commerce (McKnight et al, 2002; Gefen et al., 2003; Komiak et al., 2006), and e-government 

(Bélanger and Carter, 2008), IS researchers have shown a significant interest in trust-related works, 

exploring trust between users and information systems in use (Söllner, 2016). Thereby, IS-related trust 

research has mainly focused on examining trust relationships between people and interpreted the role of 

IT artifacts as a means of communication between people (Söllner et al., 2012). However, the increasing 

automation of artifacts, especially in the context of artificial intelligence (AI), allows them to take over 

different roles, such as supporting users or taking over complete digital or physical tasks.  

For trust to be an important part of a relationship, individuals must willingly put themselves in vulnerable 

positions by delegating responsibility for actions to another party (Lee and See, 2004). As trust is relative 

to uncertainty, the perception of risk plays a critical role in trust development (Hoff and Bashir, 2014). 

The use of current imperfect ADS is associated with many risks. ADS can only function within their 

system boundaries, and perfect automation is still a long way off. For example, the ADS of a production 
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vehicle may automatically switch off in a tight curve, causing the vehicle to leave the ideal lane and 

leaving the driver only a short time to resume the driving task and return to the ideal lane. Therefore, 

vehicle manufacturers insist that drivers of ADS-equipped vehicles keep their hands on the steering 

wheel at all times.  

Safety-critical automation systems such as ADS have hardly been the subject of IS research. User trust 

in safety-critical automation systems is associated with the acceptance of physical vulnerability by their 

users. Unlike trust in information systems (IS), inappropriate levels of trust in ADS will have more 

fundamental consequences for the trustor, as over-trust can lead to misuse and probably fatal accidents, 

while under-trust or mistrust can lead to complete non-use. Hence, trust in ADS needs to be calibrated 

appropriately. If a driver who has great trust in ADS leaves the driving task to an imperfect ADS, that 

driver may not be alert enough to intervene if the ADS makes a driving error (cf. e.g., Hergeth et al., 

2017; Clark and Feng, 2017). Combinations of driver inattention and too excessive trust in the 

capabilities of imperfect ADS have led to fatal crashes (cf. Banks et al., 2018; Dikmen and Burns, 2017).  

Automated driving offers an interesting field of trust-focused research, since AI-based IT artifacts (i.e., 

the ADS) can, depending on the level of driving automation, relieve the user (i.e., the driver) of complete 

tasks (i.e., driving a vehicle). However, whenever the vehicle takes over the driving task, it poses a major 

safety risk to the driver if the ADS does not control the vehicle properly and the driver has too excessive 

trust in the ADS, as a vehicle accident can result in serious injury. The author would therefore like to 

highlight the importance of trust as a dynamic concept and the calibration of an appropriate level of trust 

as a design implication for the IT artifact (i.e., the ADS). While research on driver trust in ADS is still 

in its infancy, the number of studies on ADS use conducted in vehicle simulators, on test tracks, and on 

public roads has increased significantly in recent years (cf. e.g., Körber et al., 2018; Payre et al., 2016, 

Hergeth et al., 2016; Neuhuber et al., 2020). Therefore, the article suggests that IS researchers would 

benefit from a critical review of studies on driver trust in ADS and addresses the research question of 

what influences the calibration of an appropriate level of driver trust in ADS. 

This review paper focuses on appropriate driver trust as an important subtopic of trust in automation, 

illustrates driver trust as a complex and dynamic concept with many interesting implications, and 

contributes to IS and related literature in several ways. First, the paper provides a critical assessment of 

an important phenomenon, calibrating an appropriate level of user trust in safety-critical AI-based 

automation. Addressing this research question can probably kick off a new debate within the IS 

community on trust in safety-critical AI systems vs. trust in traditional information systems. Second, 

this review extends the two existing reviews on trust in automation (Lee and See; 2004; Hoff and Bashir, 

2014) summarizing the knowledge gained within studies explicitly focused on examining driver trust in 

ADS. Third, a better knowledge of trust-influencing factors, so-called trust calibrators, will improve 

human-automation performance and lead to more reliable systems. From a practitioners’ view, the 

derived results offer important implications for the design of ADS. 

2 Background 

2.1 The rise of automated driving  

For decades, ADS such as anti-lock braking systems (ABS) or electronic stability control (ESC) have 

been supporting drivers in their driving tasks to improve safety and comfort. An increasing and 

significant market penetration of driver assistance systems has been observed since, which is promoted 

by Euro NCAP regulations (Euro NCAP 2020). Formerly isolated driver assistance functions are being 

combined to realize more advanced driver assistance systems with combined longitudinal and lateral 

guidance (Bengler et al. 2014), which opens up possibilities for a higher degree of vehicle automation 

(Chan, 2017). The simultaneous use of adaptive cruise control, a system that automatically adjusts 

vehicle speed based on a driver-defined maximum speed to maintain a safe distance from a vehicle 

driving ahead, and lane-keeping, a system that keeps the vehicle in the center of the lane, can give drivers 

a feeling of automated driving, especially when their hands are away from the steering wheel. But drivers 
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do remain responsible for the entire execution of the driving task. Therefore, after a certain period, 

vehicles with activated ADS usually warn drivers visually (e.g., through text and symbols in the vehicle 

dashboard), acoustically (e.g., through beeps), and/or haptically (e.g., by steering wheel vibrations) that 

they must take over vehicle control again when they have taken their hands off the steering wheel. If 

drivers ignore these warnings, the ADS is deactivated and, on some vehicle models, even a short 

emergency braking maneuver can be initiated to refocus the attention. 

The maturity of ADS can be divided into different levels. Frequently quoted taxonomies for the maturity 

of automated driving (cf. figure 1) have been released by the Germany Federal Highway Research 

Institute (BASt), the National Highway Traffic Safety Administration (NHTSA), and the Society of 

Automotive Engineers (SAE). The widely used SAE J3016 standard (2019) defines six levels of driving 

automation, from no automation (level 0) to full vehicle autonomy (level 5), and serves as the most-

cited reference framework. In the first three levels, the human driver has full control, even when ADS 

are switched on, hands are taken off the steering wheel and feet are taken off the pedals. From level 

three to level five the human driver has no control over the vehicle when the ADS are engaged. However, 

at level three the human driver must take over control when the ADS requests the driver to do so, 

whereas at levels four and five the automatic driving systems will no longer request the human driver to 

regain control of the vehicle. In levels three and four the ADS can control the vehicle only under limited 

system conditions and will not operate if these are not met, while in level five the ADS can drive the 

vehicle under all possible conditions. 

 

Figure 1. Levels of vehicle automation. 

2.2 The concept of trust  

The interest in trust began as an investigation of human-human trust. Rousseau et al. (1998) define trust 

as „a psychological state comprising the intention to accept vulnerability based upon positive 

expectations of the intentions or behavior of another”. From a social science perspective, Gambetta 

(2000), defines trust as a “particular level of the subjective probability with which an agent assesses that 

another agent or group of agents will perform a particular action, both before it can monitor such action 

[..] and in the context in which it affects his own action”. If someone is seen as a trusted agent, another 

agent who trusts that agent is likely to consider collaboration. From an organizational perspective, Mayer 

et al. (1995) coined “organizational trust” as “the willingness of a party to be vulnerable to the actions 

of another party based on the expectation that the other party will perform a particular action important 

to the trustor, irrespective of the ability to monitor or control that other party”. From a human factors’ 

perspective, Lee and See (2004) define trust as “the attitude that an agent will help achieve an 

individual’s goals in a situation characterized by uncertainty and vulnerability”, elaborating this 

definition to consider context, agent characteristics, and cognitive processes with the ‘appropriateness 

of trust’. Explanations for trust usually contain three components (cf. Hoff and Bashir, 2015). A trustor 

must give trust to a trustee who must accept the trust, the trustee must have an incentive to perform the 

task, and there must be a possibility that the trustee will fail to perform the task leading to uncertainty 

and risk. The trustor is the trusting individual, while the trustee is the individual being trusted. (Mayer 

et al., 2015). Trust thus describes a relationship that depends on the characteristics of both the trustee 

and the trustor and the goal-oriented context of the interaction with the automation (Lee and See, 2004). 
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The formation of trust is a dynamic process because feelings of trust can change if people are exposed 

to new information (Hoff and Bashir, 2015). Three levels, ability (skills and competencies of the trustee 

to influence the domain), integrity (the degree to which the trustee adheres to principles which the trustor 

finds acceptable), and benevolence (the degree to the trustee’s intents and motivations are in line with 

those of the trustor), summarize the base of trust (Mayer et al., 1995; Lee and See, 2004).  

2.3 Theoretical lens: Trust in automation  

The concept of "trust" has been transferred to the technical domain to better understand interactions 

between humans and machines, which are becoming increasingly automated. Automation is a 

technology that selects data, transforms information, makes decisions, and/or controls processes, thereby 

extending human performance and improving safety (Lee and See, 2004). Automation includes the 

execution of a function by a machine agent (e.g., a computer, robot, AI, or an ADS) that was previously 

executed by a human (Parasuraman and Riley, 1997). Just as in interpersonal relationships, trust plays 

a leading role in determining people's willingness to rely on automation in situations characterized by 

uncertainty and vulnerability (Hoff and Bashir, 2015). People tend to rely on automation they trust and 

may reject automation they don’t. Therefore, in the context of trust and reliance, trust is an attitude and 

reliance a behavior (Lee and See, 2004). The complexity of trust can be reduced to three layers of 

variability (cf. Hoff and Bashir, 2015), dispositional trust (i.e., an individual’s overall tendency to trust 

automation), situational trust (i.e., trust depending on the specific interaction context), and learned trust 

(trust based on past experiences). In examining the factors that influence trust in automation 

performance, process and purpose were identified as general bases of trust (Lee and Moray, 1992). An 

important determinant of humans’ choice of manual or automatic system control is their degree of trust 

(Muir, 1994). Muir (1994) proposed a model for trust in which humans compare their perceptions of 

persistence, competence, and responsibility with their expectations of automation, and the product of 

the comparison between perceived performance and expected performance is trust.  

The calibration of an appropriate level of trust is crucial for avoiding misuse and disuse of the system 

(Parasuraman and Riley, 1997; Wicks et al., 1999). Trust calibration refers to the correspondence 

between a person’s trust in the automation system and the automation system’s capabilities (Lee and 

Moray, 1994). Since trust is the basis for deciding when to use the ADS and when to drive manually, 

the level of trust must match the actual capabilities of the ADS (Kraus et al., 2020b). Thereby, Lee and 

See (2004) distinguish between ‘calibrated trust’ if trust corresponds to the system capabilities, which 

leads to appropriate system use, ‘overtrust’ if trust exceeds the system capabilities, which leads to system 

abuse, and ‘distrust’ if trust falls short of the system capabilities, which leads to disuse of the system. In 

this respect, an appropriate automation use pattern corresponds to a calibrated level of trust, a situation 

in which the trust level accurately reflects the capabilities of a system and its actual performance (Muir 

1994; Kraus et al., 2020b). Misuse and disuse are examples of inappropriate trust that can compromise 

safety. Appropriate trust and reliance depend on how well the capabilities of the automation are 

communicated to the user (Lee and See, 2004) and therefore the automation system must be made more 

trustable. A properly calibrated level of trust is essential for an automated vehicle in which the driver 

and the ADS must work together as a team (Azevedo-Sa et al., 2020). Drawing parallels from human-

human interactions to human-machine interaction, human and machine form a dyad in which trust is a 

significant factor for system performance. Trust influences the reliance on automation because people 

react socially to a technology (cf. Lee and See, 2004). Trust is a mediating variable between system 

properties and the user’s assignment decisions (Muir & Moray, 1996). It evolves and adapts over time 

along with the user's accumulated knowledge of an automated system (Lee and See, 2004). 

ADS can be considered as a type of AI-based automation system. Recently, the growing discussion on 

how to facilitate trust in AI systems (cf. Rossi 2018; Meske et al. 2022) and the ‘right level of trust’ (cf. 

Banavar 2016; Kalayci et al. 2021) has gained new momentum. Automation systems should integrate 

explainable AI to make automated decisions more trustworthy to humans. However, despite the rapid 

progress of ADS, no series vehicle has yet integrated such mechanisms of explainability for drivers and 

passengers. This is a major research topic currently promoted by the European Commission under the 
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Partnership for Connected, Collaborative, and Automated Mobility in the Horizon Europe funding 

program (European Commission 2022).  

2.4 Metrics for assessing driver trust in ADS  

Trust in automation is very difficult to quantify. As a psychological construct, the only way to assess it 

directly is through self-reporting with subjective assessments (Hergeth et al. (2016b). Therefore, most 

researchers use subjective assessments before, during, or after experiments, often requiring drivers to 

perform secondary tasks while using the ADS (e.g., Banks et al., 2018; Lee et al., 2019; Petersen et al., 

2019; Walker et al., 2019). For instance, Hartwich et al. (2018) used the unidimensional 12-item trust 

in automation scale by Jian et al. (2000) to assess trust. Hergeth et al. (2016a) assessed trust by using an 

adapted 18-item version of the empirically derived scale from Chien et al. (2014) rating items on a 7-

point scale. Payre et al. (2016) asked participants randomized questions such as “globally, I trust the 

automated driving system”, or “I trust the automated driving system to keep distance from a vehicle 

ahead” in a post-experimental questionnaire using a 7-point Likert-type scale. Körber et al. (2018) 

proposed a questionnaire with 19 elements divided into the five subscales reliability/competence, 

familiarity, trust, understanding, and intention of developers, which each containing between two and 

four items such as “I trust the system”, or “the system might make sporadic errors”.  

Trust questionnaires and scales cannot capture temporary changes in trust unless they are collected very 

frequently (Hergeth et al., 2016b). Therefore, some researchers have investigated whether and how 

observable indicators can be used to infer trust, arguing that the tendency to monitor an automation 

system is related to trust. More trust in the automation system should lead to less monitoring behavior 

(Moray, 2000). Gaze behavior and gazing into safety-relevant regions provide a direct measure of 

automation trust (Hergeth et al. 2016b; Strauch et al. 2019). A combined measurement of gaze and 

electrodermal activity predicts self-reported trust even better than each of these measurements alone 

(Walker et al. 2019). Brake and accelerator pedal responses provide a temporal precise indicator for 

trust (Lee et al., 2019). Exploring real-time estimation of trust by integrating behaviors captured by eye-

tracking, system use, and performance on non-driving tasks appears promising (Azevedo-Sa et al. 2020). 

3 Methodology 

3.1 Review method  

To assess the current state of the art the author conducted a qualitative systematic review of the literature 

(cf. Pare et al., 2015) following common and established guidelines (cf. Webster & Watson, 2002; Okoli 

and Schabram, 2010; Rowe, 2014). The approach used to identify the relevant literature included a broad 

sampling frame that covers a wide range of academic disciplines including human factors, psychology, 

computer science, and information systems that address trust in ADS. 

In a first step, the author searched in Scopus, a comprehensive, curated abstract and citation database 

operated by Elsevier and including more than 75 million records and 24.600 titles from 5000 publishers. 

The author used a keyword-based search with the query “TITLE-ABS-KEY ("trust" AND ("automated 

driving" OR "autonomous driving" OR "self-driving" OR "automated car" OR "automated vehicle" OR 

"autonomous car" OR "autonomous vehicle" OR "self-driving car" OR "self-driving vehicle"))” and 

then limited the search scope to publication title, abstract, and keywords and included publications till 

November 2020. Since the most important contributions are likely to be found in leading journals (cf. 

Webster & Watson, 2002), the review process focused exclusively on reviewing journal articles. The 

reason for limiting the review sample was to ensure quality control of the selected research articles. 

Journal articles go through a peer-review process that serves as a quality sieve and allows the author to 

filter out articles that do not meet a certain level of rigor. Searching Scopus returned a preliminary list 

of 232 articles as input for the systematic literature review. In a second step, the author screened the 

content of each paper for relevance to the scope of the literature review. Papers were only included in 
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the review sample if they (1) reported the results of a human-subject experiment, (2) where humans 

directly interacted with an ADS, and (3) a relationship between driver trust in the ADS or a trust-related 

behavior and at least one another construct was examined (cf. Hoff and Bashir, 2015). Furthermore, the 

author excluded papers that only refer to the search terms in the abstract but do not make them actual 

core content. For example, many papers only took advantage of using terms such as automated or 

autonomous driving to indicate the cutting-edge nature of their presented research (e.g., in the context 

of trust concerning AI or blockchain in the wider application scenario of automated driving) but did not 

study driver trust in ADS at all. Work that did not explicitly refer to driver trust in ADS but other trust 

contexts were also excluded. For example, journal papers on public trust in ADS measured through 

surveys of citizens (e.g., Liu et al., 2019) were excluded, too. Five papers in the article list were 

conference papers and were also excluded from the review. The remaining number of relevant journal 

articles retrieved was 37. In a final step, the author searched the AIS Electronic Library and screened 

the Senior Scholars' Basket of Journals, to ensure coverage of the discipline to which the author would 

like to contribute. However, no journal publications could be identified that met the inclusion criteria. 

To be more precise, there was no journal publication at all from the IS community on ADS. 

3.2 Review sample  

The final sample consisted of 37 journal articles, representing a wide range of academic disciplines, but 

none of the studies were published in IS outlets. For this review, the author provides the journal's Impact 

Factor (IF), Scimago Journal Rank Indicator (SJR), and the number of peer-reviewed articles. The 

review includes several human-subject studies from Transportation Research Part F: Traffic Psychology 

and Behaviour (IF 2.518, SJR Q1, 8 papers), Human Factors (IF 3.165, SJR Q1, 6 papers), Applied 

Ergonomics (SJR Q1, 4 papers), Transportation Research Part C: Emerging Technologies (IF 6.077, 

SJR Q1, 3 papers), Cognitive Computations (IF 4.307, SJR Q1, 1 paper), Frontiers in Psychology (IF 

2.067, SJR Q1, 1 paper), IEEE Transactions on Human-Machine Systems (IF 3.374, SJR Q1, 1 paper), 

IEEE Transactions on Intelligent Vehicles (IF 6.319, SJR Q1, 1 paper), International Journal of Human-

Computer Studies (IF 3.163, SJR Q1, 1 paper), Journal of Advanced Transportation (IF 1.610, SJR Q1, 

1 paper), Journal of Experimental Social Psychology (IF 3.254, SJR Q1, 1 paper), Safety Science (IF 

4.105, SJR Q1, 1 paper), Traffic Injury Prevention (IF 1.575, SJR Q1, 1 paper), PlosOne (IF 2.740, SJR 

Q1, 1 paper), International Journal on Interactive Design and Manufacturing (IF 1.88, SJR Q2, 1 paper), 

Human Factors and Ergonomics in Manufacturing and Service Industries (IF 1.271, SJR Q2, 1 paper), 

Multimodal Technologies and Interaction (IF 1.98, SJR Q2, 1 paper), PRESENCE: Virtual and 

Augmented Reality (IF 0.579, SJR Q3, 1 paper), SAE International Journal of Connected and 

Autonomous Vehicles (SJR Q3, 1 paper), and Automotive Innovation (1 paper).  

Most of the knowledge on driver trust in ADS published stems from driving simulator studies (24), 

studies on public roads (7), studies on closed test tracks (4), as well as combined driving simulator and 

test track studies (1) and combined on-road and driving simulator studies (1). The knowledge was gained 

involving ADS of different automation levels, from level 2 (in simulator studies, test track studies, on-

road studies) up to level 5 (in simulator studies and partially in studies on test tracks). Furthermore, the 

influence of trust or on trust was often examined in connection with other constructs (e.g., Molnar et al., 

2018; Ha et al., 2020), practices (e.g., Payre et al., 2016; Banks et al., 2018), and technologies (e.g., 

Seppelt and Lee, 2019; Ma et al., 2021). 

4 Review Results: Driver trust calibrators 

In this section, the author presents the results of the qualitative systematic literature review to answer 

the research question, what factors influence the calibration of an appropriate level of driver trust in 

ADS. The following table 1 lists the main trust calibrators identified. The categorization of trust 

calibrators is based on the assignment of the single most applicable research topic to a group of related 

subtopics. For example, subtopics such as different driving styles, different modes of conducting 

automated maneuvers, adaptive and personalized automation behavior, or decision making in the 

automatic mode were grouped under the key topic ‘ADS’s driving styles and behavior’. The subtopics 
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assigned to research papers were based on the papers’ research foci. Though one research paper can 

contribute to several subtopics, each research paper was assigned to only one main topic to maintain a 

simplified and structured classification. 

Classes Trust calibrators Reviewed papers 

Driver/  

vehicle user 

 

Personality and usage 

behavior 

Kraus et al. (2020a), Li et al (2020), Banks et al. (2018), Petersen 

et al. (2019), Molnar et al. (2018), Payre et al. (2016), Hergeth et 

al. (2016b), Walker et al. (2019) 

Prior knowledge and 

initial experience  

Beggiato and Krems (2013), Körber et al. (2018), Kraus et al. 

(2020b), Khastgir et al. (2018), Hergeth et al. (2016a), 

General experience of 

use 

Dixit et al (2016), Hartwich et al. (2018), Paddeu et al. (2020), 

Walker et al. (2018), Wilson et al. (2020), Xu et al. (2018) 

Automated 

driving system 

(ADS) 

ADS feedback  Beller et al. (2013), Koo et al. (2015), Ma et al. (2021), Ha et al. 

(2020), Seppelt and Lee (2019) 

ADS human-machine 

interface type 

Sonoda and Wada (2017), Wintersberger et al. (2020), Oliveira et 

al. (2020), Waytz et al. (2014), Niu et al. (2017), Ruijten et al. 

(2017) 

ADS driving style 

and behavior 

Abe et al. (2017), Banks and Stanton (2016), Kidd et al. (2017), 

Lee et al. (2019), Ekman et al. (2018), Sun et al. (2020), Strauch 

et al. (2020) 

Table 1. Driver trust calibrators and reviewed author contributions. 

4.1 Driver personality and usage behavior  

Reviewed literature points to the need to better understand the relationship between driver personality 

traits and trust calibration. Personality traits are dimensions of individual differences that show a 

consistent pattern of thoughts, feelings, and behavior. For instance, the five-factor model (FFM), which 

has become increasingly popular among psychologists, includes the five personality traits, neuroticism, 

extraversion, openness (to experience), agreeableness, and conscientiousness (cf. Costa and McCrae, 

1992). The role of the personality variables expressiveness, self-efficacy, self-esteem, anxiety and locus 

of control on driver trust was explored by Kraus et al. (2020a), who pointed to the need to better 

understand the psychological processes by which trust is calibrated before and during the use of ADS. 

Trust in ADS was significantly predicted by self-esteem, self-efficacy, and state anxiety, underscoring 

the importance of emotional states and anxiety in building trust when people experience ADS. People 

with higher openness traits (i.e., people who enjoy variety and novelty, are curious, or seek new 

experiences) tend to have less trust in ADS, while no significant correlations between trust and the other 

examined personality traits neuroticism, conscientiousness, agreeableness, and extraversion could be 

identified (Li et al., 2020). Drivers who stated that they also felt comfortable with other drivers behind 

the wheel also reported higher trust in ADS (Molnar et al. 2018). Several authors dealt with distinctive 

trust-relevant driver behavior such as monitoring practices or switching between automated and manual 

modes. Conducting observations Banks et al. (2018) show that drivers are currently not adequately 

supported in their monitoring tasks (by the ADS) as they exhibit a behavior that indicates over-trust in 

the ADS. The higher participants’ self-reported trust in ADS, the less they monitored the road, and the 

more attention they paid to non-driving related secondary tasks (Walker et al. 2019). Situational 

awareness moderated the effects of trust in ADS, leading to a better performance in secondary tasks 

(Petersen et al. 2019). In experimental conditions with high situational awareness, subjects waited longer 

and allowed their automated vehicle to get closer to an approaching stationary vehicle before taking 

over control, indicating higher levels of trust. There is a consistent relationship between driver trust and 

gaze behavior, and drivers with higher levels of trust tend to monitor the ADS less frequently (Hergeth 

et al. 2016b). Unexpected events could cause drivers to react more slowly if they have a higher level of 

trust (Payre et al. 2016). Hence users of ADS should be trained to improve their control recovery 
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performance in emergencies, and ADS designers should include tutorials with feedback on how to cope 

in critical situations, as experience improves reaction time performance. 

4.2 Prior knowledge about ADS and initial experience  

Prior knowledge, especially in connection with first system experience, is an important criterion for 

trust-building. Trust-promoting and trust-lowering introductory information (i.e., through videos 

showing the ADS’ performance) influence self-reported trust and take-over performance (Körber et al. 

2018). Study participants who had higher levels of trust spent less time looking at the road or at the 

vehicle instruments and more time being engaged in non-driving related tasks. Repeated measurement 

of trust showed that the experience of takeovers and malfunctions led to a temporary loss of trust, but 

trust was regained during error-free interaction (Kraus et al. 2020b). A priori information about causes 

and characteristics of malfunctions eliminates the decrease of trust in case of a malfunction. Knowledge 

of the ADS capabilities influences driver trust, as the development of trust is a dynamic process and 

trust needs to be calibrated to the correct levels. The introduction of information about the ADS’ true 

capabilities and limitations increased trust (Khastgir et al. 2018). Informing drivers about ADS safety 

limits enables them to better calibrate their trust. When examining the effects of prior familiarization 

with ADS take-over requests, Hergeth et al. (2016a) found that participants who were not familiar 

reported the highest trust before and after experiencing the ADS. On average the involved respondents 

had rather a low trust in ADS and were more concerned about giving up control to the ADS. Hence, 

prior familiarization with take-over requests from the ADS (i.e., the importance of familiarity with 

critical limitations of an automation system) facilitates trust calibration, particularly during initial ADS 

use. Exploring the effect of divergent initial mental models of ADS on trust, Beggiato and Krems (2013) 

show that ADS errors do not negatively affect trust if they are known beforehand.  

4.3 ADS general experience of use  

The amount of general user experience with ADS increases driver trust (Xu et al., 2018). Driver trust is 

a positive predictor of the driver’s intention to use ADS and the drivers’ willingness to reuse ADS. 

Hartwich et al. (2018) conducted studies with two different age groups, showing that both age groups a 

priori showed slightly positive trust, which increased significantly after initial ADS experiences and 

remained stable afterward. Paddeu et al. (2020) examined how trust is influenced by certain attributes 

of the driving experience, such as speed and gaze direction, and found that individuals in an autonomous 

shared vehicle had more trust when facing forward and driving at slower speeds, while both trust ratings 

increased after the driving experience. While researchers confirmed the important relationship between 

driver trust and general driving experience in laboratory settings, the literature also aims for 

confirmation in on-road studies. For instance, Wilson et al. (2020) carried out an on-road study of level 

2 vehicles showing a statistically significant increase in the trust after the drives. The main reasons for 

trust evolvement as mentioned by drivers were the evidence of the ADS reacting to other traffic and 

environment as well as the dynamic visual display that showed nearby vehicles and road infrastructure. 

However, participants observed situations where they mistakenly thought they were in automated mode, 

a phenomenon known as mode confusion. Examining the impact of experiencing level 2 vehicles on the 

road, too, Walker et al. (2018) showed significant changes in self-reported trust following the driving 

experiences: While drivers first overestimated ADS capabilities before experiencing them on the road, 

they had a better understanding afterward, which led to better trust calibration. Analyzing data released 

from the California automated vehicle trials, Dixit et al (2016) showed that the number of autonomous 

miles traveled correlates with the number of accidents observed, while reaction times increased with the 

number of kilometers traveled, which may indicate that trust in ADS increases with increasing mileage. 

4.4 ADS feedback to the driver  

Direct feedback about system boundaries and the proper explanation of ADS maneuvers to the driver 

has a direct impact on trust. For instance, Koo et al. (2015) investigated the impact of driver feedback 
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in a simulator study in which different types of messages from the automation system to the driver were 

tested, showing that messages describing the justification for automated actions (such as "obstacle 

ahead") are preferred by drivers, lead to better driving performance, and create a higher level of trust. 

Investigating whether visual feedback can influence driver trust, and what level of feedback produces 

the appropriate level of trust, Ma et al. (2021) showed that the participant group experiencing high visual 

feedback gave the highest trust ratings. However, once driver trust is calibrated to an appropriate level, 

participants may even desire a reduction of the level of visual feedback. Probing the costs and benefits 

of providing continuous feedback to drivers on the limits and system behavior of imperfect ADS, Seppelt 

and Lee (2019) pointed out that vehicle dashboards should better inform about the situation-specific 

behavior of the ADS, rather than simply alerting drivers to errors and the need to resume vehicle control. 

However, the latter is the current state of the art in serial vehicles. With a more accurate mental model, 

i.e., a better understanding by the driver of what the ADS contains and why and how it works the way 

it does (cf. Carroll and Olson, 1988), drivers were able to build appropriate confidence based on a clearer 

understanding of the automation behavior at the moment when the ADS reached operational limits. 

Examining the effects of different explanation types of the status of ADS and perceived risk on trust in 

ADS, Ha et al. (2020) showed that attributional explanations affect trust most: At low perceived risk, 

attributional explanations describing why and how the ADS acted (e.g., stopping the vehicle after 

identifying the sudden appearance of a pedestrian on the road) were most effective in increasing trust, 

while at high perceived risk attributional explanations worsened the situation. Presenting information 

about automation uncertainty increased trust in the event of an automation error, and the ADS that 

displayed an uncertainty symbol to the driver received the highest trust score (Beller et al. 2013). 

4.5 ADS human-machine interface type  

Several authors pointed out the important role of the ADS’ human-machine interface. For instance, 

Sonoda and Wada (2017) examined driver trust using vibrotactile displays such as wristbands with a 

motor attached: The display of spatial information such as close traffic objects by a haptic stimulus is 

effective in increasing driver trust. Modern ADS can take advantage of head-up displays and augmented 

reality (AR) technologies. Wintersberger et al. (2020) explored the potential of AR to increase driver 

trust through communicating ADS decisions in the driver’s field of vision. Results suggest that the 

augmentation of traffic objects and participants otherwise invisible (e.g., because of fog or snowfall) or 

the display of upcoming driving maneuvers is feasible to increase trust. Oliveira et al. (2020) showed 

that the use of AR windshields entailed the highest level of trust, but drivers wonder if they need to see 

information all the time for appropriate trust calibration. Anthropomorphism, i.e., the degree to which 

humans ascribe human-like characteristics to non-human agents has been studied in the context of driver 

trust, too. For instance, Waytz et al. (2014) examined the extent to which a non-human agent is 

anthropomorphized with a human-like mind in trust in ADS research, showing that participants trusted 

the ADS to perform more competently as it acquired more anthropomorphic features. Investigating the 

effects of the anthropomorphic embodiment of information about the ADS` driving maneuvers on trust 

(e.g., when the automated vehicle is going to turn left, visualized eyes were looking to the left), Niu et 

al. (2017) found that a combination of symbolic and anthropomorphic information led to significantly 

higher trust than symbolic information alone. Ruijten et al (2017) gave vehicles a human voice and 

simulated intelligent conversations, showing that interfaces better mimicking human behavior in 

explaining decisions (e.g., "we are on a cobblestone road with pedestrians, I am slowing down") may 

help increase driver trust. 

4.6 ADS driving styles and automation behavior  

Several authors identified a relationship between driver trust and the ADS’ driving style and behavior: 

For example, Abe et al. (2017) simulated automatic overtaking of scooters and bicycles in a study and 

showed a direct influence of speed, lateral distance to the object, and start timing of the automatic 

steering maneuver on driver trust. Banks and Stanton (2016) examined the idea of driver-initiated 

automation, where the ADS only provides decision support than can be accepted or ignored, showing 
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that drivers need a clear understanding of what the ADS can do to promote driver trust. Unexpected lane 

changes and unsafe lane offers negatively impact driver trust. Kidd et al. (2017) probed driver trust with 

different level 2 vehicles in a multi-week on-road study showing that trust varied between different ADS 

and among different types of vehicles, indicating the lowest trust for the lane-keeping system, a central 

function of ADS. Furthermore, authors have investigated the influence of concrete automated driving 

styles. For instance, Lee et al. (2019) exposed drivers to a fully automated vehicle with three different 

driving styles, aggressive, moderate, and conservative, asking drivers to indicate their dissatisfaction 

with the ADS by pressing the brake or the accelerator pedal, indicating pedal inputs as a temporally 

precise measure of driver trust. A defensive automated driving style was perceived as more trustworthy, 

also because it is more predictable by users (Ekman et al., 2018). ADS users have, on average, higher 

trust in a personalized automation mode than in the standard automation mode or the manual driving 

mode, as personalization makes it easier for participants to judge the quality of the ADS (Sun et al., 

2020). Categorizing passengers’ eye movements as safety-relevant or not safety-relevant, Strauch et al. 

(2020) suggest that the ADS’ driving style affects trust: being driven fully autonomously led to a lower 

self-reported trust than believing to be driven by a human driver. 

5 Discussion and conclusion 

5.1 Theoretical contributions  

The paper draws on a critical literature review, assessing the current state of research on driver trust in 

ADS. Using trust in automation as a theoretical lens, the paper identifies six trust calibrators for adaptive, 

context-dependent trust calibration (cf. Figure 2) each relating to two classes, the human (driver) and 

the ADS (the safety-critical system), determining the evolution of trust during (imperfect) ADS use.  

 

Figure 2. Adaptive, context-dependent trust calibration 

The key contribution of this paper lies in clustering and synthesizing recent progress in trust in ADS for 

IS researchers, identifying the main trust calibrators from the literature. In each of the studies, one or 

more factors relevant to driver trust were examined, and experimental conditions were created that could 

increase trust. To give an example, drivers may be slower to respond when taking over the driving task, 

if they have a generally high level of trust in ADS (Payre et al 2016) as they might focus their attention 

on non-driving related tasks. However, drivers with certain personality traits, such as higher openness, 

may tend to trust the ADS less and therefore use the ADS less intensively (Li et al 2020). An 

inappropriate level of trust, i.e., both too high and too low, can therefore have negative consequences 

for drivers. The paper builds upon two literature reviews by Lee and See (2004) and Hoff and Bashir 

(2015) that focus on trust in automation in general, but not on trust in ADS. It summarizes and 

synthesizes research published in academic journals from human-subjects experiments in which humans 

directly interacted with ADS. Thereby, the paper extends both reviews by integrating the most recent 

research on trust in automation from 2015 to 2021 that could not be included in those two reviews due 
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to the date of publication and exclusively focuses on one type of trust-relevant automation, ADS. 

Therefore, this work is the first systematic literature review that explicitly focuses on driver trust in 

automated driving. 

Second, the paper highlights, why creating a better understanding of what contributes to calibrating 

trust is important, given the role that trust plays in the use and misuse of ADS as ADS may be over-

relied upon, used in unintended ways, or not used at all. For instance, the design of the ADS’ human-

machine interface and feedback mechanism on system boundaries and decisions influences the level of 

driver trust (e.g., Seppelt and Lee, 2019; Sonoda and Wada, 2017; Koo et al., 2015) as they may affect 

the driver’s understanding of the ADS’ capabilities. When the ADS encounters a situation that it cannot 

properly handle, it can provide appropriate feedback to the driver in advance and properly calibrate (i.e., 

also decrease) driver trust so that the driver takes control of the vehicle on time - rather than forcing a 

risky situation by over-relying on the imperfect ADS. However, most of the literature reviewed focuses 

on the core mechanisms for increasing driver trust, which is generally considered beneficial. But with 

imperfect automation, too much trust in automation can have negative impacts. 

Third, the paper aims to highlight the difference between research on trust in ADS in general and 

research on the calibration of an appropriate level of trust depending on the user and system context. 

While people should generally trust ADS sufficiently to use them in the first place (i.e., trust is an 

important determinant of user acceptance), people's trust in automation should be understood as a 

dynamic concept that may stimulate correct system use and prevent inadequate and unsafe system use. 

The proper calibration of driver trust in the ability of the ADS to handle a given situation depends not 

only on the external context (automation capabilities, environment, road infrastructure) but also on the 

presented trust calibrators and is crucial for road safety.  

Fourth, most research reviewed that addresses trust calibration contributes to the first paradigm, general 

trust calibration, while only a few studies address adaptive, context-dependent trust calibration. To 

calibrate an appropriate level of driver trust, the driver must be able to correctly assess the abilities, 

behavior, and limitations of the ADS at all times. The paper addresses the problem of inadequate trust 

by arguing that trust in ADS should be calibrated by closely aligning trust with the ADS’ ability to 

handle specific driving situations. Herein also lies an important distinction between trust in ADS and 

acceptance of ADS. A driver may, in general, accept ADS as a useful technology and use it. However, 

a driver may have a sufficient level of trust in ADS to correctly handle a particular driving situation 

(e.g., when driving on a motorway with clearly visible center and boundary lines in sunny weather) but 

may distrust the ADS to handle another one (e.g., driving on a winding country road in the rain with 

poorly visible side boundary lines). Therefore, the level of trust must always be calibrated to a particular 

automation context. Supporting over-trust should not be a design goal for trustworthy (vehicle) 

automation systems. Almost all studies reviewed address either driver trust or general trust calibration, 

and there is a lack of studies on adaptive, contextual trust calibration. However, contextual factors such 

as the ADS’ capabilities, the environment (e.g., light and weather conditions) and the road infrastructure 

can have a significant impact on trust calibration, too. 

5.2 Practical implications  

The six identified trust calibrators can help close the current gap in realizing higher levels of vehicle 

automation. For example, prior knowledge about ADS is critical for trust calibration. Hence 

communicating proper knowledge to future users (e.g., through vehicle manuals or special training) and 

teaching them how to use ADS appropriately are important long-term strategies. Furthermore, the 

research offers suggestions for ADS designers in terms of user interface technologies, driver feedback 

approaches, or the characteristics of the driving styles coded into the automation. Finally, the research 

findings may suggest ways to make ADS more trustworthy and accepted by drivers. 
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5.3 Limitations and future research 

The limitations of this study may serve as a first starting point for future research. Since driver trust in 

ADS is a relatively new area of research, some studies reviewed may lack theoretical foundations. 

Although the author used Scopus as the main source and starting point for the literature review, a search 

within the AIS Electronic Library and the Senior Scholars' Basket of Journals was conducted, too. The 

majority of peer-reviewed papers in the review sample were published in academic journals with high 

reputations in human factors and transport-related research, all of which are located in Q1 in the SCR 

journal ranking, which includes the top 25% journals indexed. Two peer-reviewed papers were in Q2, 

one in Q3, and one was not included in the SJR ranking due to the novelty of the journal. Some of the 

academic journals considered, although very prestigious, may still be unknown to IS researchers as they 

come from other fields, which may reduce IS researchers’ trust in their contributions.    

Through searching the AIS library, the paper reveals that automated driving has not yet generated much 

interest in the IS community, which raises the question of whether the IS community may be overlooking 

an important digital innovation in the context of AI-based safety-critical automation systems. There 

have been some publications on the acceptance and adoption of automated driving ins IS conference 

proceedings (cf. e.g., Hein et al. 2018; Lackes et al. 2018), but the evolution of trust (during ADS use) 

is not studied. However, the author would like to emphasize that ADS offers an interesting field for such 

trust-focused research relevant to the IS community, too. Unlike automation research, previous research 

about trust in IT/IS did not address inappropriate trust and (adaptive, contextual) trust calibration, while 

focusing on general-purpose IT and assuming that the higher the trust, the higher the usage (Chen et al. 

2021). Unlike trust in IT/IS, an inappropriate level of trust in ADS can have more fundamental 

consequences for the trustor due to the higher vulnerability. Over-trust in ADS can lead to misuse and 

even fatal accidents (cf. e.g., Banks et al., 2018; Dikmen and Burns, 2017), while under-trust can lead 

to the complete non-use of these important safety features. ADS can provide an interesting research 

context for the IS community in which theory development and large-scale empirical studies in the use 

of AI-enabled safety-critical systems can be conducted. A key factor that distinguishes automated 

driving from other digital technologies being currently studied by the IS community is the prioritization 

of calibrating user trust to an appropriate level, as neither too much nor too little trust leads to safe 

system use. Therefore, the author calls on the IS community to adopt the context of automated driving 

as a proxy for AI-based safety-critical automation systems and gain new theoretical insights. 

5.4 Concluding remarks  

The idea of automated vehicles is by no means new. However, enabling fully automated (autonomous) 

driving is one of the most challenging automation projects, if not the most challenging at all. Research 

into factors that influence the calibration of an appropriate level of trust in ADS is essential for safe use 

and acceptance of imperfect ADS. This review extracts six main trust calibrators from the literature and 

synthesizes recent progress in driver trust research. The results suggest two classes of trust calibrators. 

The first class relates to the ADS user and includes the personality and behavior of the user, initial 

experience with the ADS, and general long-term experience with the ADS, while the second class relates 

to the automation system and includes the ADS’ feedback to the driver, the ADS’ type of human-

machine interface and the ADS’ driving style and behavior. Almost all reviewed studies address either 

driver trust or general trust calibration while there is a lack of studies on adaptive, contextual trust 

calibration. The paper, therefore, calls for more empirical studies that focus on adaptive, context-

dependent trust calibration in the use of automation systems.  
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