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STRATEGIES FOR CHATBOTS 

Research Paper 
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Ulrich Gnewuch, Karlsruhe Institute of Technology (KIT), Institute of Information Systems 
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Abstract 

Conversational breakdowns often force users to go through frustrating loops of trial and error when 

trying to get answers from chatbots. Although research has emphasized the potential of conversational 

repair strategies in helping users resolve breakdowns, design knowledge for implementing such 

strategies is scarce. To address this challenge, we are conducting a design science research (DSR) 

project to design effective repair strategies that help users recover from conversational breakdowns 

with chatbots. This paper presents the first design cycle, proposing, instantiating, and evaluating our 

first design principle on identifying the cause of conversational breakdowns. Using 21,736 real-world 

user messages from a large insurance company, we conducted a cluster analysis of 5,668 messages 

leading to breakdowns, identified four distinct breakdown types, and built a classifier that can be used 

to automatically identify breakdown causes in real time. Our research contributes with prescriptive 

knowledge for designing repair strategies in conversational breakdown situations. 

 

Keywords: Conversational Breakdown, Repair Strategies, Chatbot, Design Science Research. 

1 Introduction 

Many companies use artificial intelligence (AI)–based chatbots to respond to customer service 

requests, provide personalized product information, and support customers’ purchase decisions in e-

commerce (Adam et al., 2021; Følstad and Brandtzæg, 2017; Go and Sundar, 2019). As customer 

demand for round-the-clock support grows (Klopfenstein et al., 2017), businesses are increasing their 

use of chatbots in customer interactions (Gartner, 2020); the market size of chatbots worldwide is 

expected to expand to $142 billion by 2024 from just $2.8 billion in 2019 (Insider Intelligence, 2021). 

Despite ongoing advances in AI and natural language processing (NLP), chatbots often fail to 

understand user input and provide an appropriate response, resulting in negative and frustrating 

experiences for users (Følstad et al., 2018; Klopfenstein et al., 2017; Takayama et al., 2019). These 

conversational breakdowns in human–chatbot interactions—defined as “failures of the system to 

correctly understand the intended meaning of the user’s communication” (Li et al., 2020, p. 1)—have 

been identified as a critical factor in how users perceive a chatbot and the company offering it 

(Diederich et al., 2021; Seeger and Heinzl, 2021). If a chatbot fails to provide an answer, users 

frequently abandon the conversation (Akhtar et al., 2019) and may even turn away from these services 

entirely (Ashktorab et al., 2019; van der Goot et al., 2021). Consequently, researchers consider these 

breakdowns as a key challenge in chatbot development (Følstad et al., 2018; Janssen et al., 2021). 

Conversational breakdowns occur because chatbots lack a full understanding of natural human 

language. Achieving such an understanding remains a formidable task because of the complexity and 

variety of possible user queries; users will inevitably say things to a chatbot that it cannot understand, 
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even with advanced chatbot design and training (Rasa, 2021; van der Goot et al., 2021). Furthermore, 

from a business perspective, it is often difficult and impractical to build in a response to every 

potential user query because of the time and effort involved in training a chatbot. Chatbots often have 

a limited number of responses in the early stages of their implementation, which is practical for 

collecting real user questions and scaling processes (van der Goot et al., 2021). 

Given that conversational breakdowns in human–chatbot interactions are unavoidable, research has 

emphasized the importance of conversational repair strategies to mitigate the negative effects of 

breakdowns (Ashktorab et al., 2019; Benner et al., 2021; Takayama et al., 2019). Some repair 

strategies aim to solve conversational breakdowns outside the ongoing chatbot interaction (e.g., by 

handing over the user to a live chat employee) (Go and Sundar, 2019). However, such strategies lead 

to additional costs for companies and run counter to the purpose of implementing a chatbot to 

automatically handle customer inquiries. In contrast, other repair strategies offer users the opportunity 

to resolve breakdowns themselves during interactions (Moore and Arar, 2018). However, current 

repair messages are often rather generic: “I’m sorry, I didn’t understand you. Can you please try 

again?” Such messages have been found to even increase frustration because they do not help users 

understand why the chatbot failed or how to rephrase their questions to get appropriate answers (van 

der Goot et al., 2021). As a result, users must engage in a “haphazard trial-and-error process to recover 

from the breakdown” (Ashktorab et al., 2019, p. 1). 

Existing research emphasizes that in order to realize the full potential of chatbots, breakdowns in 

chatbot interactions must be repaired (Moore and Arar, 2018; Takayama et al., 2019). For example, in 

addition to indicating that it did not understand the user, a chatbot could also initiate a repair of the 

breakdown by asking the user to replace an unrecognized word with a synonym (Li et al., 2020). 

However, scholarly research has tended to focus on proposing the existence of various repair strategies 

(Ashktorab et al., 2019; Benner et al., 2021) rather than developing knowledge on how to actually 

design such strategies for chatbots (Benner et al., 2021; Diederich et al., 2021; Janssen et al., 2021). 

To address this research gap, we pose the following research question: How to design effective 

conversational repair strategies for chatbots to help users recover from conversational breakdowns in 

human–chatbot interactions? 

To address this question, we followed the design science research (DSR) approach (Hevner et al., 

2004). Drawing on communication theories on conversational repair as our kernel theories, we 

iteratively design, implement, and evaluate conversational repair strategies for chatbot breakdown 

situations. In our ongoing DSR project, we are collaborating with a large international insurance 

company that offers multiple chatbots for its customers. 

In this paper, we present the results of our first design cycle, which focused on addressing the 

following subquestion: What are the different breakdown types and how can they be identified from 

user messages in human–chatbot interactions? First, we reviewed the existing literature on 

conversational breakdowns and their potential effects, as well as ways to address them. We then 

derived two design principles to guide the design of our effective conversational repair strategies. To 

instantiate our first design principle, we conducted a cluster analysis of 5,668 breakdown messages 

from a dataset of over 21,000 interactions with the chatbots of our collaboration partner. Identifying 

four distinct types of conversational breakdowns, we created a breakdown type classifier and 

evaluated its classifications with two human coders. Our DSR project contributes both descriptive 

(i.e., types of breakdowns and their characteristics) and prescriptive design knowledge (i.e., how to 

identify and classify breakdown types from user messages) that can help researchers and practitioners 

design more effective conversational repair strategies for human–chatbot interactions. 
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2 Theoretical Foundations and Related Work 

2.1 Chatbots 

With the recent improvements in AI, chatbots have been gaining visibility and can be found in a wide 

range of channels, including corporate websites and social media platforms (e.g., Facebook). In this 

study, we use the term chatbots to refer to software applications that communicate with their human 

users in written conversations using natural language (Dale, 2016). Chatbots belong to the more 

general class of conversational agents (CAs) (Feine et al., 2019; McTear et al., 2016), which are 

categorized as either text-based (e.g., chatbots on websites) or voice-based (e.g., Amazon’s Alexa). 

These CAs represent a new class in information systems (IS) that is distinctly different from other IS 

due to their greater interactivity and intelligent capabilities (Maedche et al., 2019; Zierau et al., 2020). 

Instead of communicating in an unnatural form using only graphical elements in online interactions, 

users can also interact with AI-based chatbots through their natural language and thus communicate in 

a more intuitive and interactive way, just as they do with other humans (McTear, 2020). From the user 

perspective, chatbots offer a valuable and convenient service that is available instantly and 24/7 for a 

variety of purposes (van der Goot et al., 2021); from a business perspective, chatbots provide a round-

the-clock service that is less costly than other contact channels (Skjuve and Brandtzæg, 2019) and can 

scale quickly to handle a higher volume of customer service interactions (Luo et al., 2019).  

To take advantage of these opportunities, there are now numerous technologies on the market that 

allow companies to develop such chatbots (e.g., IBM Watson or Google Dialogflow), ranging from 

scripted or rule-based bots to more advanced AI-based bots that learn from previous conversations 

(Tuzovic and Paluch, 2018). To understand the meaning of a user query, the underlying intention 

(referred to as intent) is analyzed by the system recognition algorithm (e.g., using Artificial 

Intelligence Markup Language (AIML), symbolic AI, or machine learning approaches). Then, the 

machine searches for a match in the knowledge base in which chatbot developers have programmed 

different intents and utterances (different formulations of expected user queries that should trigger a 

particular intent) (McTear, 2020). 

Although a large number of chatbots have been implemented in recent years, many have not met 

expectations and have disappeared due to technical or design flaws (Gnewuch et al., 2017; Janssen et 

al., 2021). Communicating with chatbots is unfamiliar to some people (Luo et al., 2019) and chatbots 

sometimes fail to understand the simplest user queries, such as when the user makes multiple typos or 

adds a small word like “not” (Mitrevski, 2018). 

Despite these drawbacks, practitioners use chatbots in a variety of fields (McTear, 2020). In research, 

the number of publications is growing tremendously, and many papers address chatbots in terms of 

attitudinal and perceptual outcomes as well as design elements (Zierau et al., 2020), which is still a 

challenge in practice (Følstad and Brandtzæg, 2017; Gnewuch et al., 2017). For example, recent 

research has highlighted the problem of users experiencing conversational breakdowns and getting 

stuck in error loops when conversing with chatbots, leading to negative experiences (Ashktorab et al., 

2019; Benner et al., 2021; Diederich et al., 2021; van der Goot et al., 2021). 

2.2 Conversational breakdown and repair in human–chatbot interactions 

Conversational breakdowns are a critical challenge in human–chatbot interactions (Janssen et al., 

2021; Takayama et al., 2019). These breakdowns occur when a chatbot is unable to understand a 

user’s input (i.e., recognize the intent) and provide an answer. Due to the high relevance of the topic, 

conversational repair strategies are gaining importance (Benner et al., 2021). Repair strategies refer to 

those that support “recovering from the breakdown to accomplish the task goal” (Ashktorab et al., 

2019, p. 7), such as having the user clarifying the intent. In general, successful repair mechanisms 

enable people to maintain communication and mutual understanding despite the inevitable ambiguities 

and errors present in natural conversations (Albert and Ruiter, 2018; Moore and Arar, 2018). Overall, 
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this can minimize the negative consequences of breakdowns, including those related to user 

satisfaction, adoption, and experience (Lee et al., 2010; Sheehan et al., 2020; Takayama et al., 2019).  

In general, there are different strategies for conversational repair that are initiated by either the chatbot 

or the user (McTear et al., 2016). In this context, Ashktorab et al. (2019) investigated existing 

conversational repair strategies for chatbots and developed new ones, finding seven strategies for 

situations with evidence of breakdowns: defer, options, repeat, confirmation, out-of-vocabulary 

explanation, keyword confirmation explanation, and keyword highlight explanation. Go and Sundar 

(2019) also suggested that the option of deferral—handing over the failed query to a human agent—is 

a good option to mitigate users’ negative experiences. However, Sohn et al. (2021) noted that 

implementing a human-based live chat on websites reduces the likelihood that customers will disclose 

information on their own; if anything, the company should refer to the chat as an AI-based live chat. 

Another strategy, similar to out-of-vocabulary explanation, is to ask the user to make semantic 

adjustments, such as rephrasing the sentence or replacing a word with a synonym (Li et al., 2020). In 

addition, Skjuve et al. (2021) found that some users liked the openness and honesty when the chatbot 

responded transparently in a breakdown situation. This result is in line with Klopfenstein et al. (2017), 

who pointed out that it is particularly frustrating for users when a chatbot hides its errors. Li et al. 

(2020) pointed to the strategy of code switching, which consists of adapting the speaking style to the 

listener in order to reduce breakdowns. Unfortunately, previous studies on new repair strategies have 

not been tested in field experiments (Ashktorab et al., 2019) and lack precise guidance on how these 

strategies should be implemented (e.g., which strategy is effective for which user message), indicating 

that more specific design-oriented implications are needed (Benner et al., 2021; Diederich et al., 

2021). 

2.3 Communication theories on conversational repair 

In human–human communication, people must constantly detect and resolve problems of speaking, 

hearing, and understanding (Albert and Ruiter, 2018; Ashktorab et al., 2019). This process is called 

conversational repair. While repair strategies can vary across languages, the principles of 

conversational repair in human conversations are very similar (Dingemanse et al., 2015). 

Communication theories generally distinguish repair strategies along a basic four-way taxonomy 

(Albert and Ruiter, 2018). This taxonomy has two dimensions that classify which party—self or 

other—initiates a repair and which party resolves it. Self is the producer/speaker of a trouble source 

(e.g., a misunderstanding) and other is the recipient of the trouble source (i.e., the addressee). 

Accordingly, there are four types of conversational repair: self-initiated self-repair, self-initiated other-

repair, other-initiated self-repair, and other-initiated other-repair (Albert and Ruiter, 2018). An 

example of self-initiated self-repair would be if a person corrects themselves while speaking (e.g., 

“Yesterday, I had a nice talk with Marc … I mean Stefan.”), while other-initiated self-repair is for 

example when the other person asks the speaker to repeat some information (e.g., “Who did you talk 

to?”). 

Generally, communication researchers have found that types of repair differ in terms of their 

sequential properties and preference. Opportunities for self-repairs (repairs by the current speaker) 

occur sequentially before opportunities for other-repair (repairs by the addressee), and self-repairs are 

preferred over other-repairs (McTear et al., 2016). Moreover, if one method of repair fails, people 

“upgrade” to incrementally more powerful methods until the repair is complete (Albert and Ruiter, 

2018). A fundamental principle in human–human communication in general, and in conversational 

repair in particular, is the principle of least collaborative effort (Clark and Schaefer, 1987). This 

principle states that participants in a conversation try to minimize the total effort spent in that 

interactional encounter. For example, instead of choosing the simplest repair strategy possible (e.g., 

“huh?”) and letting the other participant repeat their entire message, humans try to minimize 

collaborative effort by selecting the strongest repair initiator possible (e.g., “Could you please repeat 

your last sentence? I didn’t get it.”). 
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3 Design Science Research Project 

Our research project follows the DSR approach (Hevner et al., 2004) to design effective 

conversational repair strategies for chatbots in order to help users recover from conversational 

breakdowns. The DSR approach is particularly suited to our research as it allows us to integrate 

scientific knowledge from our kernel theories on conversational breakdown and repair in human–

human communication (Albert and Ruiter, 2018; Sacks et al., 1974; Schegloff et al., 1977), leverage 

existing design knowledge on conversational repair strategies (e.g., Ashktorab et al., 2019), and 

involve experts and real users to iteratively design and evaluate our artifact in a real-world setting. In 

this project, we collaborate with a large international insurance company (hereafter referred to as 

InsurCorp for the purpose of anonymity). InsurCorp currently runs three sales and FAQ chatbots for 

different insurance products on its German websites. We adopted the DSR framework proposed by 

Kuechler and Vaishnavi (2008) and divided our projects into three iterative build-evaluation cycles to 

incrementally improve the functionality of our artifact (see Figure 1). In this paper, we report on our 

approach and the results of the first design cycle, which focused on how to automatically identify 

conversational breakdown types based on the user message that led to the breakdown. 

   

Figure 1. Design science research project (following Kuechler and Vaishnavi, 2008). 

The first design cycle focused on the first part of the project, namely understanding what causes a 

conversational breakdown and how to automatically identify different types of breakdowns based on 

characteristics of users’ messages. In the problem-awareness phase, we took three steps to explore the 

problem space: First, we reviewed existing literature to better understand the consequences of 

conversational breakdowns and the key issues in current conversational repair strategies used by 

chatbots. Second, to complement findings from the literature, we analyzed user feedback from a rating 

option following conversations with InsurCorp’s chatbots (N = 78). Third, to explore the state of the 

art in real-world chatbots, we conducted an exploratory analysis of 42 other chatbots from the 

insurance and banking industries. Our goal was to identify how existing chatbots based on different 

chatbot frameworks respond when they are unable to provide answers. We collected their responses at 

different stages of the conversation (i.e., after the first, second, and third breakdowns) using the same 

set of user messages (e.g., short/medium/long messages, small talk, off-topic questions) for all 

chatbots. In the suggestion phase, we drew on communication theories on conversational repair 

(Albert and Ruiter, 2018) and the principle of least collaborative effort (Clark and Schaefer, 1987) to 

propose two design principles (DPs) for effective conversational repair strategies for chatbots to help 

users recover from conversational breakdowns. To instantiate our DPs, we leveraged existing data 

from InsurCorp (N = 21,736 messages) containing chatbot interactions with conversational 

breakdowns (N = 5,668). More specifically, we first conducted a cluster analysis of user messages that 

caused breakdowns. Based on the four clusters identified, we built a classifier for new messages to 
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assign them to clusters based on the distance between centroids and evaluated the classifier with 

human coders. As a next step, we plan to label all messages manually and develop a machine learning 

classifier for the upcoming design cycles. 

As depicted in Figure 1, we have planned for two additional design cycles to incrementally add 

functionality, refine our design, and evaluate it in online and field settings. In the second design cycle, 

we intend to identify and design specific repair messages for each of the breakdown types (i.e., the 

clusters identified in the first cycle). These specific repair messages will be evaluated in an online 

experiment in which users are presented a breakdown with one of the repair messages and are asked to 

repair the conversation. The third and final design cycle aims to bring together both components from 

the previous cycles, refine the overall design, and evaluate the entire artifact in a field study at 

InsurCorp. Our ultimate goal is to develop a nascent design theory (Gregor and Jones, 2007) for 

effective conversational repair strategies for chatbots. 

4 Results 

4.1 Awareness of the problem 

Our analysis of previous studies that have included interviews with experts (e.g., Janssen et al., 2021) 

and users (e.g., Følstad et al., 2018; van der Goot et al., 2021) and our investigation of real-world 

examples highlight that conversational breakdowns are one of the biggest challenges for chatbots in 

delivering a satisfying experience (Janssen et al., 2021; Takayama et al., 2019). If a chatbot fails to 

respond adequately to users, these breakdowns can lead to frustration and anger (Klopfenstein et al., 

2017; van der Goot et al., 2021). For example, one interviewee in the Følstad et al. (2018, p. 200) 

study pointed out, “It is not always the chatbot understand what I say. And when I, after formulating 

my question in three or four different ways and the chatbot still does not understand, then I get 

annoyed.” Moreover, breakdowns can have negative effects, such as weaker relationship development 

(Skjuve et al., 2021), increased perception of uncanniness (Diederich et al., 2021), and decreased trust 

in the chatbot (Seeger and Heinzl, 2021). Similarly, the analysis of user feedback from InsurCorp’s 

chatbots revealed that it is particularly problematic when the chatbot does not understand its users; 

some wished for “maybe a few more keywords, thanks” and suggested “let[ting] the AI learn so it can 

answer more questions, only that increases adoption!” or “expand[ing] the program to understand 

questions.” All in all, it can be concluded that conversational breakdowns are a serious problem that 

can lead to people turning away from the service (Akhtar et al., 2019; Ashktorab et al., 2019). 

However, it may be difficult—if not impossible—to completely avoid conversational breakdowns, as 

there are inherent complexities of natural language, limitations of current technology, and other 

constraints in play (e.g., how much time an organization can spend training the chatbot’s recognition 

algorithm). Likewise, chatbot technology providers, such as Rasa, have pointed out that even with 

perfect design, the chatbot will inevitably fail to understand something the user says, making it 

important for the chatbot to repair such situations in an elegant way (Rasa, 2021). The literature has 

also emphasized the importance of conversational repair, particularly because it allows the user to 

correct the conversation (Benner et al., 2021; Moore and Arar, 2018). However, research and our 

chatbot benchmarking indicate that chatbots often provide generic repair messages (“I’m sorry, I 

didn’t understand you. Can you express it differently?”), regardless of how users phrase their 

questions (van der Goot et al., 2021). As a result, users tend to leave the chatbot directly or try to solve 

the problem through trial and error without really knowing what they are doing (Ashktorab et al., 

2019). This can lead to frustration: In the work of van der Goot et al. (2021, p. 197), a user noted, “I 

already tried to ask the same question twice; now I would have to formulate it a third time; I am not 

going to do that.” Thus, the prevailing design of repair messages in response to a breakdown is not 

helpful and rather increases user frustration during interaction with a chatbot. However, companies are 

unable to avoid such annoying breakdown loops, as they lack guidance on how to design effective 

conversational repair messages in individual human–chatbot interaction. 
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In summary, ideally all chatbot users would receive effective repair messages based on their individual 

input and thus experience better interactions (Moore and Arar, 2018). In reality, however, we found 

that users receive generic messages and experience their repeated attempts to recover from the 

breakdown as unsuccessful (Ashktorab et al., 2019), leading users to waste their time, get frustrated, 

and abandon the chatbot. We therefore suggest that chatbot designers and researchers should evaluate 

and test possible solutions for situations when the conversation breaks down. 

4.2 Suggestion 

A straightforward way to address the issues identified would be to ensure that conversational 

breakdowns in human–chatbot interactions do not occur in the first place. However, given the current 

technical limitations and organizational challenges described above, this solution is not feasible. 

Therefore, we argue that in the short to medium term, it is important to explore ways to mitigate the 

negative effects of conversational breakdowns by designing conversational repair strategies that are 

more effective in helping users overcome such situations. We address this challenge by drawing from 

research on conversational breakdown and repair in human–human interaction. 

Communication theories on conversational repair generally distinguish between the person who 

initiates a repair and the person who resolves it (Albert and Ruiter, 2018). In our DSR project, we 

focus on situations in which a chatbot initiates a repair (e.g., by responding with “Sorry, I didn’t 

understand …”) and the user performs it (e.g., by reformulating the message that caused the 

breakdown). Hence, our focus lies on chatbot-initiated user-repair. This helps us specifically address 

the above-identified problem of repair messages tending to be generic and therefore not helping 

customers understand why the chatbot has failed and how they can rephrase their questions to get 

appropriate answers. We propose the following core meta-requirement: Conversational repair 

strategies must include specific repair messages that help users recover from breakdowns in their 

interactions with chatbots. 

To address this key requirement, we draw on communication theories of conversational repair to 

propose two DPs based on the conceptual schema proposed by Gregor et al. (2020). First, to be able to 

provide more specific repair messages, it is important to identify what caused the breakdown in 

communication; without knowing the reason for the breakdown, it would be impossible to offer a 

repair message that specifically corresponds to that reason. Communication research suggests that in 

order to effectively repair a breakdown in communication, it is important to understand the type of 

trouble source (e.g., hearing, speaking, understanding) and then select an appropriate repair strategy 

(Albert and Ruiter, 2018). For example, when two individuals talking on the phone cannot understand 

each other because the connection is poor (Clark and Schaefer, 1987), they would choose a different 

repair strategy than when the breakdown occurs because one person cannot make sense of what the 

other person just said. In the chatbot context, a common cause for breakdown is submitting a long and 

complicated message with multiple questions that makes it difficult for the chatbot to detect the user’s 

main intent. Therefore, we argue that as with human–human communication, understanding what 

caused a breakdown is the fundament of a more effective repair strategy in human–chatbot interaction. 

Hence, we propose our first DP: 

DP1: For chatbot designers to help users recover from a conversational breakdown, enable the chatbot 

to identify the breakdown’s cause because it can be used as a basis for formulating more specific repair 

messages. 

Second, it is important to leverage the cause of the conversational breakdown identified in the first 

step to initiate the repair process. According to the principle of least collaborative effort (Clark and 

Schaefer, 1987), the person who initiates a repair should use the most specific so-called repair initiator 

to minimize the effort required for the repair. For example, in human–human communication, the 

question “Huh?” would be less specific than “Sorry, I didn’t hear the last word.” Similarly, a chatbot 

should avoid the rather unspecific “I’m sorry, I didn’t understand you. Please try again” and instead 

offer a more specific repair initiator (e.g., “Please try again with only a few keywords”). In addition, 

Yuan et al. (2020) suggested that a chatbot could explain the reason for the problem and provide 
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guidance on how to solve it. Taken together, we argue that an effective repair strategy should consist 

of repair messages that are tailored to the previously identified breakdown cause and include an 

explanation and suggestion on how to address it. Hence, we propose our second DP: 

DP2: For chatbot designers to help users recover from a conversational breakdown, enable the chatbot 

to send repair messages that map to the previously identified cause of the breakdown because a more 

specific repair message helps users understand why the chatbot has failed and how they can resolve the 

problem. 

4.3 Development 

In our first design cycle, we focused on the instantiation and evaluation of DP1. We adopted a data-

driven exploratory approach and leveraged a dataset of chatbot interactions from InsurCorp. In the 

following, we briefly describe InsurCorp’s chatbots, the underlying technology, and relevant variables 

for our analysis. We then explain the cluster analysis performed to delineate different types of 

conversational breakdowns based on real-world user questions that the chatbots were unable to 

answer. Based on the clusters, we developed and evaluated a nearest centroid classifier that enables 

chatbots to identify the breakdown types in real time from user messages that caused breakdowns. 

This artifact serves as the foundation for the remainder of our DSR project and may also be used by 

other chatbots to identify breakdown types and provide more specific repair messages. 

4.3.1 InsurCorp’s chatbots and their intent recognition technology 

InsurCorp offers three different chatbots on its most visited web pages for selected insurance products 

(e.g., household insurance). These chatbots are designed to answer users’ most common questions 

related to InsurCorp’s products and services, with more than 300 answers available. The chatbots were 

developed iteratively and trained continuously over a period of at least 3 and up to 25 months 

(depending on the chatbot) in an intensive collaboration among several teams (technical, product 

specialist, sales, etc.). More specifically, the chatbots collect response quality with ratings (thumbs up 

or down) and gather feedback for the entire interaction. Using this information, such as unrecognized 

user questions, the chatbot team trains the bots every two weeks to ensure better intent recognition. 

However, the usefulness of further training is reaching its limits. 

All chatbots were developed with the same technology provided by the software company Inbenta. 

The technology uses a symbolic AI approach combined with NLP and machine learning (ML) to find 

the correct response to a user input (i.e., intent recognition). Using a symbolic AI approach that applies 

linguistic (symbolic) reasoning to intent recognition has the advantage of better explaining the process 

of providing (or not providing) a particular answer to a user’s question (Bolander, 2019). Each chatbot 

comes with a lexicon that consists of a representation of human language, symbols, and semantic 

relationships between words. Adjustments can be made to customize specific words or linguistic 

concepts to get more accurate chatbot responses. Compared to pure ML approaches, this also allows 

for a better understanding of how the intent recognition algorithm works. Real-world symbols are 

shown with their lexical units (an abstract representation of a word or group of words), words, typos, 

and lexical relations. For example, the word “study” has two lexical units: One is study as a verb, 

which has a lexical relation to the verb “to learn”, among others. The other is study as a noun, which 

has a lexical relation to the noun “report”, for example. The lexical unit is especially important when 

the company developing the chatbot wants to refine the algorithm by creating links for certain words 

(e.g., a product is called “Storm,” and to improve the intent recognition, it makes sense to add a lexical 

relation between “storm” and “product” for this chatbot) (Inbenta, 2021). To further train the chatbot, 

the company adds a set of utterances for each intent. For example, the utterance “Are bikes insured in 

case of accident?” could be added to the intent “Are damages to bicycles insured?” When the user 

enters this or a similar message (e.g., “If I fall with the bicycle, is the bicycle insured?”), the chatbot 

can recognize this intent and send a predefined answer to the user (e.g., “Damages to the bicycle are 

not covered. However, …”). 
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The chatbots use two different mechanisms to support the intent recognition algorithm. The first one is 

based on AIML (McTear et al., 2016). This is particularly useful in situations where only answers that 

(almost) exactly match the question should be displayed. This includes small talk questions such as 

“What is the name of the chatbot?” or “What is the weather?” The second and more advanced 

mechanism is the use of several important system variables to analyze user input; these variables also 

enable the chatbot manager to understand how a particular result is generated. For example, the NLP 

algorithm computes a so-called semantic weight for each lexical unit of the user message in the 

knowledge base based on its relevance (grammatical category of each lexical unit) and importance. 

Based on this analysis, a recognition score (ranging from 0 to 1.15) is calculated for each result from 

the knowledge base, reflecting the degree of similarity; a response is then displayed only if a certain 

threshold value is reached (0.4 for InsurCorp, which is considered strict). In this process, the values for 

system variables generated for each message could be used as characteristics of the breakdown to 

configure the chatbot’s repair strategies. Two system variables should be highlighted: First, the 

semantic weight determines the total semantic weight of the user input by taking into account whether 

the words have semantic value (e.g., user query lacks information). For example, in the message 

“Where do I modify my insurance?” the terms “modify” (verb) and “insurance” (noun) have greater 

semantic weights because their grammatical categories make them more meaningful than “I” 

(pronoun) or “my” (determiner). The chatbot then calculates the semantic weight of a message by 

taking the sum of the semantic weights of each word in that message. Second, the chatbot tool detects 

the percentage of unknown words from the user input. Words are considered unknown in several 

situations, such as when a message contains serious misspellings (“drns” instead of “drinks”), an 

unfamiliar language, or unusual abbreviations or technical terms (Inbenta, 2021). For each user 

message, the chatbot calculates the percentage of unknown words by dividing the number of unknown 

words by the total number of words in the message (e.g., 0% = all words are known; 100% = all words 

are unknown). 

4.3.2 Cluster analysis of breakdown types 

To address DP1, we used a data-driven, exploratory approach and performed a cluster analysis to 

identify patterns in user messages that caused conversational breakdowns (Knote et al., 2021). We 

analyzed 5,668 messages from over 21,000 interactions between InsurCorp’s German chatbots and its 

customers. These were the messages that resulted in conversational breakdowns because they did not 

meet the minimum threshold of the intent recognition algorithm (0.4). For the cluster analysis, each 

chatbot message was represented by a vector of four standardized variables: (1) semantic weight, (2) 

percentage of unknown words, (3) total word count (WC), and (4) words per sentence (WPS). We 

chose this set of variables because they are relevant for a chatbot’s intent recognition algorithm 

(Inbenta, 2021) and have been used in part in related research (e.g., Sohn et al., 2021) but most 

importantly because they represent generalizable structural characteristics of a message and can 

therefore be used beyond this DSR project. 

We chose a common approach by adopting a combined cluster analysis (hierarchical and non-

hierarchical algorithms) (e.g., Janssen et al., 2021; Lankton et al., 2017; Vaghefi et al., 2017) to 

benefit from the strength of each method (Balijepally et al., 2011). Following established guidelines 

for cluster analysis (Hair et al., 2019; Kaufman and Rousseeuw, 2005), we first preclustered the basic 

structure of the data and then performed agglomerative hierarchical clustering in SPSS version 27 

using the Ward algorithm and squared Euclidean distance, which are those most commonly used in IS 

research (Balijepally et al., 2011). After reviewing the percent change in agglomeration coefficients 

and the graphical dendrogram, the optimal number of clusters was determined to be 2 or 4. Four 

clusters would be more reasonable to obtain meaningful clusters that can be distinguished within our 

data to account for the different formulations of user questions (Vaghefi et al., 2017) and thus allowing 

for more promising opportunities for conversation repair strategies from a practical judgment 

(Balijepally et al., 2011). To analyze the cluster structure empirically, we also calculated the silhouette 

score of cohesion and separation (Kaufman and Rousseeuw, 2005), resulting in a good quality score (> 

.5) for four clusters (IBM, 2021; Kaufman and Rousseeuw, 2005). Therefore, we decided to use four 
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clusters in our analysis. In the second step, we applied the k-means algorithm to classify each chatbot 

message into one of the four clusters. After inspecting messages from all clusters, we labeled the final 

four clusters to reflect their main characteristics: (1) elaborated, (2) specific, (3) brief, and (4) cryptic. 

Table 1 summarizes the distribution of variables in the clusters. For example, in Cluster 1 an average 

message had a semantic weight of 7.89 and contained 21.75 words—4.62% of which were unknown to 

the chatbots—with 14.95 words per sentence. 

 

Description Dataset 
Cluster # 

1 2 3 4 

Cluster Label  elaborated specific brief cryptic 

Cluster Size N (%) 5,668 763 (13.46) 1,872 (33.03) 2,516 (44.39) 517 (9.12) 

Input Variables (mean values): 

1 Semantic Weight 3.37 7.89 4.32 1.80 0.88 

2 Unknown Words (%) 12.35 4.62 5.27 5.40 83.22 

3 Word Count 8.59 21.75 10.96 4.20 1.97 

4 Words per Sentence 7.18 14.95 9.63 4.07 1.94 

Table 1. Cluster analysis results – types of breakdown. 

In Cluster 1, messages are mostly elaborated—quite long and containing more than one sentence 

(reflected in the WC being much higher than the WPS). The chatbot’s intention recognition algorithm 

fails to identify what exactly the user wants, despite the semantic weight being relatively high (several 

grammatically important words in a message). In addition, sometimes individual sentences or parts of 

them are more descriptive in nature and distract the bot from the user’s actual objective. An example 

message from this cluster is “hello I would like to take out a household insurance with you but do not 

know exactly the square meter specification of the apartment. is the approximate specification also in 

order.” For Cluster 2, WC almost equals WPS, indicating that these messages contain on average one 

sentence. With a relatively high average WC, this cluster is still defined by somewhat longer 

messages, such as “Isn’t the bicycle as a sprts [sic] equipment already insured worldwide anyway?” In 

most cases, we found that these requests address very specific queries and are likely outside the scope 

of the chatbots. Messages in Cluster 3 have little semantic weight but contain words that are familiar 

to the chatbots’ lexicon (e.g., greetings, incomplete sentences, insults). The messages are typically 

quite brief and also unique, such as “Are wallpapers also insured” or “Is the way to school insured,” or 

only have one word (e.g., “fear”) and thus lack context. In Cluster 4, the messages are more cryptic for 

the chatbots because they contain a high number of unknown words for the recognition lexicon. These 

inputs are rather short queries with serious spelling errors or typos (e.g., “tililes” or “sk”) that make no 

sense at all, or they are requests written in another language (e.g., “Vorrei sapere come fare l 

assicurazione casa a berlino”) (original spelling and punctuation preserved for all examples). 

To sum up, by comparing the mean value of each variable for the four clusters, we see that for Cluster 

1, WC and WPS are the most important, with semantic weight also of consequence, as these variables 

differ the most from the other clusters. In Cluster 2, most variables are slightly above the dataset mean, 

while in Cluster 3 most are slightly below the mean. Only the unknown words variable is similar for 

Clusters 1–3, with all lying below the mean for all messages. In Cluster 4, all variables have the 

largest distance from their respective means—either very high (unknown words) or very low. 

4.3.3 Breakdown type classifier 

Based on the four clusters identified, we developed a nearest centroid classifier that categorizes a user 

message as one of the breakdown types. This would enable a chatbot to automatically identify the 

breakdown type in real time during an interaction. A nearest centroid classifier is a simple but 

effective linear classification model that assigns an observation to the class whose centroid is closest 

(Tibshirani et al., 2002). To do so, it computes the Euclidean distance of a message from each of the 
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class centroids. For our breakdown type classifier, we used the centroids of the previously identified 

clusters. In k-means clustering, the centroids are represented by the mean values of the observations in 

the clusters (see Table 1). We implemented the classifier using the R package lolR (Bridgeford et al., 

2020) with the values of the four cluster centroids and our training dataset with 5,668 messages as 

inputs. Given a user message with a vector of input values (i.e., semantic weight, percentage of 

unknown words, WC, and WPS), the classifier computes the Euclidean distance to all cluster centroids 

and makes a prediction by selecting the class/cluster with the shortest distance. For example, consider 

the message “I have life insurance from InsurCorp, for several years now. Now I have acquired a 

motorcycle license, does this have any consequences?” with the following characteristics: semantic 

weight = 6.8, percentage of unknown words = 5, WC = 21, and WPS = 10.5. The classification results 

indicate that the distance is shortest to the centroid of the first cluster (distelaborated = 4.66) and 

considerably longer to the other classes (distspecific = 10.38, distbrief = 18.67, distcryptic = 81.17). As a 

result, this message is assigned to the first breakdown type cluster, suggesting that the breakdown 

occurs because the message is rather long and contains too much information pointing in different 

directions and therefore confuses the chatbot’s intent recognition algorithm. In the next stages of our 

DSR project, we plan to test and compare further classification algorithms (e.g., random forest); for 

now, we focused on a simple classifier to determine whether our clusters and classifications work as 

intended. 

4.4 Evaluation 

To evaluate the breakdown type classifier (i.e., our main artifact of the first design cycle) and the 

clusters identified, we relied on human coders and followed the approach described by Huang et al. 

(2019). For the evaluation, we used a separate test dataset from InsurCorp’s chatbots with over 1,000 

interactions that were not used for the cluster analysis. In total, this test dataset contained 282 

messages that caused conversational breakdowns. From this dataset, we drew a random sample of 180 

messages. We then instructed two human coders who were not involved in this study to manually 

classify these messages to one of the four breakdown types. Their instructions included a detailed 

explanation of the clusters along with a list of ten representative examples for each of them. After the 

coders had clarified any questions with us and confirmed their understanding of the clusters, they 

started coding the messages in the dataset. Coding was performed independently, but to obtain one set 

of classified data for comparison with the classifier, disagreements were resolved through discussion. 

Finally, we compared the results of the manual classification with the results of the automated 

classification by our breakdown type classifier. The calculated accuracy of the classifier was 79.44%, 

demonstrating that our classifier can be used to identify breakdown types from user messages that 

cause a breakdown during human–chatbot interaction. This result highlights the validity and usefulness 

of our artifact and suggests that it can serve as the starting point for our second design cycle. 

5 Discussion 

Due to the complexity of natural language, limitations of current technology, and organizational 

constraints (e.g., time spent for training), chatbots often fail to understand user input and provide 

answers, resulting in conversational breakdowns. Further complicating the situation, chatbots often 

provide rather generic repair messages (e.g., “I’m sorry, I didn’t understand you. Can you please try 

again?”) that do not help users but force them to engage in a frustrating trial-and-error process to 

recover from the breakdown (Ashktorab et al., 2019). To address this problem, we are conducting a 

DSR project to design effective conversational repair strategies for chatbots that help users recover 

from conversational breakdowns. Drawing on communication theories on conversational repair 

(Albert and Ruiter, 2018; Sacks et al., 1974; Schegloff et al., 1977), we proposed two DPs in the 

context of chatbot-initiated user-repair that guide our design of a solution that enables chatbots to 

identify causes of conversational breakdowns (DP1) and send more specific repair messages that map 

to the identified causes and allow users to recover from breakdowns themselves (DP2). In the first 

cycle of our DSR project, we focused on the instantiation and evaluation of DP1. More specifically, 
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we leveraged a dataset of chatbot interactions with 5,668 breakdowns from our collaboration partner 

InsurCorp to conduct a cluster analysis and build a breakdown type classifier. Our evaluation of the 

classifier with two human coders demonstrates its robustness and suggests that it can be applied to 

automatically identify breakdown types from user messages in real time. As the main artifact of the 

first design cycle, this classifier serves as a basis for the remainder of our DSR project. The results of 

this research provide valuable theoretical and practical implications, which we discuss in the following. 

First, our research contributes to the body of design knowledge for chatbots. While previous research 

has provided valuable insights into the design of chatbots in terms of appearance and personality (e.g., 

Ahmad et al., 2020; Benner et al., 2021; Diederich et al., 2022; Seeger et al., 2021; Zierau et al., 

2020), our research extends this literature by providing prescriptive knowledge on how to deal with 

conversational breakdowns. The results of our first design cycle demonstrate how data from existing 

chatbot interactions can be leveraged to identify distinct clusters of breakdowns, which can then be 

used as inputs to build a classifier. The evaluation of the breakdown type classifier reveals that it is 

possible to automatically recognize the reason for the breakdown from the messages alone. Such a 

classifier can be integrated into a running chatbot to enable the provision of specific repair messages 

that facilitate a user’s understanding of why the chatbot failed and how to resolve the breakdown (see 

Ashktorab et al., 2019) for initial design ideas, such as acknowledging misunderstandings and helping 

users rephrase their requests). Similar approaches may be used in other areas to identify conversational 

breakdowns (e.g., voice-based CAs). 

Besides prescriptive knowledge, our research offers several contributions in the form of descriptive 

knowledge (Gregor and Hevner, 2013). Rather than reducing conversational breakdowns to the 

capabilities of chatbot technologies alone, our analysis demonstrates that the extent of detection also 

depends on users and their different message-writing styles. This study provides novel insights on 

conversational breakdowns by revealing what types of breakdown messages exist and how they can be 

identified; although users have different queries, the underlying structure of messages can be divided 

into four types. Our classification of messages helps extend the theoretical understanding of 

conversational breakdowns by providing a novel and complementary perspective on the factors that 

can be extracted from messages. Thus, our results offer a detailed understanding of message 

characteristics (semantic weight, unknown words, WC, and WPS) associated with conversational 

breakdowns. For example, when we analyzed the fourth cluster, we found the messages to contain 

many unknown words that can be distinguished into two categories: (1) spelling errors and single 

characters with no meaning (perhaps because the user sent the message by mistake) and (2) different 

languages. Consistent with previous studies (e.g., Adam et al., 2021; Riquel et al., 2021), we also 

found breakdowns in Cluster 3 revealing small talk (e.g., “Thank you goodbye” or “beer?”) and insults 

(e.g., “You are stupid!”) to be popular among users. Although it is difficult for chatbots to possess the 

answers to all specific user queries, their small-talk capabilities should be expanded, as such 

interaction is independent of a specific product and could be applied across chatbots. 

From a practitioner perspective, we provide implications for (1) companies employing chatbots, (2) 

software companies providing chatbot technology, and (3) users who benefit from chatbots. First, our 

analysis of the literature and real-world examples shows that for companies employing chatbots, 

conversation breakdowns are a real challenge in delivering a satisfying experience. However, 

presenting one-size-fits-all repair messages and continuing to train the intent recognition algorithm is 

not an ideal solution to the problem, especially as investing more time and money in chatbot training 

may not deliver a good balance between effort and benefit. As research has shown that helping the 

user recover from a breakdown is as good as avoiding a breakdown in the first place (Mozafari et al., 

2022; Sheehan et al., 2020), companies should implement effective repair strategies. This paper offers 

first guidance in this regard by defining four types of breakdowns and illustrating how a classifier 

could identify them. If companies are unable to implement such a classifier by themselves (e.g., via an 

API integration), they should consider the ability to detect different breakdowns as an important 

criterion when deciding on a chatbot software. Second, although software companies are working to 

optimize their recognition algorithms, they are unlikely to be scalable enough to provide answers for 

every user query. Therefore, helping companies develop chatbots that have effective repair strategies 
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seems like a promising route to expand their range of services. Our results offer a greater 

understanding of conversational breakdowns and highlight the opportunity for software companies to 

identify them, thus enabling businesses to react appropriately to the different breakdown types. 

Furthermore, software companies might consider additional classification strategies for messages in 

Cluster 4, such as checking for profanity words and different languages. All in all, by supporting 

effective repair strategies, software companies can differentiate themselves from the rapidly growing 

and competitive field of chatbot software vendors. Third, with existing chatbots, users end up trapped 

in breakdown situations without knowing how it happened or how to fix it. When chatbots can detect 

breakdown types, they can answer both of these questions, leading users to forgive chatbots for the 

breakdowns and improving the overall experience. The findings of this paper will help practitioners 

better leverage incoming messages in chatbot interactions and help users recover from these situations, 

taking an important step toward overcoming one of the biggest challenges in human–chatbot 

interaction. 

Despite these contributions, our ongoing work presents certain limitations that reveal opportunities for 

further research. First, in the current stage of our DSR project, we have yet to evaluate the holistic 

repair strategy, as our first cycle focused on identifying the causes of a breakdown. Therefore, more 

research is needed to design and evaluate the repair strategy end to end. Moreover, due to the lack of 

labeled training data, we currently rely on a rather simple nearest centroid classifier based on the 

results of our cluster analysis. However, as there are more advanced classification algorithms (e.g., 

random forest, gradient boosting) that may perform better, future research is needed to test and 

compare our classifier against ones using different algorithms. In addition, future research could 

validate the results of our cluster analysis by applying multiple cluster optimization techniques, 

reducing possible methodological shortcomings, and demonstrating the robustness of our four-cluster 

solution (Balijepally et al., 2011). Second, our cluster analysis specifically focused on structural 

characteristics of user messages (e.g., content words versus function words through semantic weight, 

word count) rather than the content of a message itself. Therefore, future research could extend our 

analysis by including content characteristics of user messages (e.g., type of request). Third, we 

examined real-world examples from two industries (insurance and banking) and analyzed user 

questions directed to chatbots of a specific insurance company. Our data and cluster analyses may not 

be generalizable to all types of chatbots and could be extended to chatbot interactions in other sectors. 

For example, chatbots designed for long-term interactions (e.g., Replika) may need different repair 

strategies than our chatbots, which were designed primarily to answer FAQs. Fourth, we focused on 

text-based CAs. As voice-based CAs are becoming more common (Reinkemeier and Gnewuch, 2022) 

but have different reasons for breakdowns—for example, different accents or background noise 

(Weber and Ludwig, 2020)—our DPs could be reviewed and adapted to such interactions. The last 

limitation involves our focus on messages in German; future research should apply our proposed DPs 

to chatbots operating in other languages. 

6 Conclusion 

Following the DSR approach (Hevner et al., 2004), we address the real-world challenge of repairing 

conversational breakdowns in human–chatbot interaction. In this paper, we report the results of our 

first design cycle, in which we conducted a cluster analysis of breakdown messages and then built a 

classifier that can automatically identify the cause of a breakdown from the user’s message. The 

evaluation of the breakdown type classifier demonstrates its utility in addressing the first DP. The 

findings of the first design cycle serve as the starting point for the subsequent cycles, with the ultimate 

goal of designing effective conversational repair strategies for chatbots. In the next cycle we plan to 

conduct an experimental evaluation of different repair messages that map to our identified breakdown 

types. Finally, we will combine our artifacts (classifier and repair messages) and evaluate them 

together in a randomized field experiment with our collaboration partner. Overall, through our DSR 

project, we aim to advance the body of design knowledge for chatbot repair strategies and enable 

practitioners to design effective conversational repair strategies that provide a better user experience. 
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