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Abstract 

Although collective trolling poses a growing threat to both individuals and virtual community 

owners, the information systems (IS) literature lacks a rich theorization of this phenomenon. To 

address the research gaps, we introduce the concept of we-intention to capture the collective nature 

of collective trolling in virtual communities. We also integrate the social identity model of 

deindividuation effects (SIDE) and situational action theory to invoke the sociotechnical perspective 

in theorizing collective trolling in virtual communities. The objective of this study is to use the 

sociotechnical perspective to understand the we-intention to participate in collective trolling in 

virtual communities. We test our proposed model using data gathered from 377 Reddit users. Our 

moderated mediation analysis elaborates how technical elements (i.e., anonymity of self and 

anonymity of others) influence the we-intention to participate in collective trolling via individual-

based social elements (i.e., perceived online disinhibition and social identity), with an environment-

based social element (i.e., the absence of capable guardianship) as a boundary condition. We 

contribute to research by explaining collective trolling in virtual communities from the group-

referent intentional action perspective and sociotechnical perspective. We also offer practical 

insights into ways to combat collective trolling in virtual communities. 

Keywords: We-Intention, Collective Trolling, Social Identity Model of Deindividuation Effects 

(SIDE), Sociotechnical Perspective, Anonymity, Absence of Capable Guardianship, Collective 

Action, Moderated Mediation Analysis 

Likoebe M. Maruping was the accepting senior editor. This research article was submitted on February 7, 2019 and 

underwent three revisions.  

1 Introduction 

Social technologies in the form of virtual communities 

(e.g., virtual worlds, social media, online support 

groups, and online discussion forums) connect 

geographically distant individuals and facilitate their 

pursuit of mutual interests and goals (Majchrzak & 

Malhotra, 2016; Karahanna et al., 2018; Mindel et al., 

2018; Maruping et al., 2019). Individuals can obtain 

social and informational support by socializing and 

participating in public discussions in virtual 

communities. For example, people who experience 

health problems may join virtual health communities 

to obtain emotional support (Kordzadeh & Warren, 

2017; Huang et al., 2019). In virtual brand 

communities, customers exchange product 

information and share shopping experiences with other 

customers and even brand owners (Yesiloglu et al., 

2021). However, virtual communities are vulnerable to 

hostile social interactions such as online trolling, 
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which refers to a set of intentional, antisocial, and 

provocative online behaviors (Hardaker, 2010; Dineva 

& Breitsohl, 2021). Typical trolling behaviors in such 

communities include posting inflammatory, off-topic, 

or aggressive messages to provoke readers and disrupt 

online discussions (Sanfilippo et al., 2018).  

The growing popularity of virtual communities has 

encouraged individual trollers to engage in collective 

trolling—whereby they coordinate trolling campaigns 

to harass other users and disrupt their online 

experiences (Al-khateeb & Agarwal, 2014, 2019; 

Krumsiek, 2017). On Reddit, for example, many 

trolling campaigns have been coordinated across 

subreddits of destructive and controversial 

communities1 (Springer, 2015; Massanari, 2017). The 

subreddit /r/KotakuInAction, to which more than 

96,000 members subscribe, is the main hub for the 

#GamerGate movement, which launches systematic 

trolling campaigns against female users (Massanari, 

2017). This collective form of trolling, defined as “a 

form of collective action that involves an organized 

group trolling effort, targeting individuals or groups, 

while using trolling tactics and behaviors” (Sun & 

Fichman, 2020, p. 770), poses a serious threat to 

internet users, virtual community owners, and society. 

Collective trolling has more serious adverse 

consequences than individual trolling because victims 

experience multiple offenses from groups of people, 

making it difficult for them to fight back (Ransbotham 

et al., 2016). The negative consequences of collective 

trolling for victims include suicidal ideation, social 

anxiety, substance abuse, diminished life satisfaction, 

and delinquency (Citron, 2014, 2020; Krumsiek, 

2017). These organized trolling behaviors also 

influence people’s opinions on specific events, such 

as voting (Berghel & Berleant, 2018; Linvill et al., 

2019; Zannettou et al., 2019). The insulting and 

manipulative posts used in collective trolling 

campaigns often provoke a flood of angry responses, 

resulting in a polarized society (Berghel & Berleant, 

2018; Lew, 2019). 

The emergence of collective trolling in virtual 

communities deserves more scholarly and public 

attention due to its devastating consequences for 

individuals and society. Nonetheless, our literature 

review identified research gaps that warrant further 

scholarly attention. First, prior studies have primarily 

conducted descriptive analyses of collective trolling 

(Flores-Saviaga et al., 2018; Kirkwood et al., 2019; 

Sun & Fichman, 2018, 2020; Ortiz, 2020); however, 

rich theorization of the phenomenon is lacking. This is 

a critical omission because collective trolling in virtual 

communities is a theoretically distinct phenomenon. 

 
1 https://en.wikipedia.org/wiki/Controversial_Reddit_communities 

Although its behavioral manifestations may resemble 

isolated individual deviant behaviors, collective 

trolling in virtual communities requires a different 

theorization. Specifically, since community members 

perceive themselves to be members of a larger social 

unit, their participation in collective trolling inevitably 

refers to other members and should thus be 

conceptualized as a group-referent intentional action 

(Bagozzi, 2000; Tsai & Bagozzi, 2014). 

Understanding the collective nature of this form of 

online deviant behavior requires investigation of the 

concept of we-intention, defined as “a commitment of 

an individual to participate in joint action [that] 

involves an implicit or explicit agreement between the 

participants to engage in that joint action” (Tuomela, 

1995, p. 2).  

Second, information systems (IS) researchers have not 

yet begun to investigate collective trolling in virtual 

communities. The field of IS, with its inherent focus 

on the sociotechnical view (Sarker et al., 2019), is 

predestined for exploring the role of social 

technologies in enabling collective trolling in virtual 

communities. The sociotechnical perspective 

considers both the social and technical elements of a 

phenomenon that is particularly suitable for addressing 

IT-related societal issues (Majchrzak et al., 2016). 

Most studies of collective trolling have treated 

technology as the research background without 

theorizing its impact on collective trolling (Kirkwood 

et al., 2019; Sun & Fichman, 2020; Ortiz, 2020). The 

technical design of a virtual community shapes 

members’ psychological and motivational states (i.e., 

individual-based social elements), which may engage 

them in collective trolling in a virtual community. For 

example, enabling anonymity for members of virtual 

communities is a typical technical design decision 

made by virtual community owners to encourage users 

to express their views and generate content on the 

platforms (Scott & Orlikowski, 2014; Suh et al., 2018). 

However, an unintended consequence of this technical 

design choice is that it creates a safe psychological 

state (e.g., online disinhibition) for members to 

participate in collective trolling. In other words, 

collective trolling in virtual communities can result 

from technical design choices (i.e., anonymity) made 

by the virtual community owners.  

Although anonymity has been shown to be a potent 

enabler of a wide range of antinormative and deviant 

behaviors (Postmes & Spears, 1998; Lowry et al., 

2016), its role in collective trolling in virtual 

communities has not been theorized and tested. 

Furthermore, many virtual community owners use a 

wide range of countermeasures (e.g., moderators, 

policies, and reporting) to restrain users’ deviant 
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behaviors. These countermeasures are widely 

considered to be environment-based social elements 

that intervene in users’ decisions on deviant behaviors 

(Ransbotham & Mitra, 2009; Wikström, 2014). The 

novel application of the sociotechnical perspective to 

collective trolling can help IS researchers address the 

technical aspects (e.g., anonymity) of this phenomenon 

and consider its relationship with social elements (e.g., 

individual- and environment-based social elements). If 

we ignore this important theorization, we may generate 

an incomplete view of the causes of collective trolling 

and thus fail to provide effective technical and social 

interventions to address collective trolling in virtual 

communities.  

Against these backdrops, this study theorizes 

collective trolling in virtual communities from the 

perspective of group-referent intentional action 

(Bagozzi & Dholakia, 2002, 2006a, 2006b; Tsai & 

Bagozzi, 2014) and the sociotechnical perspective 

(Sarker et al., 2019). Specifically, we seek to answer 

the following research questions: 

RQ1: How does the perspective of group-referent 

intentional action contribute to our theoretical 

understanding of collective trolling in virtual 

communities?  

To address this research question, we introduce the 

concept of we-intention to examine collective trolling 

participation in virtual communities. This concept 

captures the collective nature of this form of online 

deviant behavior.  

RQ2: How does the sociotechnical perspective help to 

explain collective trolling in virtual communities?  

We use the social identity model of deindividuation 

effects (SIDE) model (Reicher et al., 1995), which 

considers the distinctive role of anonymity in group 

behaviors, to theorize how technical elements trigger 

individual-based social elements in collective trolling 

in virtual communities. We also integrate situational 

action theory (Wikström, 2004, 2014) with the SIDE 

model to capture a salient favorable environment-

based social element of collective trolling—the 

absence of capable guardianship (Chan et al., 2019; 

Wang et al., 2019)—that may intervene in users’ 

decisions on whether to engage in collective trolling 

(Ransbotham & Mitra, 2009). By integrating the SIDE 

model and situational action theory, this study invokes 

the sociotechnical perspective for explaining the we-

intention to engage in collective trolling in virtual 

communities. Furthermore, prior research has 

demonstrated the important role of person-

environment interactions in crime and other deviant 

behaviors (Wikström, 2004, 2014). While the SIDE 

model captures technical elements (i.e., anonymity) 

and individual-based social elements (i.e., perceived 

online disinhibition and social identity), situational 

action theory serves as a complementary theory that 

highlights the boundary condition role of environment-

based social elements (e.g., the absence of capable 

guardianship) in explaining users’ participation in 

collective trolling in virtual communities (Ransbotham 

& Mitra, 2009; Wikström, 2014).  

By theorizing the we-intention to participate in 

collective trolling in virtual communities from the 

group-referent intentional action perspective and 

sociotechnical perspective, we contribute to IS 

research and offer insights for owners of virtual 

communities. First, although IS researchers have 

begun to analyze deviant behaviors enabled by social 

technologies (e.g., Lowry et al., 2016, 2019; Chan et 

al., 2019; Wong et al., 2021; Wang & Lee, 2020), only 

minimal efforts have been made to explore collective 

deviant behaviors, such as collective trolling in virtual 

communities (Kirkwood et al., 2019; Sun & Fichman, 

2020). Given the increasingly serious problems 

associated with collective trolling in virtual 

communities, this study advances the IS literature by 

providing a rich theorization of participation in 

collective trolling among members of virtual 

communities. The we-intention construct is highly 

relevant to IS research today because of the emergence 

of high-connectivity social technologies. Second, 

while governments and virtual community owners 

have begun to combat collective trolling, IS 

researchers have yet to join the conversation. We adopt 

the sociotechnical perspective (Sarker et al., 2019), 

which not only enables IS researchers to 

comprehensively engage with reference disciplines 

and address emerging societal issues but also informs 

virtual community owners in the ways that technical 

design and social elements can be used to combat 

collective trolling in their virtual communities. Thus, 

the results of this study offer insights into the 

construction and maintenance of a safe and healthy 

online environment for virtual community users.  

2 Theoretical Foundation 

This section first describes trolling and collective 

trolling and demonstrates how, from a sociotechnical 

perspective, collective trolling in virtual communities 

can be understood as a group-referent intentional 

action. We then introduce the SIDE model and 

situational action theory and explain how they invoke 

the sociotechnical perspective for theorizing collective 

trolling in virtual communities. 

2.1 Trolling and Collective Trolling 

Trolling is a catch-all term that comprises a set of 

intentional, antisocial, and provocative online behaviors 

intended to antagonize and upset others (Hardaker, 

2010; Masui, 2019). Although trolling shares some 

similarities with cyberbullying (i.e., another widely 
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examined online deviant behavior), the two differ in 

several respects (Hardaker, 2010; Cruz et al., 2018). 

First, cyberbullying, defined as deliberate and 

aggressive behaviors intended to directly harm the 

victim (Lowry et al., 2016), is more direct and targeted 

than trolling; the victims of trolling are not necessarily 

predefined (Hardaker, 2010; Cruz et al., 2018). Second, 

cyberbullies tend to harass victims who cannot easily 

defend themselves (Chan et al., 2021). In contrast, 

trollers often provoke celebrities or politicians, who are 

likely to have more power than they do (Springer, 2015; 

Massanari, 2017). Finally, trolling is more purposive 

and strategic than cyberbullying, and often intends to 

provoke others and disrupt online interactions and 

public discussions (Coles & West, 2016; Masui, 2019). 

Thus, trolling has been observed in coordinated 

campaigns related to business and politics (Flores-

Saviaga et al., 2018; Cruz et al., 2018). 

There have been various recent trolling campaigns 

involving coordinated provocative and aggressive 

actions against certain individuals and groups in virtual 

communities (Springer, 2015; Massanari, 2017; 

Flores-Saviaga et al., 2018). This collective form of 

trolling has attracted increasing attention from the 

scientific community (Flores-Saviaga et al., 2018; 

Kirkwood et al., 2019; Sun & Fichman, 2018, 2020; 

Ortiz, 2020). Flores-Saviaga et al. (2018) examined the 

strategic use of collective trolling for political purposes 

and delineated the behavior patterns of groups of active 

trollers in a political trolling community on Reddit. 

Sun and Fichman (2020) conducted thematic content 

analysis of posts from a collective trolling event in 

China to characterize the lifecycle of collective 

trolling. While most studies in this area have focused 

on describing collective trolling, we provide a 

theoretical explanation of this phenomenon with a 

focus on group-referent intentional action (i.e., we-

intention). We also fill a gap in IS research, which has 

not yet addressed collective trolling in virtual 

communities. Furthermore, we take a novel approach 

to collective trolling in virtual communities by 

adopting the sociotechnical perspective. 

2.2 Approaching Collective Trolling in 

Virtual Communities from the 

Perspective of Group-Referent 

Intentional Action  

Collective trolling is a set of coordinated trolling 

behaviors conducted by a group of people to provoke 

and upset other individuals or groups (Sun & Fichman, 

2018, 2020). As a form of collective action, collective 

trolling requires a shared intention among group 

members that can be purely subjective and need not be 

true (Tuomela, 1995; Bagozzi, 2000). When 

individuals participate in collective trolling, they feel 

as if they are part of a group and that the collective 

trolling is conducted not by the individual alone but by 

a group of people. Accordingly, individuals’ decisions 

to participate in collective trolling necessarily go 

beyond themselves to consider others in the group, 

particularly in virtual communities in which groups of 

like-minded people enjoy the experience of 

congregating and communicating as a group (Bagozzi 

& Dholakia, 2002). Some researchers have argued that 

action in relation to group members should be 

conceptualized differently from isolated individual 

actions, using such concepts as “shared intention,” 

“collective intention,” and “we-intention” (Gilbert, 

1989; Bratman, 1992; Tuomela, 1995; Bagozzi, 2007). 

Bagozzi et al. conceptualized this kind of action as a 

group-referent intentional action and used the concept 

of we-intention to empirically examine virtual 

community members’ intention to participate in a 

virtual community (Bagozzi & Dholakia, 2002, 2006a, 

2006b; Bagozzi, 2000, 2007; Tsai & Bagozzi, 2014). 

Drawing on Bagozzi’s series of studies, we use the 

concept of the we-intention to participate in collective 

trolling, defined as an individual community 

member’s commitment to participate in collective 

trolling with the subjective perception that other 

members will also engage in the collective trolling 

(Tuomela, 1995), to theorize collective trolling in 

virtual communities. 

The concept of we-intention has been increasingly 

applied to investigate the group-referent intentional 

use of social technologies such as virtual 

communities, groupware, social networking services, 

wikis, and multiplayer online games (see Table A1 in 

Appendix). These studies have suggested that the use 

of social technologies has meaning only when a group 

of users uses them in a collective manner (Cheung & 

Lee, 2010; Shen et al., 2010, 2011, 2021). Some 

studies have demonstrated that the formation of we-

intention can facilitate collective actions among 

community members (Bagozzi & Dholakia, 2006a, 

2006b), thus sustaining the community by alleviating 

concerns about free-riding (Bagozzi & Dholakia, 

2006b; Mindel et al., 2018; Li & Suh, 2021). 

Furthermore, we find that most related studies have 

primarily used sociopsychological theories, such as 

social influence theory, the theory of planned 

behavior, and the model of goal-directed behavior (see 

Table A1 in Appendix), to explain we-intention. 

These sociopsychological theories have normally 

been used to examine the effects of social elements 

(e.g., individuals’ psychological and motivational 

states and social environments) on we-intention, with 

technical elements serving as the hidden context 

(Sarker et al., 2019). However, we lack a rich 

understanding of the role of virtual communities in 

facilitating the we-intention to participate in collective 

trolling in virtual communities.  
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2.3 Approaching Collective Trolling in 

Virtual Communities from the 

Sociotechnical Perspective  

Virtual communities are “social aggregations that 

emerge from the Net when enough people carry on 

those public discussions long enough, with sufficient 

human feeling, to form webs of personal relationships 

in cyberspace” (Rheingold, 1993, p. 5). Similar to real-

life communities, most virtual communities create and 

use a shared language, strive to achieve mutual goals, 

enact rituals, and establish boundaries that separate 

nonmembers via social technologies (Bagozzi & 

Dholakia, 2002). As such, virtual communities can be 

analyzed from the sociotechnical perspective, which 

describes “an ensemble, a practice, or even an analysis 

of any of these that integrates social and technical 

elements in a way that reveals their interactions and 

interpenetration” (Kling & Courtright, 2003, p. 222). 

Specifically, these social elements include individual-

based social elements (e.g., individuals’ attributes and 

psychological and motivational states) and 

environment-based social elements (e.g., the attributes 

of the environment in which individuals are situated). 

The technical elements include hardware and software 

and their associated resources and attributes (Sarker et 

al., 2019). The sociotechnical perspective is regarded 

as one of the foundational viewpoints in IS research 

(Bostrom & Heinen, 1977; Sarker et al., 2019) and it 

has been extensively used to theorize behaviors 

enabled by information technology (Lowry et al., 

2016; Vaast et al., 2017; Karahanna et al., 2018; Chan 

et al., 2019; Wong et al., 2021).  

We adopt the sociotechnical perspective to 

comprehensively consider key technical elements 

(anonymity of self and anonymity of others) and social 

elements (perceived online disinhibition, social 

identity, and the absence of capable guardianship) of 

collective trolling in virtual communities. The 

technical elements of virtual communities shape their 

individual-based social elements, which in turn 

provide a basis for collective trolling (Flores-Saviaga 

et al., 2018). Specifically, virtual communities connect 

groups of like-minded members with a keen awareness 

of their mutual interests and shared identity. Because 

of the anonymity offered by most virtual communities 

(an aspect of their technical design) (Gutman, 2018; 

Lowry et al., 2016), users are easily mobilized to 

participate in collective trolling against other 

individuals and groups via sociopsychological 

mechanisms (Flores-Saviaga et al., 2018). For 

instance, anonymity in virtual communities promotes 

the diffusion of responsibility because of a lack of 

identifiability and creates social pressure to conform to 

group norms (Postmes & Spears, 1998; Lowry et al., 

2016; Krumsiek, 2017), thus facilitating users’ 

engagement in collective trolling. In addition, virtual 

community owners should consider not only 

individual- but also environment-based social 

elements (e.g., guardianship) that may facilitate 

collective trolling. According to studies of crime and 

other deviant behaviors (Felson & Clarke, 1998; 

Wikström, 2004; Chan et al., 2019), potential 

offenders are more likely to exhibit deviant behaviors 

in the absence of capable guardianship. Most virtual 

communities use a variety of online countermeasures 

(e.g., peer-monitoring systems, moderators, policies 

and rules, and detection systems) to combat collective 

trolling. These countermeasures represent 

guardianship that deters collective trolling, and their 

effectiveness determines whether criminogenic 

opportunities for collective trolling arise in virtual 

communities. 

2.4 Social Identity Model of 

Deindividuation Effects  

The SIDE model is a useful framework for exploring 

the effects of social technologies on human in-group 

behaviors (Spears & Postmes, 2015; Spears, 2017). To 

capture the online representation of individuals and 

groups, we identify two distinctive roles of anonymity 

in the context of the virtual community: the anonymity 

of self and the anonymity of others. 

The anonymity of self is defined as the extent to which 

individuals perceive themselves to be unidentifiable in 

online social interactions (Jiang et al., 2013). When 

people believe that they are unidentifiable and 

invisible to others (i.e., anonymity of self) in a virtual 

community, they can separate their online behaviors 

from their in-person identities and real personal lives 

(Suler, 2004). This provides them with several 

strategic advantages and further changes their 

behavioral decisions (Spears, 2017). For example, 

when communication technologies render individuals 

unidentifiable and invisible to others, they are likely to 

feel more relaxed and less restrained and to express 

themselves more openly because they are in a state of 

perceived online disinhibition (Cheung et al., 2021). 

Perceived online disinhibition refers to the sense of a 

lack of restraint when communicating with others 

online (Suler, 2004). Some individuals, however, use 

this sense of online disinhibition to engage in 

behaviors that violate socially accepted norms (e.g., 

cyberbullying, fraud, and trolling) (Postmes & Spears, 

1998; Lowry et al., 2016; Huang et al., 2017; Kordyaka 

et al., 2020). In this study, the strategic mechanism of 

the SIDE model describes how the features of virtual 

communities create strategic advantages for members 

of a virtual community to participate in collective 

trolling, and perceived online disinhibition may be one 

of the major strategic advantages. The strategic 

mechanism assumes that members of a virtual 

community behave in certain ways that might be 

sensitive to power or socially accepted norms (Spears 

& Postmes, 2015; Spears, 2017).  
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The anonymity of others is defined as the extent to 

which an individual perceives others to be 

unidentifiable and anonymous in online social 

interactions (Jiang et al., 2013). When an individual 

has no personal information on other contributors to 

online group interactions, that individual lacks 

awareness of individual differences between the group 

members, making it difficult to distinguish between 

them (Lea et al., 2001; Lee, 2004). As a result, the 

individual views each group member not as a unique 

individual but as an interchangeable group member, 

amplifying the salience of social identity (Spears & 

Postmes, 2015; Spears, 2017). Social identity, defined 

as the self-awareness of the membership of a group and 

the emotional and evaluative significance of the 

membership (Tajfel, 1978), plays a key role in 

members’ participation in collective actions in virtual 

communities (Ren et al., 2012; Laato et al., 2021). In 

this study, the cognitive mechanism of the SIDE model 

suggests that a lack of individuating information on 

other users obscures individual differences and leads 

to less individuated impressions, thus increasing group 

members’ cognitive efforts to categorize themselves in 

terms of the group (Reicher et al., 1995; Spears, 2017). 

2.5 Situational Action Theory 

Situational action theory integrates environment-

oriented and individual-oriented explanations of deviant 

behavior and thus emphasizes the contribution of 

person-environment interaction to such behaviors 

(Wikström, 2004, 2014). This theory states that deviant 

behaviors depend on the interaction between individual 

factors and criminogenic settings (Wikström, 2004; 

Pauwels et al., 2018). Individual factors that can explain 

offenders’ tendencies to engage in deviant behavior 

include personal traits, capabilities, and psychological 

or motivational states (Wikström, 2014). Individuals 

with a lack of self-control, a dark tetrad personality, or 

perceived online disinhibition are likely to exhibit 

deviant behaviors online (Song & Lee, 2020; Masui, 

2019; Wong et al., 2018; Kordyaka et al., 2020). 

Criminogenic settings are environments whose 

conditions are conducive to deviant behaviors—for 

example, guardianship conditions (e.g., a lack of 

supervision or deterrence measures) (Wikström, 2014; 

Pauwels et al., 2018) that encourage offenders to engage 

in deviant behaviors (Ransbotham & Mitra, 2009; 

D’Arcy et al., 2009). Offenders are likely to rationally 

avoid deviant behavior when the risk of being caught 

and punished is high, even when they have a strong 

motivation to engage in such behaviors (see Pauwels et 

al., 2018 for a review). Based on situational action 

theory, which emphasizes the role of person-

environment interaction in explaining deviance, 

environment-based social elements, such as the absence 

of capable guardianship, are likely to interact with 

individual-based social elements, such as perceived 

online disinhibition and social identity, and lead to the 

we-intention to participate in collective trolling in 

virtual communities. 

3 Research Model and Hypothesis 

Development 

Figure 1 depicts the research model of the we-

intention to participate in collective trolling in virtual 

communities. Guided by the group-referent 

intentional action literature and the sociotechnical 

perspective, we introduce the concept of we-intention 

and use the SIDE model and situational action theory 

to invoke a sociotechnical perspective for theorizing 

collective trolling in virtual communities. 

Specifically, key technical elements (i.e., anonymity 

of self and anonymity of others) trigger key 

individual-based social elements (i.e., perceived 

online disinhibition and social identity) via the 

strategic and cognitive mechanisms of the SIDE 

model. Based on situational action theory, these 

individual-based social elements interact with an 

environment-based social element (i.e., the absence of 

capable guardianship) to determine the we-intention 

to participate in collective trolling in virtual 

communities. Moreover, prior research suggests that 

online trolling behaviors vary across demographic 

groups (e.g., age, gender, education, and community 

experience) (Craker & March, 2016; Ferguson & 

Glasgow, 2021). Following prior research on trolling 

(Masui, 2009) and other online deviant behaviors 

(e.g., cyberbullying) (Lowry et al., 2016; Chan et al., 

2019), we also include several demographic 

characteristics (e.g., age, gender, education, and 

community experience) as control variables to ensure 

the robustness of the research model.  

3.1 Strategic Mechanism of SIDE Model: 

The Mediating Role of Perceived 

Online Disinhibition 

The strategic mechanism of the SIDE model describes 

how the advantages provided by communication 

technologies (e.g., anonymity of self) influence 

individuals’ behaviors (Reicher et al., 1995; Spears & 

Lea, 1994). Through the affordances of communication 

technologies, most virtual communities (e.g., Reddit) 

allow users to manipulate their identifiability and 

visibility by managing the displays of their digital 

profiles and their privacy settings. When members of 

virtual communities are given the option of anonymity, 

they are likely to loosen up and express themselves 

more openly (i.e., the online disinhibition effect) 

because the anonymity of self allows them to separate 

their online behaviors from their personal identity and 

gives them the sense that they cannot be easily 

identified (Suler, 2004; Huang et al., 2017).  
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Figure 1. A Sociotechnical Model of Collective Trolling in Virtual Communities 

Perceived online disinhibition has been regarded as one 

of the most direct results of the anonymity of self (Suler, 

2004; Lowry et al., 2016; Cheung et al., 2021). 

Furthermore, social interactions and group decisions can 

easily become extreme and irrational because of the 

diffusion of responsibility entailed by group decision-

making (Sia et al., 2002; Laato et al., 2021), especially 

for groups comprising largely like-minded people who 

are easily mobilized in the absence of restraints to 

combine their efforts to provoke others (Krumsiek, 2017; 

Strandberg et al., 2019). Previous studies largely agree 

that perceived online disinhibition is accountable for a 

wide variety of online behaviors that violate socially 

accepted norms (Hardaker, 2010; Wong et al., 2018; 

Harrison, 2018; Kordyaka et al., 2020). When members 

of a virtual community feel disinhibited, they believe 

that their behaviors are not accountable to other 

members and they are likely to seize upon this strategic 

advantage by engaging in community interactions to 

collectively provoke and upset others. 

Overall, when members of virtual communities are 

allowed to remain anonymous and unidentifiable to 

other members during their community interactions, 

they will experience reduced inhibition and restraint, 

which offers them a safe psychological state in which to 

actively interact with other members and form we-

intentions to engage in collective trolling in virtual 

communities. Accordingly, in line with the strategic 

mechanism of the SIDE model (Reicher et al., 1995), 

perceived online disinhibition can be regarded as one of 

the strategic advantages provided by the anonymity of 

self, which further facilitates the formation of the we-

intention to participate in collective trolling in virtual 

communities. That is, the formation of the we-intention 

to participate in collective trolling in a self-anonymous 

community may result in part from the perceived online 

disinhibition triggered by the anonymity of self. It is not 

the anonymity of self per se but the perceived online 

disinhibition caused by the anonymity of self that fosters 

the we-intention to participate in collective trolling. 

Therefore, perceived online disinhibition operates as a 

mediating mechanism between the anonymity of self 

and the we-intention to participate in collective trolling 

in virtual communities. Studies taking the 

sociotechnical perspective have also suggested that an 

individual’s psychological state associated with the use 

of information technology plays a key role in the 

internalization of technological features to form 

behavioral intentions (Wixom & Todd, 2005; Sarker et 

al., 2019; Yang & Gong, 2021). For example, Ren et al. 

(2012) demonstrated that members’ psychological 

attachment mediates the impact of virtual community 

features on members’ participation in virtual 

communities. Therefore, we hypothesize:  

H1: Perceived online disinhibition mediates the effect 

of the anonymity of self on the we-intention to 

participate in collective trolling in virtual 

communities.  
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3.2 Cognitive Mechanism of the SIDE 

Model: The Mediating Role of Social 

Identity 

The cognitive mechanism of the SIDE model describes 

the cognitive processes by which the absence of 

individuating information (i.e., anonymity of others) in 

group interactions influences the salience of social 

identity and in-group behaviors (Reicher et al., 1995; 

Spears & Lea, 1994). In our study, social identity refers 

to a virtual community member’s awareness of their 

membership as a community member and the emotional 

and evaluative significance assigned to this membership 

(Tajfel, 1978). In most virtual communities, members can 

obtain other members’ personal information by checking 

their profiles (e.g., email, username, and birthday) and 

historical posting and/or chatting behaviors (Jiang et al., 

2013). Ma and Agarwal (2007) identified four virtual 

community artifacts (i.e., virtual copresence, persistent 

labeling, self-representation, and deep profiling) that 

can influence community members to obtain 

individuating identity information about other members. 

According to the cognitive mechanism of the SIDE 

model, when virtual communities prevent community 

members from obtaining individuating information 

about others, members cannot determine how others 

differ from themselves; as a result, they will see other 

members as interchangeable rather than as unique 

individuals (Spears & Postmes, 2015; Spears, 2017). In 

this case, members’ cognitive efforts to perceive the 

virtual community as an entity will be amplified, 

increasing their tendency to categorize themselves in 

terms of the community (i.e., social identity with the 

virtual community) (Lea et al., 2001; Lee, 2004).  

When community members develop a sense of social 

identity with the community, they evaluate the 

community in a positive manner and exert efforts to 

participate in social interactions with others to maintain 

their membership (Tajfel, 1978; Ren et al., 2012), 

providing the core conditions for the formation of a we-

intention to join collective actions (Bagozzi & Dholakia, 

2002). In particular, groupthink—a psychological 

phenomenon occurring within a group of people who 

have a desire for harmony or conformity—may arise, 

encouraging members to stereotype anyone outside the 

group as an enemy (Turner & Pratkanis, 1998; 

Krumsiek, 2017). Those involved in groupthink may 

also temporarily forget their own ideas and conform to 

group decisions in social interactions (Krumsiek, 2017; 

Spears & Postmes, 2015). As a result, community 

members with a strong sense of social identity are likely 

to follow other members and form groups to provoke 

and attack others, thus forming a strong we-intention to 

participate in collective trolling in virtual communities. 

Studies have identified social identity as a key 

antecedent of the we-intention to participate in 

collective actions in the community (Bagozzi & 

Dholakia, 2002, 2006a; Cheung & Lee, 2010). 

Accordingly, in line with the cognitive mechanism of 

the SIDE model (Reicher et al., 1995), the anonymity 

of others afforded by virtual communities obscures 

individual differences between community members 

and increases the salience of social identity with the 

community. This facilitates the formation of the we-

intention to participate in collective trolling to 

maintain a sense of social identity in the virtual 

community. It is plausible that, in the absence of 

individuating information about other members, 

people will form we-intentions to participate in 

collective trolling only when they feel that they 

identify with the community. That is, social identity 

triggered by the anonymity of others, rather than the 

anonymity of others per se, facilitates the formation of 

the we-intention to participate in collective trolling in 

virtual communities. Therefore, social identity plays a 

key mediating role in transforming the anonymity of 

others into the we-intention to participate in collective 

trolling in virtual communities. This is consistent with 

the sociotechnical perspective that suggests that 

technologies influence human behaviors by causing 

psychological and motivational changes in individuals 

(Wixom & Todd, 2005; Sarker et al., 2019; Yang & 

Gong, 2021). Studies have also suggested that 

identification with a virtual community mediates the 

effects of the community’s features on participation 

behaviors (Ren et al., 2012). Therefore, we 

hypothesize:  

H2: Social identity mediates the effect of the 

anonymity of others on the we-intention to 

participate in collective trolling in virtual 

communities.  

3.3 Moderating Role of the Absence of 

Capable Guardianship 

According to situational action theory, engagement in 

deviant behaviors depends on two factors: a motivated 

offender who is ready or willing to commit deviant 

behaviors (i.e., individual-based social elements) and 

an environment that offers opportunities for such 

behaviors (i.e., environment-based social elements) 

(Wikström, 2004, 2014). Every deviant behavior 

requires an opportunity but not every opportunity will 

result in deviant behavior (Wikström, 2004, 2014). 

Moreover, individual-based social elements that help 

explain deviant behaviors (e.g., psychological and 

motivational states) are necessary but not sufficient 

conditions (Felson & Clarke, 1998). For example, if 

environmental conditions are not conducive to deviant 

behaviors, then potential offenders may rationally 

refrain from engaging in deviant behaviors to avoid 

being caught or punished, even if they are motivated or 

prepared to engage in such behaviors (Felson & Clarke, 

1998; Chan et al., 2019). As such, environmental 

conditions limit the effects of individual factors on the 

decision to engage in deviant behavior.  
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When no capable guardianship (e.g., monitoring and 

deterrence measures) is present to combat collective 

trolling in a virtual community, the guardianship 

environment is amenable to collective trolling because 

of the low risk of being punished (D’Arcy et al., 2009; 

Pauwels et al., 2018; Chan et al., 2019). Virtual 

community members are likely to seize on this 

criminogenic opportunity to translate the strategic 

advantages provided by the anonymity of self (i.e., 

perceived online disinhibition) into collective trolling 

behaviors, resulting in a stronger we-intention to 

participate in collective trolling in virtual communities 

(Felson & Clarke, 1998; Chan et al., 2019). That is, in 

the absence of capable guardianship, disinhibited 

members will form greater we-intentions to participate 

in collective trolling in virtual communities. This 

indicates a stronger mediating role of perceived online 

disinhibition between the anonymity of self and the 

we-intention to participate in collective trolling. In 

contrast, when members feel that in-community 

guardianship to deter collective trolling is capable, 

they will expect punishment if they engage in 

collective trolling. Thus, members tend to be deterred 

by capable guardianship, which leads them to 

rationally relinquish the strategic advantages provided 

by the anonymity of self (i.e., perceived online 

disinhibition) and reduce their participation in 

collective trolling. This decreases the we-intention to 

participate in collective trolling in virtual 

communities. In this case, the mediating role of 

perceived online disinhibition between the anonymity 

of self and the we-intention to participate in collective 

trolling is weakened. This line of reasoning suggests 

that the indirect effect of the anonymity of self on the 

we-intention to participate in collective trolling via 

perceived online disinhibition depends on the 

effectiveness of guardianship as a deterrent to 

collective trolling. Therefore, we hypothesize: 

H3a: The absence of capable guardianship moderates 

the mediating effect of perceived online 

disinhibition between the anonymity of self and 

the we-intention to participate in collective 

trolling such that the mediating effect will be 

stronger when the absence of capable 

guardianship is high compared to when it is low. 

We further hypothesize that the absence of capable 

guardianship moderates the mediating effect of social 

identity on the relationship between the anonymity of 

others and the we-intention to participate in collective 

trolling in virtual communities. When members of a 

virtual community feel that the community offers no 

capable guardianship to deter collective trolling, they 

likely will not expect their participation in collective 

trolling to be punished. This offers a criminogenic 

opportunity for members to engage in collective 

trolling in virtual communities (D’Arcy et al., 2009; 

Pauwels et al., 2018; Chan et al., 2019). In this case, 

members who identify with the community will be 

more willing to convert their collective trolling 

motivations derived from the anonymity of others (i.e., 

social identity) into collective trolling behaviors, 

without the fear of being monitored and punished 

(Felson & Clarke, 1998; Chan et al., 2019). That is, in 

the absence of capable guardianship, social identity 

exerts a stronger effect on the we-intention to 

participate in collective trolling, yielding a stronger 

indirect effect of the anonymity of others on the we-

intention to participate in collective trolling via social 

identity. In contrast, when the virtual community has 

capable guardianship to deter collective trolling, 

members who identify with the community may 

reduce their participation in collective trolling in 

virtual communities to reduce the risk of being 

punished. In this case, the indirect effect of the 

anonymity of others on the we-intention to participate 

in collective trolling is reduced because members are 

less likely to translate their motivation (i.e., social 

identity) into collective trolling behaviors (i.e., the we-

intention to participate in collective trolling). Based on 

these arguments, we expect that the indirect effect of 

the anonymity of others on the we-intention to 

participate in collective trolling via social identity 

depends on the degree of the absence of capable 

guardianship in the context of collective trolling. 

Therefore, we hypothesize: 

H3b: The absence of capable guardianship moderates 

the mediating effect of social identity between 

the anonymity of others and the we-intention to 

participate in collective trolling such that the 

mediating effect will be stronger when the 

absence of capable guardianship is high 

compared to when it is low. 

4 Research Methods 

This section introduces the research setting, measures, 

data collection procedure, profiles of the respondents, 

and potential response biases.  

4.1 Research Setting  

To test our research model, we recruited Reddit users 

to participate in an online survey. Online surveys have 

been extensively used to examine various online 

deviant behaviors, such as cyberbullying, 

cyberharassment (Lowry et al., 2016; Chan et al., 

2019), and online fraud behaviors (Harrison, 2018). 

The target population group for our survey comprised 

users who (1) were subreddit users and (2) had joined 

certain subreddits on which collective trolling had 

been common during the past 6 months. Reddit is a 

well-known virtual community website that comprises 

more than 2 million user-created subcommunities of 

interest (i.e., subreddits) and has approximately 430 

million active monthly users (as of July 2020). Unlike 
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Twitter and Facebook, Reddit favors aliases over real 

names and is committed to the defense of internet 

anonymity (Gutman, 2018). It is notorious for hosting 

subreddits on which trollers share and upvote content 

that is offensive to others, resulting in collective 

trolling (Springer, 2015; Massanari, 2017). Reddit has 

also been selected as the research setting for several 

other studies of online collective deviant behaviors 

(Massanari, 2017; Flores-Saviaga et al., 2018). 

Therefore, we considered Reddit to be an appropriate 

context in which to test our model.  

4.2 Measures 

We used previously validated items to measure major 

constructs in the model. We measured the anonymity 

of self and the anonymity of others using items adapted 

from Lowry et al. (2016). We adapted items from 

Wong et al. (2018) to measure perceived online 

disinhibition. Social identity was measured using items 

adapted from Ren et al. (2012). We measured the 

degree of capable guardianship using items adapted 

from Chan et al. (2019). We adapted items from Tsai 

and Bagozzi (2014) and Shen et al. (2014) to measure 

the we-intention to participate in collective trolling. 

We modified these items to fit the context of collective 

trolling where necessary. Table 1 presents the 

measurement items. We operationalized all of the 

constructs as reflective constructs because all of the 

items assigned to the same construct were highly 

correlated (Jarvis et al., 2003; MacKenzie et al., 2011). 

We used a 7-point Likert “disagree-agree” scale to 

frame all of the items. Given our interest in socially 

undesirable behavior (collective trolling), we included 

the social desirability scale proposed by Reynolds 

(1982) in the questionnaire to detect potential response 

bias. Before distributing the questionnaire, we 

pretested the designed instruments with several IS 

researchers and Reddit users to ensure the items’ face 

validity. We asked the pretest subjects to complete the 

entire survey and to comment on the items’ simplicity, 

precision, and clarity. We used the subjects’ feedback 

to revise problematic items in the final questionnaire.  

4.3 Data Collection 

We recruited our Reddit sample from Amazon 

Mechanical Turk (MTurk). MTurk is an online 

crowdsourcing platform on which registered users 

with diverse characteristics (e.g., gender, age, 

education, job, and income) can participate in 

compensated survey tasks. It thus allowed us to obtain 

a highly representative sample of Reddit users. The 

use of MTurk, a globally renowned professional third-

 
2  A total of 8,294 respondents visited the URL for our 

questionnaire, 141 of whom did not agree to take the survey. 

We asked the respondents to first answer all of the screening 

questions; this left 581 respondents who answered the 

party portal website, also tends to reduce respondents’ 

concerns regarding privacy, which facilitates t 

eliciting honest responses related to sensitive research 

topics (here, collective trolling). We followed the 

methodological guidelines on MTurk to design and 

distribute our survey (Steelman et al., 2014) and 

designed several screening questions to ensure that the 

respondents were Reddit users that had joined 

subreddits on which collective trolling had been 

prevalent during the previous six months. For 

example, we asked the respondents to select up to 

three social media platforms they had used most 

frequently during the past six months. Only Reddit 

users were allowed to continue the survey. We further 

asked the respondents whether they had seen 

collective trolling activities on their frequently visited 

subreddits and asked them to provide some basic 

information about that subreddit (e.g., name, URL, 

and the number of subscribers). We randomly 

searched for some of these subreddits to verify that 

they existed. We also included several attention-check 

questions in the survey to ensure response quality: 

four questions asked the respondents to choose the 

specified option, and one question asked the 

respondents to make a choice based on their gender. 

4.4 Respondent Profiles 

After filtering the data on the basis of the screening 

questions and attention-check questions,2 we had 377 

valid responses. Table 2 details the respondents’ 

profiles. Approximately half of the respondents 

(52.79%) were between 25 and 34 years old, 66.84% 

were male, and 64.99% and 25.99% held bachelor’s 

and master’s degrees, respectively. Most of the 

respondents had full-time jobs (90.45%). Most had 

contributed to the focal subreddit for more than six 

months (85.68%). Most visited the focal subreddit 

frequently, with 22.02% visiting more than once a day 

and 30.24% visiting once per day. The respondents’ 

characteristics were consistent with the overall profile 

of Reddit users, most of whom are young men 

(Sattelberg, 2020). 

4.5 Response Bias Detection  

Common method bias (CMB) is a concern when 

collecting data from the same source at the same time 

through an online survey (Lindell & Whitney, 2001; 

Podsakoff et al., 2003). We assessed the risk of CMB 

in several ways. First, all of the correlations between 

the major constructs in the model fell significantly 

below 0.90 (see Table 3), suggesting that CMB was not 

present (Lowry et al., 2016).  

questions related to the major constructs. The response rate 

was 7.13%. As 204 respondents failed the attention-check 

questions, our final sample contained 377 valid responses.  



Journal of the Association for Information Systems 

 

688 

Table 1. Constructs and Measurement Items 

Anonymity of self (AS), adapted from Lowry et al. (2016) 

AS1: Reddit will not identify me without my permission. 

AS2: My personal identity information will NOT be attached to the internal records of Reddit unless that is what I want. 

Anonymity of others (AO), adapted from Lowry et al. (2016) 

AO1: Reddit will not identify other subreddit members and divulge their personal identities without their permission. 

AO2: No personal identity information will be attached to the internal records of Reddit unless other subreddit members permit. 

Perceived online disinhibition (POD), adapted from Wong et al. (2018) 

POD1: I feel less nervous when sharing personal ideas or feelings in the subreddit. 

POD2: I feel like I can be more open when I am communicating in the subreddit. 

POD3: I feel like I can sometimes be more personal during conversations in the subreddit. 

POD4: When online, I feel more comfortable disclosing personal information to a member of the opposite sex in the subreddit. 

POD5: I feel less shy when I am communicating in the subreddit. 

POD6: I feel less embarrassed sharing personal ideas or feelings with another person in the subreddit. 

Social identity (SI), adapted from Ren et al. (2012) 

SI1: I identify with the subreddit. 

SI2: I feel connected to the subreddit. 

SI3: I feel I am a typical member of the subreddit. 

Absence of capable guardianship (ACG), adapted from Chan et al. (2019) 

ACG1: The guardianships of moderators in the subreddit to prevent collective trolling are not capable. 

ACG2: The guardianships of moderators in the subreddit to deter collective trolling are ineffective. 

ACG3: The guardianships of moderators in the subreddit to regulate collective trolling are not competent. 

ACG4: The guardianships of moderators in the subreddit to tackle collective trolling are ineffective. 

We-intention to participate in collective trolling (WPCT), adapted from Tsai and Bagozzi (2014) and Shen et al. (2014) 

WPCT1: I intend that our subreddit members troll someone together in the subreddit during the next few months. 

WPCT2: We [i.e., my subreddit members and I] intend to troll someone together in the subreddit during the next few months. 

WPCT3: I believe that we [i.e., my subreddit members and I] mutually agree to troll someone together in the subreddit during 

the next few months. 

WPCT4: I believe that we [i.e., my subreddit members and I] share a common intention to troll someone together in the 

subreddit during the next few months. 

Table 2. Profiles of Respondents 

Characteristics N % Characteristics N % 

Gender Duration of each visit to the focal subreddit 

Male 252 66.84 Less than 5 minutes 14 3.71 

Female 125 33.16 5-10 minutes 66 17.51 

Age 11-20 minutes 136 36.07 

18-24 54 14.32 21-30 minutes 118 31.30 

25-34 199 52.79 30-60 minutes 26 6.90 

35-44 54 14.32 More than 60 minutes 17 4.51 

45-54 61 16.18 Frequency of visiting the focal subreddit 

55 or older 9 2.39 More than once every day 83 22.02 

Education Once per day 114 30.24 

High school (equivalent) 7 1.86 A few times a week 135 35.81 

Associate degree 6 1.59 A couple of times a month 29 7.69 

Bachelor degree 245 64.99 A few times a year 11 2.92 

University (no degree) 17 4.51 Rarely 5 1.33 

Master or higher 102 27.05 Experience of joining the focal subreddit 

Employment status Less than 6 months 54 14.32 

Student 11 2.92 6-12 months 156 41.38 

Full-time 341 90.45 1-2 years 124 32.89 

Part-time 19 5.04 3-5 years 32 8.49 

Unemployed 6 1.59 More than 5 years 11 2.92 

Annual income (US Dollars) Experience of using social media service 

Less than $10,000 36 9.55 Less than 6 months 25 6.63 

$10,001 to $30,000 67 17.77 6-12 months 53 14.06 

$30,001 to $50,000 98 25.99 1-2 years 102 27.06 

$50,001 to $70,000 79 20.95 3-5 years 129 34.22 

$70,001 to $100,000 69 18.30 6-10 years 40 10.61 

More than $100,000 28 7.43 More than 10 years 28 7.43 
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Second, we performed Harman’s single-factor test, 

which has been widely used for CMB testing (Podsakoff 

et al., 2003; Srivastava & Chandra, 2018). The results of 

the principal component analysis suggested that the 

extracted primary component accounted for less than 

half of the variance in the data (40.46%), indicating the 

CMB was not a threat (Podsakoff et al., 2003). Third, 

we adopted the marker variable technique to control for 

potential CMB, as recommended by Lindell and 

Whitney (2001). This technique can address most of the 

problems related to Harman’s single-factor test (Lindell 

& Whitney, 2001; Podsakoff et al., 2003). For example, 

a single factor is less likely to explain the majority of the 

variance in the data if the number of latent variables in 

the model is higher (Srivastava & Chandra, 2018). The 

marker variable technique requires researchers to 

include a variable that theoretically bears no relation to 

the constructs in the model (Lindell & Whitney, 2001). 

Alternatively, researchers can estimate CMB in a post 

hoc fashion without the need to carefully identify a 

marker variable before data collection (Lindell & 

Whitney, 2001; Richardson et al., 2009). The second-

smallest positive correlation among the manifest 

variables is regarded as a reasonable and conservative 

estimate of CMB (Lindell & Whitney, 2001; Malhotra 

et al., 2006). Many IS researchers have estimated CMB 

in a post hoc fashion (Durcikova et al., 2018; Liang et 

al., 2019; Shen et al., 2019). Because we did not include 

a theoretically unrelated construct (i.e., marker variable) 

in the model when we administered our survey, we used 

the post hoc marker variable technique. As shown in 

Table 3, the second-smallest positive correlation among 

the manifest variables was 0.011. We then followed the 

procedure detailed by Lindell and Whitney (2001) to 

partial out the CMB estimate (i.e., 0.011) from the 

previously observed correlations for which 

contamination by CMB was suspected. The results 

indicated that the significance levels of the correlations 

among the variables remained nearly unchanged. 

Therefore, we concluded that CMB was not a serious 

threat in our study. 

The use of self-reported responses to examine deviant 

behaviors—collective trolling in our study—may 

produce social desirability bias (SDB) (Kwak et al., 

2019). We applied several measures to minimize this 

threat. First, in order to alleviate their concerns and 

encourage them to respond honestly, the participants 

were informed that the survey was entirely anonymous 

and voluntary. Second, as suggested by Reynolds 

(1982), we collected data on social desirability from 

the survey respondents. If Spearman’s correlation 

between the SDB score and the dependent variable of 

interest is significant and negative, SDB represents a 

threat (Chan et al., 2019). Our results show that the 

Spearman rho value between SDB and the we-

intention to participate in collective trolling was 

−0.060 (p > 0.05), which is not significant. Therefore, 

SDB is not a concern for our study.  

5 Data Analysis and Results  

We used the structural equation modeling (SEM) 

approach and partial least squares (PLS) technique to 

test the main model. PLS-SEM is more robust than 

covariance-based SEM (CB-SEM); it has fewer 

statistical identification issues and is more suitable for 

testing models with relatively small samples (Hair et 

al., 2011), as in our study. Studies have also indicated 

that PLS-SEM and CB-SEM yield similar parameter 

estimations (Hair et al., 2011). Moreover, PLS-SEM 

can mitigate concerns associated with regression 

analysis (e.g., measurement errors) when used to 

estimate highly complex mediation models with latent 

variables (such as the moderated mediation model in 

our study) (Sarstedt et al., 2020). Following a two-step 

analytical approach (Hair et al., 2011), we first 

examined the measurement model to assess the 

reliability and validity of the measures and then 

examined the structural model to test our hypotheses. 

To cross-validate the results of PLS-SEM, we further 

applied the PROCESS macro in SPSS to test the 

mediation and moderation hypotheses.  

5.1 Measurement Model Evaluation 

Following Hair et al. (2011), we assessed construct 

reliability, convergent validity, and discriminant 

validity to evaluate the psychometric properties of the 

measures in the reflective measurement models. 

Composite reliability measures the internal 

consistency of a construct to evaluate its reliability 

(Fornell & Larcker, 1981; Hair et al., 2011). A 

composite reliability value greater than 0.7 is 

considered satisfactory (Hair et al., 2011). The results 

in Table 4 indicate that the composite reliability values 

ranged from 0.836 to 0.900, demonstrating good 

construct reliability (Hair et al., 2011).  

Convergent validity measures the degree to which 

construct items that should be theoretically related are 

actually related (Fornell & Larcker, 1981; Hair et al., 

2011). We assessed convergent validity using two 

criteria: (1) average variance extracted (AVE) values 

should be greater than 0.5, indicating that the latent 

construct can explain more than half of the variance in its 

items; and (2) all item loadings on the theoretically 

assigned constructs should be greater than 0.7 (Fornell & 

Larcker, 1981; Hair et al., 2011). As shown in Table 4, 

the AVE values range from 0.580 to 0.753 and all item 

loadings on the given constructs are greater than 0.7 (bold 

numbers in Table 4), except POD5. Therefore, the 

constructs show satisfactory convergent validity. 

Discriminant validity measures the extent to which items 

that are not supposed to be theoretically related are indeed 

unrelated (Fornell & Larcker, 1981; Hair et al., 2011). We 

used two measures of discriminant validity: (1) the 

Fornell-Larcker criterion and (2) the cross-loading 

criterion (Fornell & Larcker, 1981; Hair et al., 2011).  
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Table 3. Correlation Matrix 

 Mean SD VIF Age Edu Gen CE ACG AO AS POD SI WPCT 

Age 3.387 1.020 1.096           

Edu 5.111 0.814 1.195 0.198***          

Gen 1.326 0.469 1.072 0.119* 0.141**         

CE 2.443 0.938 1.036 0.051 0.099 −0.039        

ACG 5.149 1.159 1.694 −0.088 0.198*** 0.030 0.011 0.832      

AO 5.247 1.107 1.794 −0.056 −0.036 0.017 0.082 0.393*** 0.868     

AS 5.206 1.067 1.909 −0.063 0.047 0.049 0.013 0.372*** 0.596*** 0.847    

POD 5.166 1.013 2.639 −0.042 0.118* 0.146** 0.074 0.582*** 0.531*** 0.575*** 0.762   

SI 5.354 1.090 2.077 −0.124* 0.107* 0.080 0.074 0.407*** 0.471*** 0.514*** 0.662*** 0.845  

WPCT 5.283 1.023 1.797 0.000 0.242*** 0.019 0.019 0.485*** 0.412*** 0.463*** 0.542*** 0.548*** 0.805 

Note: 1. Edu = education, Gen = gender, CE = community experience, ACG = absence of capable guardianship, AO = anonymity of others, AS 

= anonymity of self, POD = perceived online disinhibition, SI = social identity, WPCT = we-intention to participate in collective trolling, SD = 

standard deviation, VIF = variance inflation factor. 2. *p < 0.05, **p < 0.01, ***p < 0.001. 3. The diagonal elements in bold represent the square 
root of AVE. 

Table 4. Construct Reliability and Validity 

Constructs AVE CR Items ACG AO AS POD SI WPCT 

Absence of capable 

guardianship (ACG) 
0.693 0.900 

ACG1 0.846 0.340 0.302 0.514 0.343 0.394 

ACG2 0.821 0.336 0.340 0.513 0.336 0.428 

ACG3 0.813 0.308 0.327 0.428 0.303 0.399 

ACG4 0.850 0.321 0.274 0.487 0.372 0.395 

Anonymity of others (AO) 0.753 0.859 
AO1 0.369 0.861 0.516 0.453 0.399 0.349 

AO2 0.314 0.875 0.525 0.471 0.420 0.367 

Anonymity of self (AS) 0.718 0.836 
AS1 0.300 0.445 0.827 0.452 0.392 0.380 

AS2 0.333 0.566 0.867 0.528 0.478 0.407 

Perceived online 

disinhibition (POD) 
0.580 0.892 

POD1 0.428 0.438 0.428 0.780 0.527 0.382 

POD2 0.489 0.444 0.508 0.797 0.524 0.434 

POD3 0.363 0.376 0.447 0.733 0.475 0.373 

POD4 0.447 0.371 0.393 0.760 0.449 0.458 

POD5 0.439 0.345 0.381 0.686 0.506 0.385 

POD6 0.496 0.448 0.481 0.807 0.541 0.445 

Social identity (SI) 0.714 0.882 

SI1 0.357 0.381 0.487 0.591 0.839 0.478 

SI2 0.341 0.385 0.440 0.564 0.855 0.452 

SI3 0.333 0.429 0.382 0.521 0.841 0.459 

We-intention to participate 

in collective trolling 

(WPCT) 
0.648 0.881 

WPCT1 0.360 0.302 0.371 0.463 0.428 0.810 

WPCT2 0.380 0.373 0.424 0.454 0.443 0.801 

WPCT3 0.420 0.318 0.371 0.429 0.458 0.812 

WPCT4 0.404 0.334 0.328 0.403 0.435 0.797 

Note: AVE = average variance extracted, CR = composite reliability. The diagonal elements in bold represent the item loadings on the 
theoretically assigned constructs.  

To meet the Fornell-Larcker criterion, a latent construct 

should share more variance with its theoretically assigned 

items than with any other latent construct in the model 

(Hair et al., 2011). Therefore, the square root of each AVE 

should be greater than the correlations between that AVE 

and all other constructs. To meet the cross-loading 

criterion, the items of each construct should load higher 

on the associated construct than on all remaining 

constructs (Hair et al., 2011). Tables 3 and 4 show that 

every construct had good discriminant validity.  

We also calculated variance inflation factor values to 

assess potential problems with multicollinearity. Table 

3 shows that all of the variance inflation factor values 

ranged from 1.036 to 2.639, falling below the stringent 

threshold of 3 (Diamantopoulos, 2011), demonstrating 

that our data were not seriously affected by 

multicollinearity. 

5.2 Hypothesis Testing 

We ran the structural model in SmartPLS 2.0 to 

estimate the path coefficients and associated t-values, 

using the bootstrapping method with 1,000 iterations. 

Figure 2 shows the PLS-SEM results. 
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Note: *** p < 0.001; ** p < 0.01; * p < 0.05; ns = not significant. 

Figure 2. PLS-SEM Results 

The main model explained 53.3% of the variance in the 

we-intention to participate in collective trolling, with 

33.6% of the variance in perceived online disinhibition 

and 22.3% of the variance in social identity. We also 

evaluated the model fit by calculating the goodness-of-

fit (GoF) value, which was recommended by Wetzels 

et al., (2009) and by Henseler and Sarstedt (2013) for 

assessing the predictive ability of PLS-SEM. The GoF 

value is defined as the geometric mean of the average 

communality of all major constructs and the average 

R2 of each of the endogenous constructs in the model 

(Wetzels et al., 2009). In line with the effect sizes of 

R2 proposed by Cohen (1988), Wetzels et al. (2009) 

derived cutoff values for small, medium, and large 

effect sizes of R2 (GoFsmall = 0.1; GoFmedium = 0.25; 

GoFlarge = 0.36). In our study, the average communality 

of all major constructs was 0.684 and the average R2 of 

the endogenous latent variables was 0.364, thus 

yielding a GoF value of 0.499, exceeding the cutoff 

value for large effect sizes of R2 (Wetzels et al., 2009). 

Overall, the main model exhibited good theoretical 

explanatory power for the we-intention to participate 

in collective trolling. 

To test the mediation hypotheses, we used the 

bootstrap test, as recommended by Preacher et al., 

(2007) and Zhao et al., (2010), to check the 

significance level of the indirect effects. As shown in 

Model 3 in Table 5, after bootstrapping 1,000 

resamples, the indirect effect of the anonymity of self 

on the we-intention to participate in collective trolling 

via perceived online disinhibition was significant (β = 

0.131), with bias-corrected 95% confidence intervals 

(BC 95% CI) between 0.071 and 0.242. The indirect 

effect of the anonymity of others on the we-intention 

to participate in collective trolling via social identity 

was also significant (β = 0.132; BC 95% CI, 0.066 to 

0.193). The direct effects of the anonymity of self (β = 

0.130; p > 0.05) and the anonymity of others (β = 

0.097; p > 0.05) on the we-intention to participate in 

collective trolling were insignificant (see Model 3 in 

Table 5). These results show that perceived online 

disinhibition fully mediated the effect of the 

anonymity of self on the we-intention to participate in 

collective trolling, whereas social identity fully 

mediated the effect of the anonymity of others on the 

we-intention to participate in collective trolling. 

Therefore, H1 and H2 were supported.  

To test the moderated mediation hypotheses, we 

further added the moderator (i.e., the absence of 

capable guardianship) and two associated interaction 

terms to the model. The PLS-SEM results show that 

the absence of capable guardianship strengthened the 

positive effect of perceived online disinhibition on the 

we-intention to participate in collective trolling (β = 

0.289; p < 0.05) but had no significant effect on the 

relationship between social identity and the we-

intention to participate in collective trolling (β = 0.032; 

p > 0.05) (see Model 4 in Table 5 and Figure 2).  
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Table 5. PLS-SEM Results of Mediation and Moderated Mediation Effects Test 

 Model 1 Model 2 Model 3 Model 4 

Path β β β β 

Block 1: control variables 

Age → WPCT −0.048 −0.009ns 0.034ns 0.045ns 

Gender → WPCT −0.012 −0.036ns −0.078ns −0.050ns 

Education → WPCT 0.254 0.246*** 0.192** 0.148* 

Community experience → WPCT −0.004 −0.030ns −0.052ns −0.004ns 

Block 2: mediating mechanism  

AS → WPCT  0.315*** 0.130ns 0.100ns 

AO → WPCT  0.236*** 0.097ns 0.062ns 

AS → POD   0.580*** 0.580*** 

AO → SI   0.472*** 0.472*** 

POD → WPCT   0.225* 0.191* 

SI → WPCT   0.280** 0.282** 

Block 3: moderating mechanism  

ACG → WPCT    0.220** 

ACG*POD → WPCT    0.289* 

ACG*SI → WPCT    0.032ns 

Indirect effect 

AS → POD → WPCT   0.131* 0.111* 

AO → SI →WPCT   0.132* 0.133* 

Index of moderated mediation 

AS → POD → WPCT on ACG    0.168* 

AO → SI →WPCT on ACG    0.015ns 

R2 0.061 0.303 0.421 0.533 

∆R2  0.242 0.118 0.112 

f2-statistics  0.347 0.204 0.240 

Note: ACG = absence of capable guardianship, AO = anonymity of others, AS = anonymity of self, POD = perceived online disinhibition, SI = 
social identity, WPCT = we-intention to participate in collective trolling. *p < 0.05, **p < 0.01, ***p < 0.001, ns = not significant. f2-statistics 

= (RAB
2− RA

2)/(1−RAB
2), where RA

2 is the variance explained by a set of independent variables A, and RAB
2 is the combined variance explained 

by A and another set of independent variables B (Cohen, 1988). 

According to Preacher et al. (2007) and Hayes (2015), 

our proposed research model is a second-stage 

moderated mediation model: the index of moderated 

mediation is the product value of a1b3, where a1 is the 

estimated coefficient between the independent variable 

and the mediator and b3 is the estimated coefficient of 

the interaction term. We consistently used the 

bootstrapping method with 1,000 iterations to test the 

significance level of the index of moderated mediation 

(Preacher et al., 2007; Hayes, 2015). The results in 

Table 5 (see Model 4) show that the index of 

moderated mediation exerted by the absence of 

capable guardianship on the mediating role of 

perceived online disinhibition was significant (β = 

0.168; BC 95% CI: [0.065, 0.267]), thus supporting 

H3a. However, the index of moderated mediation 

exerted by the absence of capable guardianship on the 

mediating role of social identity was not significant (β 

= 0.015; BC 95% CI: [−0.056, 0.066]). Therefore, H3b 

was not supported. Moreover, the results in Table 5 

(∆R2 = 0.112, f2-statistic = 0.240 between Model 4 and 

Model 3) indicate that incorporating the moderating 

role of the absence of capable guardianship 

significantly improved the predictive power of the 

research model with a moderate to large effect size 

(Cohen, 1988). 

To ensure the robustness of the findings, we further 

cross-validated the results using the PROCESS macro in 

SPSS. This approach integrates the causal steps 

approach (Baron & Kenny, 1986), the normal theory 

approach (i.e., the Sobel test) (Sobel, 1982), and the 

bootstrapping approach (Hayes, 2017). As such, the 

PROCESS macro approach provides a holistic and 

robust test of mediation and moderated mediation 

effects and has been widely used in the literature (Zhao 

et al., 2010; Chan et al., 2019; Wong et al., 2021). We 

first standardized all of the data to eliminate potential 

multicollinearity problems and avoid biased estimates 

of coefficients (Hayes, 2017). All of the latent constructs 

were measured by averaging their associated items. We 

included all of the control variables and the other 

constructs as covariates in the analysis of each 

mediation and moderated mediation effect.  
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Table 6. Regression Results of Mediation and Moderated Mediation Test in PROCESS Macro 

 AS→POD→WPCT: BC 95% CI AO→SI→WPCT: BC 95% CI 

 β SE LLCI ULCI β SE LLCI ULCI 

Mediation effect test: 

Indirect effect 0.122 0.050 0.022 0.224 0.122 0.043 0.045 0.215 

Direct effect 0.123 0.052 0.021 0.224 0.091 0.049 −0.005 0.187 

Moderated mediation effect test: the level of moderator (ACG) 

Low (−1 SD) -0.008 0.067 -0.107 0.095 0.119 0.044 0.043 0.218 

High (+1 SD) 0.212 0.069 0.107 0.333 0.142 0.067 0.025 0.282 

Difference 0.220 0.094 0.060 0.346 0.023 0.071 -0.083 0.148 

Index of moderated mediation 0.132 0.056 0.036 0.208 0.014 0.044 -0.051 0.091 

Note: LLCI/ULCI = lower/upper limit of confidence interval, SE = standard error, AS = anonymity of self, AO = anonymity of others, ACG = 

absence of capable guardianship, POD = perceived online disinhibition, SI = social identity, WPCT = we-intention to participate in collective 
trolling. BC 95% CI = bias-corrected 95% confidence intervals. The number of bootstrap samples is 5000.  

Table 7. Summary of Hypothesis Testing Results 

Hypotheses Results Supported? 

H1: Perceived online disinhibition mediates the effect of the 

anonymity of self on the we-intention to participate in collective 

trolling in virtual communities.  

PLS-SEM:  

Indirect effect: 0.131* 

Direct effect: 0.130ns 

PROCESS:  

Indirect effect: 0.122* 

Direct effect: 0.123* 

Yes 

H2: Social identity mediates the effect of the anonymity of others on 

the we-intention to participate in collective trolling in virtual 

communities.  

PLS-SEM:  

Indirect effect: 0.132* 

Direct effect: 0.097ns 

PROCESS:  

Indirect effect: 0.122* 

Direct effect: 0.091ns 

Yes 

H3a: The absence of capable guardianship moderates the mediating 

effect of perceived online disinhibition between the anonymity of 

self and the we-intention to participate in collective trolling such 

that the mediating effect will be stronger when the absence of 

capable guardianship is high compared to when it is low. 

Index of moderated mediation: 

PLS-SEM: 0.168* 

PROCESS: 0.132* 

Yes 

H3b: The absence of capable guardianship moderates the mediating 

effect of social identity between the anonymity of others and the we-

intention to participate in collective trolling such that the mediating 

effect will be stronger when the absence of capable guardianship is 

high compared to when it is low. 

Index of moderated mediation: 

PLS-SEM: 0.015ns 

PROCESS: 0.014ns 

No 

Note: *** p < 0.001; ** p < 0.01; * p < 0.05; ns=not significant. 

Table 6 shows that perceived online disinhibition 

partially mediated the effect of the anonymity of self on 

the we-intention to participate in collective trolling, 

whereas social identity fully mediated the effect of the 

anonymity of others on the we-intention to participate in 

collective trolling, thus confirming H1 and H2. The 

absence of capable guardianship positively moderated 

the indirect effect of the anonymity of self on the we-

intention to participate in collective trolling via 

perceived online disinhibition, but it did not moderate 

the mediating effect of social identity on the relationship 

between the anonymity of others and the we-intention to 

participate in collective trolling. Therefore, H3a was 

supported, whereas H3b was not supported, consistent 

with the results of the PLS-SEM analysis. Table 7 

summarizes the hypothesis testing results. 

6 Discussion and Implications 

This study seeks to theorize collective trolling in 

virtual communities. Specifically, we addressed our 

two research questions by introducing the concept of 

we-intention to capture the collective nature of 

collective trolling participation in virtual communities. 

We also used the sociotechnical perspective by 

integrating the SIDE model and the situational action 

theory to develop a model to explain the we-intention 

to participate in collective trolling in virtual 

communities. The research model was tested with 

online responses obtained from 377 Reddit users, and 

most of the hypotheses were supported. 
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6.1 Discussion of Key Findings  

Our results provide empirical evidence for the two 

major mechanisms of the SIDE model: (1) perceived 

online disinhibition mediates the effect of the 

anonymity of self on the we-intention to participate in 

collective trolling; and (2) social identity mediates the 

effect of the anonymity of others on the we-intention 

to participate in collective trolling. Consistent with the 

sociotechnical perspective (Wixom & Todd, 2005; 

Sarker et al., 2019), the key role of individual-based 

social elements (i.e., perceived online disinhibition and 

social identity) channels and internalizes the technical 

elements of virtual communities (i.e., anonymity of 

self and anonymity of others) into behavioral intention 

(i.e., the we-intention to participate in collective 

trolling).  

Situational action theory highlights the person-

environment interaction effect on deviant behaviors. 

Our results show that the guardianship environment 

determines how the anonymity of self influences the 

we-intention to participate in collective trolling via 

perceived online disinhibition. When capable 

guardianship is established to deter collective trolling 

in a virtual community, community members who feel 

disinhibited due to the anonymity of self may be 

deterred from engaging in collective trolling in that 

community. This suggests that capable guardianship 

can counterbalance the unintended negative impact of 

the anonymity of self, which is a technical design 

choice made by virtual community owners and can 

foster the we-intention to participate in collective 

trolling by triggering perceived online disinhibition.  

However, contrary to our expectations, the influence of 

the anonymity of others on the we-intention to 

participate in collective trolling via social identity is 

not subject to the guardianship environment. A 

possible reason for this finding is that groupthink 

occurs when community members feel that they are 

part of a group that they cherish belonging to (i.e., have 

a strong sense of social identity) (Turner & Pratkanis, 

1998). This mode of groupthink leads individuals to 

believe unquestioningly in the inherent morality of 

their group and thus underestimate the ethical or moral 

consequences of their actions (e.g., collective trolling) 

(Janis, 1991; Krumsiek, 2017). As a result, the effect 

of guardianship appears to be weaker in the context of 

collective trolling. Moreover, studies have shown that 

the perceived risk of sanctions and perceived 

accountability for deviant behaviors are reduced when 

individuals believe that a group of people are involved 

in the deviant action (McGloin & Thomas, 2016; 

Alnuaimi et al., 2010). Accordingly, members who 

define themselves as part of the group are less likely to 

be deterred by guardianship in the context of collective 

trolling in virtual communities. Overall, the results of 

our moderated mediation analysis provide partial 

support for situational action theory (Wikström, 2004, 

2014) by revealing that the person-environment 

interactive effect on deviant behaviors varies across 

individual-based social elements (i.e., perceived online 

disinhibition and social identity) under the same 

environmental conditions (i.e., the absence of capable 

guardianship).  

6.2 Theoretical Implications  

Our study is one of the first (if not the first) academic 

studies to theorize collective trolling in virtual 

communities. Understanding why members of virtual 

communities participate in coordinated trolling 

campaigns is critical to address concerns about the rise 

in online collective deviant behaviors afforded by 

social technologies (Ransbotham et al., 2016; 

Krumsiek, 2017; Al-khateeb & Agarwal, 2019). The 

current study complements practice by enriching the 

theoretical understanding of collective trolling in 

virtual communities. Accordingly, this study has a 

number of significant implications for IS research.  

First, online deviant behaviors have been attracting 

increasing attention from the IS community 

(Ransbotham et al., 2016; Lowry et al., 2016; 

Venkatraman et al., 2018; Chan et al., 2019). Our study 

enriches IS research by focusing on a unique and 

serious form of online deviant behavior—collective 

trolling. Collective trolling is a widespread threat in 

virtual communities but has received minimal attention 

from IS researchers: the literature on this phenomenon 

comprises only a few descriptive analyses (Flores-

Saviaga et al., 2018; Kirkwood et al., 2019; Sun & 

Fichman, 2020). Given the collective nature of this 

form of trolling, we introduce the concept of we-

intention to conceptualize members’ participation in 

collective trolling as a group-referent intentional 

action. Compared with constructs measuring 

individual participation in online deviant behaviors, 

the concept of we-intention offers a better theorization 

of participation in collective trolling in virtual 

communities because community members refer to 

other members when making decisions. We-intention 

has long been recognized as a useful concept to explain 

a group-referent intentional action in the IS literature 

(Bagozzi 2007; Tsai & Bagozzi, 2014; Shen et al., 

2010, 2011, 2021). However, previous work tends to 

associate we-intention with positive behaviors, such as 

knowledge sharing, using social media for collective 

action, and playing online games, with little 

understanding of the concept in the context of online 

deviant behaviors (see Table A1 in Appendix). Our 

theoretical explanation and empirical investigation of 

the we-intention to participate in collective trolling are 

expected to stimulate and inform additional IS 

discourses on this emerging but underexplored 

phenomenon. We have also extended the group-

referent intentional action literature to the online 

deviant behavior context.  
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Second, we adopted a sociotechnical perspective to 

explore collective trolling as a sociotechnical 

phenomenon and developed a research model that 

explains the we-intention to participate in collective 

trolling in virtual communities. The sociotechnical 

perspective comprises a major focus in the IS field 

(Sarker et al. 2019). By developing a model of the we-

intention to participate in collective trolling, our work 

represents the first attempt to leverage the potential of 

IS research to theorize and develop ways to combat 

collective trolling in virtual communities. Specifically, 

we integrate the SIDE model and situational action 

theory to invoke a sociotechnical perspective for 

explaining the we-intention to participate in collective 

trolling in virtual communities. The SIDE model 

highlights two mechanisms of anonymity effects on 

collective actions in online groups, which is relevant to 

our theorization from the sociotechnical perspective. 

Following situational action theory, we further 

consider the moderating role of the absence of capable 

guardianship, thus incorporating the other important 

facet of social elements (i.e., environment-based social 

elements) into the sociotechnical framework. Our 

results demonstrate the considerable explanatory 

power of our proposed research model to explain the 

we-intention to participate in collective trolling in 

virtual communities. Therefore, our research model 

offers a good starting point for IS researchers to 

explain the we-intention to participate in collective 

trolling in virtual communities. 

Third, our study contributes to research on the SIDE 

model and situational action theory. The original SIDE 

model is not concerned with anonymity and does not 

treat it as a defining feature (Spears, 2017). In this 

study, we advanced the SIDE model by identifying two 

distinctive roles of anonymity (anonymity of self and 

anonymity of others) that capture the online 

representation of individuals and groups in virtual 

communities. Further, our findings empirically 

confirm two major assumptions of the SIDE model by 

demonstrating the mediating role of perceived online 

disinhibition between the anonymity of self and the 

we-intention to participate in collective trolling as well 

as the mediating role of social identity between the 

anonymity of others and the we-intention to participate 

in collective trolling. The application of situational 

action theory to examine the moderating influence of 

the absence of capable guardianship on the two 

mechanisms of SIDE also specifies the theoretical 

boundaries within which the SIDE model works, 

thereby advancing research on the SIDE model. 

Moreover, our findings suggest that the absence of 

capable guardianship acts as a positive moderator of 

the strategic mechanism of SIDE but fails to moderate 

the cognitive mechanism of SIDE. These two different 

moderating roles of the absence of capable 

guardianship pose a challenge to the assumption of 

situational action theory in that the we-intention to 

participate in collective trolling is not necessarily the 

result of the interaction between individual-based and 

environment-based social elements. These findings 

pave the way for future studies to delve into the 

applicability and contextualization of situational action 

theory across contexts with various individual-based 

and environment-based social elements.  

6.3 Practical Implications  

The findings of this study have important implications 

for managerial practice. Our sociotechnical model 

shows that the two types of anonymity offered by virtual 

communities may both play fundamental roles in the 

formation of the we-intention to participate in collective 

trolling in virtual communities via perceived online 

disinhibition and social identity. Therefore, virtual 

community owners could manipulate anonymity 

features to change members’ psychological and 

motivational states (e.g., perceived online disinhibition 

and social identity) and thereby intervene in collective 

trolling in virtual communities.  

Specifically, to change members’ perceptions of the 

anonymity of self, virtual community platforms could 

ask members to provide sensitive personal information 

(e.g., name, email address, and phone number) upon 

registration on the premise of ensuring security and 

confidentiality. Gathering such information would make 

members of virtual communities behave in more 

accountable and inhibited ways, reducing the we-

intention to participate in collective trolling. Platforms 

could also encourage users to create personalized 

usernames, including their job title, gender, location, or 

other personalized information upon registration and 

prevent users from frequently changing their IDs or 

usernames, thereby making their personal profiles 

consistent and long-lasting. As a result, members would 

regard themselves as more easily identifiable during 

online interactions, making them feel inhibited and less 

likely to form a we-intention to participate in collective 

trolling in virtual communities. Long-lasting 

individuating information on members would also allow 

community members to distinguish other members, 

thereby reducing the anonymity of others (Ma & 

Agarwal, 2007). Therefore, the we-intention to 

participate in collective trolling would also be reduced.  

Virtual community platforms could also reduce the 

anonymity of others by allowing their members to check 

other members’ chatting/posting history (i.e., deep 

profiling) (Ma & Agarwal, 2007). Virtual community 

platforms could provide navigation or search tools to 

allow members to search for posts by particular members, 

obtain individuating information on focal members (e.g., 

their expertise and social networks), and categorize 

members in unique ways. This strategy would weaken 

community members’ social identity salience, making 

them less likely to form we-intentions to participate in 

collective trolling in virtual communities. 
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Furthermore, we find that the absence of capable 

guardianship acts as a positive moderator of the 

mediating role of perceived online disinhibition between 

the anonymity of self and the we-intention to participate 

in collective trolling. When capable guardianship is 

established to deter collective trolling, disinhibited 

members are less likely to use the strategic advantages 

provided by the anonymity of self to engage in 

collective trolling to avoid punishment. However, the 

absence of capable guardianship does not affect the 

mediating role of social identity between the anonymity 

of others and the we-intention to participate in collective 

trolling because community members with a strong 

sense of social identity are likely to ignore or 

underestimate the deterrence effect of guardianship. 

Accordingly, to increase the effectiveness of 

guardianship in deterring potential trollers, platforms 

could issue zero-tolerance policies with clear 

punishments for collective trollers. Collective trolling 

should also be clearly defined and scoped, and any 

violation of policies and rules prohibiting collective 

trolling should be punished, regardless of the number of 

people involved. Platforms could establish collective 

trolling detection and warning systems. They could also 

provide incentives and design reputation systems to 

motivate community moderators to safeguard 

communities against collective trolling. Training 

programs and individual mentorship would also help 

empower community moderators to resist collective 

trolling in virtual communities. 

6.4 Limitations and Directions for Future 

Research 

Although our study has important implications for 

research and practice, its contributions should be 

interpreted in light of the following limitations, which 

suggest several opportunities for future research. 

First, we only considered the effects of two types of 

anonymity on the we-intention to participate in 

collective trolling in virtual communities. Studies 

have shown increasing interest in understanding the 

ways that social technology facilitates the 

organization of online collective action (e.g., Vaast et 

al., 2017; Sæbø et al., 2020). Accordingly, future 

research could develop a holistic sociotechnical 

model by considering the effects of additional social 

technology features on online collective actions 

(especially collective deviant actions). In particular, 

future studies could further explore how the interplay 

between social components and technical 

components jointly influences online collective 

actions by identifying social or technical boundary 

conditions. Another possible research avenue related 

to this opportunity would be to investigate how the 

selection and configuration of these social technology 

features may contribute to the organization of 

collective actions.  

Second, as the core construct in our model, anonymity 

was often operationalized as a unidimensional 

construct in prior studies. However, anonymity is a 

complex concept that takes various forms, such as 

content vs. process anonymity, social vs. technical 

anonymity, and self-to-others vs. others-to-self 

anonymity (McLeod, 1997; Pinsonneault & Heppel, 

1997; Lowry et al., 2016). Because of our research 

focus, we built on the SIDE model and conceptualized 

anonymity in terms of the anonymity of self and the 

anonymity of others to capture the online 

representation of individuals and groups in virtual 

communities. We strongly recommend that future 

studies conceptualize and operationalize anonymity in 

different ways to investigate the differential impact of 

anonymity on collective actions.  

Third, we drew upon the SIDE model to examine the 

two distinctive roles of anonymity in the context of 

virtual community: the anonymity of self via perceived 

online disinhibition (i.e., the strategic mechanism of 

the SIDE model) and the anonymity of others via social 

identity (i.e., the cognitive mechanism of the SIDE 

model). While prior studies have identified and 

examined various mechanisms (e.g., group 

conformity, depersonalization, social support, and self-

awareness) in the SIDE model (Lea et al., 2001; Lee, 

2004; Spears et al., 2002; Kim et al., 2019), future 

research could continue to explore the mechanisms 

between anonymity and collective trolling. 

Furthermore, the strategic mechanism captures the 

effects of identifiability and accountability based on 

the assumption that individuals are sensitive to the 

power or socially accepted norms in a virtual 

community. Although we anticipate expect that our 

respondents were aware of in-group and out-group 

members on Reddit, future studies could manipulate 

the identity level of audience groups (e.g., powerful 

out-groups, authorities, and in-groups) and examine its 

impact on members’ decision to participate in 

collective trolling.  

Fourth, we validated the proposed model using the 

online responses of users of a single social platform 

(i.e., Reddit). Although Reddit offered an appropriate 

setting for our study of anonymity and collective 

trolling, the generalizability of our sample to other 

social technology users should be carefully considered. 

However, our participants had heterogeneous 

demographic characteristics, such as education, age, 

gender, employment status, and income, which should 

help to mitigate concerns about the sampling 

procedure. Future studies could replicate our research 

model in other contexts to test the generalizability of 

our findings.  

Finally, we used a cross-sectional self-reported survey 

to collect data to validate our model. As a result, our 

findings may have been influenced by response bias. 

We used several procedural and statistical measures to 
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detect and mitigate response bias. For example, we 

used a third-party platform to collect our data and also 

emphasized that the survey was entirely anonymous to 

encourage the participants to respond honestly. We 

also tested for common method bias and social 

desirability bias and found that neither contaminated 

our findings. Nevertheless, the survey approach 

generally depends on participants’ voluntary 

responses, making it difficult to address self-selection 

bias. Future studies should use mixed methods designs, 

such as a combination of interviews, case studies, 

archival data analysis, and online surveys, to cross-

validate our research findings. However, researchers 

using alternative research designs (e.g., interviews) 

should also ensure confidentiality and seek to reduce 

social desirability bias, which is likely to be a 

challenge for interviews in particular.  

7 Conclusion 

With the rise of virtual communities, collective trolling 

continues to attract increasing attention from 

academics and practitioners. This study introduces the 

concept of we-intention to theorize participation in 

collective trolling as a group-referent intentional action 

and further considers collective trolling from the 

sociotechnical perspective. Specifically, we integrate 

the SIDE model and situational action theory to invoke 

a sociotechnical perspective explaining the we-

intention to participate in collective trolling in virtual 

communities. The results shed light on the mechanisms 

and boundary conditions of the influence of two 

anonymity features of virtual communities on the we-

intention to participate in collective trolling. This study 

advances the theoretical understanding of online 

collective deviant behaviors facilitated by social 

technologies and offers practical guidance for virtual 

community owners on the formulation of timely 

measures to combat collective trolling. 
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Appendix: Literature Review on We-intention 

Methodology for Conducting Literature Review on We-Intention 

Our literature search followed the standard guidelines of literature review proposed by Webster and Watson (2002). 

First, we searched a list of keywords “we-intention*” or “collective intention*” in the fields Title, Abstract, Author 

Keywords, and KeyWords Plus in the Web of Science. All electronic databases in Web of Science were included for 

the literature search. To ensure the comprehensiveness and relevance, we also searched the list of keywords “we-

intention*” or “collective intention*” in the AIS Electronic Library that is the largest database in the IS field. We then 

applied inclusion criteria and exclusion criteria to these articles: (1) papers are journal articles written in English, (2) 

papers are theory-driven empirical research, (3) computer-mediated contexts, (4) “we-intention” is one of the research 

focuses. Finally, we obtained a total of 16 articles (as of May 2020) and Table A1 summarizes these articles. 

Table A1. Empirical Research on “We-Intention” in the Literature 

Authors 

(years) 

Definition Level of 

analysis 

Theories Key constructs IT DVs & contexts 

Dholakia et 

al. (2004) 

A commitment of an 

individual to engage 

in joint action and 

involves an implicit 

or explicit agreement 

between the 

participants to engage 

in that joint action 

(Tuomela, 1995). 

Individual U&G, 

SIT 

Purposive value, self-

discovery, maintaining 

interpersonal 

interconnectivity, social 

enhancement, 

entertainment value, 

group norms, mutual 

agreement, mutual 

accommodation, social 

identity 

No We-intentions to 

interact in small-

group-based virtual 

communities 

Bagozzi & 

Dholakia 

(2006a) 

A special kind of 

intention in which the 

agent we-intends to 

perform an action 

jointly with the others 

or to see to it jointly 

with the others that a 

certain state comes 

about. 

Individual TPB, 

MGB  

Attitude, perceived 

behavioral control, 

identification, positive or 

negative anticipated 

emotions, social identity 

No We-intentions to 

interact in Linux 

user groups in 

virtual communities  

Bagozzi & 

Dholakia 

(2006b) 

Tuomela’s definition Individual TPB, 

MGB 

Attitude, subjective 

norms, perceived 

behavioral control, 

positive or negative 

anticipated emotions, 

desire 

No We-intention to 

interact in small 

group brand 

communities 

Cheung & 

Lee (2010) 

Tuomela’s definition Individual SIT  Subjective norm, group 

norm, social identity 

No We-intention to 

interact on 

Facebook  

Cheung et al. 

(2011) 

Tuomela’s definition Individual U&G, 

SIT 

Purposive value, self-

discovery, maintaining 

interpersonal 

interconnectivity, social 

enhancement, 

entertainment value, 

subjective norm, group 

norm, social identity, 

social presence 

No We-intention to 

interact on 

Facebook 

Shen et al. 

(2010) 

An individual’s 

subjective perception 

of the extent to which 

all participants in a 

collectivity will 

engage in a group 

activity together. 

Individual TRA, 

MGB, 

SIT 

Attitude, positive or 

negative anticipated 

emotions, subjective 

norm, group norm, social 

identity 

No We-intention to use 

QQ groups to 

communicate 

Shen et al. 

(2011) 

Tuomela’s definition Individual SIT, 

MGB 

Subjective norm, group 

norm, social identity, 

desire 

No We-intention to use 

QQ groups  
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Shen et al. 

(2012) 

One’s perception of 

the group acting as a 

coordinated unit 

where members in 

the group collectively 

accept the action and 

commit themselves to 

performing this 

behavior. 

Individual U&G, 

TRA, 

MGB 

Social entertainment, task 

accomplishment, social 

attention, meet new 

people, attitude, positive 

or negative anticipated 

emotions. 

Social identity 

No We-intention to use 

QQ groups  

Shen et al. 

(2013) 

An individual’s 

subjective perception 

of the extent to which 

a particular group or 

social category will 

engage in a target 

collective behavior 

Individual CMT, 

SIT:  

Perceived critical mass, 

subjective norm, group 

norm, social identity 

No We-intention to use 

QQ groups  

Gabbiadini et 

al. (2013) 

Tuomela’s definition Individual TPB, SIT Attitude, perceived 

behavioral control, group 

norms, social identity, 

free-riding tendency 

No We-intentions to 

contribute to virtual 

forums 

Tsai & 

Bagozzi 

(2014) 

Tuomela’s definition Individual SIT, TPB, 

MGB  

Subjective norm, group 

norm, social identity, 

attitude, perceived 

behavioral control, 

anticipated emotions, 

desire.] 

No We-intentions to 

contribute to virtual 

communities 

Shen et al. 

(2014) 

We-mode collective 

intention refers to 

acting as a group 

member, I-mode 

collective intention 

refers to acting 

interdependently to 

contribute to the 

group goal. 

Individual CTT Team trust, commitment  No We-intentions to 

contribute to Wiki 

communities 

de Oliveira & 

Huertas 

(2015) 

A special kind of 

intention where those 

involved intend to 

perform an action 

together with others 

Individual U&G, 

SIT 

Purposive value, self-

discovery, maintaining 

interpersonal 

interconnectivity, social 

enhancement, 

entertainment value, 

subjective norm, group 

norm, social identity, 

social presence, life 

satisfaction 

No We-intention to 

participate on 

Facebook 

Wang & Sun 

(2016) 
Tuomela’s definition Individual SIT  Subjective norm, group 

norm, social identity, 

attitude 

No We-intention to 

interact on Weibo 

and Wechat 

Morschheuser 

et al. (2017) 

A “we-perspective” 

that expresses a 

collective 

commitment to 

participate in a 

cooperative action. 

Individual None Engagement with 

cooperative or 

individualistic game 

features, group norms, 

positive or negative 

anticipated emotions, 

social identity, joint 

commitment, attitude 

Yes We-intention to 

play social games 

Chen et al. 

(2020) 
Tuomela’s definition Individual SIT Subjective norm, group 

norm, social identity, 

perceived corporate social 

responsibility 

No We-intention to use 

SNS for collective 

action  

Note: U&G = use & gratification, SIT = social influence theory, TPB = theory of planned behavior, MGB = model of goal-directed behavior, 
TRA = theory of reasoned action, CMT = critical mass theory, CTT = commitment-trust theory. 
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