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Abstract: 

The number of institutions that offer machine learning courses continues to increase. However, supplementary 
materials that help instructors teach these courses fail to address an important step in the machine learning process; 
that is, conceptualizing a problem using a valid input-output relationship. To address this issue, I first review 
frameworks in extant work before proposing a decision flow. After discussing steps in the decision flow, I present a 
course assignment that reinforces the concepts in the decision flow. I conclude by discussing the lessons learned 
after using this assignment in a graduate course at a university in the United States. 
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1 Introduction 

Based on responses from 2,000 organizations across 10 industries, a recent McKinsey report found that 
nearly half the organizations (47%) had at least one artificial intelligence (AI) capability in their business 
processes—up from 20 percent in 2017 (Wladawsky-Berger, 2019). The same survey also found that 71 
percent of the respondents expected to increase their investments in AI significantly in the coming years. 
However, most respondents also admitted that they lacked essential AI skills in their workforce. As a 
result, many higher education institutions have begun trying to fill the skills gap by offering new programs 
such as data science, data analytics, and business analytics (Perry, 2018). Even though these programs 
follow department- or college-specific curricula, they all include at least one or more machine learning 
(ML) course(s). These courses usually become popular in many programs, such as massively open online 
course platforms (Coursera, 2020), because they not only provide students with a gateway to AI but also 
allow them to build innovative applications so that they can apply for high-paying jobs in the analytics field. 
In this paper, I discuss how students in higher education institutions can develop and propose ML 
projects.  

Due to ML’s popularity, many educators, practitioners, and enthusiasts have created easily accessible, 
inexpensive, and sometimes freely available content such as lectures, textbooks, tutorials, blog posts, and 
videos (see Table A1 of Appendix 1 for a few samples). This content explains popular models and 
algorithms in addition to knowledge about applying them on sample data sets. However, this content 
mostly fails to address an important step in the ML process; that is, conceptualizing a problem using a 
valid input-output relationship. In fact, most supplementary and teaching materials—from textbooks to 
online tutorials—elaborate on the importance of using ML to solve the right problems, though they do not 
offer a methodology on how to conceptualize a problem using an input-output relationship and check the 
relationship's validity. As a result, many students lack the preparation for the workforce because they 
cannot conceptualize valid input-output relationships for the problems they propose to solve using ML 
even though they could be proficient in many ML algorithms and their applications. I address this problem 
by providing educators with a simple framework that comprises a decision flow and course assignment 
that can help students check the validity of input-output relationships of problems they propose to solve 
using ML.  

This paper proceeds as follows: in Section 2, I briefly discuss the ML process model and existing 
frameworks for conceptualizing problems that ML can solve. In Section 3, I propose my framework. In 
Section 4, I present instructions for the course assignment and provide a proof of concept for it. In Section 
5, I discuss the lessons I learned from using this assignment in several graduate-level courses at a 
university in the United States. In Section 6, I conclude the paper. 

2 Background 

Machine learning allows computers to learn from and identify patterns in data (Mitchell, 1999). In this 
sense, it closely resembles the definition for data mining (Linoff & Berry, 2010), which explains why earlier 
work has often used the two terms interchangeably (see Kohavi & Provost, 1998; Mitchell, 1999). For this 
paper’s purposes, I do not formally distinguish between DM and ML; therefore, I only use the term ML 
hereafter to refer to learning from data.  

One can use different types of learning paradigms in ML. The most widely used ML paradigm, supervised 
learning, uses labeled data; in contrast, the second most widely use ML paradigm, unsupervised learning, 
uses unlabeled data. For example, cluster analysis, dimensionality reduction, and outlier detection all 
constitute unsupervised methods because they involve finding patterns and rules in unlabeled data. The 
third paradigm, reinforcement learning, has gained more popularity in recent years and involves learning a 
task through practice (Mnih et al., 2015). In this case, ML models learn how to complete a task by gaining 
rewards and avoiding penalties. Hybrid paradigms also exist, such as semi-supervised learning and active 
learning in which the algorithms attempt to label the data on their own. In semi-supervised learning, 
algorithms do so by using the few available labels in the data set, while, in active learning, they do so by 
asking the user or source to provide the labels one at a time (Jordan & Mitchell, 2015, Olivier et al. 2006). 
In this paper, I focus specifically on supervised learning. I refer to the label as output (or y) and the data to 
predict the label as inputs (or x). The other learning paradigms––such as unsupervised, reinforcement, 
semi-supervised, and active learning––lie beyond the paper’s scope.  
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For machine learning, one usually needs to complete certain tasks systematically in succession. The ML 
literature usually refers to these tasks in aggregate as a process model. The cross-industry standard 
process for data mining (CRISP-DM), which a consortium of companies in Europe developed in the late 
1990s, represents one popular process model (Wirth & Hipp, 2000). Even though the consortium 
developed it for DM, one can easily adopt it to ML. 

According to CRISP-DM, a typical project comprises six phases: 1) business understanding, 2) data 
understanding, 3) data preparation, 4) model building, 5) testing and evaluation, and 6) model 
deployment. All phases, except the first, are structured, which means that one can learn them simply 
enough from textbooks and tutorials. The first phase’s highly unstructured and difficult-to-master nature 
means that, to learn it, one needs to not only solidly understand the context and business in question but 
also have the acumen to conceptualize the problem correctly in that context. Even if one solidly 
understands the context or business, one still might not know how to conceptualize a valid input-output 
relationship for the problem even after taking an ML course.  

To address this gap, one framework—in the supervised learning context—suggests that one can 
conceptualize any problem using an input-output (or x-y) relationship and, thus, use ML to solve it 
(Brynjolfsson & Mitchell, 2017; Ng, 2016). Accordingly, one can use a set of inputs to explain or predict a 
single output. Researchers usually represent this conceptualization using AB in which A constitutes the 
set of inputs and B the output. Therefore, if one can conceptualize a problem using inputs and an output, 
one can solve it with ML.  

Even though seasoned ML professionals find this input-output conceptualization natural and intuitive, 
novices might find it harder to conceptualize because it comes with very few stipulations or boundary 
conditions. As such, novices often resort to the “law of the hammer” (Brislin, 1980) in which ML becomes 
the hammer, and any AB relationship needs hammering. To make matters worse, novices might 
conceptualize an AB relationship not necessarily for the problem at hand but rather from an easily 
accessible data set with multiple columns. As a result, novices might propose invalid AB relationships 
that solve moot problems. 

To provide more context around the AB relationship, extant literature adopts an automation perspective 
by suggesting that ML can help one automate tasks (see Brynjolfsson & Mitchell, 2017). Therefore, one 
should conceptualize a problem not only as an AB relationship but also approach it as an automation 
issue. For example, Ng (2016) suggests that “[if] a typical person can do a mental task with less than one 
second of thought, we can probably automate it using [ML] either now or in the near future”. Brynjolfsson 
and Mitchell (2017) further extend the automation perspective by bringing cost into the picture. 
Accordingly, if an ML system becomes more cost-effective than a human for performing the same task, 
this system will replace the human (p. 1531). They further propose a 21-item rubric to determine whether 
one can automate a task using ML. Despite their usefulness, these 21 items do not offer in-depth insights 
into the nature of A or B. 

Even though the automation and cost perspectives provide context into an AB relationship, they do not 
discuss A or B in depth. Furthermore, one could use ML to solve other problems besides automation. To 
address this gap, I propose a framework that can enable novices to identify valid AB relationships for 
problems that ML can solve. I discuss this framework in detail in Section 3. 

3 Proposed Framework 

3.1 Identify an AB Relationship 

To determine whether one can solve a problem using ML, one first needs to identify an AB relationship 
about this problem where A represents the set of inputs and B the output. Please note that both A and B 
must have been observed already and captured in a data set because novices can sometimes suggest 
that only A should exist in the data set so that, when built, the ML model will generate or predict B. 
However, I need to reiterate that ML models first find patterns between A and B and then use these 
patterns to make predictions. They can only do so if both A and B exist in the same data set; therefore, 
proposing an ML project requires one to identify an AB relationship and to ensure that one has a data 
set that includes both A and B.  
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3.2 Ensure that B is not Derived from A based on a Known Rule 

Second, one needs to ensure that B is not derived from A based on a known rule or set of rules. 
Otherwise, an ML model that examines this AB relationship will rediscover the same rule or set of rules. 
For example, consider an inventory system in which A represents how much product a company has in 
stock and B whether the company needs to restock the product (coded as 1 for yes and 0 for no). Also, 
consider that the inventory system uses a rule such that it recommends the company to restock a product 
(e.g., B = 1) if the quantity in stock drops below a certain pre-determined value (e.g., if A <= 10). A novice 
might obtain values for A and B from this system and suggest building an ML model that predicts when to 
restock a product. However, such an ML model would rediscover the same rule already in the system.  

However, I do not mean to suggest that an AB relationship cannot be based on rules. To the contrary, 
earlier work suggests that the purpose of using ML is to extract all rules between A and B so that B can be 
predicted using A (Fayyad, Piatetsky-Shapiro, & Smyth, 1996). Therefore, we must distinguish between 
already known rules that systems, devices, or mechanisms codify and unknown rules. If one already 
knows rules and a system, device, or mechanism codifies them, any data that one captures from this 
system, device, or mechanism in the form of A and B will lead one to rediscover the same rules. 
Otherwise, if no known rules exist between A and B, one can use ML to identify new ones. Note that one 
still can choose to use ML even when one knows the rules between A and B and wants to convert them 
into a machine-readable format to embed them in a system, device, or mechanism.  

3.3 Ensure that B is not Derived from A based on a Known Equation 

Third, one needs to ensure that B is not derived from A using a known equation. If one can compute the 
value of B by inserting the values of A into a known equation or formula, this AB relationship does not 
warrant ML. For example, consider that B represents a student’s overall course grade and A the grades 
that the student earned on individual assignments, quizzes, and exams. Unless indicated otherwise, B 
represents the weighted average of all grades in A. However, novices will often collect data on A and B to 
suggest that an ML model can predict the course grade based on individual grades on assignments, 
quizzes, and so on. If built, this ML model would rediscover the weighted average formula as the 
underlying pattern between A and B. 

However, I do not mean to suggest that one cannot conceptualize an AB relationship as an equation. In 
fact, most ML algorithms assume that the underlying pattern between A and B is an equation such that 
one calculates B by entering the values of A into it. For example, consider a regression model. As one of 
the most commonly used ML models, regression models calculate the necessary beta coefficients for 
each variable in A and use them to calculate B. Therefore, one needs to distinguish between whether one 
knows or does not know an equation between AB. If one already knows an equation that computes B 
using the values of A, one does not need to use ML. If one does use ML in this situation, the model will 
rediscover the same equation.  

In summary, if B is not derived from A using a known rule or an equation, then one can proceed to the 
third step to check whether one can use ML to examine the AB relationship.  

3.4 Check whether B is Observed at a Future Time Relative to A 

Fourth, one needs check whether B is observed at a future time relative to A. If such a time difference 
exists between A and B, then one can use ML to examine this AB relationship. Many interesting ML 
applications, particularly in the healthcare field, take advantage of this time difference. For example, 
consider that A refers to the biological and clinical variables of a patient collected at the time of discharge 
from a hospital and B refers to whether the patient is readmitted to the hospital within the next 30 days 
after discharge (see Mortazavi et al., 2016). Because A is observed at an earlier time (referred to as T1 
hereafter) and B at a later time (referred to as T2 hereafter), algorithms that examine this AB 
relationship can identify patterns between A and B and, thus, predict a future outcome based on data 
collected at an earlier time.  

Similarly, consider another model in healthcare that can predict who has a higher chance to have a severe 
case of the coronavirus disease of 2019 (COVID-19) based on their biological and clinical variables 
collected during admission to a hospital (see Lassau et al., 2021). In this example, B refers to COVID-19 
severity (observed at T2) and A refers to the biological and clinical variables (observed at T1). Due to the 
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time difference, an ML model built on this AB relationship can identify patterns that can determine a 
future outcome based on variables collected at an earlier point in time. 

The time difference between A and B can lead to interesting ML opportunities in other contexts as well. 
For example, in the higher education context, A (measured at T1) could be a student’s sociodemographic 
variables––such as age, gender, and marital status––and curricular variables, such as a grade in an 
assignment, while B (measured later at T2) could be whether the student will drop out (see Kotsiantis et 
al., 2003). As before, a model built on this AB relationship can identify patterns and determine a future 
outcome based on variables collected at an earlier time. 

The marketing field frequently takes advantage of this time difference between A and B to acquire new 
customers or engage in targeted advertising. For example, consider that A refers to a customer's 
sociodemographic variables, such as age and income (collected at T1) and B refers to whether the 
customer used a coupon or bought a product at T2 (see Treiber, 2021). Based on previous transactions 
that capture both A and B, an ML model can identify patterns and determine B based on inputs collected 
at an earlier time.  

Please see Table B1 of Appendix B for some example ML projects that involve a time difference between 
A and B from the popular media. Even though a time difference between A and B leads to interesting ML 
applications, it does not constitute a requirement. In fact, other interesting ML applications in which one 
observes both A and B simultaneously with no time difference exist. To determine the validity of these 
AB relationships I propose a fifth and final step.  

3.5 Check whether the Original Process that Generates or Captures B is Costly, 
Labor Intensive (i.e., Manual), or Subjective 

Fifth, one needs to determine whether the original process that generates or captures B is costly, labor 
intensive (i.e., manual), or subjective. In many cases, different mechanisms, devices, or individuals 
generate A and B. Therefore, one can build an ML model that can function as a proxy for the mechanism, 
device, or individual that generates B and, thus, reduce costs, manual effort, or subjectivity. One also can 
consider this function as automation such that an ML model that one builds on this data set allows one to 
automate the process that generates B. Please note that the values of B must have been captured in this 
data set using the original costly, labor-intensive, or subjective process.  

One can consider a process costly if, for example, it requires a highly specialized expert or expensive 
equipment to generate the value of B. Consider the process of determining how much risk an everyday 
contract between two parties poses to each party. In this case, A refers to the contract and B to the risk 
level. To identify B, one usually hires an experienced lawyer who might need to review the contract line by 
line. Naturally, hiring a lawyer for this task would prove quite costly because the lawyer would likely 
charge per hour. Instead, one can build an ML model on existing A and B to determine the value of B (for 
a new A) without a lawyer (e.g., LawGeex).  

Similarly, one can consider a process labor intensive if, for example, it requires one or more individuals to 
work long hours with attention to detail while generating the value of B. Consider the process of 
transcribing speech in a video (i.e., closed captioning). In this case, A refers to the speech and B to its 
transcription. To identify B, one or more individuals might analyze the speech second by second to 
transcribe it. Instead, one can build an ML model on existing A and B (also called speech recognition) 
and, thus, generate transcription (i.e., B) for any kind of speech without any help from humans (e.g., IBM 
Watson’s speech-to-text application).  

Finally, one can consider a process subjective if, for example, multiple individuals look at the same A but 
generate a different value for B. Consider the process of sentencing in a court of law. A refers to the facts 
of a case and B to the sentence. Each judge who examines the same facts might come up with a different 
sentencing recommendation based on how they assess public safety or on their own beliefs and 
prejudices. Instead, one could build an ML model on existing A and B that judges could use to make more 
objective sentencing recommendations (e.g., Equivant). However, one must take care in these situations 
because such ML models can perpetuate existing biases and subjectivity already embedded in A and B.  

In summary, one can use ML for an AB relationship that someone generated using a costly, labor-
intensive, or subjective mechanism, device, or individual. When one builds an ML model on this AB 
relationship, patterns identified between A and B can allow the ML model to function as a proxy for the 
device, mechanism, or individual that originally captured or generated B. As a result, the model can 
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determine the value of B automatically and, thus, reduce costs, effort, or subjectivity. Note that, while one 
might build an ML model to reduce costs, effort, and subjectivity simultaneously, one can certainly focus 
on just one goal. Therefore, I urge readers to notice the OR operator, which generates true if at least one 
end goal is true. For example, consider an ML model that one builds to reduce costs. Even if this model 
has no bearing on the other goals (i.e., effort or subjectivity), it could still be viable. 

Please see Table C1 of Appendix C for some example ML models from the popular media that function as 
proxies for the mechanisms, devices, or individuals that observe and generate B and, thus, reduce the 
costs, manual effort, or subjectivity involved in generating B.  

Based on the above discussion, I propose the decision flow in Figure 1. As the figure shows, the decision 
proceeds as follows: 

1) Identify an AB relationship for the problem at hand. 

2) Ensure that B is not derived from A using a known rule. 

3) Ensure that B is not derived from A based on a known equation. 

4) Check whether B is observed at a future time relative to A 

5) If not (i.e., A and B are observed simultaneously), check whether the original mechanism, 
device, or individual that captures B is costly, labor intensive, or subjective such that one could 
build a model to function as a proxy for it.  

Note that, even if the decision flow presented in Figure 1 might help one establish the validity of an AB 
relationship, it does not ensure that this ML model can create value or be useful. Therefore, one must 
ensure that the model also generates value for stakeholders, which falls outside this paper’s scope. 

 

Identify an AB 
relationship

Is AB based on a 
known rule?

This is not a valid 

AB relationship 
for ML

YES

Is AB based on a 
known equation?

YES

NO

Is B observed at a future 
time (relative to A)?

NO

This is a valid AB 
relationship for ML 

YES

Is capturing B costly, labor-
intensive, or subjective?

YES

NO
NO

 

Figure 1. Decision Flow to Check the Validity of an AB Relationship in the Supervised Learning Context 
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4 Course Assignment 

To reinforce the concepts that the framework I propose highlights, I developed a course assignment that 
can cater to both undergraduate and graduate students enrolled in ML courses in higher education 
institutions. Preferably, instructors should use the assignment toward an ML course’s end so that students 
have enough exposure to different data sets and models.  

4.1 Learning Objectives 

At the end of this assignment, students should be able to: 

 Propose a machine learning project 

 Justify the need for this project 

 Assess the project’s viability 

 Identify the project’s data set requirements by constructing a fictitious data set 

4.2 Prerequisites 

Before completing this assignment, students must demonstrate proficiency in: 

 Defining machine learning 

 Distinguishing between supervised and unsupervised learning 

 Explaining the CRISP-DM process model 

 Examining a data set necessary to build a machine learning model 

 Building a machine learning model using at least one algorithm 

4.3 Instructions 

 In this assignment, you will propose a new ML project that no one has done before. To identify 
an idea, consider your current (or previous) workplace. You may want to think about some 
challenges you face in this workplace and determine whether you can tackle them using ML. 
You also may want to think about some new products or services that you can offer to 
internal/external customers in this workplace using ML. 

 If your current (or previous) workplace does not lend itself to an ML project, then you can think 
about a project that might interest you personally or might benefit an organization (such as a 
nonprofit or student club) in which you participate. For example, you can think about how a 
nonprofit or student club can provide a new product/service (or improve an existing 
product/service) for its stakeholders. Again, the project must be new.  

 This assignment will test your ability to come up with a project idea from scratch. Your grade 
will depend on how well you develop your project’s conceptualization.  

 For an example project, please see the one posted in your learning management system. 

 Do not try to identify a project idea using one of the following: 

 Online search engines 

 Data-hosting websites (such as kaggle.com or github.com) 

 Blogging websites 

 If you propose a project from one of these sources, you will not receive any credit. 
Furthermore, you will not receive any credit if you propose a project that you already currently 
participate in. Please do not propose a project that you worked on in another course either. 
The best way to identify a new project involves using introspection; that is, think about what 
problem you would want to solve using ML (such as one you observed in your current/previous 
workplace, your personal life, a nonprofit, or a student club). 

 After you decide on a project, please address each of the following items: 
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1) Goal (15%): describe your ML project’s goal as specifically as possible (i.e., avoid 
ambiguous or general goal statements). For example, avoid overly general goal 
statements such as “learning new insights about churning customers”. A more specific 
statement would include something such as “identify customers who are likely to churn 
in the next month”. 

2) Benefits (15%): describe the project’s benefits, which includes who will benefit from it 
and how. Please be as specific as possible. For example, will it lead to making/saving 
money, gaining reputation, increasing customer satisfaction, improving services, saving 
time, automating a task, or serving more people? 

3) Unit of analysis (5%): define your unit of analysis, which concerns what one row in your 
data set stores. For example, if your unit of analysis is a customer, an entire row would 
capture information about a single customer.  

4) AB relationship (20%): first, list each input variable that makes up the A needed for 
this project, describe each variable briefly, and identify each variable’s data type (i.e., 
whether continuous or categorical). Next, identify the output variable that makes up the 
B. Describe this variable briefly and identify its data type (i.e., whether continuous or 
categorical). 

5) Self-check (20%): check the decision flow in Figure 1 and ensure the validity of the 
AB relationship. Discuss why based on Figure 1.  

6) Data sources (10%): briefly discuss where the data on A and B exist and how you plan 
to retrieve them. If data on A and/or B do not exist, briefly explain how you can capture 
them. 

7) Fictitious table (10%): create a fictitious table comprising all input and output variables 
and include five fictitious records.  

8) Data set (5%): discuss the size of the data set (in number of records) you can find for 
this ML project. Also, discuss whether the data set’s size is adequate to build ML models 
(if not, discuss what you can do about it).  

4.4 Grading Rubric 

Table 1. Question 1: Goal 

Grade Description 

Excellent (100%-90%) 
The goal is well defined. Its description is coherent and organized. It is specific such 
that it can be achieved using the proposed data. 

Satisfactory (89%-70%) 
The goal lacks clarity. It is coherent but not specific. It is not sufficiently aligned with 
the proposed data.  

Unsatisfactory (69% or less) 
The goal is not appropriate for one or more of the following reasons: it is not defined 
well, it is incoherent, it is too general, and/or it cannot be achieved using the 
proposed data. 

 

Table 2. Question 2: Benefits 

Grade Description 

Excellent (100%-90%) 
The benefits are well articulated. The beneficiaries are identified. The importance of 
the benefits is discussed clearly.  

Satisfactory (89%-70%) 
The discussion of benefits needs more clarity. The project’s beneficiaries and/or the 
benefits’ importance are ambiguous.  

Unsatisfactory (69% or less) 
The discussion of benefits is not appropriate for one or more of the following reasons: 
it is not articulated well, it is incoherent, the beneficiaries are not identified, and/or the 
benefits’ importance is not identified. 
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Table 3. Question 3: Unit of Analysis 

Grade Description 

Excellent (100%-70%) The unit of analysis is identified correctly.  

Unsatisfactory (69% or less) The unit of analysis is not identified correctly. 

 

Table 4. Question 4: AB Relationship 

Grade Description 

Excellent (100%-90%) 
A comprehensive list of the input variables is provided. For each input variable, its 
description and data type are articulated clearly. The output variable is described 
well and its data type is indicated clearly. 

Satisfactory (89%-70%) 
A comprehensive list of the input variables is provided; however, their descriptions 
and/or data types are not clear. The output variable and its data are identified, but 
the description is ambiguous.  

Unsatisfactory (69% or less) 
The list of input and output variables is insufficient for one or more of the following 
reasons: the input variables and/or output variable are missing; descriptions are 
incoherent or missing; and/or the data types are ambiguous, incorrect, or missing.  

 

Table 5. Question 5: Self-check 

Grade Description 

Excellent (100%-90%) 
The discussion is well organized, insightful, and coherent. Evidence from Figure 1 is 
provided to demonstrate that AB relationship is valid.  

Satisfactory (89%-70%) 
The discussion lacks clarity. It is coherent but mostly descriptive. Evidence from 
Figure 1 is not used effectively.  

Unsatisfactory (69% or less) 
The discussion is insufficient for one or more of the following reasons: it is not 
articulated well, it is incoherent, it does not provide any evidence from Figure 1, 
and/or the evidence provided from Figure 1 is not appropriate.  

 

Table 6. Question 6: Data Source 

Grade Description 

Excellent (100%-90%) 
The data sources are identified clearly. If they do not exist, a clear explanation is 
provided on how to capture A and B.  

Satisfactory (89%-70%) 
The data sources are ambiguous, and it is not clear whether data already exist or 
will be captured.  

Unsatisfactory (69% or less) 
The data sources are not identified, and no discussion is provided on data 
availability.  

 

Table 7. Question 7: Fictitious Table 

Grade Description 

Excellent (100%-90%) 
The fictitious table includes all input and output variables. The row values provided 
in the table are compatible with the variables' description and data types.  

Satisfactory (89%-70%) 
The fictitious table includes most of the input and output variables. Some of the row 
values provided in the table are incompatible with the corresponding variables' 
description and data types.  

Unsatisfactory (69% or less) 

The fictitious table is insufficient for one or more of the following reasons: most of 
the variables are missing, most rows or their values are missing, and/or most row 
values are incompatible with the corresponding variables’ descriptions and data 
types.  
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Table 8. Question 8. Data Set 

Grade Description 

Excellent (100%-70%) The data set size is adequate for the project.  

Unsatisfactory (69% or less) 
The discussion is insufficient for one or more of the following reasons: the data’s 
size is ambiguous, the data’s size is insufficient, and/or the data’s size is not 
discussed.  

4.5 Example Solutions 

I provide two example solutions in Appendices D and E for reference. The solution in Appendix D has a 
time difference between A and B, while the solution in Appendix E focuses on reducing costs, manual 
effort, or subjectivity in capturing B. 

4.6 Proof of Concept 

I used the assignment in an ML course for students in a master of science (MS) degree in management 
information systems (MIS) at a university in the United States. Overall, 18 students submitted an 
assignment. One submission did not earn any points because it failed the first step in Figure 1. 
Accordingly, it proposed a rule-based AB relationship in which A could have derived the value of B 
using a set of rules despite the self-check that required the student to check the AB relationship’s 
validity using Figure 1. Out of the remaining 17 valid submissions, only two concerned automation and 
focused on reducing costs, manual effort, or subjectivity in generating the value of B. The remaining valid 
submissions (83%) involved a time difference between A and B and, thus, focused on predicting the 
future. 

The average grade the valid submissions earned was 82.1 percent (with a standard deviation of 25.8%). 
The minimum grade was 50 percent and the maximum grade was 100 percent. Some common mistakes 
in these submissions: 

 Had a misalignment between the project’s goal and what the model predicted (i.e., B). 

 Included date, time, or timestamp variables in A (rather than a time difference based on a 
reference date/time). 

 Included certain variables in A that one could not observe before observing B. 

 Included one or more variables in A that had unique values.  

 Had a misalignment between variable descriptions and the values used in the fictitious table. 

 Had a misalignment between the variables listed and the variables in the fictitious table. 

 Conceptualized inherently multi-class B (i.e., having more than two categories) as binary-class 
B.  

 Used an insufficient data set size. 

While some mistakes above represent egregious ones, they also provide further justification for this 
assignment. Students, no matter how many ML courses they take in their curricula, have a hard time 
creating and conceptualizing a project from scratch. Educators usually provide students with assignments 
that require them to use ML algorithms on sanitized data sets. While these assignments prepare students 
for building predictive models and interpreting results, they do little to encourage critical and creative 
thinking. As a result, when students need to conceptualize a new project, they falter on some fundamental 
concepts that play a critical role in ML projects. 

5 Lessons Learned  

The assignment as it currently stands took shape over six years as I repeatedly used it in graduate-level 
data mining and machine learning courses. I have assigned it to both master of business administration 
(MBA) and MS in MIS students with success. Below, I share some lessons I learned while developing the 
assignment and using it in its current format. 
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5.1 Identifying a Project 

In earlier assignment versions, several students misinterpreted the instructions and identified ML projects 
by conducting online searches. Their submissions borrowed from generic tutorials on data hosting or 
blogging websites. Therefore, I specifically ensured the instructions indicated that they should not identify 
an ML project through an online search. However, instructors may find it difficult to enforce this restriction 
given that many online ML tutorials exist. Furthermore, students could propose completed ML projects or 
ML projects that had already begun in their workplaces. Unfortunately, instructors also cannot easily 
detect such situations, which might undermine this assignment’s learning objectives.  

Furthermore, despite my expectations, certain students did not choose to propose ML projects related to 
their workplaces even though the nature of their jobs allowed them to do so. Therefore, the instructions 
provide flexibility for students to propose any project that interests them. Instructors who use this 
assignment should not expect all students with corporate jobs to propose ML projects related to their 
workplaces. 

5.2 Implementing the Project 

In earlier assignment versions, I provided students with the opportunity to earn extra credit if they obtained 
or collected the data proposed in the assignment and built at least two machine learning models after I 
positively assessed the validity of their AB relationship. However, students ended up finding this task 
challenging because most students who chose this option could not obtain the data for personal reasons 
or due to difficulties in accessing or obtaining data from corporate databases. Therefore, the assignment’s 
current version does not offer this option. Interested faculty members can include this option if they would 
like to convert this assignment into a capstone assignment (or project) that spans multiple semesters.  

5.3 Group Work 

Over the years, I have allowed students to complete the assignment in groups (each comprising two 
students) in addition to individual work. I have found that a well-functioning group usually proposes a 
much more thought-out ML project than individuals do. However, group work also limits the types of ML 
projects groups propose. Specifically, group members usually are reluctant to share information about 
their organizations with other group members. Therefore, group work mostly leads to ML project proposals 
concerning personal interests or hobbies.  

5.4 Delivering Concepts 

To help students achieve the assignment's learning objectives, I recommend that instructors discuss the 
framework and the accompanying decision flow that I propose in this paper with students either in person 
or online (such as a pre-recorded video lecture). Such a discussion might require anywhere between 30 
minutes to an hour depending on its depth and breadth. I strongly recommend that instructors provide and 
dissect many example ML projects during this discussion.  

5.5 Length of Student Submissions 

I have found that students will often approach this assignment as an essay assignment and, thus, provide 
lengthy answers. Some submissions described goals and benefits on multiple pages. Even though 
students might need such descriptions to provide context or clarify business models or processes, they 
also make grading challenging. Therefore, interested instructors can provide a word/sentence/line limit for 
these questions to encourage students to provide concise but coherent descriptions. However, certain 
contexts require students to provide some background that renders some submissions vague or 
incomplete when omitted. To entertain such cases, I encourage instructors to add an optional 
“background” section so that students can provide essential details about a process or business model 
that their project discusses. 

5.6 Fictitious Table 

Earlier assignment versions did not require students to provide a fictitious table, but I found that adding 
this requirement benefitted both students and me in several ways. First, the table helped students 
visualize the data set and resolve any conceptualization errors. For example, students had an opportunity 
to refine variables and their descriptions after they entered values in the table. Second, the table allowed 
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me to clarify ambiguities in variable descriptions, which occurred when students provided concise variable 
descriptions, particularly if they had too many variables to discuss. Third, a fictitious table allowed a 
student to propose a work-related project without any concern for data privacy or confidentiality. Such 
confidentiality became particularly important when students wanted to know the feasibility of a project in 
their workplace using a specific data set. Therefore, rather than sharing the actual data, students could 
provide a table that contained fictitious values. 

5.7 Class Discussion 

Instructors can convert the assignment into a class discussion if they provide students with an opportunity 
to present their projects to their classmates. This opportunity might allow students to not only obtain 
feedback from their peers but also clarify any ambiguities. Class discussions also allow instructors to 
review general ML concepts as they arise.  

5.8 Feedback from Students 

Over the years, students who had corporate jobs responded positively to the assignment for two reasons. 
First, it allowed them to think about an ML project that could not only showcase their skills but also impact 
their work. In this regard, the assignment proved particularly helpful to students who wanted to incorporate 
ML into their job responsibilities but did not know where to start. Second, it allowed students to obtain 
feedback for potential ML projects that they had to develop in their workplaces. Given that many 
corporations today ask their employees to work as citizen data scientists to tackle business problems 
using business analytics and machine learning, the assignment provides a tremendous opportunity to 
obtain feedback from expert faculty on an ML project’s viability. 

6 Conclusion 

Machine learning courses have become a major component in many degree programs in higher 
education. Even though students who take ML courses might know how to build ML models, they still can 
face difficulties in conceptualizing an ML project from scratch. In many instances, students might not know 
how to conceptualize a valid AB relationship for the problem at hand and, thus, propose incorrect or 
moot ML projects. In this paper, I address this issue by proposing a five-step decision flow so that 
students can assess the validity of an AB relationship. I provide a course assignment that can reinforce 
this decision flow and allow students to propose an ML project from scratch. I discuss how instructors can 
use this assignment and some lessons l have earned over the years. 

When tasking students with this assignment, instructors should encourage them to think about issues they 
encounter in their everyday lives or at work to identify potential AB relationships. Another approach to 
identifying potential relationships could be to interview others. For example, one could ask friends, 
colleagues, or any stakeholder of salient goods and services questions about the issues they face in their 
day-to-day lives. Such interviews might also prepare students to run systematic and structured meetings, 
such as creativity or brainstorming sessions, in their current or prospective organizations. If they can bring 
subject matter experts to these sessions, they may increase the likelihood that they will identify potential 
ML ideas and, in particular, possible AB relationships. They can then apply the decision flow that I 
present in this paper to those ideas to identify valid ones for ML. 
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Appendix A 

Table A1. Sample Materials to Teach Data Mining and Machine Learning 

Resource Author Type URL 

Tutorials Google ML https://developers.google.com/machine-learning/crash-course 

Tutorials Amazon ML https://docs.aws.amazon.com/machine-learning/ 

Textbook & Tutorials Aurelien Geron ML https://github.com/ageron/handson-ml2 

Textbook & Tutorials Jason Brownlee ML https://machinelearningmastery.com/ 

Tutorials Varol Kayhan DM http://sas-book.com/ 

Course Andrew Ng ML https://www.coursera.org/learn/machine-learning 

Course John C. Hart DM https://www.coursera.org/specializations/data-mining 
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Appendix B 

Table B1. Use Cases with a Time Difference Between A and B 

A B Source 

Lab tests and chest X-rays at T1 
Intubation or death within 30 days (T2) 

of hospital admission 
Kwon et al. (2021) 

Mammograms at T1 Development of breast cancer at T2 Yala et al. (2021) 

Time-lapse videos of developing 
embryos at T1 

Success of embryo implantation at T2 Silver et al. (2020) 

GPS and heart rate data collected at 
T1 

Identification of sports injury at T2 https://zone7.ai/case-studies/ 

Images obtained from 
echocardiographic videos at T1 

Identification of mortality at T2 Ulloa Cerna et al. (2021) 

Biological and clinical variables 
collected at T1 

Development of psychosis at T2 Koutsouleris et al. (2021) 

Large-scale atmospheric circulation at 
T1 

Extreme precipitation (i.e., rain) at T2 Davenport & Diffenbau (2021) 

Climatic variables captured at T1 
Photovoltaic power generated by solar 

panels at T2 
Kaloop et al. (2021) 

Stainless steel’s granular 
microstructure observed at T1 

Stainless steel’s behavior when 
strained at T2 

Vieira & Lambros (2021) 
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Appendix C 

Table C1. Use Cases in Which the Original Process that Captures B is Costly, Labor Intensive, or Subjective 

A B Source 

Video recordings of people performing 
specific motor tasks 

Diagnosis of Parkinson’s disease Kovalenko et al. (2020) 

Images of waste and trash taken at 
waste traps 

Classification of trash and 
identification of plastics 

CSIRO (2020) 

Functional magnetic resonance 
imaging (fMRI) 

Detection of Alzheimer’s disease Parmar et al. (2020) 

X-ray image 
Detection of the severity of pulmonary 

edema (excess fluid in lungs) 
Chauhan et al. 

Security camera footage 
Detection of individuals and 

identification of social distancing 
Landing AI (2020) 

Diffusion-weighted imaging produced 
by magnetic resonance imaging (MRI) 

Diagnosis and classification of 
pediatric brain tumor 

Novak et al. (2021) 

CT scans 
Quantification of coronary artery 

calcification 
Zeleznik et al. (2021) 

High-resolution satellite images Identification of African elephants Duporge et al. (2021) 

Biomarkers 
Quantitative measurement of chronic 

pain 
Rogers (2021) 

Smartphone camera feed 
Identification of heart rate and 

respiration 
Dave (2021) 

Faces captured in video feed Identification of emotions Murali et al. (2021) 

Images of veins taken with a depth 
camera 

Identification of an individual Shah et al. (2021) 

Changes in a person’s heartbeat 
detected by radio waves 

Identification of specific feelings Khan et al. (2021) 

Brainwaves recorded using an 
electroencephalography (EEG) 

Identification of a song being listened 
to 

Sonawane et al. (2020) 
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Appendix D: Example Project with a Time Difference between A and B 

1) Goal: this project focuses on predicting how long it takes for someone to adopt a rescue 
animal admitted to an animal shelter (based on variables collected during admission). As a 
proof of concept, the project focuses only on cat and dog adoptions. 

2) Benefits: this project’s benefits include improved capacity planning and resource allocation. 
Predictions that a successful model make will allow caretakers to determine how much spare 
space they will have in subsequent days and how much food and supplies they will need. 
Furthermore, a successful model will help caretakers expedite animal adoptions. 

3) Define your unit of analysis: the unit of analysis is a single rescue animal. 

4) AB relationship:  

Table D1. Input Variables (A) 

Variable Description Type 

Species The animal’s species Categorical 

Breed The animal’s breed Categorical 

Color The animal’s color Categorical 

Age The animal’s age in years (at the time of admission) Numeric (continuous) 

 

Table D2. Output Variable (B) 

Variable Description Type 

Adoption time The time it takes (in days) for the animal to be adopted Numeric (continuous) 

 

5) Self-check: in this relationship, a time difference exists between the inputs and output. While 
the inputs are observed at the time of admission, the output is observed at a later point in time.  

6) Data sources: one can obtain the values of the inputs and output from the shelter’s database.  

7) Fictitious table: 

Table D3. Fictitious Table 

Species Breed Color Age Adoption time 

Dog Bulldog Black 3 7 

Cat Maine Coon Brown 5 10 

Dog Terrier Brown 4 20 

Cat Persian Black 2 3 

Dog Pitbull White 5 15 

8) Data set: the shelter processes roughly 300 animals per year. A year’s worth of data would not 
be sufficient to build a model; therefore, data collected over several years should be sufficient 
to build a preliminary model. 
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Appendix E: Example Project with Costly, Labor-intensive, or Subjective 
B 

1) Goal: this project focuses on predicting rescue animals’ ages when a shelter admits them. As 
a proof of concept, the project focuses only on cat and dog adoptions. 

2) Benefits: this project’s benefits include automation and improved care. A trained veterinarian 
estimates each rescue animal’s age by examining the animal’s teeth when a shelter admits it—
difficult, costly, and subjective process. Predictions that a successful model make can allow a 
shelter to automate the process and reduce costs and subjectivity. Furthermore, a successful 
model can allow caretakers to provide age-appropriate care to animals in the shelter. 

3) Define your unit of analysis: the unit of analysis is a single animal.  

4) AB relationship:  

Table E1. Input Variable (A) 

Variable Description Type 

Teeth Image of teeth taken during admission Image 

 

Table E2. Output Variable (B) 

Variable Description Type 

Age Animal’s age in years Numeric (continuous) 

5) Self-check: in this relationship, capturing the output is costly, labor intensive, and subjective 
because a trained veterinarian determines animals’ ages by examining the teeth for signs of 
age. If one can build a model to perform this process, it will function as a proxy for this 
veterinarian and make such determinations automatically, which might reduce costs, automate 
the task, and reduce subjectivity.  

6) Data sources: the values of inputs and output can be obtained from the shelter’s database. 

7) Fictitious table: 

Table E3. Fictitious Table 

Teeth Age 

Image1 3 

Image2 4 

Image3 2 

Image4 6 

Image5 5 

8) Data set: the shelter processes roughly 300 animals per year. A year's worth of data would not 
be sufficient to build a model; therefore, data collected over several years should be sufficient 
to build a preliminary model. 
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