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Foreword

The debate about human nature has changed dramatically
over the last two centuries. Almost all now agree that our
biological heritage is significant. Much emphasis is now given
to the relative importance of ‘nature and nurture: to what
degree is human action a result of genetic heritage (biology)
or social learning (culture)? There is very little discussion
about whether other aspects of the human condition may be
significant.

In a secular society there is little room for anything but
scientific approaches to human nature. Spiritual or ethical
impulses are often treated as side-effects of neurophysiology
or social interaction. Secular extremists may even dismiss
them as meaningless epiphenomena, or even as delusions.
But those extreme positions beg an interesting question. If
ethical and spiritual drives are delusions, then what is so
special about science? Is science just another meaningless
epiphenomenon?

The Human Nature series provides an intercultural,
interdisciplinary forum for discussing the human condition. It
explores the biological, evolutionary, anthropological,
psychological and sociological roots of human perception and
our ability to adapt and innovate. Authors are encouraged to
avoid the conflict engendered by those extreme positions and
seek a more balanced approach. If human spirituality is a
biological epiphenomenon, then so too are science and
technology. If science is a potential source of enlightenment,
then so too is philosophy.

Alf Linderman, Sigtuna Foundation

Hans Liljenstrém, Agora for Biosystems
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Note on Revisions

The first (2013) impression of this book drew on a large
archive of notes and presentations about the ecodynamics of
science. That archive also contained material we planned to
use in a second book: Space, Time and Simplexity. Some
pointers to the second book had survived the cut, along with
a few typesetting errors. As the COMPLEX project drew to a
close we decided to correct the text and rewrite a few
paragraphs to make their meaning clearer.

Our book was written after the crash of 2008 and made it
clear that we didn’t believe the current phoenix cycle had
bottomed out. Nothing that has happened in the course of
the last three years changes that opinion. The case for pre-
emptive innovation is stronger in 2016 than it was in 2013.

L E X
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Section | : Science as Behavioural Ecology

Anthropology, the study of humankind, spans a gamut from
textual deconstruction through ethnography and on to
archacology and evolutionary biology. Our sort of
anthropology is natural history. Like many naturalists we are a
little preoccupied with named categories and definitions. If
you want to know why naturalists use words like Be//is perennis
to describe things as commonplace as a daisy, you will find
out in the next couple of essays. We ask you to humour us
for the time being, while we lay a few definitions on you.

Following Thomas Henry Huxley, we define scence as the
search for rationally interpretable order in the universe. The
phrase rationally interpretable order can be shortened to ‘pattern’,
and the words 7z the universe can be rendered as: ‘in space and
time’ or even as ‘natural’. So we could say, ‘science is the search
for pattern in space and time’ or even ‘science is the search for
natural pattern’ and we would be saying the same thing. We
are not interested in disciplines that study supernatural
phenomena, or in the study of non-pattern. If that’s what
makes your boat float, read another book.

This definition of science is probably a little weak for some
tastes. Some hard scientists would probably tighten things up
to exclude cultural anthropology, say, or historiography; but
even if we were to push the soft sciences beyond the pale,
what we would be left with could reasonably be described as
a search for pattern in the universe. There is nothing
controversial about our definition.

In later modern (17" and 18" century) Europe, there were
two broad philosophies of science, each with its own type-
specimen. One of these was superstition - the belief that
enlightened agents ‘stand above’ the biological automaton,
monitoring events and sometimes altering the course of
history. Its type-specimen is the 17" century philosopher
René Descartes, who believed the human body was dual



structure - an objective automaton occupied by a subjective
ghost or ‘soul’” that monitored and directed its actions.

The alternative was a more naturalistic approach, championed
in the 18" century by Immanuel Kant. Kant believed humans
could never transcend the limitations of their physical bodies.
All human knowledge deals with phenomena - with things as
corporeal organisms perceive them. Our responses to those
phenomena are shaped by embodied intuitions, social
learning and aesthetic reinforcement that guides us towards
situations we are capable of handling. There are no souls or
demonic ‘memes’ in the Kantian automaton. Consciousness
and agency are natural phenomena.

This phenomenological approach is useful. Consider, for
example, a colony of bees. As the sun rises and warms the
hive, foragers, guards and drones come out to fly.
Reproductively competent males, or drones, congregate in
mating arenas and fly around looking for opportunities. The
foragers - sterile females - head off to collect food, while
guards — tired old foragers — patrol the front of the hive. A
young queen bee would behave differently to all of these. Her
behaviour influences and is influenced by that of her
neighbours and her own developmental state. If she is
unmated, she may fly off to the mating arenas. If she is
mated, she may fly off with a swarm and establish a new
colony.

Each of those bees has differently tuned sense-organs and is
impelled by slightly different predispositions and life-
histories. The difference between a worker and a queen, for
example, has to do with the protein content of the larval diet.
The difference between a nurse bee and a guard is a by-
product of ageing. Each type of bee launches itself into the
same morning air, but finds itself operating in an
environment that is phenomenologically distinctive.
Recognising the role of bodily structure, life-experience and
cognitive variation provides information about honeybee



ecology that could not be had if we assumed each bee was
responding to things as they really were.

In the mid 19" century, Thomas Henry Huxley created an
amalgam of Darwin’s ideas about evolution and Kant’s ideas
about phenomena in science, and linked it with an ancient
Greek word, gnosis. Gnosis originally referred to knowledge,
particularly to an abstract, intellectual sort of knowledge that
brought people closer to the god-mysteries at the heart of the
universe. Huxley recycled it to mean &nowledge of things as they
really are. By extension, a gnostic is a person who believes
humans can attain gnosis (reliable knowledge about things as
they are), and an agnostic one who, like Darwin and Huxley,
believes all human knowledge relates to percepts and
phenomena. Huxley’s agnosticism is basically Kant’s
phenomenology with an evolutionary spin. It implies that the
instincts and embodied aesthetics that influence the ways we
respond to phenomena have been wrought in our bodies by
the evolutionary processes that shaped them and fine-tuned
by a process of social learning.

This is a fundamental idea and we need some precise
language to describe it. Unfortunately, every word proposed
to date has been re-cycled by later scientists and used for a
slightly different purpose. Huxley, for example, used the word
‘epigenesis’, coined by the pioneering physiologist William
Harvey, but the word has acquired a different, more
specialised meaning with the emergence of neo-Darwinian
theory. In the late 19th century a group of German biologists
began to use the terms mmemic and engram to describe
embodied memory. Their ideas were introduced to
Anglophone readers in a book by James Ward titled Heredity
and Memory that summarised lectures given in 1912. Munemic
structure is embodied memory. By the 1970s most biologists
had forgotten about Ward, and Richard Dawkins used the
same Greek root for his meme-concept. A meme is a cognitive
computer virus that infects the neural network and hi-jacks
the body, which it uses to colonise space and time. So we are



going to set the adjective mmemic aside and reserve the word
structure for all embodied memories. Structure, defined this
way, includes conventional DNA and RNA replicators,
patterns of neuro-connection in the brain, socially acquired
habits and the physical and physiological traces of life-
experience. An accident that maims a limb, for example,
leaves structural memories in the body.

If a human puts the egg in an incubator and takes care of the
chick, the bird will experience particular patterns of sense-
data. An image of the human carer becomes woven into the
chick’s bodily structure and shapes its future development. If
the bird contracts a virus infection some of the RNA may
linger in its body together with an immune response. Again,
these are structural memories. If the bird is attacked by a dog,
or is regularly fed by a passer-by, these experiences also leave
structural traces in its body. A similar process occurs in
humans. Human babies, for example, ‘remember’ how to
suckle and how to acquire new memories as they develop, but
the ability to speak French, say, or to find a newsagent are not
hard-wired into our bodies at birth.

We need a word to describe this process and have two to
choose between. The first is structuration - the creation of
structure. The second is contextualisation which comes from
the roots con (together) and fexere (to weave). Structure in the
present is the product of contextualisation - an interweaving
of pattern and structure - in the past. Without this dynamic
interweaving, there would be no social learning, no dynamic,
path-dependent memory and no science. Contextualisation is
not restricted to humans or to great apes. The worker and the
queen bee, for example, are both genetically female and both
are fed high-protein ‘royal jelly’ for the first few days of life.
Thereafter, the worker’s diet is restricted, while the queen
stays on royal jelly. Their lives are changed irreversibly as the
process of weaving pattern into bodily structure produces
very different types of bee.



If a worker larva is transferred into a queen cell early enough,
it will grow into a queen. The later the graft is made, the
more fixed its bodily structures will have become and the less
able it will be to mate and reproduce. The ability to
contextualise pattern varies through the life-cycle. In many
animals, bodily structures become more or less fixed at
maturity and the adult becomes a biological machine, capable
of responding, but incapable of acquiring new structures.

In our species, however, the ability to acquire new structural
memories lasts well into maturity. Some of us experience a
mid-life crisis comparable to the transformation that turns
elderly workers into guard bees, though the range of niches
available to us in early old age is broader. Contextualisation in
humans is richer and more complex than that observed in
most non-human species, but it has parallels in other great
apes and in more distantly related animals like elephants,
crows and parrots. We aren’t the only slow learners on the
planet.

Contextualisation is a big idea in natural history. Charles
Darwin’s Origin of Species brought it to the foreground and
biologists spent most of the next 100 years trying to ignore it.
Origin starts with the assumption that there exists a world
containing organisms with embodied memories, some of
which are heritable. The book has almost nothing to tell us
about the anoxic primordial soup in which living organisms
came to exist or about the evolution of organisms before they
acquired some sort of heritable memory. The nucleic acid
based genes that govern protein synthesis in all life forms
could not be predicted using natural laws. The animal or plant
genome is itself the product of an evolutionary process that
involved contextualisation.

Darwin’s remarkable book dealt with ecology, ethology and
co-evolution, but none of those words had yet been coined.
He didn’t even have a word to describe the way species-like
grades of organisation came into being and used ‘origin’.
Today’s naturalists would probably prefer the word emergence,



which more accurately represents the process of structuration
in an ecosystem shaped by ‘descent with modification” under
natural selection.

You need to be a little careful with some of these words
because other writers use them differently. Sociologists, for
example, may use ‘structure’ to describe patterns of social
stratification or social roles. If you can observe it empirically,
we would call it a pattern. Similarly, a trawl of the internet will
yield a bunch of pages and conferences about ‘text and
context’ that seem to imply the ‘con-’ syllable comes from the
root contra - against. Con(tra)text becomes a sort of backdrop
(a pattern, in our terminology) against which the text can be
viewed. If you are an archaeologist, for example, ‘context’ can
just be a fancy way of describing the place something was
found - again, a pattern. These ways of using language are
not wrong, but they are different and the difference has
something to do with contextualisation. Caveat lector!



§ 1. Semantics and the Subject-Object Split

Nobody works on the natural history of everything, which is
why many naturalists greet a new colleague with a question:
what are you working on? We, who write this book, are working
on people. One of us (Isabelle) works on early hominins,
non-human primates and their interaction with landscape.
The other (Nick) started his career as an archaeologist, but
now works as an applied anthropologist, studying the natural
history of science and using his findings to design and
manage research projects.

It isn’t possible to take you on a foray through the
laboratories and conference-halls, whispering: Ah! look over
there - Scienticus humanisticus, var. postmodensis, in full discursive
display, but our intention is that you will learn enough from
this book to do a little fieldwork of your own. We start with
the natural history of natural history.

The roots of natural history are buried deep in western
philosophy. The discipline draws on a strategy for resolving
semantic power-struggles that we call systemzatics. Sadly, some
naturalists have forgotten or never learned this and try to
persuade their neighbours to use everyday speech
systematically. There is no such thing as a hedge-sparrow, they will
say, that bird is a dunnock. When systematic speech patterns are
imposed on outsiders in this way, those responsible have
appropriated language and asserted their club’s right to
pontificate.

Naturalists are not the worst offenders in this respect.
Nobody was ever murdered for calling a dunnock a sparrow.
The same cannot be said about words like Jeresy, or free-trade.
Semantic power-struggles arise because the same linguistic
patterns can be used for at least four purposes. They can be:
1) a platform for co-operation and communication, 2) a
device for distinguishing members of some institution from
non-members, 3) a way of appropriating language and turning
common knowledge into private property, and 4) a way of
justifying the repression of outsiders.



You cannot use language for communication and co-
operation without creating opportunities for people to
pontificate and bully. The systematic language of natural
history has been designed to limit attention to objective
phenomena and so minimise the scope for strong-arm stuff.
One of the reasons naturalists get called ‘nerds’, ‘anoraks’ and
‘twitchers’ is that our jargon and research interests seem
irrelevant in the context of social relations, power-politics and
technology. That’s not an accident - it was designed that way.

So what does it mean to use language ‘systematically’?

The word ‘dog’ implies a relationship between the smelly,
carnivorous mammal on the hearth-rug, the idea of a dog,
and the three-letter symbol ‘dog’ that links them. This
triangular relationship between thing, symbol and idea is
often associated with Aristotle’s book: Oz the interpretation of
lexts.

To use language systematically is to

Ogl'ect ensure that the point of the triangle

, N labelled ‘object’ refers to a physical

/ \\ thing or category of physical things

/ . that can be apprehended using the

éymbot_ — -Iea senses. In this way we can avoid
y

subjective, ideational structures and
focus on observable pattern.

The human soul, for example, the ineffable essence of the
human being, is not an object in the sense that Fido on the
hearthrug is an object. Neither, for that matter is a number
which, when multiplied by itself, gives the answer -1.
Imaginary numbers and souls are #of material objects and
their use flattens the semantic triangle down to a line with the
symbol at one end and the idea at the other:

Symboé _ _ Tbea

Everyday language is stuffed with these flat symbol-idea lines.
Systematic method consists of a set of tools for building fat
semantic triangles with a material thing linked to a symbol
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and an idea. Classical Greek and Latin provide a useful store
of word-roots that can be used to create new/old words that
emphasise the specialness of systematic language. Natural
history deals with material things and so allows us to maintain
the subject-object split, at least as a working hypothesis.

The subject-object split will be a recurrent theme in this
book, so we will pause here to consolidate the idea. The
naturalist is a subjective agent, struggling to find pattern in
nature. S/he is to some extent a prisoner of his/her body.
The structure - morphology and physiology - of the body
influences the sorts of phenomena s/he can work on.
However, experience has shown that the systematic use of
language, coupled with a lengthy period of social learning can
create a strong consensus about material objects and
categories.

Systematic language exists to describe, catalogue and list. It
allows us to say what objects are, but not what they are worth
or what should be done about them. If you drop your
systematic guard, you are very likely to be drawn into value
Judgements (why should we care?) or operational judgements (how
should we respond?). We shall have a great deal to say about
value and operational judgements in this book. Here it is
sufficient to understand that systematic method is for
boundary judgements (what type of thing is it?).

That word, ‘type’, is significant because it poses a substantial
challenge to the systematic ideal. The problem is that named
categories are more like ideas than material objects. This
problem is ancient - a great deal of ink was spilt exploring it
in mediaeval times - but the solution that underpins natural
history is still worth understanding.

The words Prunella modularis that we apply to the small, dull-
looking bird in a hedgerow suggest the existence of an
abstract category - a well-bounded ‘species’ of bird. We know
the bird is a thing because it is localised, as it were, in a small
interval of space and time and can be observed with the
senses, but the species is bigger (in a space-time sense) than

9



we are. That scale-disparity begs some interesting questions
about whether species are objective or subjective.

Mediaeval philosophers believed in a creative god-agent that
was subjective and purposeful like us, but unlike us was
incorporeal and all-knowing. They fell into two broad groups
on the species-problem. One group believed species-
categories were ideas in the god-agent’s mind. As such they
were real - independent of human agency - and meaningful
even in parts of the universe where there were no sparrows or
people to give them names. These scholars were called rea/ists
or ancients because they followed the ‘ancient way’ (177a
Antigna) of scholarship. The other group believed the
meanings of category-words were socially constructed - they
only existed outside the individual human mind by
negotiation and common consent. This group were variously
called moderns or nominalists because they believed categories

were ]ust names.

Those words, ancient and modern give the misleading
impression of a time-trend. The two tendencies - one
associated with the teachings of Plato and the other with
Aristotle - co-existed throughout the mediaeval period and
much of the debate between them centred on the broader
status of category words. In ancient logic, universal categories
were perfectly well-bounded in the sense that there could be
no contradictions like:

This object is AND is NOT Prunella modularis

One way of achieving this would be to
imagine the universe split into two
categories - a collection of things that
wetre  Prunella  modularis, and a

complementary set (so called because it
Univerye-

completes the universe). The logical
complement of Prunella modularis, for example, contains
everything in the universe that is not a hedge sparrow.

By implication, a definition like:
Prunella modularis is a small, drab bird that nests in hedgerows

10



could be re-framed as a statement about the universe:

Everything in the universe, if it is Prunella modularis, is a small, drab
bird that nests in hedgerows.

If the universe is logically bounded and closed this way, then
every correct species definition implies the existence of a class
and a logical complement. This ‘closed universe’ assumption
imposed an austere discipline on ancient logic and also made
it popular with powerful religious institutions. It would be
easy, at this point, to pretend that the ancients were all
dogmatic gnostics trying to impose their worldview on
others. Doubtless some were, but others - so-called moderate
realists - saw logical analysis as a strategy for inferring the
creator’s plan by analysing pattern in the universe.

In contrast, the modern way of reasoning allowed for the
possibility that the universe was logically open. This had two
related consequences. First, it affirmed the scholar’s right to
draw on empirical evidence, to experiment with new ways of
defining classes and to challenge dogmatic authority. In this
way western scholars - at least those protected by powerful
patrons - could adopt a less dogmatic, bumanistic approach to
science. Second, it simplified scholastic reasoning by
eliminating many of the features we now think of as
mediaeval logic-chopping.

Again, it would be easy to pretend that nominalism is a better
scientific philosophy than realism, but the situation is not that
simple. If science is to be the search for rationally
interpretable order, all approaches to science must be
rationally defensible. Suppose, for example, we wanted to
impose an absolute embargo on realist philosophy by
asserting that:

No definition-statement is universal

this statement is a partial definition of the class called
‘definition-statements’ and can be re-framed:

Everything in the universe, if it is a definition-statement, is non-universal

11



which would make the category ‘definition-statements’
universal and our embargo self-contradictory.

You can think of this over-enthusiastic use of modernist
principles as a sort of gnostic agnosticism - the extreme, irrational
point on a spectrum of approaches that has dogmatic realism
at the other end. The extreme positions do occur in science,
in theology and in everyday life, but they are actually rather
rare. Most scientists treat realism and nominalism as working
hypotheses rather than as universal laws.

Moderate realism, then, is neither inherently illogical nor
pernicious, but the dogmatic regulation of mediaeval science
brought it into disrepute. The modern antithesis became the
platform on which post-mediaeval science was founded. Like
the ancients, the moderns thought it important to eliminate
contradiction, ~ but  their = approach  was  more
phenomenological. They held that most of the categories of
human language, including attribute classes like 6-ness and
greyness, were only meaningful in a specific context. We may
be able to speak meaningfully about species of material
objects (like hedge-sparrows) but should never assume that
the universe would grace those categories with perfectly sharp
boundaries and logical complements.

The problem of universals is of interest here because it shows
that the tension between gnostic and agnostic philosophy in
19™ century natural history, and arguments about the reality
or social construction of meaning in the 20" had antecedents
in ancient Greek and mediaeval philosophy. When two
approaches to science persist over millennia, as these have,
natural historians may reasonably speculate about existence of
intellectual ‘castes’. Just as workers and queens are different
ways of being a bee, so the ancient and modern ways may be
different ways of being a scientist.

12



§ 2. Grand Narratives and Gnostic Agnosticism

§ 1 introduced the concepts of systematics by telling you a
story - humanists might call it a grand- or meta-narrative. Our
metanarrative speaks of universals, ancients and moderns and
the way naturalists use open-universe assumptions to
maintain the subject-object split. The story is plausible, but is
not uniquely persuasive. A gnostic philosopher might say,
with some justice, that it is not (intellectually) #7xe in the sense
that there is no historically verifiable sequence of events that
would put it beyond doubt. Ours is one grand narrative
among many that could be reconstructed from the historical
evidence.

Metanarratives are epiphenomena - emergent by-products of
the behaviour patterns that go with teaching and learning. In
the hands of extremists they can become powerful tools for
social control. People may suffer social exclusion and even be
killed for challenging politically sensitive metanarratives and
indoctrination programmes. In this secular age atheists often
link  repressive  creation-myths with theology and
institutionalised religion, but the creation-myths of 19" and
20™ century science were also used to justify killing on an
industrial scale. Any powerful institution can kill.

In the 1980s and 90s some ‘postmodern’ humanists began
arguing that all metanarratives were political artefacts. Some
got a little over-enthusiastic. The impact of their gnostic
agnosticism on trans-disciplinary research was to make
communication harder and undermine co-operative action.
Endless critique is an irritating time-waster and postmodern
polemic was soon softened and moderated. Most grand
narratives are benign. Lethal metanarratives - the sort that
underpin crusades, jthads or ethnic cleansing, are well able to
resist critical deconstruction. The institutions that put these
repressive programmes into place are powerful enough to
ignore most of their critics and vicious enough to crush the
rest. There are no simple solutions to complex problems.

13



§ 3. Empirical Method: Key and Essence

The systematic use of language and empirical method go
together in the sense that robust empirical observations
usually imply the existence of a material object localised in an
interval of space-time accessible to human senses. We say
‘usually’ because contemporary science uses technical
infrastructure to make observations on very large and very
small scales - microscopes and telescopes are two instances
among many where scientists are making observations of the
state of a measuring device, not observing objects directly.

In some cases the logical connection between the state of the
measuring device and material objects is so tenuous that one
could argue that the system does not exist at all. Theoretical
physics and economics, for example, both use technical
infrastructure to make observations of phenomena that are so
unstable and tenuous that the subject-object split cannot be
maintained. We might as well be discussing angels dancing on
pinheads. Here we restrict attention to data describing objects
and categories of object.

Empirical research requires us to make observations, record
them as data and use some symbolic manipulation of those
data to make generalisations about the system. The literature
on data structures is enormous, but we will focus in on two
types of data structure - the object and the attribute. Imagine a
data-table with row and column structure, a bit like a
spreadsheet. Each row represents an object - a bird, say. Each
column represents an attribute of the bird. We note that the
object that is bird specimen number 6 has brown feathers.
When we describe this specimen, we slide along to the
column labelled ‘specimen number’ and enter a 6, and in the
column ‘feather colour’, we put the value ‘brown’.

Most data analysis works with tables of this sort, because
there are lots of clever things you can do to summarise types
of observation, draw informative maps of data structures and
even develop and test hypotheses. Some attributes (columns)
could also be re-presented as objects. For example, you could

14



create a new data table that describes feathers (rows) with a
range of attributes, one of which might even be the name of
the bird on which it grew. So sometimes a brown feather is
an attribute of bird number 6, and sometimes bird number 6
is an attribute of the brown feather.

There is a lot of flexibility in database design, but there are
also limits. These limits become manifest when we try to
create object / attribute tables. Objective attributes like
feathers do occur in science, and can be useful, but they are
quite rare. Any table with a row / column structure can be
transposed so that columns become rows and rows become
columns. These are useful analytical tools and empirical
scientists use them a lot. Sometimes transposing a table
presetves the object / attribute structure; often it doesn’t.

Abstract attributes like brownness or length bring us straight
back to the problem of universals. Does the data structure ‘6’
imply the existence of a category that contains all the
collections of 6 things in the universe? Is a 6-inch ruler a
member of that class? What about the attribute ‘brownness’,
is there a universal category of brown things? Probably not,
so how are we to do empirical research in situations where
some classes represent collections of objects and other classes
represent ideational structures like numbers?

From the 17" century onwards, natural historians had a nice
method for distinguishing objective from subjective classes.
You can learn the method by walking into a weedy garden,
cutting a few swathes and sorting them into piles as follows:

1. Pick up a weed, look at it closely and start a pile
2. Pick up another, if you have seen one like this before
then put it on the appropriate pile; if not, start a new
pile of weeds.
3. If there are more weeds to classify, go to step 2, else
STOP
The routine looks like a sort of computer programme or
algorithm and the result is usually a stable, if naive
classification. Go through the piles and check the work

15



(combining or splitting piles as you get your eye in). When
you are satisfied, you are ready go onto the next stage of our
empirical approach.

Select a pile and give it a name. Look carefully at all the
members of the pile and make a list of the attributes they
share. Your aim is to use attributes to differentiate between
piles. You do this by distinguishing essential attributes from
inessential ones. Ancient scholars, following Aristotle, called
inessential attributes accidents, but modern scientists tend to
speak of ‘state variables’ or, more simply, of ‘variables’. The
essence (the word means ‘is-ness’) of the species is the set of
attributes that unite the whole pile; the accidents (state
variables) individuate the instances of the class.

Repeat this process for all the piles, looking at leaf-form,
flower colour, shape, number of petals, hairs - anything you
can think of to distinguish the essence of the heap from the
states of the individual plants. This takes time and many
wannabe naturalists cannot be bothered, but mastering these
methods is an important part of a naturalist’s training. Once
you have characterised the essence of each heap, go back
through your list and select a smaller subset of the essential
traits that can be used to distinguish the heap from any other.
This small set is called the ¢y because it unlocks the
information used to define the class.

It may be, for example, that all members of the class
‘buttercup’ have hairy leaves and five-petalled, yellow flowers.
Lots of named heaps have yellow flowers, or five-petalled
flowers, or hairy leaves, but the combination of these
attributes is sufficient to identify a candidate as a buttercup.
You can set the relationship between key, name and essence
out in a syllogism of the form:

If key then name

If name then essence

and slot your data in. For example, you might write:
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If five-petalled yellow flowers and hairy leaves then buttercup

If buttercup then (five-petalled yellow flowers and hairy leaves) AND
many stamens and, . ..

That is an empirically testable hypothesis. You can take your
sickle, trudge off into the garden, cut some more weeds and
test it. Identification is the earth-wire of empirical method
because it grounds the classification in the empirical evidence
and establishes a rolling programme of hypothesis-testing. If
you discover a new type of weed that possesses some
buttercup traits, but is different, you may have to rethink.

Your primary aim, however, is not to test hypothesis about
what a buttercup really is, but it is to develop a theoretical
platform for future work. There are many types of scientific
theory, but here our theory takes the form of a classification.
We know we are on to a winner if the classification is stable,
L.e. if no amount of testing seems to break it and the essence
is much larger than the key. The key, as we have said, is so
called because it unlocks all the essential information built
into the class. A small key that unlocks a lot of essential
information seems more impressive, somehow, than a large
key that unlocks a tiny bit.

So what about those subjective, abstract categories like
imaginary numbers or souls? Well, ancient theologians
seemed to think that everything that distinguished the human
from brute creation could be explained in terms of the soul.
Souls are not material objects, though you can infer the
existence of the soul by observing the corporeal agent that is
a human being. The result is a sad sort of syllogism:

If human then sonl
If soul then human

You can do the same with the imaginary number, 7

If x=i then x* = -1

If 57 = -1 then x=i

These syllogisms are sometimes called ¢reular arguments, but
a better word would be sterile - they unlock no objective
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information because the key of the class is also its essence.
Sterile syllogisms are not useless - actually, they can be very
useful indeed - but they don’t really belong in (17" century)
natural history which, by convention, dealt with material
things, empirical evidence and systems where the subject-
object distinction could be defended.

The idea to take home from this essay is that the simplest
way to resolve the subject-object split is to work with a
coherent ‘kind’ of object. We have suggested plants, but you
could use people or beads or feathers or stars, ... You classify
these objects naively and then tighten the work up by
characterising a convenient set of attributes and creating
some data. The attributes must be observable, but need not
be objects in their own right. Define a key and essence for
each sub-class of thing and test the hypothesis by collecting
and identifying new specimens. After a while, the
classification will stabilise.

Empirical method has nothing to do with universal truth. It is
a way of using nice fat semantic triangles as a starting-point
for designing data structures. A database is a collection of
idea-symbol links - often presented as a table with rows and
columns - that can be explored analytically. The purpose of
that analysis is to characterise rationally interpretable patterns
and test hypotheses.

A few centuries ago these analyses were done by hand and
the results summarised as pen-and-paper descriptions with
drawings. These days we may use automatic data capture and
process megabytes or even gigabytes of data. Still, empirical
method remains the bedrock on which the natural history
approach to science stands. The open-universe approach at
the heart of empirical method can be traced back to the 17
Moderna and beyond.
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§ 4. Physiology and Three-Phase Time

Many research projects create databases and use analytical
methods to find patterns in the data. These projects are easier
to manage if the data represents the attributes of objects. You
need not actually demonstrate that the key of a category is
smaller than the essence to work this way - sometimes it is
intuitively obvious - but it’s worth remembering that data-rich
projects are more likely to go wrong if scientists get sloppy
about the subject / object split.

Sometimes you have no choice. The problem, in a nutshell, is
that the things you can observe are not very interesting and
the things that interest you are impossible to observe. The
best way to tackle this problem is to re-shape your own
beliefs in a way that ‘makes sense’ of data patterns. We will
give you some practical hints about how to do this in § 17
below. The ability to make these connections shifts you from
empirical science and morphology to analytic science and
physiology.

The origins of this approach to living things can be found in
the physical sciences, among the natural philosaphers of the 17"
and 18" centuries. Natural historians didn’t get involved in
this work till the 19" century. The word ‘physiology’ comes
from the root phusis, which means ‘nature’. Physiology, then,
is an old-school naturalist’s word for natural philosophy.

Morphology deals with statics and what? questions - What
type of bee is this? What attributes distinguish it from other
types of bee? These what? questions all refer to classes of
objective things and, as such, represent the heartland of old-
style natural history. Physiology deals with dynamics and how?
questions - how does it fly? How does it find food?

One of the reasons working with honeybees is rewarding is
that morphology and physiology are consilient - they ‘spring
together’ in a satisfying way. You need not sit outside the hive
observing behaviour to distinguish a reproductively
competent male from a sterile female. If you know, on
morphological grounds, that this bee is a drone, you can
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predict how it will behave. If you see a honeybee in the
distance foraging for pollen and nectar, you can be confident
that, when you get close enough to examine it, it will have the
morphology that goes with a worker.

It often happens that morphology and physiology are
inconsilient. When it does, the problem usually boils down to
a difference in space-time perspective. Morphology, as we
have already explained, describes the form of a system. There
is no point defining morphological classes like species in
respect of attributes that change from one observation to the
next, so morphologists deal with attributes that are stable or
almost stable, even when viewed from the deep-time perspective.

Physiology deals with the processes that transform the
system, a preoccupation that draws attention away from
deep-time stability. The trick is to ignore the essence and key
of the class and focus on attributes that change in an
observable way. Scientists call these changeable attributes the
system’s sfate. You cannot learn much from one instance of a
class, of course, so physiologists work with populations of
similar organisms and analyse the evidence in a way that
distinguishes the special from the general. In history, this
middle-range perspective is sometimes called conjuncture.

The state is smaller, both temporally and spatially than the
process that transforms it. Think of a film made up of
successive frames (events) and you have the idea. In the time
it takes to measure the speed of a bee, its position (state) has
been smeared across several frame-events. In order to
generalise about bee flight, then, you would need to make
many measurements and this would push you up from the
event-time of individual observations to conjuncture.

Put bluntly, the naturalist has been lucky who discovers a
study-domain in which all three space-time perspectives -
event, conjuncture and deep time - come together prettily.
Honeybee ecology is such a study-domain. You can take a
bee off the comb, infer from its size, furry body and tottering
habit that it is a newly emerged worker and predict that it will
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become a housekeeper, serve as a nurse, secrete wax, then
start to forage and, if it lives long enough, end up a bald,
tatty, bad-tempered guard bee.

Almost any study-domain can be resolved into a deep-time
perspective (slow dynamics, stable categories) a middle range,
or conjuncture, and a narrative chain of events and small
history. However it is important to remember that these are
contextualised phenomena. We are not dealing with a deep-
time that is ‘out there’ in the material wotld, but with a
structural model of the world that includes a deep-time
perspective. Deep time in archaeology, for example, may be
millennia; in economics conceptual taxonomies may fall apart
after a decade or so. In geology categories may be stable
across hundreds of millions of years.

These ideas are useful because they help us speak about
situations where morphology and physiology are inconsilient,
i.e. when the logical connections between objective categories
and processes are weak and the naive approach won’t do.
You cannot use gross morphology to distinguish (say) a post-
modern sociologist from a quantum mechanic. Well, you can
a little. Some sciences tend to be populated by males and
others by females. Mathematics tends to be male-science and
sociology more attractive to females, but you cannot see a
woman on campus and predict the subject she is studying.

You certainly cannot distinguish a prehistorian from a cultural
geographer by counting the bristles on their abdomens.
Indeed, it is sometimes hard to tell them apart on
physiological grounds too. A humanistic sociologist and a
cultural geographer, for example, may use language in
different ways and appeal to different literature sources, but
the how? questions about their work often have similar
answers. They may both use talking, writing and reading
methods (sometimes described collectively as ‘discourse’).
When morphology and physiology prove to be inconsilient,
you need to explore new ways of thinking about form and
function. § 5, below, will provide an illustrative example.
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§ 5. Knowledge and Institutions

We humans are large tailless monkeys with too little hair and
too much imagination to be comfortable in the world as it is.
So we create artificial ecosystems and innovate - changing the
ecosystems we occupy by changing our minds. That is too
much work for a solitary monkey, of course; but we chatter
until our mental structures and actions seem to be consilient,
each with the others, and then we can act as a complex super-
organism. Those super-organisms (let’s call them znstitutions)
depend critically on knowledge.

Let us define knowledge abstractly as ‘a set of shared beliefs
that enable individuals to co-operate’. Thus defined,
knowledge is not an objective thing. You cannot count it or
weigh it or poke it with a stick. Knowledge is an abstract idea.

We, who have written this book, know what it contains. If we
were to use a piece of paper to represent a space of all
possible beliefs about the natural history of science, that
paper would be a map of our universe of discourse. If we
could so design the map that our shared beliefs were all close
together, we could draw circles to bound our individual and
collective knowledge-sets as follows:

That picture is a map of our
universe of discourse. The
universe is unbounded, but the
sets that represent our respective
beliefs are presumed closed.
That  weak  (non-universal)
closure allows us to distinguish
the beliefs we both share (the
intersection of those two sets) from those that one or the
other of us does not accept, but it does not permit us to make
generalisations about universal complements.

Univerye-

Now imagine we were to invite a third author to join us in
this venture. We aren’t going to draw that third knowledge-
circle for you - it could be anywhere on that map. It is
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possible, for example, to imagine an author whose knowledge
would coincide perfectly with ours, or one who disagreed
with us on all points. If the author were selected at random,
however, the most likely effect would be to reduce our
collective knowledge.

This exercise in elementary set theory has taught us an
important corollary of this definition of knowledge. If
knowledge is a set of shared beliefs that enable individuals to
co-operate, then the more people you bring together, the less
they can reasonably be expected to know. It might seem, at a
first glance, that knowledge defined this way is useless stuff.
Firstly, the definition is subjective - its key and essence are the
same. Secondly, knowledge defined this way is an obstacle to
communication in large groups. If that is how our definition
seems to you, we ask that you to go with the flow a little
while we build a metanarrative around it.

The cost of bringing a large group of people together is that
their knowledge shrinks until it becomes the intersection of
their respective knowledge-sets. The benefit is that they can
acquire great power - the sort of power needed to create a
mine, smelt and work metals, build an aeroplane factory,
create a network of airports and air-traffic control systems
and so on. Science, by this conception, is a special case - an
instance, if you will, of a category of human activity that
negotiates a trade-off between these costs and benefits and
allows humans to create institutional super-organisms.

We are stepping through this reasoning process slowly, aware
that some will already have made the connections and want
us to go faster. We do this because we want to do a little
more than generate a working hypothesis about science as
knowledge creation. We want to illustrate an important
pattern of scientific reasoning that creates a quasi-
morphological definition of some things or categories and
develops a symbolic map. Each definition gives us a flattened
semantic triangle that links an idea to a symbol.
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We read those definitions abstractly, as hypotheses
formulated for the sake of argument and manipulate the
symbolic map to work out some analytical corollaries of those
definitions. Those corollaries may be counter-intuitive -
indeed, we must expect them to be counter-intuitive if we are
working in a domain where morphology and physiology are
inconsilient. If the problem were readily solved, we wouldn’t
be working this way.

Our next step is to find some theoretical glue that fixes these
abstract maps to the objective domain. Then we can check
for goodness of fit. If the objective evidence lines up
reasonably well, the semantic triangle has been pumped up
again and we have re-established the subject-object split and
can proceed systematically.

In this case, the map seems to work

reasonably well. The collective Object
power mobilised by an institution RN

often carries hidden costs - patterns , SN

of  environmental  degradation / N
caused by industrial intensification — Symbol — _ .Idea

and patterns of social exclusion

among dissenters, for example. An economist might call these
externalities. BExternalities become manifest as costs or as
benefits. Institutions, for example, often create niches that
others can exploit, or spin-off opportunities for providers of
goods and services. These externalities will become manifest
as deviations between observed and expected system
behaviour and can often be characterised empirically.

Humans are very good at negotiating shared knowledge, but
there are limits beyond which our ability to co-operate would
be compromised and we would have to make a choice
between becoming a chaotic alliance with hardly any
collective power, or negotiating some sort of veto, often
backed up with coercive action. That veto maintains the
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group’s operational integrity by punishing people who think
differently. Once these receptivity barriers are in place, the
institution’s stability and power would depend on its ability to
protect its knowledge-base.

A population of nascent institutions would compete for the
loyalty of individual humans, each of which would be making
some sort of cost-benefit analysis. Some of these individuals
would be exploiting externalities. Some of these externalities
would undermine institutional stability, while others would
strengthen it. Natural selection would favour those
institutions that could attract large numbers of individuals
and maintain the coherence of their core beliefs.

The result would be an equilibrium-seeking system in which
stable institutions would be those that maintained the cost-
benefit relationships that guaranteed them the loyalty of their
members. We would expect those institutions to hunt
through a ‘space’ of possible knowledge-sets and constraints
until they located attractive regions (affractors) that allowed
them to persist.

The stablest institutions would be those able to adjust these
cost-benefit functions in ways that allow them to compete
effectively for supporters and marginalise dissident
perspectives. If the cost of accepting the institutional veto is
high, then either the benefits must match them or the
sanctions imposed on dissenters must be severe. Some
institutions develop an internal stratification that diverts
benefits to a prosperous few and distributes costs over the
many. This internal stratification is sustained by sub-
institutions, each with their own receptivity barriers and
vetoes.
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§ 6. Culture and Exaption

Institutions are not corporeal objects with an independent
existence of their own. They are expedient alliances formed
between people for a specific set of purposes. Our ability to
use a bankcard, for example, depends on a set of shared ideas
about financial institutions that constrain our actions and,
perhaps counter-intuitively, give us the benefit of collective
power and influence. The ability to trade without cash is
underpinned by institutional vetoes or disciplines that push
certain types of knowledge (and people, and patterns of
action) beyond the pale. If that consensus were to collapse,
the result would be a great loss of collective power.

At their simplest, institutions become manifest as traditions
of socially learned behaviour. These behaviours generate
patterns in human actions and in the distribution of the
material objects people use, but they clearly aren’t the whole
story. We must also take account of knowledge (tacit and
explicit) and the exercise of potentially coercive power. It is
hard to see how institutional vetoes would hold, were it not
that we evolved from organisms that were somehow
predisposed to institutional discipline.

Stephen Jay Gould gave us a useful word, exap? (ex = out of;
apt = fitted). To be exapted is to be in a state of readiness. All
newborn mammals, for example, are exapted to suckling. All
primates and many non-primates are also exapted to a raft of
social learning experiences. There are phenomenological
constraints, of course. The study of genetics, morphology and
physiology are valuable sources of information about these
constraints and capabilities. The chimpanzee may be able to
tweak termites out of a tree trunk with a stick, but would
struggle to make a violin or speak French. The violin-maker
may speak three languages, but would struggle with some of
the memory-feats achieved by laboratory chimpanzees.

The new-born primate (human or non-human) is not beamed
into the world fully formed. It is the product of a complex
interaction between embodied structure and external pattern
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in utero. The unfertilised ovum incorporates information from
a sperm, which sets in motion a sequence of events and
processes that allows the composite to implant and absorb
nutrients and gases from its mother’s blood-stream.

The process of weaving external pattern and internal
structure together does not cease at birth, but continues to
shape the development of the infant right through into
adulthood. At each stage in the process, the organism is
exapted to a range of behaviours and actions. The
developmental pathway it actually takes is shaped by the
circumstances in which it develops.

An institution is the emergent by-product of a programme of
social learning that makes certain habits and behaviour
patterns seem natural. We seem to be exapted in a way that
enables us to develop habits and taboos, which eventually
that become hard-wired into our neural networks. We only
know that cultural norms exist when they have been violated
and we feel ourselves becoming angry, embarrassed or
distressed. Let us therefore define eulture as a psychological
constraint or taboo that prevents humans taking, or even
considering, certain types of action.

This constraint allows humans to become acculturated into
powerful super-organisms and exploit the benefits they
create. The behaviour patterns and habits serve as a badge or
uniform that allows us to recognise people likely to react to
certain situations in a predictable way. The more critically
dependent on them we are, the more closely we scrutinise
their behaviour - can we trust them? Will they keep faith, even when
the threat to their own safety is real and immanent? The simplest
institutions would probably have sustained patterns of
resource exploitation, exchange and food-sharing. Collective
defence and ritualised aggression would also have been
significant.

Conflicts between populations of humans and between
humans and prey species are ecodynamic phenomena in which
the actions of one species or population influence patterns of
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survivorship and adaptive potential in another. Kenneth
Boulding coined the word ‘ecodynamics’, which gives the
impression that ecology and economy are different ways of
looking at the same thing. In small, hunter-gatherer societies,
institutional vetoes would have been limited by group size. In
a band of 20 - 50 people, a conflict that killed or maimed 6
could undermine everyone’s fitness. In an urban society, alas,
the deaths of a few hundred citizens can be shrugged off and
institutions can develop that kill and maim on an industrial
scale. As world population has grown, the scale of the killing
has inflated to the point where our institutions have entrained
planetary life-support systems.

Urban societies have developed a rich ecology of institutions
based on written laws, custom and coetrcion. Humans can
find themselves trapped in a vicious bind. The cost of
culturally embedded knowledge is that people use language,
or patterns of dress, or stated beliefs as cultural markers. As
hostility increases, rival institutions retrench, cranking up the
pressure on their own members to conform. In these war-like
situations, individuals cannot set institutional vetoes and
taboos aside until the threat has passed, but the threat will not
pass until those receptivity barriers have softened.

Institutional vetoes harden in the run-up to conflict and
soften again in the periods of glasnost and perestroika that
follow, creating the phoenix cycles of system lock-in, collapse
and renaissance so characteristic of the 20" century. Cultural
diversity plays a role in human ecodynamics comparable to
that of bio-diversity in natural resource management. It is a
source of adaptive potential that sustains system residience,
which the ecologist C S Holling defined as the ability of a
system to spring back after perturbation.

Most institutions cut their members a little slack when times
are easy. Two people standing side-by-side in church, for
example, would not necessarily interpret its creed the same
way. One might think of the creed as a beautiful allegory, but
only poetically true. The other might insist on a more rigid
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interpretation. In periods of peace and prosperity, institutions
can tolerate a great deal of constructive ambiguity, but that
wriggle-room is harder to maintain when institutions come
under pressure.

In Western Europe, for example, young Muslims who a
decade ago might have been indistinguishable from their
neighbours, are now adopting more traditional patterns of
dress and behaviour, and political institutions are beginning
to legislate against those behaviours. These culturally
embedded disciplines are by-products of ecodynamic stress,
which leads institutions to veto knowledge that seems to
subvert their interests.

This intellectual hegemony can develop into open war,
genocidal repression or catastrophic damage to cultural and
natural life-support systems as institutions come into conflict
about cultural norms and tacit knowledge. As the economist
Ernst Schumacher explained: The greatest danger invariably arises
from the ruthless application, on a vast scale, of partial knowledge.

All primates and many non-primate species have the ability to
weave pattern and structure into a culture-like context, but
our species does it in spades. It is perhaps unwise to over-
generalise about the ecodynamics of structure and pattern,
but there may be a weak relationship between aesthetic
attractors, cultural repellors, stability and conflict.

If a behaviour pattern seems beautiful or recreational, then
the individual is probably operating within its contextual
comfort-zones. The delight we take in cultural activities like
language, music, ritualised activities, courtship and habit is
reinforced by an embodied aesthetic that guided our
ancestors towards the sorts of situations they could cope
with. If that pleasure turns to embarrassment or indignation
with those who do not share our values, or generates neurotic
stress among the members of some institution, then there
must be some conflicts of interest between rival institutions.
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§ 7. Super-Normal Institutions and Science

Cultural exaption is an important bridging idea because it
helps explain the evolution of deeply stratified, complex
societies. Exaptive traits and predispositions that enabled our
distant ancestors to thrive became hard-wired in their bodies
where they remained, like an unexploded bomb that could be
triggered and reinforced by later events. Behavioural scientists
sometimes refer to these exaptive spirals as ‘super-normal
stimuli’. Birds that have acquired a tendency to devote more
resources to incubating larger eggs, for example, can be
persuaded to abandon their own eggs and sit on football-
sized fakes.

In the same way, those humans driven to abandon their
mobile, extensive lifeways and settle on critical resource-
patches at the end of the Pleistocene period were exposed to
patterns of violence, competition and epidemic disease - that
forced them to develop more intensive and coercive
institutions. Doubtless some of these nascent civilisations
collapsed, but some passed through cycles of intensification,
collapse and re-establishment to create modern polities and
the super-normal institutions we are so familiar with today.

These institutions collapse from time to time. In the mid 18"
century, for example, the technocratic empires of north-west
Europe must have seemed unstoppable, but the American
Revolution, the French Revolution, the Reign of Terror and
the Napoleonic Wars shook them to their foundations.
Europe entered a period of recession and political repression
in the 1830s that lasted more than 20 years. The Birth of
Nations uprisings of 1848 were ruthlessly crushed. In Britain
they hardly happened at all, but mid 19" century institutions
were by now too weak to resist calls for universal male
suffrage, open-access education and political reform.

Nobody wanted a return to the revolutionary politics of the
18™ centuty, so a massive programme of reform was initiated
that created a system of technical education for the poor and
enhanced social mobility. Mediaeval universities were also
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reformed and a rash of new universities and colleges emerged
that taught the -olyges, flashy new ‘sciences’ with Greek-
sounding names. A few of these institution-names were
already old. The word ‘anthropology’ apparently existed in
the renaissance period, for example, but the disciplines we
associate with these names - study domains like biology,
archaeology, anthropology and sociology - became
recognisable academic professions in the course of the 19
century. We consider these 19" century reforms to mark the
beginning of the neo-nodern period in Europe.

By the time Charles Darwin published Origin in the 1860s, an
innovation-cascade had occurred. The post-revolutionary
sciences we are familiar with today already existed in nascent
form. Some of Darwin’s admirers struggled to assimilate his
ideas about agency and choice. The list is long and must start
with Thomas Henry Huxley and Alfred Russel Wallace. These
scientists can reasonably be said to have been culturally
unreceptive to those elements of Darwin’s work, even though
they agreed that species were mutable.

Although biology in the second half of the 19" century is
often portrayed as a battle-ground between evolution and
theology, old institutions like the church were now toothless
and the aristocracy was greatly weakened. Social mobility was
high and younger men were exploring scientific models
outside the institutional mainstream. These fledgling
institutions were culturally diverse and able to tolerate a large
measure of ambiguity. By the closing years of the 19" century,
however, this was no longer the case. The young ‘men of
science’ had grown old. Some had acquired knighthoods and
noble titles. The embattled empires of northwest Europe
came into conflict with each other and with powerful
resistance movements in annexed territories. Social mobility
was poor, institutional vetoes became stronger and cultural
markers were more strictly policed.
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§ 8. Epiphany and Rapid Cultural Adjustment

Charles Darwin believed evolutionary systems never made
sharp jumps. He used a Latin phrase associated with natural
philosophers like Newton and Leibniz: natura non facit saltun: -
nature doesn’t make jumps. Thomas Henry Huxley, however,
argued that the evidence of saltations in evolutionary systems
- now more often called non-linear dynamics - is too strong to
be ignored. Nature does make jumps.

We have already presented some anecdotal evidence that
innovation-cascades occur when institutional hegemony slips
and people are free to think the unthinkable. However we
have also suggested that institutions are epiphenomena - they
can be explained in terms of cultural embedding, cost -
benefit relations, social learning and coercion.

Knowledge that is embedded in the cultural repertoire of an
individual is terribly difficult to set aside. Some cultural
knowledge is religious, of course, but plenty is not. Culture is
the reason we try not to fart in a crowded lift and would be
reluctant to address the American Association for the
Advancement of Science wearing two tassels and a G-string.
To break these taboos wouldn’t just be impolite; it would be
mortifying. In a simpler world, one might expect institutional
and cultural constraints to stifle innovation, and they do, up
to a point, but the history of the post-mediaeval or wodern
period suggests that these regulatory constraints collapse
from time to time, generating a saltatory, stick-slip cycle.

This essay will deal with an important feature of that cycle,
which we call the epzphany. We begin with a story:

In 1973 one of us sat in an audience hearing about a sailor
washed overboard into a stormy sea. As he fell, he cried: God
help me! A second wave lifted him back onto the deck, bruised,
but alive. Thereafter he believed in god, stopped gambling,
drinking and swearing.

Hallelujah!
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That sailor’s epiphany told him something about the world
(improbable events make a difference) that spontaneously
changed his mind (he became a christian) that in turn
influenced his behaviour (no more cuss-words), that altered
the pattern of life for his shipmates. This was an epzphany, an
altered sense of reality, linked to a change of behaviour that
had knock-on effects which modified system dynamics.

If you compare the sailot’s epiphany with others from your
own experience or from history books, you may recognise a
characteristic form. In most cases a perceived threat or
challenge is turned into an opportunity. We don’t mean this
simplistically - it isn’t that the first wave was a threat and the
second an opportunity. The sailor had almost certainly been
unhappy for some time and his anti-social behaviour was a
symptom of that unhappiness. That unhappiness was
sustained long enough to become contextualised, shaping
new neural pathways in his brain.

The event shook him up and made him realise that life was
too precious to waste on unhappiness. The new ways of
thinking and acting were already nascent in his embodied
mind - he was exapted to this change. When those neural
pathways all came on-stream at once, he linked the ‘act of
god’ to some dimly remembered rigmarole about christian
morality and took the first steps of his spiritual journey. The
event did not cause the new cultural configuration, it
triggered a cognitive adjustment in a receptive (exapted) mind
that gave him a new perspective and a new metanarrative to
explain it. He switched straight into a gnostic position
consistent with deep cultural embedding.

Although epiphanies influence habits, and habitual behaviour
can influence survival and reproductive success, there is no
logical link between specific beliefs (knowledge) and well-
being. An atheist and a christian, for example, can both
reproduce successfully, live happy, fulfilling lives, treat their
neighbours with courtesy and win the respect of those around
them. There isn’t even a robust link between knowledge and
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action. People need not be christians to be sober and
sociable, for example, and many reprobates profess
christianity. A lot depends on the way people re-formulate
those beliefs into metanarratives and the characteristic
behaviours this contextual knowledge supports. The point is
not that beliefs don’t matter; they matter in a complex, i.e.
logically unconnected way.

Cast your mind back to § 6, where we argued that
institutional vetoes tended to harden as ecodynamic conflicts
develop and soften in the period following an institutional
collapse. Epiphanies will occur when people are ready to
experience them, of course, but institutional vetoes are likely
to be stronger in periods of ecodynamic stress. The effect can
be a backlog of repressed and unconsummated epiphanies
that aggravate social exclusion.

Our impression (not based on empirical analysis) is that
young people (teens to mid 20s) are more likely to experience
epiphanies than people in their late 30s and 40s. Many people
also become exapted to epiphanies as they make the
transition to early old-age in their late 40s and 50s. It
therefore seems reasonable to speculate that the innovation-
cascades that occur as institutional vetoes are softened may
have a characteristic trans-generational signature.

34



§ 9. Reflexive Science

Readers who have persevered to this point will have realised
that these introductory essays can be read in two ways. They
can be read subjectively as a set of descriptions of the
scientific process. They can also be treated objectively as
specimens in a ‘cabinet of curiosities’, which the naturalist is
invited to study, describe and research.

So far we have encountered two strategies for practising
science without compromising the subject-object split. The
natural history approach limits us to well-bounded categories
of material object, whose keys are smaller than their essences
and so ties the work to empirical method and morphology.
When old-school natural history meets physiology, it tends to
do so in a small sub-set of problem-domains where the three
time-perspectives - event, conjuncture and deep-time - spring
together neatly.

In contrast, the natural philosophy approach flattens the
semantic triangle down till it becomes a line connecting an
abstract idea and a symbol. These structures are not
constrained to a small interval of space and time and cannot
be observed directly. The payoff for introducing them is that
you can create databases and use analytical method to work in
problem-domains ~ where  objective morphology and
physiology are inconsilient. Form and process are as
consilient in natural philosophy as in natural history, but
scientists tend to approach the semantic triangle from a
different direction, starting with abstract, symbol-idea lines
and constructing plausible metanarratives that change the way
we think about the world.

Natural history is great fun, but of limited use in applied and
experimental science. Relaxing the empirical constraint opens
up a great new field of scientific research, but also generates
ethical and moral dilemmas. Work on the physiology of
ecosystems in the later 19" and early 20" centuries led to a
number of scientific travesties - Lysenkoism in Stalin’s Russia
and Nazi eugenics, for example, that created ghastly self-
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fulfilling prophecies. The science wars of the early 20"
century killed on such a hideous scale that a new word,
genocide, was coined to describe them.

By the end of World War II it was clear that the subject-
object split could not be trusted to protect society from
genocide. Some ethical, legal and moral oversight was needed.
The result was an innovation-cascade in which scientific
disciplines were softened and many institutional vetoes were
set aside. In the late 1960s and 70s it was possible, at least for
a while to think of organisms as purposeful agents, capable of
remembering, anticipating and planning. In his book Bebind
the Mirror, for example, Konrad Lorenz built on foundations
laid by Darwin and Kant to argue that every organism
reflects, in its own external face, the objective patterns
manifest in others, but each of these biological mirrors also
has an internal, subjective face. There are no one-sided
mirrors in reflexive biology; no subject-object split, and no
science so well-regulated that ethical oversight is not required.

Lorenz’ story is remarkable only insofar as he was briefly
‘successful’ in the prize-winning hoopla and then fell from
grace. Today, if one reads about Lorenz, Niko Tinbergen and
Karl Von Frisch, who shared the 1973 Nobel Prize, one is
struck by the difference in emphasis. Lorenz is portrayed as a
loose cannon - a former Nazi sympathiser whose ideas about
animal agency and reflexivity were always controversial.

The view from the humanities is somewhat different. A
century and a half ago, animals and plants were objects to be
used and wasted, and museums became great charnel-house
collections of animals, plants and artefacts plundered from
around the world. This objectification (post-modernists
sometimes call it ‘othering’) was extended to savages,
children, women, criminals and dissidents. They were objects,
whose needs could be brushed aside. The introduction of a
reflexive dimension into the life-sciences opened a Pandora’s
Box filled with shameful histories and ethical dilemmas.
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Eventually political and commercial institutions decided that
the recounting of these histories was undermining their
credibility. Vetoes were tightened in a desperate attempt to
put the lid back onto Pandora’s Box. Through the Cold War
years, politicians aggravated this paradigmatic tension by re-
distributing ~ resources and  marginalising  dissident
perspectives. Scientific institutions responded by becoming
less tolerant of cultural diversity. Natural philosophers
mounted another rear-guard action, re-presenting the social
construction of phenomena as if it were the social
construction of things and accusing reflexive scientists of
believing that any knowledge system, however absurd and
useless, was worthy and beautiful.

One of us remembers being taught that a dog whining and
scratching a closed door was not trying to get it open. The
dog was an objective automaton and the behaviour was a
conditioned reflex. Unlike the dog, the scientist was a
subjective agent. When challenged with evidence of
cleverness and forward planning among dogs, monkeys,
crows and elephants, the teacher mounted a bizarre rear-
guard action, demanding incontrovertible proof that the
animal was actually thinking or experiencing pain, while
ignoring the possibility that his own subjective experiences
could be a delusion wrought in his body by the evolutionary
processes that shaped it.

The biologists who policed this veto tended to be
experimental and applied scientists. The students who found
it most irksome were often those interested in animal welfare
and environmental degradation. To those students it was clear
that this Cartesian backlash had more to do with institutional
stability, status relations and patterns of resource exploitation
than with scientific objectivity. Today this orthodoxy is
largely associated with Richard Dawkins, whose book The
Selfish Gene linked these ideas to Neo-Darwinism.

Dawkins’ principal contribution to anthropology was his wzeme
hypothesis, which held that humans were not subjective agents
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at all. Discrete cognitive viruses called ‘memes’ take
possession of human bodies and use them as vehicles to
colonise space and time. Some anthropologists tried to
reconcile the meme hypothesis to empirical evidence, treating
memes as cultural archetypes, rather than as discrete
replicators, but Dawkins, in his God Delusion perseveres with
the original model. Unlike gene theory, which was based on
inferences drawn from experimental data and substantiated
by later work on protein synthesis, there is no evidence
memes exist. A meme is a cognitive demon that possesses
your body. Dawkins’ model reversed the polarity of the
debate between scientific atheists and theologians.

40 years ago Wallace’s ideas about the intelligent universe had
been set aside. Scientific theories of human origins tended to
be naturalistic and religious explanations tended to be
superstitious. Evangelical christians asserted the literal truth
of Genesis and denied even the possibility of Darwinian
evolution. Dogmatic christians, while they accepted
evolutionary theory, used Cartesian dualism to preserve the
doctrine of the soul. Both parties drew a sharp line between
humans and brute creation and railed against agnostic science
- the Roman church called it the ‘modernist heresy’ - because
it undermined Cartesian superstition.

Since the 1970s, however, Dawkins has been telling us that
memic possession is a naturalistic model. Huxley’s agnostic
phenomenology was apparently a debating-chamber fiction
and research on human agency is superstitious. Given the
absence of supporting evidence, it is hard to see how this
volte-face can be marketed as natural science.

Political institutions threw their collective weight behind the
gnostic atheists of the 1970s and reflexive science shattered
into a host of micro-disciplines, each engaging with
‘modernity’ in mock gladiatorial combat. Words like scientism,
reductionism and  positivism were used to ‘other’ the natural
scientist and the post-modern anti-science backlash had
begun. The sociobiology debate of the later 70s and 80s
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marked a return to the enlightenment stand-off between
Cartesian and Kantian factions, this time with hard-line
atheists backing the Cartesians. Political institutions were
back in their comfort zones.

This complex of political and operational constraint creates a
multi-scale dynamic in which the actions of individual
scientists are shaped by a combination of private hang-ups
and institutional vetoes. The natural historian working on the
ecodynamics of science will struggle to distinguish #aits -
heritable attributes that are hard-wired into the scientist’s
genetic memory - from emergents - attributes arising as by-
products of social learning and circumstance. The strategy we
have taken here has been to assume that the subject-object
split is sometimes a working axiom and at other times a
receptivity barrier that protects an institution by pushing
dissenters beyond the pale. This requires us to take account
of a third species of scientific endeavour - hbumanism. In
humanistic science, the subject-object split is abandoned as
ethically and empirically indefensible.

These three types of approach - natural history, natural
philosophy and humanism - have different strengths and
weaknesses. The natural history and natural philosophy
approaches, which philosophers of science sometimes call
empiricism and rationalism, clearly intergrade and so too do
natural history and humanism, which intersect in our own
discipline of anthropology. Indeed, many scientific disciplines
span the gamut from humanism to natural philosophy -
geography, anthropology and economics are cases in point.
Biology (defined sensu lato as the study of living systems) used
to stretch almost this far, though the post-modern backlash
saw biology departments close ranks to drive natural history
and environmental science beyond the pale. In effect, the
natural philosophers hi-jacked the name, but narrowed the
definition to exclude much of natural history and almost all
of the humanities. The result was a much stabler institution
than could possibly have been constructed otherwise.
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Section Il : The Morphology of Research Projects

In a book titled: The Open Society and its Enemies, the
philosopher Karl Popper explained that there were two ways
of reading definitions like:

A project is a body of research work with a start-date, an end-date, a
limited resonrce-budget and one or more well-defined deliverables.

They can be read from left to right as an answer to the
question: What is a project? or from right to left as an answer
to: what shall we call ‘a body of research work with a start-date, an end-
date, a limited resource-budget and one or more well-defined deliverables?
Popper didn’t like left-right reading, which he thought
implied an obsession with universal truth, semantics and
social control. According to Popper, true scientists read
definitions from right to left.

Well, sometimes they do and sometimes they don’t. Much of
our Section I, for example, was intended to be read in this
Right-Left way, but the definition of projects we have just
given is no abstraction. Neither is it an excuse to pontificate
about universal truth or make spurious claims of originality.
The definition summarises the findings of basic research on
the anthropology of science. There is clear empirical evidence
that research projects have these attributes and good
operational reasons why that should be so.

Project-based research is regulated by contract and
institutional disciplines that give it a characteristic pattern.
Well-designed projects have an internal division of labour and
characteristic life-cycles. Poorly designed projects and those
that are over-regulated or ineptly managed, usually cease to be
projects. They fail to deliver, run out of time and resources
and researchers find themselves in unsustainable and
sometimes intolerable situations. You can identify a sick
project by signs of mission-creep. Deadlines slip, quality is
fudged, budgetary control falters, researchers start playing the
blame-game, and funding agencies tighten the screws.
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Research projects are common enough to be worth studying,
but there are other ways of organising scientific research. Our
work on the natural history of science, for example, is an
open-ended research programme. 1t need not be completed in a
narrow time-window, its resource budget (though small) is
not bounded, and there are no pre-agreed deliverables. So we
can make an informal distinction between research programmes
and research prgjects. We are subjective researchers whose
open-ended programme of research deals with objects that
are time-limited projects.

The key attributes of a project have already been presented,
but there are some tricky cases where diagnosis using these
features is problematic. Sometimes projects experience
mission-creep or run over budget or fail to deliver and people
race around finding new resources and excuses to keep them
running. In practice, however, project deliverables and
budgets are usually defined ex anmfe and projects that drift
beyond these boundaries have failed. Failed projects, like
dead and dying organisms, are rather common. There are
worthwhile lessons to be learned by studying failed projects -
some can be restored to health again - but here we are
primarily concerned with viable projects.

The first recognisable projects involved seafarers sent out to
map the world and undertake scientific research in the 18"
and 19" centuries; Charles Darwin and Thomas Henry
Huxley were working on projects (voyages) with a start-date,
a loosely defined end-date and a number of deliverables.
However the hey-days of the project approach began in the
aftermath of World War II as methods designed to develop
defensive infrastructure and weapons of mass destruction
were imported into the university setting. Today, every
university student is given experience of project-based work
and the completion of a doctoral project is an important rite
of passage. This was not so before World War II.

Early peacetime projects (up to the end of the 1960s and eatly
70s) were often poorly managed. Their deliverables were ill-
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defined and they were prone to mission-creep. Part of the
reason for this was that university-based scientists and
funding agencies had little experience of project discipline.
Scientists made promises they couldn’t keep and funding
agencies and university departments were too embarrassed
and inexperienced to kill failed projects off. The model
became more deeply embedded in scientific culture from the
mid 1970s onwards. By the early 1980s, doctoral students
who failed to deliver on time were being pushed out of the
system. By the late 1980s, systems of quality assurance and
audit were being developed that would, at least in theory,
penalise senior scientists and their employers if they failed to
deliver in a legal, timely, lawful, efficient way. These
constraints impose a sort of selection-pressure on projects
that limits the range of variability.
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§10. Regulation and Operation

Most projects have an external sponsor - a funding institution
or patron that imposes regulatory constraints on the work.
We say ‘most projects’ because, in periods of recession,
unemployed graduates sometimes create sponsotless projects
to demonstrate their research skills and increase their
attractiveness to potential employers. Institutions often help
them by supplying facilities and subsistence costs, an act of
kindness that can create whole generations of ‘disposable
researchers’ who drift from one project to another.

This phenomenon became manifest in the recessions of the
mid 1970s and seems to have returned every time economies
turn down. The professional life-expectancy of these
gunslingers is short - few last longer than 3 or 4 years. A few
stubborn individuals make the transition to competitively
tendered, project-based research. One of us (Nick) followed
this career path. Even in these sponsorless projects, however,
disciplinary constraints become manifest as a set of normative
regulations that limit the team’s operational ‘wriggle-room’.

Regulation is a small component of project management,
mots of which has an operational focus. Where regulation
management is normative, ops management is responsive and
occasionally subversive. Regulation sets boundaries and
constraints; operation works round them. The project is
realised through a dynamic tension between the regulatory
and operational components and the balance is not static.

All projects have three phases. There is an initial ‘opening up’
or reconnaissance phase, when previous work is reviewed and
alternative approaches are considered and a ‘closing down’ or
‘focussing’ phase in which some possible approaches are set
aside and the project zeroes-in on a well-defined target.
Closing down is not the end of the project, but the beginning
of the third, ‘problem-solving’ phase. This is when the plan is
put into action and the deliverables are produced. The
resource-budget allocated to these three phases may vary
widely between projects, but there is always a little
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reconnaissance that opens the possibility space up, some
selection among options to close it down again and an
operational phase that delivers the goods.

Every project involves an effort of communication that
transmits findings and deliverables to some external
stakeholder community. Commercial and defensive projects
are often communicated in strict confidence to the sponsor
alone. Academic projects are often disseminated widely.
Relationships between stakeholders and the project vary
considerably. Some stakeholders will be acknowledged
explicitly. Some of these will have explicit roles on the project
and many will not. There will often be unacknowledged
stakeholders. A project to develop a new type of weapon, for
example, will not wusually communicate the results to
competitors and intended victims, though they are
stakeholders de facto. Unacknowledged stakeholders often
include non-human animals and plants, and humans whose
interests fall foul of culturally embedded taboos. They may be
hostile or even violently opposed to the work.

All projects can be broken down into sub-projects and even
sub-sub projects that run in parallel and pass deliverables
from one to another. However the fact that they can be
broken down this way does not necessarily mean that they
should. A medium to large project with a budget estimated in
millions of euros or dollars is usually easier to manage if
broken down in this way, but there is a law of diminishing
returns in place. Sometimes the effort of defining a sub-
project and disentangling operation from regulation is more
trouble than it is worth.

When a multidisciplinary team comes together to work on a
projecty, each must locate the others on a phenomenological
map of some sort. Each is constrained by cultural vetoes and
an informal disciplinary consensus. Much of the conflict that
arises in these circumstances does so because each scientific
‘self’ pushes an ‘other’ into a category that fits in with those
cultural constraints and vetoes. The sociologist, observing
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that mathematicians negotiate an informal consensus about
patterns of logical rigour, treats mathematics as a sociological
object, comparable to literature or creative art. Mathematics
becomes a discursive display that establishes, explores,
maintains and develops a sort of aesthetic standard. The
mathematician, observing empirically coherent patterns in
social systems, squashes sociology into a sub-domain of
mathematics - it belongs with descriptive statistics and pattern
exploration.

When you get these two together, they must try to negotiate
some knowledge - some shared beliefs that underpin co-
operation. One thinks maths is a sub-domain of sociology
and the other thinks sociology is a sub-domain of
mathematics. Each worldview cuts across the other in a way
that raises hackles. If these meetings are not handled
sensitively, the result can be conflict-ridden and
uncomfortable.

In applied research, conflict within the project can spill over
to impact on external stakeholders. A badly managed or
weakly regulated research project can easily de-stabilise
cultural and natural life-support systems. The agnostic, or
phenomenological approach we have sketched out can
sometimes put a little epistemic wriggle-room into the project
and good operational management can reduce hostility
further. This makes the project more fun and minimises
harmful impacts on external stakeholders.

Research managers have two resources at their disposal: one
is the collective knowledge of the team and the other is the
potential power that could be derived from integrating the
whole group. These cannot be exploited simultaneously. If
you want to make best use of diverse beliefs, the smart move
is to keep people in loose disciplinary alliances so individuals
spend most of their time operating within their own cultural
comfort zones. If you want to harness the power of the
whole group, you need to bring people together.
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This involves a careful effort of preparation. You start with
social interaction in small groups and negotiate a shared task
for the whole group to tackle. When people come together,
you need them to leave their cultural hang-ups behind and
focus on that shared target. Once that target has been
achieved, or substantial progress has been made, you
encourage delegates to take possession of part of the shared
task and carry it back into their own cultural home-ranges.
Just about the silliest thing you can do is to create a trans-
disciplinary circus and expect people to operate outside those
comfort zones indefinitely. They will fight. There will be
winners and losers. The losers will be driven beyond the pale.

What we have described here is not a theory about trans-
disciplinary dynamics, but an informal empirical fact. Trans-
disciplinary integration is inherently unsustainable. If you
want to harness the knowledge of many disciplinary
communities, you must keep disciplines apart most of the
time and only bring them together when you #eed them to co-
operate. Try to create an environment of safety and mutual
trust and extend that trust to your team, giving them the time,
resources and space needed to take risks and make mistakes.
All will be well as long as individuals don’t start making the
same mistake again and again. If they do, the project manager
must act and doing so transforms project management,
effectively flipping the manager between the operational and
regulatory modus operandi.

This integrative approach works surprisingly often - much
oftener than trans-disciplinary crowd-control or the melting-
pot approach often demanded by project regulators and
advocated by academic experts. Conventional theories about
the evils of disciplinary silos and the importance of breaking
them down have been tested by project managers and
comprehensively falsified. The humanities and the natural
sciences are different and the differences cannot be
eliminated without compromising trans-disciplinary work.
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§11. Three Questions; Four Causes

Operational management requires you to consider three
broad types of question: the what? questions of morphology
and the how? questions of physiology are clearly significant,
but so too are the why? questions that engage humanists. It is
interesting, when one considers probable responses to these
three types of question, that many potential answers begin
with the word be-canse. The answer to a scientifically
interesting question often appeals to some notion of cause.

Western science has been strongly influenced by ideas
borrowed from the Socratic philosophers, notably Plato (a
gnostic rationalist) and Aristotle (an agnostic empiricist).
Plato gave us the distinction of being (what a thing is) from
becoming, which reflects our distinction of morphology from
physiology. Being and becoming can easily be translated into
causal explanations and Aristotle did this, characterising four
types of cause. Two of Aristotle’s four causes related to
statics and Platonic ‘being’. They are material cause (what a
thing is made of) and formal cause (what it really is). The
open-universe approach to natural history collapses these two
types of cause down into one by restricting attention to
objective, material things and key / essence syllogisms.

Aristotle also created two types of cause to handle Platonic
‘becoming’. These are ¢fficient cause, which is machine-like,
logically consistent and hence predictable (at least in theory),
and final or teleological cause, which has to do with agency
and purposeful action. Final cause may be capricious and
even perverse. These two types of cause seem to imply
different approaches to physiology, which modern scientists
have called ‘natural philosophy’ and ‘humanism’.

A natural philosopher asked why a dog scratched at the door
would appeal to abstract, transformative processes and
efficient cause - describing the animal’s innate ability to
acquire socially learned responses, the process of habituation
and its biological need to socialise. In this way, the dog is
reduced to an objective machine and its actions can be
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explained in terms of efficient cause. A humanist, on the
other hand, would be more inclined to empathise with the
dog, treating it as a subjective agent and appealing to final
cause and purposeful action. Perhaps the dog is trying to get
in. Perhaps it is lonely or bored. Perhaps it just wants
attention.

Through much of the 19" and early 20" centuries these two
types of causal explanation were set out in paradigmatic
opposition, with efficient cause being classed as ‘scientific’
and final cause pushed beyond the pale. Kenneth Boulding, a
great coiner of aphorisms, wrote of this: i is considered science
which describes the scratch and not the itch.

The two types of cause can both be invoked to answer
questions about human and animal behaviour, but do so in
different ways and operate on different space-time scales. The
appeal to efficient cause refers the observation at hand to a
named category and appeals to a machine-like process that
transforms all instances of that class - all dogs come with
these innate, machine-like drives. The appeal to final cause
implies an element of choice, agency and self-determination
and so treats the case at hand as an individual capable of
acting in an un-machine-like way. The difference is that
between the how? of natural philosophy and the why? of
humanistic research.

This consideration of causality allows us to contemplate a
spectrum from humanistic research (no subject-object split,
many appeals to teleology (final cause) and an abiding interest
in why? questions) through natural history (subject-object split
maintained using empirical method and a hybrid of material
and formal cause centred on the what? questions of
morphology) to natural philosophy (subject-object split
maintained using rational disciplines, many appeals to
efficient cause and a strong interest in the Jow? questions of

physiology).
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§12. Natural History: Type or Attribute?

So far we seem to have suggested that natural history and
objective morphology go together (they do). Yet we, as
naturalists, have appealed to abstract, quasi-morphological
categories when describing human cognition and the
ecodynamics of culture. This method belongs to natural
philosophy. In Section III we will also advocate a humanistic,
reflexive approach that dispenses with the subject-object split
altogether. Surely natural historians like us should respect the
disciplines of natural history?

Not necessarily.

Natural philosophy, natural history and humanism could
conceivably be sharply bounded types of activity or even
well-defined collections of people, but they aren’t. They are
characteristic conjunctures of method and intellectual focus
that evolved in response to characteristic sorts of scientific
challenge. You can think of them as roles that scientists slip
into, and out of, as their contexts change. If a particular
scientist claims to be a natural historian, the chances are that
empirical method and systematics will lie somewhere in that
person’s intellectual home range, but very unlikely that any
professional scientist will be so narrowly trained that they
never leave that range and explore different types of
intellectual territory.

These attributes of scientific endeavour allow us to speak
about the morphology and physiology of research projects.
Research physiology, as any contract researcher can testify, is
vulnerable to changes in political fashions and policies.
Economic boom / bust cycles and phoenix cycles of war and
peace have particularly strong effects and these create links
between science and politics, In Section IIT we will return to
this idea, modelling flow patterns in a scientific attribute
space, rather as one might model air pressure near the earth’s
surface, or fluctuating fields around an electro-magnet.
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§13. Classic and Romantic Science

In literature, music and the fine arts, a distinction is often
made between romantic and classical modes of expression. In
classical art there is a clear subject-object split. The artist is
striving for a naturalistic representation of the object being
described, perhaps embellished to fit abstract ideas about
proportion and beauty, but expressed in a way that leaves one
with little information about the artist’s own personality. In
romantic art, the subjective and objective dimensions flow
together to create a work of self-expression. The distinction
of romantic from classical modes of expression feels a little
like the difference between natural philosophy and humanism
or that between the ancient and modern ways of mediaeval
scholarship. This essay is to tighten that distinction up.

Scientific endeavour is only possible because scientists are
able to apprehend pattern and convert it into embodied
structure. Pattern is the non-random distribution of
phenomena in space and time, as observed in some physical
arena. That arena can contain microscopes, telescopes,
ancient manuscripts, computerised databases and so on.
Pattern is empirically observable, either directly or by
studying some sort of database. When we use the word
‘structure’, however, we tefer to embodied memories. These
memories are themselves the product of an earlier process of
structuration. In practice, many of the most significant
structures are represented as knowledge - a set of shared
beliefs that enable individuals to co-operate.

So our definition of humanism and natural philosophy must
have something to do with the contextual interweaving of
empirical evidence and shared beliefs. It has a material
component and an ideational component. In natural
philosophy, the ideational component invariably includes
patterns of reasoning by necessity in which the conclusion
can be deduced from working axioms and data. The
syllogism:

50



If A, then B
If B, then C
A therefore C

is an instance of the class. If A is true, then we can deduce
that C is also true.

Syllogistic logic is one type of deductive reasoning process
among many. Numerical reasoning of the 2+2=4 type also
works by logical necessity, as does algebra. You can even
build statistical uncertainty into numerical method and still
reason by necessity. You can go further and introduce a ‘null
category’ into the work that represents situations where a
reasoning problem is ill-posed in the sense that the answer
cither does not exist or is not unique. The minimum
requirement for reasoning by necessity is that there must be
some abstract categories or sets and logical relations between
those sets.

Natural philosophy methods also tend to have characteristic
space-time scales. Even when uncertainties introduce an
element of unpredictability into the work, it is usually possible
to make some sort of prediction ‘on the balance of
probabilities’. It is not possible to deduce the outcome of a
single coin-tossing experiment, for example, because a coin-
toss is #ime-asymmetric - the future is undetermined in the
present.

The natural philosophy approach requires us to recognise that
the possibility space of a coin-tossing experiment is logically
closed (heads or tails). So you slip up a level of aggregation,
envisioning a hypothetical population of similar coin-tossing
experiments within which it is possible to speak about relative
frequencies of different types of outcome and use probability
methods.

In practice, the operational judgement that leads us to use
analytical method constrains us to work on the meso-scale or
conjunctural level. Narrative chains of events are too
unpredictable and the deep-time perspective too static to be
worth predicting. This combination of bounded categories,
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deductive reasoning from abstract axioms and data, and a
focus on time-symmetric conjuncture is diagnostic of natural
philosophy.

The  humanities often  encounter  time-asymmetric
phenomena, but tackle them in a way that defeats
conventional analysis. ~ The difference is that between
uncertainty and meaninglessness. Consider, for example, a
prediction of the mean summer temperature on the top of
Ben Nevis in the year 2500. Categories like ‘mountains’ and
‘temperatures’ are ontologically robust, so natural philosophy
methods can generate a prediction that, although highly
uncertain, is at least meaningful. Scientists can even use
probability methods to get a handle on the level of
uncertainty because the ontology is robust enough to make it
possible to speak of populations of mountains and long-term
climate scenaria.

Predicting the gross domestic product of Scotland in 2500,
however, would imply that the polity and its economy would
still be recognizable 500 years from now. Such a prediction is
not merely uncertain, it is meaningless because a host of
innovations could intervene, any one of which would sweep
our conceptual taxonomy aside. It is not meaningful to speak
abstractly about populations of polities a little like Scotland
500 years from now.

The humanities tend to work with possible relations, rather
than with necessary ones. Consider, for example, the
moralistic text:

For the want of a nail the shoe was lost,

For the want of a shoe the horse was lost,

For the want of a horse the battle was lost,

For the want of the battle the kingdom was lost,
And all for the want of a horse-shoe nail.

All these statements are possibly true, in the sense that the
verse makes a coherent, ex post explanation of the collapse of
some kingdom, but nobody would claim that the loss of a
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horse-shoe nail would #necessarily lead to the collapse of a
kingdom. The logical connections are too weak.

Humanism deals with ex post narratives, agency and possible
relations. Categories may be weakly defined and system
dynamics are time-asymmetric. Natural philosophy handles ex
ante prediction, necessary relations, well-bounded, abstract
categories and time-symmetry.

This distinction creates a substantial ‘grey area’ in the human
sciences. In many ‘social sciences’, for example, categories
that are known to be ill-bounded are treated as if they were
well-bounded and statistical methods are used to make
predictions, subject to this assumption. Social scientists often
apply natural philosophy methods to human activity systems
to develop first-cut predictions and tackle what if? questions.

You cannot distinguish humanism from natural philosophy
by looking at the study-domain alone. You must also look at
the behavioural ecology of science. If analytical methods are
being used to make predictions, you are probably dealing with
natural philosophy. If discursive methods are being used to
make sense of human activity systems ex post, with the
wisdom of hindsight, you are probably dealing with
humanism.
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§14. Plesionic Science

If you go out into the field, as it were, and study scientists in
their natural environment, you will soon encounter a bunch
of activities that seems to blur this distinction. Natural
history, for example, deals with a contextual meld of
embodied structure shaped by patterns of interaction with a
populated neighbourhood. That gives it a slightly humanistic
look and feel, though it is not restricted to the study of
human activity systems. Charles Darwin, though celebrated
today as a pioneer of evolutionary theory, was in fact the first
reputable scientist to work on purposeful agency and patterns
of interaction among neighbours in a neighbourhood.

In the best traditions of neo-modern science, we have
borrowed a word from the Greek to describe this approach.
Plesion (minolov) means ‘neighbout’, so plesionic means ‘of
neighbours and neighbourhoods’. Origin was the first book in
the history of western science that dealt with purposeful
agency, contextualisation and plesionic systems.

The plesionic sciences represent the heartland of znzegrative
research - of research where natural philosophers and
humanists come together to work with external stakeholder
communities (including non-human stakeholders). They also
provide wonderful opportunities for work on the natural
history of science because anthropologists are able to observe
patterns of interaction between different types of scientist
working on the same projects. One of the most striking
features of this research is that the subject-object split is
almost meaningless. The scientist s a stakeholder whose
rights and obligations are indistinguishable from those of a
farmer, a bird-watcher or hotelier. The methods one uses to
manage and resolve conflict among external stakeholders are
broadly similar to those one uses to manage and resolve
conflict within the research team.

We are going to need a general model of a plesionic system.
The map we will use for this purpose will not change through
the course of this book, but the way we interpret that map
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undoubtedly willl You can’t read this essay and assume that
you understand plesionic systems, because the idea is
complex. A plesionic system is not the same as an agent, for
example. A research team can be a plesionic system
(sometimes) and the same agent (human or not) can flip from
one plesionic context to another.

Let’s start by drawing the map. Imagine some subjective ‘self’
embedded in a physical arena that contains, among other
things, objective ‘others’. Others can come and go, so we
must allow arena to be permeable and set in a larger interval
called ‘universe’. The boundaries between self and arena or
arena and universe are permeable - material and information
can flow across them and contextualised memories can
develop.

Self odw

Suppose self is an unfertilised ovum surrounded by fluid
containing active spermatozoa. In this context, a single sperm
(other) penetrates the ovum, injecting material and
information. The ovum ceases to be receptive to conjugation
and this receptivity barrier has knock-on implications for
other spermatozoa. Arena has become a more hostile
environment where the remaining sperm will die without
issue. Everything that happens to self has knock-on effects in
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arena. Everything that happens to arena has implications for
self.

Some of the attributes we associate with humanism are also
present in plesionic natural history. Systems can be time-
asymmetric, for example. There are agents in natural history,
but they are not ubiquitous and self-aware as they are in the
humanities.

One cannot assume that the organism fabricates itself from
some genetic blueprint and that arena is just an inert food
source, for example - because the two are locked in a
complex, co-dynamic interaction that interweaves pattern and
structure. Indeed, one cannot even describe the behaviour of
the whole system without comparing and contrasting many
contexts. From the ovum’s perspective, spermatozoa are
‘other’, i.e. pattern. From the spermatozoon’s perspective, the
ovum is ‘other’. Conjugation carries material and information
from ovum to arena and disrupts these identity relations. Self
and other (structure and pattern) merge to become a
composite structure. The fertilised egg now signals its lack of
receptivity and this information changes the possibility space
explored by the residual spermatozoa.

The plesionic sciences are relativistic. By this we do not mean
that any way of seeing the world is as useful and worthwhile
as another - that sort of relativism is a straw-man argument
used by natural philosophers who feel threatened by
humanism. Plesionic science is relativistic in exactly the same
way that Einstein’s relativity theory is relativistic. There is no
universal frame of reference that will allow scientists to
describe everything that is going on in the universe of
discourse. Every phenomenon is contextualised. Biological
organisms can also conjugate, merge, diverge, communicate
and divide in ways that disrupt the ontological continuity of
the things we study. An organism, by this conception, is a
transient, complex, self-organising, self-sustaining structure
created by contextual interaction between self and arena.
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Natural history occupies a middle-ground between the
analytic time-symmetric ontologies of classical physics and
the discursive time-asymmetry of the humanities. In humans,
for example, the mother’s uterus provides a complex arena
within which the baby develops. If there is no twin present
and the egg has been fertilised, we can develop a mechanistic
model that treats development as a process that leads from
implantation to birth. Ludwig Von Bertalanffy gave us a
useful word to describe such systems; eguifinality. The egg, if it
avoids the null state of premature death, will become a
human baby. If it suffers some insult or trauma, its
development will be modified, but it will s#// produce a baby;
the space of possible futures seems to be bounded and this
systemic boundedness makes it possible to predict the
outcome.
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§15. Time-Asymmetry and Systemic Messiness

Up to the 1950s and 60s, plesionic scientists tended to
assume that well-structured problems could always be
characterised. Kenneth Boulding, in a seminal paper on
general system theory - The Skeleton of Science - written in 1956
said:

In recent years increasing need has been felt for a body of systematic
theoretical constructs which will discuss the general relationships of the
empirical world. This is the quest of General Systems Theory. It does not
seek, of course, to establish a single, self-contained "'general theory of
practically everything'" which will replace all the special theories of
particular disciplines. Such a theory wonld be almost withont content, for
we always pay for generality by sacrificing content, and all we can say
about practically everything is almost nothing. Somewhere however
between the specific that has no meaning and the general that has no
content there must be, for each purpose and at each level of abstraction,
an optimum degree of generality.

Ludwig Von Bertalanffy, the other pioneer of general system
theory, was strongly committed to the natural philosophy
approach and even more ambitious than Boulding. Like Karl
Marx and Herbert Spencer, Bertalanffy seems to have
believed that ecosystems and social systems were equifinal.
Indeed, his book, General System Theory, gives the impression
that the world is full of equifinal systems, just waiting for
some clever natural philosopher to come along and do a little
systems analysis.

By the late 1960s it was becoming clear that many plesionic
systems were ill-structured and that there was nothing the
scientist could do to change that. In 1973, Horst Rittel and
Melvin Webber wrote Dilemmas in a General Theory of Planning,
which introduced the concept of a wicked problem. They
often arise in conflict situations where solutions are not
objectively ‘true’ or ‘false’, but subjectively ‘better’ or ‘worse’;
there are no stopping rules, no objective criteria for
satisfactory solution. Every case study is a unique, one-shot
operation and every implemented solution has consequences
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that cannot be undone. In 1979, Russell Ackoff produced a
paper titled: The future of operational research is past in which he
declared that ‘managers do not solve problems, they manage
messes’. The terms ‘wicked” and ‘messy’ refer to ill-structured
problem-domains, where there is no ‘optimum degree of
generality’.

Our book has almost nothing to say about wicked complexity
beyond observing: 1) that it exists; 2) that patterns are often
so unstable that seence - the study of natural pattern - can find
no leverage, and 3) that ill-structured systems are ethically
challenging. Simply to have someone in the corner of the
room taking notes can change the nature of the system and
these changes can be propagated through space and time in a
way that actually changes the way the system operates.

Kenneth Boulding was right about systems science in general.
As long as there is scope for the practice of science, different
ways of bounding the system create an object with a different
space-time signature. Each of these perspectives brings some
patterns into the foreground and backgrounds others. Some
of these systems and perspectives appear to be equifinal, but
many are time-asymmetric.

Equifinal systems tend to be well-structured - almost isolated
from their neighbours. Like the developing foetus, they are
enclosed in a womb, bathed in amniotic fluid and buffered by
the homeostatic mechanisms that sustain the mother.
Darwin’s Galapagos islands were also almost isolated. Flows
of material and information between them were so weak that
the process of contextualisation was constrained and they
developed as if they were creating themselves from an
internal genetic blueprint or founder population. Systemic
openness and free exchange of material or information
between neighbours undermines the principle of equifinality
by introducing a measure of path-dependency and
contextualisation.

Equifinality is not a law of nature, but an emergent
phenomenon that can only be valorised on certain space-time
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scales. It is something to do with the system boundaries that
constrain patterns of plesionic interaction on some space-
time scales. Let us take the interaction between the cells of
the human body as a starting-point. If the body were an
unconstrained plesionic system, each cell would be engaged in
a competitive free-for-all with its neighbours. But it isn’t.
Cells are constrained by chemical gradients and bounded into
almost-closed systems called organs.

We can re-cycle a term from our analysis of institutions above
and say that organs and organisms have receptivity barriers
that suppress certain patterns of micro-scale interaction.
These barriers enforce a rapprochement between the cells,
effectively protecting the whole from cancerous pathologies.
System bounding is not a law of nature, but an emergent
pattern that evolved by a Darwinian process of descent with
modification. Indeed, the diversity manifest among different
types of organism raises questions about the ‘organism
problem’ comparable to those Darwin raised about species.
There is no definition of an organism that covers all bases.

The boundaries that characterise organs, organ-systems,
organisms and interbreeding populations weaken adaptive
potential, converting an anarchic system into one that is
much less complex. If the strategy is successful, these systems
may replicate, creating a recognisable species whose life cycle
is more or less equifinal. Equifinality, however, isn’t the only
show in town. In the plesionic sciences, system boundaries
may be poorly defined. The system as a whole can hunt
through an unbounded space of possibilities until it locates a
region where some sort of stability can be maintained. This
stability is not the product of an innate, genetic blueprint. It is
the upshot of plesionic friction between self and other in a
populated neighbourhood.

In plesionic science there are always phenomena that cannot
be predicted from a given contextual perspective. Scientists
tend to favour conceptual models that reduce the likelihood
of inconvenient surprises. Each model implies a different set
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of boundary judgements and space-time scales. Plesionic
researchers choose these perspectives in a way that suggest
classes of almost self-contained object, located in a populated
arena and interacting with neighbours in a relatively
mechanistic way. These boundary judgements are shaped in
part by temperament and interest and, in part, by the
receptivity barriers of disciplinary communities.

Those who are comfortable with the systemic messiness of
plesionic systems tend to make boundary judgements that
weaken the subject-object split and bring time-asymmetry
into the foreground. Those who want to make predictions
tend to shift system boundaries in a way that pushes time-
asymmetry into the background.

No competent scientist makes boundary judgements
perversely. If boundaries are so weak that nothing meaningful
can be said about the class, then there will be no pattern to
work on and the whole scientific enterprise collapses. These
are situations where advocacy, diplomacy, coercion or
mediation may have something to offer, but not science.
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§16. Two Types of Truth

This essay will consider two models of truth. The first, which
had its roots in mediaeval thought, sees truth as a sort of
resonance between intellect (i.e. understanding) and things.
Intellect is the product of a process of structuration. This
intellectual model is often associated with the mediaeval
scholar Thomas Aquinas, who defined it thus: veritas est
adaequatio intellectus et rei. Intellectus is understanding and re/
could mean reality or things. [eritas, of course, is truth.
Adaegnatio is a rather unfamiliar word - in comes from ad (to)
and aequus (equal). The semantics suggest a passive equation,
but the word also implies an intuitive act of recognition.
William Whewell was appealing to a similar idea when he
coined the word ‘consilience’ - a springing together.
Intellectual truth is a consilience of understanding and things.

This intellectual model has always been tricky, because it
leaves the notion of ‘things’ undefined. Human language, as
we have seen, can refer to at least three types of things. There
are objective patterns - the warm-blooded furry creature by
the fireside; there are ideational structures - the idea of a cat
in a person’s mind, for example, and there are symbolic
hybrids like the cipher ‘cat’ that links them together. This
diversity often compromises the scientific endeavour, and
disciplinary institutions have emerged that veto certain types
of thing. The two commonest strategies are to restrict science
to material things - this is usually called empiricism; or to
restrict them to analytical things - variously called razionalism
of formalism.

The boundaries between empiricism and rationalism are
always tricky. Karl Popper, a self-proclaimed rationalist,
famously defined science as the investigation of falsifiable
hypotheses. Falsification, of course, is an empirical discipline.
In defining science this way, Popper recognised that it
involves a mix of rational and empirical work. These are
different types of thing.
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This inferential link between abstract things and predictability
is very important in natural philosophy and enlightenment
science. A Newtonian force - that which disrupts a body’s
uniform motion - is a thing because we can feel the effects of
forces on our bodies and observe their effects on others. We
cannot observe a force directly, but it can be described
mathematically and, in some cases, be used to predict the
behaviour of material things. This consilience of intellect and
evidence builds confidence.

Abstract categories like ‘force’ and ‘action’ seem ‘real’ in the
sense that would have been familiar to the ancients of
mediaeval science - one gets the impression that they are
independent of human agency and belief. Concepts like force
and momentum would be meaningful, even in places where
there were no people to feel the pull and make predictions.

As the Enlightenment ran out of steam and Europe entered
its neo-modern, or post-revolutionary period, scientists began
to take the plesionic dimension more seriously. Plesionic
science requires us to take account of things that cannot be
observed directly and are not subject to the constraints of
abstract reasoning. A nation’s credit-rating, for example,
cannot be observed directly (except in the trivial sense that
we can look it up on the internet) and neither can it be
deduced from mathematical axioms. A credit rating only
exists by negotiation and common consent - it is something
to do with contextual knowledge and receptivity barriers.
Nonetheless, we can predict that a country with a poor credit-
rating will be a less congenial place to live than a richer one.

From a natural philosophy perspective, these socially
constructed things create some challenging problems because
our predictions are only as dependable as the consensus that
sustains those institutions. From a humanistic perspective,
however, this time-asymmetry is rather encouraging. When
one is dealing with highly contextualised, socially constructed
categories, the past is a poor guide to the future. It is possible
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to innovate, emancipating people from the tyranny of the
institutional veto and changing the course of history.

When environmental scientists predict a global catastrophe -
anthropogenic climate change, say - powerful institutions
often go into intellectual mode, arguing about whether global
warming is ‘real’ and the truth or falsity of the prediction.
They play empiricists and rationalists off against each other.
This is part of a ritual display that reinforces institutional
receptivity barriers. The scientists making the prediction,
however, are much less interested in testable hypotheses than
in changing the way people think about habitual behaviours.
In plesionic science, the best and most powerful predictions
are those that trigger innovations, which render them
meaningless. In Aristotelian logic, these predictions are called
future contingents because they carry a tacit conditional clause: X

will happen (if these conditions are satisfied).

Viewed from an evolutionary perspective, the quest for
intellectual truth is one of many emergent by-products of
human ecology. One can imagine an ancestral ape developing
a simple language system, comparable to the alarm calls of
other monkey species. One shout means ‘snake’; another
means ‘hawk’. We know that monkeys are smart enough to
learn these signals across species boundaries, so there must be
a contextual dimension to the work. Yells of encouragement
can also acquire a semantic significance and primate language
has developed both nouns and verbs.

One can easily imagine the tendency to seek intellectual truth
becoming a strongly adaptive trait. An ancient ape that could
interpret a neighbour’s alarm call as representing a snake and
not a hawk or a big cat would clearly be better able to survive
than one that needed to see the object before responding
appropriately. Likewise a sense of number and distance - two
of the fundamental intuitions of mathematical reasoning - and
the ability to reason abstractly by running mental simulations
of future situations would obviously produce an ape that was
better able to locate opportunities and minimise risk. But this
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would only be true in situations where truth were linked to
action and action to well-being.

The ability to contextualise semantics and acquire socially
learned behaviours exapted our ancestors to more complex
abstractions, social rituals and non-adaptive behaviours.
Philosophy, dance and music, for example, are externalities -
unforeseen by-products of simple semantic communication.
The intuitions and mental structures that drove our ancestors
to seek intellectual truth exapted them to situations where
super-normal institutions could use the quest for truth as a
smokescreen that prevents us seeing a mob of over-sexed
monkeys fighting to control planetary life-support systems.

In mediaeval and early modern societies these institutions
often appealed to academics for scholarly, theological and
intellectual support. From the end of the 18" century
onwards, however, scientists began colonising these gnostic
niches and their social role was broadly similar. Institutions
could not and must not set receptivity constraints aside until
scientists / theologians / philosophers have established the
intellectual truth or falsity of some proposition.

The existence of this caste of professional experts creates a
wonderful excuse for institutional veto. Before we can act,
scientists must prove that smoking causes cancer; sugar rots
your teeth; methane aggravates global warming. The
institutions that police these receptivity barriers provide great
wealth and prestige to a minority, but there is little evidence
that this conspicuous wealth has much impact on fitness. The
millionaire beneficiaries are not better able to reproduce and
rear children than environmentalists or epidemiologists. One
has to go to the other end of the spectrum to find a
measurable fitness differential. There is no doubt that the
institutional veto can have catastrophic impacts on
unacknowledged stakeholder communities.

The agnostic antithesis to the intellectual model of truth
holds that all human knowledge is derived from sense-data,
filtered, as it were, by cognitive skills and intuitions. These
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skills have been wrought in our bodies by a combination of
social learning and biological heritage. Since great apes cannot
know things as they really are, then the definition of truth as
consilience between understanding and things cannot be
defended and we need something a little subtler. A promising
definition would be that (operational) truth is consilience
between context and action.

When Darwin wrote his book about the ‘origin of species’,
for example, several of his scientific friends were troubled by
the discussion of agency and selective co-operation. Darwin
argued that females, by selectively choosing attractive mates,
could change the course of evolutionary history in the same
way a stable-master could influence the blood-line of his
horses by pairing stallions and mares selectively. Their
problem wasn’t that Darwin’s statements were intellectually
false; it was that his friends didn’t know how scientists should
act in a world where a female ape could change the destiny of
her species by falling for a gentle weakling with nice hair and
bearing his children.

For most practitioners, intellectual truth is the size gua non of
science. There is no point telling them that science is
something smart monkeys sometimes do, because culturally
embedded knowledge, reinforced with years of training and
practice prevents them taking this seriously. Yet from an
evolutionary perspective, this operational model of truth
makes much more sense than the intellectual model. It is hard
to see how the obsession with intellectual truth would have
evolved when the logical connections between what people
believe to be (intellectually) true and their actions are so weak.

Empathy is obviously a key component of social interaction,
and natural selection fixed this cognitive skill in our ancestors
along with a bunch of exaptive traits that facilitated social
interaction. We know that some birds and mammals have a
sense of number and it seems likely that similar quantity- and
distance intuitions exapted our ancestors to analytical
reasoning, god-intuitions and natural science.
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Our human fixation on intellectual truth and falsity is
probably an emergent by-product of that monkey-quest for
consilience between belief and action. In some contexts the
most appropriate course of action is to drink beer or dance
the Macarena; in others it seems more appropriate to debate
the intellectual merits of Darwinian theory or Genesis II.
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§17. Mapping your role in a project

Every scientist who supervises early career researchers will be
familiar with the crises they can experience when trying to
reconcile intellectual aspirations to the practical business of
‘doing science’. Many have acquired the culturally embedded
belief that science is a set of protocols and methods for
testing the (intellectual) truth or falsity of some belief-set.
They will have been taught this in good faith, by teachers
who genuinely believe that the purpose of (say) archaeology is
to test hypotheses about the past and the purpose of
geography is to test hypotheses about mappable spaces. As
students they will have been taught to critique and challenge
other people’s work. The result is a bundle of culturally
embedded taboos and institutional vetoes that prevent them
seeing science as a sort of ritual designed to establish and
maintain institutional affiliation.

Then they have to make that uncomfortable shift between
critiquing other people’s work and doing some work of their
own. Nothing they have been taught has prepared them for
this challenge and they don’t know what to do. They cannot
challenge the (intellectual) truth of all that hard-won cultural
and institutional knowledge because to do so would be to
write off too much sunk capital. Neither can they deny the
uncomfortable fact that everything they know about science
seems to be (operationally) false. They simply don’t know
what to do next.

In this essay we will describe a conceptual map that can
sometimes be used to get them out of difficulty.

We start by re-visiting the plesionic model introduced above,
in which an organism acts as a subjective se/f interacting with
others in an interval of space-time called arena. Arena is the
interval of space-time the organism is currently monitoring.
Others can come and go, giving the impression of some
larger interval of space and time (u#niverse). Self can be any co-
located organism or super-organism - a cinema, say, or an ant
colony - but it cannot be an abstract, incorporeal entity.
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Institutions like nation-states or merchant banks may have
some organism-like properties, but they are not organisms in
this strict, plesionic sense.

Imagine that this is a map of you, the arena in which you are
embedded and your close neighbours. It isn’t much of a map
- just a dotted circle labelled ‘Self’, so let’s add some detail by
taking a new piece of paper and drawing a more detailed map
of your ‘Self” as a collection of circles on a piece of paper.
Each circle represents a set of contextual beliefs that have
certain features in common.

The first circle represents value judgements - the things you care
about and the answers to those Why? questions - why are you
contemplating this course of action? The region inside that circle
represents the beliefs that are consilient with your values.
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Some of your values may be big deal aspirations; others may
simply refer to things you like. If you find snails interesting
and beautiful, that is a value judgement. When you have
drawn the circle, pause a while to make a list of those value
judgements as they relate to your current project.

Ignore value judgements that seem implausible or irrelevant
in the context of the project. You may want to save the whale
or end world hunger, but that is going to take longer than
three or four years. If you want to get a PhD or write a paper
that will get you a good job, put that down, it’s always a good
idea to consider your exit strategy. Make room for some fun
in your project. If you love working with mosses because they
are so beautiful or you really like working with children, put
that down. Value judgements are not just about doing
something worthy; they are about having some fun and
getting something out at the end.

Now draw another circle, this time to represent the boundary
Judgements that seem consilient with things and species of
thing. Pay special attention to the objective things and classes
that already exist, but also give a little thought to the things
that could exist, if we wanted them to. Boundary judgements
answer the What? questions - what things and sorts of things exist
or could conceivably exist in the future? Make sure you include
some empirically observable objects, but don’t run shy of
subjective things like complex numbers or institutions. Again,
draw the circle and make an explicit list of your boundary
judgements. While you are working, make room for a list of
deliverables. Deliverables should be auditable things - a
literature review, a computer program, a paper in a good
journal, a database, ... If you can’t observe it empirically and
undertake some sort of quality control, it isn’t a deliverable.

Budgetary constraints and contractual obligations belong here
too. If you expect an archaeological excavation to produce
half a million artefacts and it takes ten minutes to describe
one object, you will need 83,000 hours to create the database.
A full-time researcher works about 1650 hours a year on
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research (that leaves some time for vacations, training and
admin) so it would take one person about 80 years to make
the database. How much money do you have for lab-work?
How much does it cost to employ skilled technicians to help
with this work? These constraints belong on your list of
boundary judgements.

Look at time-dependency too. If you cannot do analysis until
you have generated some data, then you need to collect data
early. If you cannot collect data until you have consulted
clients and other stakeholders, then data capture has to wait.
Build a flow-chart of some sort and try to multi-task. If you
cannot work on two tasks at the same time, you may run out
of time. These considerations form a bridge between
boundary judgements and the gperational judgements that answer
How? questions - how am 1 going to reconcile my boundary and value
Judgements and design a satisfactory exit strategy for the work? This is
your chance to build some action into the work. Make a list
of the methods and procedures you plan to use. Pay special
attention to the sweet spot in the middle where boundary,
value and operational judgements intersect. If you can find
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that sweet spot, you will have built that bridge between
intellectual and operational truths and characterised the
research problem(s) that will occupy you over the next few
months or years.

In practice, most researchers, particularly those committed to
the intellectual model of truth, will struggle with one of the
three types of judgement. Eco-warriors, for example, tend to
be long on values and short on method. Many hard scientists
are much better at methods than values or boundaries. This
bias is a useful source of information about what sort of
scientist you are.

You can often re-balance the diagram by relocating elements
on the longest of your three lists to the shortest. If you are
really good at operational judgements, but struggle to define
system ontology, see if any of the former can be re-framed as
boundary judgements.

For example, suppose you plan to use an agent-based
simulation model. What sorts of agents will you define?
Suppose you plan to carry out an attitude survey. What sorts
of things will you ask questions about? What sorts of people
will you ask these questions of? Perhaps you are especially
strong on values. If so, read the list of value judgements to
see whether there are any disguised operational or boundary
judgements hiding there. Suppose, for example, you feel it is
important to protect organic agriculture. What sorts of
methods can you use to distinguish organic farming from
other activities? What sorts of crops do organic farmers
grow? Who buys them? If you want to build a bridge between
intellect and action, you will need all three lists to be well-
populated. The simplest way to do this is to examine one sort
of judgement to look for hidden or unspoken judgements of
another type.

Sometimes this cannot be done. There are problem-domains
so messy and ill-structured that any attempt to impose a
problem-ontology on them falls foul of receptivity barriers
and alienates external stakeholders. Even in moderately well-
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structured problem-domains, you may need to negotiate a
little contextual wriggle-room with your peers and with
external stakeholders. Receptivity barriers are not just
perverse habits; they exist for a reason. That reason usually
has something to do with co-operative action, the ability to
mobilise resources and maintain social status. If your research
design subverts those receptivity boundaries, you must expect
your neighbours to attack you. If they feel strongly enough,
you will not be able to establish a stable problem-formulation
and your research is on a hiding to nothing.

If you have never done this before, we recommend you to
take a little time out and do it now. If you are actually using
this book to develop a research design, you should be
prepared to spend a few days or even weeks on it. If you have
lots of research experience, you should be able to knock one
of these out in a couple of hours. When you have done so,
read on
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If, like us, you have spent some time helping other scientists
build these maps, you will have learned that different types of
scientist tend to specialise in different types of judgement.
That is useful, because it implies that researchers can evade
institutional vetoes by finding out what sort of judgements
they are good at and joining the right disciplinary institution.
One of the commonest causes of failure among early career
researchers is a reluctance to look dispassionately at their own
cultural predispositions.

Roger the researcher wants to write about theoretical physics,
but is far more interested in critical deconstruction than
applied mathematics. Sorry, Roger, that’s not going to work!
Agnes desperately wants to solve the problem of social
exclusion in inner-cities but would rather build computer
models than spend long periods of time building trust by
talking, listening and taking practical action. That’s a non-
starter, Agnes!

The best way to avoid conflict and establish a successful
career is to join a disciplinary community whose receptivity
barriers do not conflict with your boundary, value and
operational judgements. Doing this need not jeopardise your
career aspirations. Roger, who wanted to deconstruct physics,
could work on the anthropology or philosophy of science.
Agnes could join a multi-disciplinary research team working
on social exclusion. There are ways of reconciling your
aspirations to value-, boundary- and operational judgements,
but trying to gatecrash a disciplinary community that doesn’t
value the sort of science you need to do isn’t one of them.

Some students cannot accept this advice. They are seized by
Quixotic impulses that keep them on the wrong side of
receptivity barriers that could be avoided altogether if they
made wiser career choices. There is little one can do to help
them, alas, and they are a pain in the neck to work with.
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§18. Mapping the Project itself

Let’s go back to that picture of a plesionic system. One of the
nice features about this map is that it can be used to talk
about intuition and perception at a personal, subjective level,
or to talk about scientific behaviour-patterns at a project
level.

Univerge

We have defined science holistically so we can integrate the
hard and soft sciences. Soft scientists tend to be interested in
the subjective domain and the relationship between self, other
and arena. Hard scientists tend to be more interested in the
relationship between the objective arena and universe. The
distinction is ancient, but the words keep changing their
meanings so our problem is to know what to call them. Let’s
lay out 5 cells to represent the focus on different regions of
the plesionic diagram. The left-most cell is a sort of classical
extremism directed towards the study of universals. The right
is a sort of romantic extremism, obsessed with self and
personal experience. Between them we set the agnostic
mainstream of science:
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Note the dotted lines between cells - these disciplines are not
hermetic. Natural philosophy and natural history intergrade.
Note further that there is some blank space to the left of
natural philosophy and the right of humanism - not all
intellectual endeavour is agnostic science.

We are primarily interested in science, and science is
methodical. So far we have explored three broad classes of
method: analytical (linked to mathematics and efficient
cause), discursive (linked to purpose and final cause) and
empirical. Let us set them out in columnar form thus:

Raltial
mm]we

——

It is easy to form a combinatorial ‘product’ of the row and
column structure - a grid with rows and columns, thus:
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This grid defines a space of scientific endeavour, but it isn’t
the sort of space in which you can locate a project uniquely,
as a point. The humanities, by and large, tend to focus on the
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relationship between self and other in arena. As you get
further to the right of the humanistic column, the focus
becomes more subjective and smaller. Presumably the white
column to the right of humanism contains some gnostic
preoccupation with the self and small history. Natural
philosophy tends to be more interested in the relationship
between arena and universe. To the left of the natural
philosophy column we find pure mathematicians and
theoretical physicists.

Imagine a project that studies the complex cycle of links
between farmer’s crop choice, irrigation, water abstraction,
seawater Intrusion into subterranean aquifers, land
degradation and plant health. That project involves a
discursive element, talking to farmers, hydrologists,
agronomists and the rest, and a mathematical element,
simulating the distribution of crops across a landscape and
the effect on water needs. Connecting the analytical and
discursive dimensions will be challenging, but there is no
sharp discontinuity. Farmers take account of cost-benefit and
tradition and soil type, ...

If we located that project on this map there would be a break
or singularity between the types of method that didn’t feel
like a break in the context of the project. We shouldn’t put
gaps into our map of a project unless the project itself feels
‘gappy’, somehow. Happily the map can be tidied up by
means of a little judicious folding and gluing. We imagine the
space we have constructed mapped out as a grid on a flexible
surface like a stretchable rubber sheet. We roll the grid to
form a tube, thus:
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Now we can also do this again, rolling the tube round to form
a ring and joining the two gnostic columns to make a
doughnut or, to give it its mathematical name, a forus:

Everything is glued together to create the doughnut model of
science, which we have drawn without the methods for clarity
of representation:
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It is important to understand that the grid map and the
doughnut map are different ways of representing the same
space. When you look at the grid as a flat map, you hold the
torus in your mind by remembering that it is edge-connected.
If you wander off the right hand side of the grid, you
immediately re-enter on the left. If you leave via the top edge,
you reappear via the bottom edge.
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Section lll : The Physiology of Research Projects

In Section I we joked that you cannot tell a prehistorian from
a cultural geographer by counting the bristles on their
abdomens - the morphology and physiology of science were
inconsilient. More seriously, we argued that there was
substantial convergence between (say) the physiology of
disciplines like geography, anthropology and archaeology.
This convergence often forms the pretext for h