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ABSTRACT

In the first part of this dissertation the spherical evolute, the spherical involute, the

spherical orthotomic and the spherical antiorthotomic are investigated and their local dif­

feomorphic types are determined. The concept of the spherical conic is introduced. It is

proven that the incident angle and reflection angle are equal for the spherical conic. The

necessary and sufficient conditions for the spherical conic to be a circle are given.

In the second part of this dissertation the ruled surfaces of normals and binormals of a

regular space curve are locally classified under the left-right action according to the types

of the curve. For this purpose some results are obtained on the relationship of the powers

of terms in the Taylor series of an invertible function and its inverse.
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Part I

Spherical Curves and Singularities

1



CHAPTER 1

Characterization and Properties of a Spherical Curve

1.1 Geodesic Distance on the Unit Sphere

Let 8 2 C 1R3 be the unit sphere centered at the origin and ,(s) be a smooth unit speed

curve lying on 8 2, where s is the arclength of ,. We may measure the contact between,

and a (geodesic) circle on 8 2 • To this end we consider the geodesic distance between two

points on 8 2 . Given two points P and Q on 8 2 , let 0 be the angle subtended at the center

of the unit sphere by PQ and d(P, Q) denote the geodesic distance between P and Q. Then

by the law of cosines we have

jP - QI 2 = 12 + 12 _ 2 x 1 x 1 x cosO,

where IP - QI is the length of the chord PQ. So

d(P, Q) = arccos (1 -~ IP - Q1 2
) •

1.2 Characterization of a Spherical Curve

(1.1)

Let, : I -t1R3 be a unit speed curve and t, n, b be the Frenet-Serret trihedron. It's well

known that supposing the torsion 7 =1= 0, , is a spherical curve if and only if R7+ (TR')' = 0

(see [16, Page 32]), where R = ~, K is the curvature of, and T = ~ and' denotes the
K 7

derivative relative to the arclength 8 in this paper. Here we want to say a few words about

the case 7(8) = 0 for some 8 E I. Suppose, is a unit speed curve on the sphere centered

at the origin of radius a and, is not planar, Le., 7(8) is not identically equal to O. Then
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')'(8) . ')'(8) = a2• Differentiation gives

(1.2)

which implies llil ~ Inl ~ 1')'1 = l > 0 for all 8 E I. Throughout this paper we take an

orientation such that Ii > o. Further differentiation yields

The set {8 17(8) =1= O} is open in I. For each non-internal point 8* E {s I7(S) = O} (Le., the

point s* such that there is no interval h c {s I7(s) = O} with 8* E II-) we have a sequence

{Sd~l such that 7(Si) =1= 0 and limsi = s*.

Ii'
If 7(S) = 0 then 7b· ')' = 2" * 1i'(S) = O.

Ii
(1.3)

Suppose s' is a point in {s I7(s) = O} such that we have an interval I' C {s I7(s) = O}

with s' E I' and I' is maximal with such property. On the interval I', 1i'(S) = 7(S) = O. So

the restriction ')'II' of')' to I' is a segment of a circle. Let sbe one of the boundary points

of I' or the isolated point in {s I 7(s) = O}, then we have a sequence {Si}~1 such that

7(Si) =1= 0 and limsi = s. So for 7(S) =1= 0,

Here we compute b· ')' in terms of Ii, 7. Suppose 7(8) = 7'(8) = ... = 7(n) (8) = 0, but

7(n+l)(8) =1= O. By (1.3) 7(8) = 0 * 1i'(8) = O. By L'Hospital's Rule,

So

7'(8) = 0 * 1i"(8) = O.

(1.4)

(1.5)
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Similarly we have

2 . K,'(s) . K,(n+2)(S) K,(n+2)(8)
-K, (b· '"Y) (8) = lUI!- -(-) = ... = hIll (+1) ( ) = (+1) (8) .

S-'>S 7 S S-'>S 7 n S 7 n S

So

(1.6)

Since '"Y is a spherical curve the osculating sphere of'"Y coincides with the sphere wherein '"Y

lies (see [16, page 32]) and for 7(S) =/:. 0 we have

(1.7)

noting R = .!. and T = .!. (see [16, Page 32]). lb· '"YI = ITR'I is the distance from the center
K, 7

of the sphere (the origin) to the osculating plane of '"Y. When 7(8) = 0 we just treat TR'

as a single thing and define T R' (8) = (b . '"Y) (8), the distance from the center of the sphere

(the origin) to the osculating plane of '"Y at s.

The curve '"Y is great at s if its circle of curvature is a great circle on the sphere, (see

[13, page 100]) Le., the osculating plane of'"Y at s passes through the center of the sphere.

b· '"Y = 0 {:} '"Y = -Rn {:} '"Y = -an since '"Y . '"Y = a2 and R = .!. > 0 (also see (2.4) in theK,

following). So we have

Proposition 1 The spherical curve '"Y is great at s {:} b . '"Y = - T R' = 0 at s {:} '"Y = -an

at s.•

Over the interval I', K,'(s) = O::::} R(s) = R(8) for s E I'. So for s E I', (b(s) . '"Y(s))2 =

[(TR')(S)]2 = a2 - R(8)2. Le.,

b . '"Y = T R' = constant over the interval I'. (1.8)
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For 7(S) =1= 0, b·, = -TR'

=> -7n·,+b·t=(-TR')'

7
=> - + (TR')' = 0

K,

R7 + (TR')' = O. (1.9)

For each non-internal point s* E {s I7(S) = O} (Le., the point s* such that there is no

interval h C {s I7(s) = O} with s* E h.) we have a sequence {sd~1 such that 7(Si) =1= 0

and lim Si = s*. So by (1.9)

.lim (TR')'(Si) = .lim (-R7(Si)) = -R7(S*) = O.
1,-t-oo 2----+00

(1.10)

On the other hand, from T R' = constant over the interval I' we know that (TR')' = 0

over the interval I' and we can define (TR')'(s*) = 0, so (TR')' is continuous over I and

(1.9) holds for 7(S) = 0 too.

Contrarily, suppose a non-planar curve, satisfies (1.9). Then for 7(S) =1= 0 by (8 -11)

on [16, Page 32] one of the corresponding parts of, lies on a sphere of radius, say a and

R2+ (TR')2 = a2. For 7(S) = 0, (TR')' = 0 => TR' is constant on {s I7(S) = O} by (1.10).

Let I' C {s I 7(s) = O} be as above and s be one of the boundary points of 1'. Then

using the same argument as above (there exists a sequence {sd~l such that 7(Si) =1= 0 and

lim Si = S) we have R(s)2 = R(S)2 = a2 - (TR')2 (s) for S E I'. This implies that the part

of, corresponding to l' is a part of a circle of radius Ja2 - (TR')2( s) and it is on the

sphere of radius a centered at the origin. The different non-circular parts of, are connected

(separated) by the circular parts and each adjacent part of, share the same sphere. So

the entirety of, is on the sphere of radius a centered at the origin.
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1.3 Geodesic Curvature

For a regular curve, on the unit sphere, its geodesic curvature Kg (s) is defined to be

the tangential component of the curvature of , at s (see [13, page 88-89]). Let () be the

half angle subtended at the center of the unit sphere by any diameter of the circle cut out
,

by the osculating plane of, (the circle of curvature). Then Kg = KCOS(} = -KTR' = !5.­
TK

(c.f. [13, page 89]). So Kg = 0 {:} T R' = O. Especially,

if T i 0, then Kg = 0 {:} K' = 0;

if T(8) = T'(8) = ... = T(n)(8) = 0 but T(n+l)(8) i 0, then by (1.6) we have Kg(8) =

K(n+2)(S)
K(S)T(n+1) (S) .

So in this case Kg = 0 {:} K(n+2) = O. And by Proposition 1,

, is great {:} TR' = 0

{:} K' = 0 if T i 0 or K(n+2) = 0 if T(8) = T' (8) = ... = T(n) (8) = 0 but T(n+l) (8) i o.



CHAPTER 2

Contact with the Circle on 8 2 and the Spherical Evolute

2.1 Contact with the Circle on 8 2

From now on we always assume "{ is a unit speed curve on the unit sphere.

For a unit speed curve "{ : I --t 8 2 and a point u E 8 2, we define a geodesic distance

function between "((s) and u by dg : I X 8 2
--t JR,

dg(s, u) = d("{(s), u)

= arccos [1- ~("{(s) - u)· ("{(s) - u)]

= arccos("{(s)' u),

by "((s) ."((s) = u· u = 1.

Consider all the points x on 8 2 having the same geodesic distance C1 from u, i.e.,

d(x, u) = C1. Let C = COSC1, then x· u = C. We call the set of all such x the geodesic

circle with the geodesic center u and cosine of the geodesic radius C.

We state some definitions.

Definition 2 The spherical normal to "{ at "((s) is the great circle passing through "((s)

and normal to "{ at "((s) and is given by:

{

x·x=l

x.t(S)~o.
(2.1)
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Definition 3 The spherical tangent to , at ,(8) is the great circle which is tangent to ,

at ,(8) and is given by

(2.2)

In the following proposition, for simplicity we omit the dependence of" t, nand b on

8.

Proposition 4 Let, be a unit speed curve on 82 and u E 8 2, then

(i) d~(8, u) = 0 {=? u = An + Itb for some A,1t E~, Le., u lies on the spherical normal to

,at ,(8).

(ii) d~(s, u) = d~(8, u) = 0 {=? u = ±b.

(iii) d~(s, u) = d~(8, u) = d~'(8, u) = 0 {=? u = ±b and T(S) = O.

(iv) d~(8, u) = d~(8, u) = d~'(s, u) = d~IV)(8, u) = 0 {=? u = ±b,T(8) = 0 and T'(8) = o.

Proof.

(i)

for some A, It E ~ {=? u lies on the great circle cut out by the normal plane of ,(8), i.e., the

spherical normal to , at ,(8) since u E 82.

(ii)



So

d~(s, u) = d~(s, u) = 0

{::} u.,' = (-u· ,'y = 0

{::} u = An + j.Lb and (An + j.Lb) . Kn = 0 for some A, j.L E R

{::} U = j.Lb for some j.L E JR since K =1= o.

9

So

d~(s, u) = d~(s, u) = 0 {::} u = ±b.

(iii)

d~'(s, u)

1 ( 1)"(-u· ,')" [1- (r. u)2J2 - (-u· ,') [1 - (r. u)2J2

1 - (r. u)2

+{(-U"'Y[1-(r,u)2]~_(-u"')([1-("u)2]~)'}( 1 )'
1- (r. u)2

d~(s, u) = d~(s, u) = d~'(s, u) = 0

{::} -u ." = -u . ," = -u . ,'" = 0

{::} u = ±b and - u· (Kny = 0

{::} u = ±b and - u· [K'n + K(-Kt + 7b)] = 0

{::} u = ±b and =f K7 = 0

{::} u = ±b and7 = 0 sinceK =1= O.

(iv)

=

dfV)(s, u)

1 ( 1)'(-u· ,')'" [1 - (r . U)2] "2 + (-u .,')" [1 - (r . U)2] "2

1 - (r. u)2

( 1)" ( 1)'"(-u·,'y [1-(r.u)2J2 +(-u·,') [1-(r.u)2J2

1- (r. u)2
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So

d~(s, u) = d~(s, u) = d~'(s, u) = dfV\s, u) = 0

{:} -u·,' = -u· ," = -u· ,lI! = (-u· ,)(IV) = 0

{:} u = ±b,T = 0 and - u· [K'n+ K(-Kt + Tb)]' = 0

{:} U = ±b, T = 0 and KT' = 0

{:} u = ±b,T = 0 and T' = 0 since K =1= O.

••
Remark 1 u =, + .!n - p,b, p, E lR is the focal line (or polar axis) of ,. If u E 8 2 then

K

1 1h + -n - p,b) . b + -n - p,b) = 1
K K

=* ,', + ~n. n + p,2b. b + 2" ('!n - p,b) - 2.!p,n. b = 1
K 2 K K

therefore,

By (1-6) in [16, Page 25} the center of 82 (the origin) is expressed as

,+Rn+TR'b=O.

So,· b = -TR' and,· n = -R. Then from (2.3) we have

The solutions to (2.5) are

p, = -TR' ± J(TR')2 + R2 = -TR' ± 1

(2.3)

(2.4)

(2.5)
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. 1
s~nce (TR')2 +R2 = 1 by (1.7). So u =,+ -n- J.lb = ,+Rn+TR'b±b = ±b by (2.4).

K,

So {u I d~(s, u) = d~(s, u) = O} = {±b} is the intersection of the focal line with the

unit sphere. It's called the focal center of, at s, denoted by e = ±b (c.f. [13, page 89]).

It's also the center of the osculating geodesic circle of, at s. Porteous calls the curve e of

the focal centers the evolute of,. So we proved that for a spherical curve, the evolute of

, is the binormal indicatrix of ,. We'd like to add the word "spherical" before the evolute

and call e the spherical evolute of,. As a result, , is called the spherical involute of e.

Remark 2 By (i) of Proposition 4, the geodesic circle on 8 2 has 2-point contact with,

at any point s iff the geodesic center of the geodesic circle passing through ,(s) is on the

spherical normal to, at ,(s). And the geodesic circle on 8 2 has 3-point contact with, at

any point s iff the geodesic center of the geodesic circle passing through ,(s) is one of the

focal centers of, at s.

Remark 3 In this proposition, if we replace dg : I X 8 2
-t ~ by the Euclidean distance-

squared function de : I x 82
-t ~ defined by de(s, u) = (;(s) - u)2 = 2(1 -,(s) . u), we

still get the same result, i. e.,

d~(s, u) = 0 {:>

d~(s, u) = d~(s, u) = 0 {:>

d~(s, u) = d~(s, u) = d~'(s, u) = 0 {:>

d~(s, u) = 0;

d~(s, u) = d~(s, u) = 0;

d' (s u) = d"(s u) = d/l/(s u) = O'e' e' e' ,

d~(s, u) = d~(s, u) = d~/(S, u) = d~IV\s, u) = 0

{:> d~(s, u) = d~(s, u) = d~'(s, u) = dfV)(s, u) = O.
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Remark 4 For a general regular spherical curve (not necessarily unit speed) I(t), then

;:Y(t) = 'Y(s-l(t)) is a unit-speed reparametrization, and 'Y(t) = ;:Y(s(t)), s'(t) = 11'Y'(t)ll.

Let fi(t) ,'T(t) , t(t), ii(t) and b(t) be the curvature, torsion, unit tangent, unit normal and

unit binormal of;:Y(t), then the curvature, torsion, tangent, normal and binormal of 'Y(t)

are defined to be K(t) = fi(s(t)), T(t) = 'T(s(t)), t(t) = t(s(t)), n(t) = ii(s(t)) and b(t) =

t(t) x n(t).

Consider

dg(t, u) = arccos [1 - ~(f(t) - u) . (f(t) - u)] = arccos(f(t) . u).

Then

, _ u.I' (t) _ s' (t) [u. t (s (t) )]
dg(t, u) - - 1 - - 1 ,

[1 - (f(t) . U)2]2 [1 - (f(t) . u)2]2

_ s"(t) [u. t(s(t))] + [s'(t)]2fi(s(t)) [u· ii(s(t))]
d~(t, u) = 1

[1 - (f(t) . u)2J2

-s'(t) [u.t(s(t))] ( 1 1)'
[1- (f(t) . u)2]2

and

d~'(t,u) =

So

Slll(t) [u. t(s(t))] + [s'(t)]2 fi(s(t)))' [u. t(s(t))]
1

[1- (f(t) . u)2]2
[s'(t)]2 fi(s(t)) [u. [-fi(s(t))]t(s(t))] + 'T(s(t))b(s(t)))

+ 1

[1 - (f(t) . u)2J2 .

- {s"(t) [u. t(s(t))] + [s'(t)]2fi(s(t)) [u· ii(s(t))]} ( 1 1)'
[1 - (f(t) . u)2]2

-s'(t) [u.t(s(t))] ( 1 1)"
[1 - (f(t) . u)2J2

d~(t, u) = 0 {::> u = -Xii(s(t)) + /-lb(s(t)) for some -X, /-l E lR;

d~(t, u) = d~(t, u) = 0 {::> u = ±b(t) = ±b(s(t));
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d~(t, u) = d~(t, u) = d~'(t, u) = 0

{:} u = ±b(t) = ±b(s(t)) and 7(t) = r(s(t)) = O.

2.2 Some Properties of the Spherical Evolute

As in the case of the plane evolute we can show:

Proposition 5 The spherical evolute e of'"'( is the envelope of the family of the spherical

normals to '"'( and the spherical evolute has a cusp at s iff 7(s) = O.

Proof. The family of the spherical normals to '"'( is:

{

x·x = 1,

x·t(s)=O.

Then the envelope is

x·x= 1,

x·t(s)=O,

x· l1:(s)n(s) = O.

Since l1:(s) ~ 0, we have x· n(s) = O. Considering x· t(s) = 0, x =fL(s)b(s) for some

fL. But x . x = 1 =? (fL(s))2 = 1 =? x = ± b(s), which is the spherical evolute e of '"'(.

X'=±7(s)n(s), so the spherical evolute has a cusp at s iff 7(S) = O.•

Remark 5 Let O(s) be the angle made by ±b(s) and '"'((s). (See Figure 1 for the case of

b(s) and '"'((s)).
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b

Figure 1: Angle between ±b(s) and ,(s)

Then sin () = R ( = ~ ). The arclength [(s) of the portion of the great circle connecting

b(s) (-b(s)) and ,(s) is arcsin R(s) (7r - arcsin R(s) ), which is the geodesic radius of the

osculating geodesic circle of, at s. We call [(s) the geodesic radius of curvature of ,(s) at

s. So

['(s) = ± R!(s) = ± R'(s) = ±T(S)
J1- R2(s) J(TR')2(s)

and

['(s) = 0 {:} T(S) = 0 {:} b'(s) = =fT(s)n(s) = O.

The spherical evolute of " therefore, has a cusp at s iff the geodesic radius of curvature

of, has a critical point at s. The evolute of a plane curve, with K(S) never zero is given

by e(s) = ,(s) + [l/K(s)]n(s). e'(s) = [l/K(s)],n(s). So e'(s) = =fT(s)n(s) is the analogue

for e of the equation e'(s) = [l/K(s)]'n(s) (c.f. Proposition 5.2 (vi) in [13]). [l/K(S)]' is

the derivative of the radius of curvature of, at sand T(s) is the derivative of the geodesic

radius of curvature of , up to sign.
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Remark 6 If ,(t) is not a unit speed curve, then the envelope of the spherical normals to

, is:

x·x= 1, x·x= 1,

x·,'(t) =0, ~ s'x·t(s) =0,

x· ,"(t) = 0. x· (s'2fl:(s)n(s) + s"t(S)) = 0,

where s is the arclength and s'(t) = IiT'(t)1/ i= 0. Therefore, we have

x·x=l, x·t(s)=O and x'n(s)=O,

because fl:(s) i= 0. So as above, we have x = ± b(s(t)). The spherical evolute of, is its

binornmal indicatrix no matter if it is unit speed. x'= ± 7(s(t))b(s(t)), and the spherical

evolute has a cusp at s iff7(s(t)) = 0, i.e., the torsion of the spherical evolute is zero.

In [13, page 89J Porteous defines the concept of an A k center. A point c of 52 will be

said to be an Ak center of the curve, at s if, for all i such that 1 ::; i ::; k, c· 'i(S) = 0,

but c· ,k+l(S) i= 0. Here ,i denotes the i-th derivative of,. For the evolute e of "

e . '1 = ±b . t = °and e . '2 = ±b . fl:n = 0, so the evolute e is at least an A2 center of ,.

Furthermore we have:

Proposition 6 The evolute e is an Ak-l (k ~ 3) center of the spherical curve, at s iff

7(S) = 7'(S) = ... = 7(k-4)(s) = 0, but 7(k-3)(s) i= 0.

Proof. '1 = t, '2 = fl:n, '3 = -fl:2t + fl:'n + fl:7b, '4 = -3fl:fl:'t + (fl:1I - fl:3 - fl:7)n + (2fl:'7 +

fl:7')b.

Claim: ,k = (a polynomial of fl:, the derivatives of fl:, 7 and the derivatives of 7 up

to the order k - 5)t + (the polynomial of fl:, the derivatives of fl:, 7 and the derivatives of

7 up to the order k - 4)n + ( (the polynomial of 7 and the derivatives of 7 up to the order
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k - 4 with the coefficients the polynomial of /\, and the derivatives of /\', which contains no

constant term) + /\,T(k-3))b. This is true for k = 3,4. Suppose it is true for k = m. Then

for k = m+ 1,

'm+l = (the polynomial of /\', the derivatives of /\', T and the derivatives of T up to the

order m - 4)t+ (the polynomial of /\', the derivatives of /\', T and the derivatives of T up to

the order m - 5) (/\'n) + (the polynomial of /\', the derivatives of /\', T and the derivatives of T

up to the order m - 3)n+ (the polynomial of /\', the derivatives of /\', T and the derivatives

of T up to the order m - 4)(-/\,t +Tb) + (the polynomial of T and the derivatives of T up

to the order m - 3 with the coefficients the polynomial of /\, and the derivatives of /\', which

contains no constant term) + /\,T(m-2))b+ (the polynomial of T and the derivatives of T up

to the order m - 4 with the coefficients the polynomial of /\, and the derivatives of /\', which

contains no constant term) + /\,T(m-3)) (-Tn)

= (the polynomial of /\', the derivatives of /\', T and the derivatives of T up to the

order m - 4)t + (the polynomial of /\', the derivatives of /\', T and the derivatives of T up to

the order m - 3)n + (the polynomial of T and the derivatives of T up to the order m - 3 with

the coefficients the polynomial of /\, and the derivatives of /\', which contains no constant

term) + /\,T(m-2))b. This completes the induction.

So e . 'k = ±b· (the polynomial of T and the derivatives of T up to the order k - 4 with

the coefficients the polynomial of /\, and the derivatives of /\', which contains no constant

term) + /\,T(k-3))b

= the polynomial of T and the derivatives of T up to the order k - 4 with

the coefficients the polynomial of /\, and the derivatives of /\', which contains no constant

term) + /\,T(k-3).
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Proof of sufficiency: Since", i- 0 by (1.2), 7(S) = 7'(S) = ... = 7(k-4)(s) = 0 but

7(k-3)(S) i- 0 implies that e 'Ii = 0 for 1 ~ i ~ k -1 but e 'Ik i- O. So e is an A k- 1 center

of the spherical curve I at s.

Proof of necessity:

e . 13 = "'7 = 0 * 7 = O.e . 13 = e .14 = 0 * 7 = 7' = O.

So by the expression for e 'Ik above and the induction, that e is an A k- 1 (k ~ 3) center

of I at S implies 7(S) = 7'(S) = ... = 7(k-4)(s) = 0, but 7(k-3)(s) i- O. •.

Proposition 7 Let I : I -t 8 2 be a unit speed curve. Then the spherical evolute e of I is

nowhere great.

Proof. We know

{

e' = ±b' = =f7n, e" = =f [7'n+7(-",t+7b)]

e' x e" = 7n x 7(-",t+7b) = "'72b + 73t

and then

!the unit tangent of e is: t e = 1::1 = ±n,

e' x e" ",b +7t
the unit binormal of e is: be = I' "1 = ----,=:;;;=====;;;:

e x e "';",2 +72

e' e' x e"
Here if 7 = 0, we can still define t e and be to be the limit directions of -Ie'l and

Ie' x e"l
since the curvature", of I is nonzero. By Proposition 1 and

e·(e'xe") [e,e',e"] ",b+7t '"
e . be = = = ±b· = ± i- 0

le'xe"l le'xe"l "';",2+ 7 2 "';",2+ 7 2

the result follows. •



CHAPTER 3

Relationship between the Spherical Evolute and the Spherical Involute

3.1 Construct the Spherical Evolute from the Spherical Involute

Definition 8 Given 2 spherical curves 1 and e, if e is the spherical evolute of 1 then 1 is

called the spherical involute of e.

Given a spherical unit speed curve l(s), suppose another spherical curve (not nec­

essarily unit speed) 11 (s) at each point PI is tangent to a spherical normal to 1 at a

corresponding point P. In this section we use the suffix 1 to indicate the elements of 11

at PI corresponding to those of 1 at P. By the above assumption and the fact that 11 is

in the plane where the spherical tangent to 11 at PI lies we know 11..it => 11 = An+{lb.

Then (in this subsection I = 1s' s is the arclength of 1)

1~ = Xn+A( -lit+Tb) + {l'b + {l( -Tn)

= -Alit + (X - {IT)n + (AT + {l')b.

That the spherical normal to 1 at P is tangent to 11 at PI implies 1~ ..it. So Ali = O. But

Ii i- O. Then A = 0 and 11 = {lb. Since 11 is a spherical curve,

Hence 11 = ±b. And for 11 = ±b, 11 = =fTn, which is the normal to ,. From this

construction and Proposition 5 we know

Proposition 9 The spherical evolute of 1 is a spherical curve 11 which is tangent to the

spherical normal to 1 wherever 11 meets the spherical normal to , .•
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3.2 Construct the Spherical Involute from the Spherical Evolute

Now consider a pair of spherical curves, and '1' we want to seek, as the spherical

involute of , 1 (in this subsection' = d~l ' 81 is the arclength of , 1)' Suppose at each of its

points the spherical tangent of, is normal to a spherical tangent of '1 at a corresponding

point and ,(81) is on the spherical tangent of '1 at '1(81), Le., ,(81) is on the plane

By the assumption ,'..itl we get

or

By (3.1) we have >.(X-p,) = 0, and then

{

>'=0,

p, = constant;

{

p, = X,

p,' = ->..

In the case of (3.2), , = p,tl"" = 1 =} p, = ±1 =} ,= ±tl.

(3.1)

(3.2)

(3.3)
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For a general curve its binormal is given by b = K,;,g"Y'x"Y", where 8' = 1I"Y'(t)lI. If

"Y = ±t1 is the spherical involute of "Y1 then "Y' x"Y" would be parallel to "Y1' But for

"Y = ±t1,

= (- Ki + K1 K~) ti + tf
K1 K1

= tf = Ki III -Kit 1 + K171b1

So ±ti x ± t1 is not parallel to "Y1 and ±t1 is not the spherical involute of "Y1'

In the case of (3.3), >.." +>.. = O. Thus>.. = C1 cos 81 +C2 sin 81 and p, = -C1 sin 81 +C2 cos 81.

>..2+p,2 = 1 =? ci + c§ = 1. So we can find an angle eo such that C1 = cos eo and C2 = sin eo.

Then

>.. = cos eo cos 81 + sin eo sin 81

= cos(eo - 81)

p, = - cos eo sin 81 + sin eo cos 81

= sin(eo - 81)

eo is the angle made bY "Y(81) and "Y1(81) when 81 = O. So

"Y'(81) = sin(eo - 81) ["Y1(8r) + K1(81)lll(81)]

= sin(eo - 81) {K1t81) [Ki(81) -1] lll(81) - (T1Ri)(81)b1(81)}

= sin(eo - 81) {K1(81) [(T1Ri)(81)]2 lll(8r) - (T1Ri)(81)b1(81)}

So the spherical involute of "Y1 has a cusp when 81 = eo or (T1Ri)(81) = 0 i.e., "Y1 is great

at 81. Here the spherical evolute "Y1 could be great at 81 because the spherical involute "Y
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might have a cusp at the corresponding point. This does not contradicts Proposition 7,

where th€ spherical involute 1 is a regular curve.

is indeed 11 as follows:

=0

and

= 0

So 11 is the spherical evolute of 1 and 1 is the spherical involute of 11'

We summarize this result in the following proposition:

Proposition 10 Suppose at each of its points the spherical tangent to 1 is normal to a

spherical tangent to 11 at a corresponding point and 1(81) is on the spherical tangent to
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the spherical evolute of "'I, where (}o is the angle made by "'I (81) and "'11 (SI) when 81 = O. The

spherical involute "'1(81) has a cusp when SI = (}o or (TIRD(81) = 0 i.e., "'11 is great at SI .•

Remark 7 At each of its points ±tl is normal to a spherical tangent of "'11 but ±tl is not

the spherical involute of "'11'

3.3 Local Diffeomorphic Image of the Spherical Evolute

In this section we'll use the same technique as used in [1] on the application of the

unfolding in [3] to get the local diffeomorphic image of the spherical evolute of "'I. We first

state some definitions about the unfolding, the versal unfoldings and the (p)versal unfolding,

and Ak-singularity (Definition 3.6 in [3]) then a theorem on the (p)versal unfolding in [3]

for later use.

Definition 11 Let F : JR x JRT, (so, xo) ---t JR be a smooth function and f = Fxo ' Fxo (s) =

F(s, xo). Then F is called an r-parameter unfolding of f.

Definition 12 Let G : JR x JRP, (so,Yo) ---t JR be a p-parameter unfolding of the function

9 = Gyo ' Let

a: JR x JRT, (so,xo) ---t JR where a(s,xo) = s close to 80

b : JRT, Xo ---t JRP, YO

c : JRT, Xo ---t JR

be smooth. Then the unfolding F : JR x JRT, (so, xo) ---t JR defined by

F(s,x) = G(a(s,x),b(x)) +c(x)

is said to be (p)induced from G. If G is such that every unfolding of 9 is (p)induced from

G then G is called a (p)versal unfolding of 9 at so.
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Here (p) mean potential. Note that F is an unfolding of f, where f(s) = g(s) + c(xo),

which is 9 up to an additive constant.

Definition 13 Induced and versal unfoldings: this is as in the last definition with c == O.

Definition 14 Given a differentiable function f : JR,so ---t R For k ~ 0, f is said to have

type A k at so, or an A k-singularity at so, if f Cp)(so) = 0 for all p with 1 ::; p ::; k, and

fCk+I)(so) =I- O. We also say that f has type A~k at So when fCp)(so) = 0 for all p with

1 ::; p ::; k.

Let F : JRxJRr, (so,xo) ---t JR be an r-parameter unfolding ofthe function f = Fxo ' Fxo (s) =

F(s, xo), x = (Xl, ... ,Xr ).

Theorem 15 (6.10p in (3j) Let the (k - I)-jet of aF/axi at Xo be

jk-l(aF/axi(S,XO))(so) = alis + a2is2 + ... + ak_l,isk-l (without the constant term) for

i = 1, ... ,r. ThenF(s,x) is (p)versal iff the (k-1) xr matrix of coefficients (aji) has rank

k - 1. (This certainly requires k - 1 ::; r, so the smallest possible value of r is k - 1.)

In our case, for the curve 'Y, let F : I X 8 2
---t JR be F(s,x) = de(s,x) = ("((s) - x) .

("((s) -x) (noting 3). Then for any fixed Xo E 8 2, F(s,x) is a 2-parameter unfolding of the

function f(s) = F(s,xo). And the following theorem is essentially due to Pei, Donghe and

Sano, Takashi. (c.f. Theorem 4.2 (2) in [1]).

Theorem 16 For the unit speed curve 'Y = (rl(s),r2(s),r3(s)) on the unit sphere 8 2 and

k = 2,3, if f(s) has the Ak-singularity at So E I, then F is the (p)versal unfolding of f.
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Proof. Since x = (Xl, X2, X3) E 8 2 , xi + x~ + x~ = 1. Xl, x2 and X3 can't be all zero.

Without loss of generality, suppose X3 i= O. Then by X3 = ±Jl - (xi + x~), we have

F(s,x) = (,(s) - x) . (,(s) - x)

(rl(s) - Xl)2 + (r2(s) - X2)2 + [r3(S) =f VI - (xi + X~)] 2

So

of

OXI

=

and

of

OX2

Let Xo = (XOl,X02,X03) E 8 2 and assume x03 i= 0, then jl(oF/oXi(S,XO))(so)

'() 2XOi, ( )-2ri So S + -r3 So s, and
X03

(k - jets without the constant term)

So the (2 - 1) x 2 matrix Ml = (0:11,0:12) of coefficients 0: as in Theorem 15 is

[
'() 2XOl, () '() 2X02, ( )]Ml = - 2rl So + --r3 So , - 2r2 So + --r3 So ;

X03 X03

the (3 ~ 1) x 2 matrix M2 of coefficients 0: as in Theorem 15 is

[

0:11 0:12 ] [ -2r~ (So) + 2XOl r~(so) - 2r2(SO) + 2
X

02 r~(so) ]
M2 = = X03 X03.

"( ) XOl"() "() X02,,( )0:21 0:22 -rl So + -r3 So -r2 So + -r3 So
X03 X03
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When f has the Ak-singularity (k = 2,3) at So E I, then F~o(so) = F;:o(so) = 0 and by

Proposition 4

Xo = (XOl,X02,X03) = ±b(so) = ±t(so) x o(so) = ±_(1),'(so) x ,"(so)
K So

XOI = ±_(1) [r2(so)r~(so) - rs(so)r~(so)J
K So

X02 = ±_(1) [rs(so)r?(so) - r~ (so)r~(so)J
K So

X03 ±_(1) [r~ (so)r~(so) - r2(so)r?(so)J .
K So

The determinant of M2

det(M2)

2 {r~(so)r~(so) - r2(so)r?(so) + X02 [rs(so)r?(so) - r~(so)r~(so)J
X03

+XOI [r2(so)r3(so) - r3(so)r~(so)J}
X03

X02 XOI
±2K(SO)(X03 + -X02 + -Xl)

X03 X03
= ±2K(SO) #0

X03

So by Theorem 15, F is the (p)versal unfolding of f. •

Remark 8 If, = (rl(s),r2(s),r3(s)) is a general curve on the unit sphere 8 2 , Theorem 16

still holds: when f has the Ak-singularity (k = 2,3) at So E I, then F~o(so) = F;:o(so) = 0

and by Remark 4 after Proposition 4

1
XO = (XOl,X02,X03) = ±b(to) = ±Ih'(to) x ,"(to)II"(to) x ,"(to)

:::} det(M2) = ± 2"" (to) x ,"(to) II # 0 because K(t) = II,'(to) x ,"(to) II # O.
X03 II'Y'(t)113

Here we state a theorem in [3J (see 6.16p, 6.17p, 6.18p in [3]):
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Theorem 17 Let F: (JRxJRr, (so,xo)) --t JR be an r-parameter unfolding of f(s) which has

the Ak-singularity at so. Let the bifurcation set of F be denoted by

of o2F
~F = {x E JRrl there exists s with & = os2 = 0 at (s,x)}

Suppose that F is an (p) versal unfolding. Then

(aJ if k = 2, then ~F is locally diffeomorphic to {O}xJRr-\

(bJ if k = 3, then ~F is locally diffeomorphic to ex JRr-2;

(cJ if k = 4, then ~F is locally diffeomorphic to SW XJRr-3 ,

2UV,X3 = v}.

So by above Theorem 15, 16, 17, Proposition 4 and Remark 3 after Proposition 4 we

have the following theorem (c.f. 4.2 (4) in [3]):

Theorem 18 Let, be a unit speed curve on 8 2 and U E S2, then the spherical evolute of

, is

(aJ diffeomorphic to a line ifr(so) f 0;

(bJ diffeomorphic to the ordinary cusp C if r(so) = 0 and r' (so) f O.•

Remark 9 This theorem holds for a general curve, by Remark 4 after Proposition 4.



CHAPTER 4

Spherical Orthotomic and Antiorthotomic

4.1 Spherical Orthotomic

Given a spherical unit speed curve 'Y and a point u E 82 • The spherical tangent to 'Y

at s is given by

i.e.,

{

x'x=1

X.(Rb-'TR'D)(S) = o.
(4.1)

Then the spherical orthotomic of 'Y relative to u is defined to be the set of reflections of

u about the planes where the great circles (4.1) lie for all s E I. We denote the spherical

orthotomic of 'Y relative to u by u. Then

u= 2((, - u) . v)v + u,

where v = 1I~=f~:~~~1I is the unit tangential projection of b in the tangent plane to the sphere

at 'Y (see Figure 2)



b

Figure 2: Unit tangential projection of b in the tangent plane to the sphere at ,

and

b - (b ",h = b +TR'(-Rn-TR'b)

= (1 - (TR')2)b-TRR'n

= R2b-TRR'n,

noting, = - Rn-TR'b and R2+ (TR')2 = 1. And

lib - (b ",hll = JR4 + (TRR')2 = RJ(R2 + (TR')2) = R. So v = Rb-TR'n. By

'" v =R," b - TR',· n = R(-TR') - TR'(-R) = 0,

we have

u = -2(u·v)v+u

= -2 [u. (Rb-TR'n)) (Rb-TR'n) + u

= [-2R(u. b)+2TR'(u· n)] (Rb-TR'n) + u

= u - {2TR' [TR'(u. n) - R(u" b)) n - 2R [TR'(u. n) - R(u· b)) b}.

28

(4.2)

(4.3)



29

Now we compute the derivatives of v and u.

v' = R'b-TRn-(TR')'n-TR'(-Kt+Tb)

= - [TR + (TR')'] n + TR'Kt

noting TR + (TR')' = 0 (see (8 - 12) in [16, Page 32].)

ii' = (-2) [(u, v')v + (u· v)v']

= (-2){TR'K(U' t)(Rb-TR'n) + [R(u. b) - TR'(u. n)] TR'Kt}

= (-2) {TR'K [R(u. b) - TR'(u· n)] t - (TR')2K(u. t)n +TR'(u. t)b} .

So ii' = 0 {:}

TR'K(R(u· b) - TR'(u· n)) = 0

(TR')2K(u. t) = 0

TR'(u· t) = O.

(4.4)

(4.5)

(4.6)

IfTR'(s) = (b·,)(s) = 0 then ii'(s) = O. i.e., if, is great at s then ii'(s) = 0 by Proposition

1. If TR' i- 0 then from (4.6) , we have

{

R(u . b) - T R'(u . n) = 0

u·t = 0

Since u· t = 0, we can write u = uln + U2b. Then

TR'
R(u· b) - TR'(u. n) = 0 ::::} RU2 - TR'UI = 0 ::::} U2 = RU1.

(4.7)
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Furthermore

=? UI +U§ = 1

[
TR' ]

=? ( R )2 + 1 uI = 1

=? [(TR')2 + R2] uI = R2

Hence

{

Ul = ±R

U2 = ±TR'.

So

U = uln +U2b = ± (Rn +TR'b) = =F, since, = -(Rn + TR'b).

And obviously u = ±(Rn+TR'b) satisfies (4.7). We have proved the following proposition:

Proposition 19 Let, be a unit speed curve on 8 2, and u E 8 2 is not on, or its antipodal

image (u ~ ±,). Let ii be the spherical orthotomic of, relative to u. Then ii' (s) = 0 {:}

TR'(s) = (b· ,)(s) = 0, i.e., , is great at s.•

4.2 Spherical Orthotomic as the Envelope of a Family of Geodesic Circles Centered at

')'(s) and Passing through u

First we state a definition about the discriminant set.

Definition 20 Let F : (JRxJRT, (so,xo)) --* JR be a r-parameter unfolding of f(s). The

discriminant set of F is defined by

'DF = {x E JRT I there exists s with F = ~~ = 0 at (s,x)}.
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Let, = ,(s) be a unit speed curve on S2, u E S2 and F(s,x) = ({ - x) . ({ - x) - ({-

u)· ({ - u) for x ES2• So F(s,x) = 0 is a family of geodesic circles on S2 centered at ,(s)

and passing through the point u. Actually they are the intersection of a family of spheres

centered at ,(s) and passing through the point u with S2.

F(s, x) = , . , - 2x . , + x . x - , . , + 2u . , - u . u

=2(u-x)·, since u . u = x . x = 1.

Then the envelope of the family F(s,x) = 0, i.e., the discriminant set of F is XlF =

{x IF(s,x) = 8F~:,x) = 0 for some s E I}.

F(s x) _- aF(s,x) -_ 0 ( ) ( ), as {:} u - x " = u - x . t = O.

By (u - x) . t = 0 we can write u - x = vIn + V2b. So

(u - x) . , = 0 ::::} VI n . , + V2 b . , = 0 ::::} - RVI - T R'V2 = O.

On the other hand

::::} V~ + V~ - 2 [VI(U' n) +V2(U' b)] = 0 since x· x = u· u = 1.

By -RVI - TR'V2 = 0 we have

V2 = T~,VI ::::} v~ [1 + (T~' )2] - 2 [n. u - i1, (u· b)] VI = 0

::::} v~ - 2TR' [TR'(u· n) - R(u· b)] VI = 0 since (TR')2 + R2 = 1.

Then

{

VI = 0

V2 = 0 {

VI = 2TR' [TR'(u. n) - R(u· b)]
or

V2 = -2R [TR'(u· n) - R(u· b)].
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Therefore,

x = u or x = u - {2TR' [TR'(u. n) - R(u· b)] n - 2R [TR'(u. n) - R(u· b)] b}.

If

u = u - (2TR' [TR'(u· n) - R(u· b)J n - 2R [TR'(u· n) - R(u· b)J b) (8)

for some 8 E ~,

(here (2TR' [TR'(u· n) - R(u· b)J n - 2R [TR'(u· n) - R(u· b)J b) (8) mean the evalua-

tion of

(2TR' [TR'(u· n) - R(u· b)J n - 2R [TR'(u· n) - R(u· b)J b) at 8 and we'll use this no-

tation throughout this paper)

then

[TR'(u. n) - R(u· b)] (8) = 0,

this implies that u is on the great circle (4.1). So the discriminant set

'DF

= {u} U {u - (2TR' [TR'(u. n) - R(u· b)] n - 2R [TR'(u. n) - R(u· b)] b) (8), 8 E I}.

By (4.3)

ii = u - {2TR' [TR'(u' n) - R(u· b)] n - 2R [TR'(u. n) - R(u· b)] b}.

So the discriminant set of F consists of the point u and the spherical orthotomic of "y

relative to u. Le.,

F(80'X) -- OF~80'X) -- 0 ( ( ) )()u {::} X = u or x = -2 u· v v + u 80 (4.8)



F( ) = aF(so,x) = a2F(so,x) = 0
so,x as as2

¢::> (u - x) . ')'(so) = (u - x) . t(so) = K(U - x) . n(so) = 0

¢::> x = u or

x = u - (2TR' [TR'(u· n) - R(u· b)J n - 2R [TR'(u. n) - R(u· b)J b) (so)

and 2TR' (TR'(u· n) - R(u· b)) (so) = 0

¢::> x = u or x = u - 2 (R2(u. b)b) (so) and TR'(so) = 0

i.e.,

F( ) - aF(so,x) _ a2F(so,x) - 0
So x - - 2-, as as

¢::> x = u or x = (-2(u· v)v + u) (so) = u - 2 (R2(u. b)b) (so) and TR'(so) = 0

¢::> x = u or x = (-2(u· v)v + u) (so) = u - 2 (R2(u. b)b) (so) and')' is great at so.

and

¢::> (u - x) . ')'(so) = (u - x) . t(so) = (K(U - x) . n)(so)

= (K'(U - x) . n + K(U - x) . (-Kt + 7b))(so) = 0

¢::> (u - x) . ')'(so) = (u - x) . t(so) = (u - x) . n(so)

= (u - x) . (-Kt + 7b)(so) = 0

¢::> x = u, or x = (-2(u· v)v + u) (so) = u - 2 (R2(u. b)b) (so),

TR'(so) = 0 and - 2 (R2(u. b)7) (so) = 0

¢::> x = u,or x = u - 2 (R2(u . b)b) (so), ')' is great at So and 7(SO) = 0,

i.e.,

F( ) = aF(so,x) = a2F(so,x) = a3F(so,x) = 0
so, x as as2 as3

¢::> x = u or x = u - 2 (R2(u. b)b) (so), ')' is great at So and 7(SO) = O.

33
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Obviously, if x = u then F(s, x) = 0 and there is no k 2: 1 such that a
k

~(:~,u) =f 0 for any

So E R So from the above we have the following proposition:

Proposition 21 Given a unit speed curve "y on 82 and a point u E 8 2. Let

F(s,x) = ("'((s) - x)· ("'((s) - x) - ("'((s) - u) . ("'((s) - u), x E 8 2
•

For Xo E 82 define f(s) = Fxo(s) = F(s,xo). Then

f has the AI-singularity at So

{:} Xo = u - (2TR' [TR'(u· n) - R(u· b)] n - 2R [TR'(u· n) - R(u· b)] b) (so) but

Xo =f u and "y is not great at So

{:} Xo = u - (2TR' [TR'(u· n) - R(u· b)] n - 2R [TR'(u· n) - R(u· b)] b) (so) but

(TR'(u· n) - R(u· b)) (so) =f 0 and"Y is not great at so;

and

f has the A2-singularity at So

{:} Xo = u - (2R2(u. b)b) (so) but

(R(u· b)) (so) =f 0, "Y is great at So and 7(SO) =f 0.

•
4.3 Local Diffeomorphic Image of the Spherical Orthotomic

In order to investigate the local diffeomorphic image of the spherical orthotomic, we

need Theorem 6.10 in [3].

Theorem 22 (6.10 in [3]) Let F : (lR x lRr
, (so,xo)) ~ lR be an r-parameter unfolding of

f(s) = Fxo(s) = F(s,xo) and assume f has the Ak-singularity at So (k 2: 1). Let x =

(XI,".,X r ) and the (k-1)-jet with constant of8F/8xi atxo beyk-I(8F/8xi(S,XO))(so) =
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aOi + alis + a2iS2 + ... + ak_l,isk- l for i = 1, ... ,r. Then F(s, x) is versal iff the k x r

matrix of coefficients (aji) for j = 0, ... , k - 1; i = 1, ... , r has rank k. (This certainly

requires k ~ r, so the smallest possible value of r is k.)

Now we will investigate if F(s,x) = 2(u - x) ., is a versal unfolding of f(s) = Fxo(s) =

2(u-xo)·, for u t:j. ±,.

Theorem 23 For the unit speed curve , = (rl (s ), r2 (s ), rs (s )) on the unit sphere 8 2 and

k = 1,2, if f(s) as above has the Ak-singularity at So E I and xo =1= u, then F is the versal

unfolding of f.

Proof. Since x = (Xl, X2, xs) E 82 , xi + x~ + x~ = 1. Xl, x2 and Xs can't be all zero.

Without loss of generality, we suppose Xs =1= O. Then by Xs = ±J1 - (xi + x§), we have

F(s,x) = 2(u - x)· ,(s)

of 2Xl of 2X2* ~ = -2rl(S) + -rs(s),~ = -2r2(S) + -rs(s).
VXl Xs VX2 Xs

Let Xo = (XOl, X02, xos) E 8 2 and assume xos =1= 0, then

and

So the (2 - 1) x 2 matrix Ml = (a11, (12) of coefficients a as in Theorem 22 (6.10 in

[3]) is
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the (3 - 1) x 2 matrix M2 of coefficients a as in Theorem 22 (6.10 in [3]) is

When f has the Ak-singularity (k = 1,2) at So E I, then Fxo(s) = F~o(s) = 0 and by

(4.8) xo = u or

xo = u - (2TR' [TR'(u. n) - R(u· b)] n - 2R [TR'(u. n) - R(u· b)] b) (so).

Now we need to find the condition for M2 to be nonsingular.

detM2 = 4 [rl(so)r~(so) -r~(so)r2(so]

- X02 [rl(so)r~(so) -r~(so)r3(so)] + XOI [r2(so)r~(so) -r~(so)r3(so)]
X03 X03

---±- det (xo, ')' (so ),-y'(so) )
X03
4

- det (xo, ')'(so) ,t(so))
X03

Therefore,

M2 is singular {::} Xo = A')'(SO) + I-£t(so) for some A,I-£ E R

Now suppose Xo =1= u, then

Xo = u - (2TR' [TR'(u. n) - R(u· b)] n - 2R [TR'(u. n) - R(u· b)] b) (so) (4.9)

because Fxo(s) = F~o(s) = O.

So if M2 is singular then we have

= u - (2TR' [TR'(u. n) - R(u· b)] n - 2R [TR'(u. n) - R(u· b)] b) (so)
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(A( -Rn + TR'b) + p,t) (so)

= ((u· t)t+(u· n)n+(u· b)b

- [2TR' [TR'(u. n) - R(u· b)] n - 2R [TR'(u. n) - R(u· b)] bJ) (so)

(-ARn + ATR'b + pt)(so)

= ((u. t)t+ {u. n - 2TR' [TR'(u. n) - R(u· b)]} n

+ {u. b + 2R [TR'(u. n) - R(u· b)]} b) (so)

t(so) . u = p

{u· n - 2TR' [TR'(u· n) - R(u· b)]} (so) = -AR(so)

{u· b + 2R [TR'(u· n) - R(u· b)]} (so) = ATR'(so)

u· t(so) = p, u· n(so) = -AR(so), u· b(so) = -ATR'(so)

u = ((u· t)t+(u· n)n+(u· b)b) (so)

= pt(so} - AR(so)n - ATR'(so)b

= pt(so) + A"Y(SO) = Xo,

i.e., u = xo. This contradicts the assumption Xo =1= u. So when Xo =1= u, M2 is nonsingular.

And M 1 has rank 1. So by Theorem 22 (6.10 in [3]) F is the versal unfolding of f. •

Here we need a theorem in [3] (see 6.16, 6.17,6.18 in [3]):
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Theorem 24 Let F: (lRxlRr , (so,xo)) ---t lR be an r-parameter unfolding of f(s) which has

the Ak-singularity at so. Suppose that F is a versal unfolding.

(a) if k = 1, then 1)F is locally diffeomorphic to {o} x lRr
- 1,-

(b) if k = 2, then 1)F is locally diffeomorphic to ex lRr - 2,­

(c) if k = 3, then 1)F is locally diffeomorphic to 8WxlRr - 3 ,

where C = {(Xl,X2)lxr = xHand 8W = {(Xl,X2,X3)lxl = 3u4 +U2V,X2 = 4u3 +

2UV,X3 = v}.

Then by (4.8), Theorem 22, 23, 24 and Proposition 21 we have:

Theorem 25 Let, be a unit speed curve on 8 2 and u E 8 2 , then the spherical orthotomic

of, relative to u is, around the point corresponding to s = so,

(a) locally diffeomorphic to a line if, is not great at So and

(TR'(u· n) - R(u· b)) (so) =1= 0;

(b) locally diffeomorphic to the ordinary cusp C if; is great at so, but

(R(u· b))(so) =1= 0 and 7(SO) =1= o.

4.4 Spherical Antiorthotomic

Definition 26 Given a spherical curve; and a point u E 8 2 , a spherical curve 6 is called

the spherical antiorthotomic of; relative to u if; is the spherical orthotomic of 6 relative

to u.

By the definitions of the spherical orthotomic and the spherical antiorthotomic, we

know the spherical antiorthotomic of; relative to u is just the envelope of the family of the
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great circles the planes of which perpendicularly bisect the chords connecting the points of

'Y and u. These great circles are given by the following:

{

x. x = 1,

x·(-y - u) = O.

(4.10)

Let F(s,x) = x·(-y - u) for x ES2• Then for x ES2 , F(s,x) = 0 defines the family of

the great circles in (4.10). Then the envelope of the family of great circles F(s,x) = 0, i.e.,

the discriminant set !)F of F is given by

x·x= 1,

x·(-y - u) = 0,

x·t = O.

So we can write x = xln + X2b. Thus

x·(-y-u) =0

=> xl(R + u· n) = -(TR' + u· b)X2.

Then

xi +X§ = 1

=> [(TR' + u· b)2 + (R + u· n)2] X§ = (R + u· n)2

=> [(TR')2 + (u· b)2 + 2TR'(u· b)+R2+ (u· n)2 + 2R(u· n)] X§ = (R + u. n)2

=> [1+1-(u.t)2_ 2(u''Y)]X§=(R+u.n)2

since (TR')2 + R2= 1, (u· t)2 + (u· n)2 + (u· b)2 = 1

and u· 'Y = [(u· t)t + (u· n)n + (u· b)b] . (-Rn - TR'b) = -TR'(u· b) - R(u· n).
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And

(TR'+u·b)2+(R+u·n)2=0 {::} n·(--y-u)=b·(--y-u)=O

{::} ,-ulJt

{::} , - u = At for some AER

{::} u· t = -A, u· n = -R and u· b = -TR'.

So u·t = 0 by (u.t)2+(u.n)2+(u.b)2 = 1 and (TR')2+R2 = 1. Hence u =-Rn-TR'b =,.

If u is not on " Le., 2 - (u· t)2 - 2(u·,) =1= 0, we have

TR'+u·b
Xl = =F ,J2 - (u· t)2 - 2(u·,)

x2 = ± R+u· n .

J2 - (u· t)2 - 2(u·,)

Thus the spherical antiorthotomic of, relative to u is:

D=± [ TR'+u·b n- R+u'n b]. (4.11)
J2 - (u· t)2 - 2(u·,) J2 - (u· t)2 - 2(u·,)

We have

F(so x) = aF(so,x) = 0
, as

{::} x = ± ( TR' + u· b n _ R + u· n b) (so),
J2 - (u· t)2 - 2(u·,) J2 - (u· t)2 - 2(u·,)

aF(so, x) a2F(so,x)
F(so,x) = as = as2 =O{::}x·(--y-u)=x·t=x·h:n=O

{::} x = ±b(so) and (TR' + u· b)(so) = 0,

and

F( ) = aF(so,x) = a2F(so,x) = a3F(so,x) = 0
so, x as as2 as3

{::} x·(--y - u) = x· t = x'h:n = x· (h:'n - h:2t + h:7b) = 0

{::} x = ±b(so) and (TR' + u· b)(so) = 7(SO) = o.
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Let f(s) = Fxo(s) = F(s,xo), then from the above we have

Proposition 27 Given a unit speed curve, on 8 2 and a point u E 8 2 which is not on ,

and let F(s,x) = x·(( - u), x E 8 2. For Xo E 8 2 define f(s) = Fxo(s) = F(s,xo). Then

f has the AI-singularity at So

±
(

TR'+U.b R+u'n b) ( ){:} Xo = n - So
)2 - (u· t)2 - 2(u·,) )2 - (u· t)2 - 2(u·,)

but (TR' + u· b)(so) =1= o.

and

f has the A 2-singularity at So

{:} Xo = ±b(so) and (TR' + u· b)(so) = 0 but 7(SO) =1= o.

•
4.5 Local Diffeomorphic Image of the Spherical Antiorthotomic

Theorem 28 For the unit speed curve, = (rl(s),r2(s),r3(s)) on the unit sphere 8 2 and a

point u E 82 which is not on, (i.e., 2-(u·t)2_2(u.,) =1= 0), k = 1,2, if f(s) = xo·(((s)-u)

has the Ak-singularity at So E I then F is the versal unfolding of f.

Without loss of generality, we suppose X3 =1= O. Let u = (UI, U2, U3) E 8 2. Then by X3 =

±Jl- (xi + X§), we have
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Let xo = (XOl,X02,X03) E 8 2 and assume X03 =1= 0, then

and

So the (2 -1) x 2 matrix Ml = (an,a12) of coefficients a as in Theorem 22 (6.10 in [3]) is

the (3 - 1) x 2 matrix M 2 of coefficients a as in Theorem 22 (6.10 in [3]) is

[ ] [

XOI X02]an a12 rl(sO) - Ul - - (r3(so) - U3) r2(so) - U2 - - (r3(so) - U3)
M2 = = X03 X03.

, ( ) XOl, ( ) , ( ) X02, ( )a21 a22 r 1 So - -r3 So r2 So - -r3 So
Xro Xro

When f has the Ak-singularity (k = 1,2) at So E I, Fxo(s) = F~o(s) = 0 and by

(
TR'+u·b R+u.n)Proposition 27 xo = ± n - b (so).

/2 - (u· t)2 - 2(u·,,) /2 - (u· t)2 - 2(u·,,)
Now we need to find the condition for M2 to be nonsingular.

detM2 = [r1(so) -Ul- XOl(r3(so) -U3)] [r~(so) - X02r~(so)]
X03 X03

- [r2(so) - U2 - X02 (r3( so) - U3)] [r~ (so) - XOI r~ (SO)]
X03 X03

-4- {[x03(rl(so) - Ul) - xOl(r3(sO) - U3)] [x03r~(so) - x02r~(80)]
x03

- [x03(r2(sO) - U2) - x02(r3(so) - U3)] [x03r~(so) - xOlr~(so)]}

= -4- [x~3(rl(so) - ul)r~(so) - X02x03(rl(so) - ul)r~(so)
x 03
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+X02X03(r3(so) - U3)r~(SO) - XOIX02(r3(SO) - U3)r~(SO)]

--i- [X63(rl(SO) - Ul)r~(SO) - X02 X03(rl(SO) - Ul)r~(SO)
X03

-XQ1X03(r3(SO) - U3)r~(SO) - X63(r2(SO) - U2)r~ (SO)

+XQ1X03(r2(so) - U2)r~(SO) + X02X03(r3(SO) - U3)r~ (SO)]

~ det(xo,,(so) - u, ,'(SO))
X03
1

= - det(xo, ,(so) - u, t(so)).
X03

detM2 = 0

XO, (,(so) - u) and t(so) are linearly dependent

(A(, - u) + p,t)(so)

= [(TR' + u· b)n - (R + u· n)b] (so) for some A,p, E lR

{A (-Rn - TR'b- [(u· t)t + (u· n)n + (u· b)b]) + p,t} (so)

= ((TR'+u.b)n-(R+u.n)b) (so)

([p, - A(U' t)] t - [AR + A(U' n) + TR' + u· b] n+

+ [-ATR' - A(U' b) + R + u· n] b) (so) = 0
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(4.12)



(f-t - A(U' t)) (so) = 0

(A(R + (u· n))+TR' + u· b) (so) = 0

(-A(TR' + (u· b)) +R+ u· n) (so) = 0

which implies A(R + u· n)2 = -A(TR' + u· b? 80, if A=1= 0, then

R2+ 2R(u· n) + (u· n)2= - [(TR')2 + 2TR'(u· b) + (u· b)2]

:::? 1 + 2R(u· n)+2TR'(u· b)+(u· n)2 + (u· b)2 = 0

:::? 2-(u.t)2_ 2(u.I')=0.

But it is not possible by the assumption in the theorem.
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(4.13)

If A = 0, then f-t = 0 by (4.13) and [(TR' + u· b)n - (R + u· n)b] (so) = 0 by (4.12).

This implies (TR' + u· b)(so) = (R + u· n)(so) = O. Then we have

u = [(u· t)t - Rn - TR'b] (so)

:::? u = I'(so) by (u· t)2 + (u. n)2 + (u· b)2 = 1 and (TR')2 + R2 = 1.

This contradicts the assumption.

80 when u is not on I' ( i.e., 2 - (u· t)2 - 2(u· 1') =1= 0 ), M2 is nonsingular. And M1

has rank 1. 80 by Theorem 22 (6.10 in [3]) F is the versal unfolding of f. •.

80 by (4.11), Theorem 22, 28, 24 and Proposition 27 we have:

Theorem 29 Let I' be a unit speed curve on 82 and u be a point on 82 which is not on I'

(i.e., 2 - (u . t)2 - 2(u· 1') =1= 0). Then the spherical antiorthotomic of I' relative to u is,

around the point corresponding to s = so,

(a) locally diffeomorphic to a line if (TR' + u· b)(so) =1= 0;

(b) locally diffeomorphic to the ordinary cusp C if (TR' + u· b) (so) = 0 but T(SO) =1= O.
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4.6 Spherical Evolute of the Spherical Orthotomic and the Caustic by Reflection

Suppose a "ray of light" emanating from u travels along the geodesic (the great circle)

on 8 2 and is reflected by the curve ""( at ""((8). ii is the spherical orthotomic as in (4.3). The

spherical normal to ii at 8 is given as follows:

{

x·x = 1,

X·ii'(8) = o.

Le.,

{ ::~. :'[R(U, b) - TR'(u· nJ] t - TR'(u· tJn + R(u. t)b} ~ O. (4.14)

On the other hand, the reflection u of u in the plane, where the spherical normal to ""(

at ""((8) lies, is given by

u 2[(",,(-u)·t]t+u

= -2(u·t)t+u.

The reflected "ray of light" (the great circle) by the curve ""( at ""((8) of the "ray of light"

emanating from u is given by

{

x. x = 1,

x· [""((8) XU(8)] = O.

Now we compute ""( x u.

(-Rn-TR'b) x [-2(u·t)t+u]

= 2R(u· t)n x t + 2(u· t)TR' b x t - {[R(u. b) - TR'(u· n)] t+

TR'(u· t)n - R(u· t)b}

(4.15)
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[TR'(u. n) - R(u· b)] t +TR'(u' t)n - R(u· t)b

= - {[R(u. b) - TR'(u. n)] t - TR'(u. t)n + R(u· t)b}.

Hence ii' II , x TI and then (4.14) and (4.15) define the same great circle. (If TR' = 0, we

may consider (R(u· b) - TR'(u· n))t - TR'(u· t)n + R(u· t)b as the direction of ii'.)

So the envelope of the family of the spherical normals to ii is same as the envelope of

the family of the reflected "ray of light" of the "ray of light" emanating from u reflected

by the curve " i.e., the spherical evolute of the spherical orthotomic ii is the same as the

caustic by reflection of , relative to u.

Let F(s,x) = x· {[R(u· b) - TR'(u· n)] t - TR'(u' t)n + R(u· t)b}. Then the spher-

ical evolute of the spherical orthotomic ii is the envelope of the family F(s, x) = 0, i.e., the

discriminant set '1) F = {x IF(s, x) = 8Ft,x) = 0 for some s E I}.

F(s,x) = aF(s,x) = 0
as

x·x= 1,

here

x· ([R(u· b) - TR'(u· n)] t - TR'(u· t)n + R(u· t)b} = 0,

x· {[2TR'h:(u, t)] t + [(u· b) - 2TR'h:(u, n)] n + (u· n)b} = 0,

{[R(u. b) - TR'(u. n)] t - TR'(u. t)n + R(u· t)b}'

{R'(u. b) + R(u· -Tn) - (TR')'(u' n) - TR' [u· (-h:t +Tb)]} t

+ [R(u. b) - TR'(u' n)] (h:n) - [(TR')'(u. t) +TR'(u. h:n)] n

-TR'(u. t)( -h:t +Tb) + [R'(u. t) + R(u· h:n)] b + R(u· t)( -Tn)

(4.16)
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= [R'(u. b) - (Rr + (TR')')(u. n) +TR' K(U' t) - R'(u' b) +TR' K(U' t)] t

+ {K [R(u. b) - TR'(u· n)] - [(TR')'(u. t) +TR'K(U' n)] - TR(u· t)} n

+ [-R'(u. t) + R'(u' t) + (U· n)] b

= [2TR'K(U' t)] t + [(u, b) - 2TR'K(U' n)] n+(u· n)b.

Suppose x = Xlt+X2n + xgb E 82 is in (4.16), then we have

XI +x~ +x~ = 1

[TR'(u· n)-R(u· b)J Xl + TR'(u· t)X2 - R(u· t)xg = 0

2TR'K(U' t)XI + [(u· b) - 2TR'K(U' n)] X2 + (U· n)xg = 0,

Le.,

XI +x~ + x~ = 1

[TR'(u· n)-R(u· b)] Xl +TR'(u· t)X2 - R(u· t)Xg = 0

2TR'(u· t)XI + [R(u· b) - 2TR'(u· n)] X2 + R(u· n)xg = O.

Solving the second and third equations of (4.17), we have

(4.17)

(4.18)

xg(u· t) [R(u· b) - TR'(u· n)]Xl = --------'--.:......:..--'------''-----",----'--~----

3TR'(u· n)(u· b) + 3K(TR')2(u. b)2 - (u· b)2K - 2K(TR')2

Xg [R(u. b)(u· n) - TR'(u· n)2 - 2TR'(u. t)2]
X2 = ---"------------",-------,,--'''--

3TR'(u· n)(u· b) + 3K(TR')Z(u' b)2 - (u· b)2K - 2K(TR')2'

Plugging (4.18) into the first equation of (4.17) and using Maple, we have the three com-

ponents of the spherical evolute of the spherical orthotomic U :

Xl = ± (u· t)(R(u· b) - TR'(u' n))
A

R(u· b)(u· n) - TR'(u· n)2 - 2TR'(u. t)2
X2 = ± ---"--~---'------'A,-----'---------'--...:..-

_ ±3TR!(u. n)(u· b) + 3K(TR')2(u. b)2 - (u. b)2K - 2K(TR')2
~- A '

where
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+3(TR')2(U' b)2 - 6TR'K(U' n)(u· b) + 4K2(U' b)4 - 4(u. b)4

-8(u. b)2K2+ 9(u· b)2 + 4K2 - 4 + 12(TR')2(u· n)2(u. b)2

+4RTR'(u· n)3(u. b) - 3(TR')2(u. n)2]L

Now we can compute the torsion of the spherical evolute of the spherical orthotomic

by T = i;:'~~~;;' and then use Theorem 18 and the remark after it to determine when the

caustic by reflection locally is diffeomorphic to a line or an ordinary cusp. It does not make

too much sense to compute the extremely complex expression for the torsion T. SO we omit

the computation of the torsion.



CHAPTER 5

Spherical Conic and its Spherical Orthotomic

5.1 Definition of the Spherical Ellipse and Hyperbola

Definition 30 A spherical ellipse (hyperbola) is the locus of the points the sum (the ab­

solute value of difference) of whose geodesic distances to two fixed points is constant. These

two fixed points are called the foci of the spherical conic.

For the spherical conic (ellipse or hyperbola) on the sphere, the geodesic distance is

given by (1.1).

Now we consider the spherical ellipse (hyperbola) on the sphere with foci U1 and U2 E

8 2• Suppose the sum (the absolute value of difference) of the geodesic distances from any

point on the spherical conic to the foci is C1 . So the equation of the spherical ellipse is

and the equation of the spherical hyperbola is

where x E 8 2. These imply

Iarccos (1 - !Ix - ull2) ± arccos (1 - !Ix - u212) I = C1

::::} larccos(x . U1) ± arccos(x . U2)! = C1

by x . x = U1 . U1 = U2 . U2 = 1.

(5.1)
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For the spherical hyperbola we have two equations:

arccos(x· U1) + arccos(x· -U2) = C1 + 7f,

arccos(x· -U1) + arccos(x . U2) = C1 + 7f.

(5.2)

(5.3)

So (5.2) is the spherical ellipse with the foci U1 and -U2 and the sum of the distances

C1 + 7f, and (5.3) is the spherical ellipse with the foci -U1 and U2 and the sum of the

distances C1 + 7f. In (5.2), if we replace x by -x we get (5.3). This implies (5.2) is the

antipodal image of (5.3). Thus the spherical hyperbola (5.1) consists of a pair of spherical

ellipses (5.2) and (5.3), each of which is just the antipodal image of the other. Furthermore

larccos(x· U1) ± arccos(x· U2)! = C1

cos (arccos(x· U1) ± arccos(x· U2)) = cosC1 (5.4)

For d(x, U1) + d(x, U2), if x is not on the great circle going through uland u2, we can

always find some point x' on the great circle going through uland U2 such that d(x', U1) +

d(x', U2) > d(x, U1) + d(x, U2). SO d(x, U1) + d(x, U2) achieves its maximum on the great

circle going through uland U2. And then d(x, U1) +d(x, U2) ~ 27f -d(ul, U2). We also know

d(x, U1) + d(x, U2) 2:: d(U1' U2). Thus
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Id(x, Ul) - d(x, U2)1 ::; d(Ul' U2)

=? cos(d(x, Ul) - d(x, U2)) 2:: Ul . U2·

In the equation (X'Ul)(X'U2) - J1- (x· ul)2J1- (x· U2)2 = cosCl for the spherical

ellipse, if we replace (Ul, U2) by (-Ul' -U2) , we get the same equation. This happens

because we take the cosine in (5.4). Let C = cosCl , then (x· Ul)(X' U2) - J1 - (x· Ul)2 .

.Jl- (x· U2)2 = C consists of a pair of spherical ellipses, each of which is just the antipodal

image of the other. If we identify a spherical ellipse with its antipodal image we can define

a spherical ellipse by the following equation:

(5.5)

where -1 ::; C ::; Ul . U2' Actually (5.5) represents the spherical ellipse with the foci Ul and

U2 and the sum of the distances Cl and the spherical ellipse with the foci -Ul and -U2 and

the sum of the distances Cl , where C = cos Cl . If Ul = -U2 and C = -1 then any x E 8 2

satisfies (5.5). So this case should be excluded from the definition of the spherical ellipse.

And we define a spherical hyperbola by the following equation:

(5.6)

where Ul . U2 ::; C ::; 1. If Ul = U2 and C = 1 then any x E 8 2 satisfies (5.6). So this case

should be excluded from the definition of the spherical hyperbola. Both (5.5) and (5.6)

represent a pair of spherical ellipses, each of which is just the antipodal image of the other.

The difference between (5.5) and (5.6) is: for (5.5) the foci Ul and U2 lie inside of the same

spherical ellipse but for (5.6) the foci Ul and U2 lie inside of the different spherical ellipses.
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For both the spherical ellipse and the spherical hyperbola we have ((X'Ul)(X'U2)-C)2 =

(1- (x· Ul)2)(1- (x· U2)2). We call them the spherical conic. So the spherical conic on the

sphere satisfies the equation:

(5.7)

Figure 3: Spherical ellipse (1)

Figure 5: Spherical ellipse (3)

Figure 4: Spherical ellipse (2)

Figure 6: Spherical ellipse (4)



Figure 7: Spherical hyperbola (1)

Figure 9: Spherical hyperbola (3)

Figure 8: Spherical hyperbola (2)

Figure 10: Spherical hyperbola (4)
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Figure 3, 4, 5 and 6 show some examples of the spherical ellipses and Figure 7, 8, 9

and 10 show several examples of the spherical hyperbolas.

5.2 Contact between the Spherical Curve and the Spherical Conic

Now we measure the contact between the unit speed curve ')'(s) and the spherical conic

(5.7).

Let
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then, has 2-point contact with the spherical conic (5.7) at s iff

f(s) = I'(s) = o.

The geodesic circle centered at U2 is given by

(5.8)

where 02 is the cosine of the geodesic distance between the center U2 and any point on

the circle, Le., the cosine of the geodesic radius of the circle. Let g(s) = iii(s) . U2 - 02,

where Ul is the spherical orthotomic of, relative to Ul (c.f. (4.3)), then the circle (5.8)

has 2-point contact with the Ul at s iff

g(s) = g'(s) = O.

We have the following proposition:

Proposition 31 Let, be a unit speed curve on 8 2, and Ul E 8 2 is not on , or its

antipodal image (Ul~ ±,). Let iii be the spherical orthotomic of, relative to Ul. Suppose

iii is smooth at s, i.e., TR'(s) =I 0 by Proposition 19. Then the circle (5.8) going through

iii(s) and centered at U2 E 82 has 2-point contact with the iii at s iff its geodesic radius is

d(U2,'(S)) + d(T(s), iii(s)) if Ul is inside the circle(or Id(U2,'(S)) - d(T(s), iii(s)) I if Ul

is outside the circle), where d(U2,'(S)) is geodesic distance between U2 and ,(s), i.e., the

arclength of the shorter portion of the great circle connecting U2 and ,(s).

Proof. In order to prove the geodesic radius is d(U2,,(S)) + d(T(s), iii(s))

(ld(U2,'(S)) - d(T(s), Ul(S))I), it is equivalent to prove that the great circle going

through U2 and ,(s) coincides with the great circle going through ,(s) and iii , which

is equivalent to prove (T x U2) x (iii x ,)(s) = o.
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Here

Ul X'"'( = (Ul - {2TR' [TR'(UI . n) - R(UI . b)] n - 2R [TR'(UI . n) - R(UI . b)] b})

x (- Rn - T R'b)

= R2 [-2R(UI . b) + 2TR'(UI . n)] t + (TR')2 [-2R(UI . b) + 2TR'(UI . n)] t

- [TR'(UI . n)-R(ul . b)] t + TR'(UI . t)n - R(UI . t)b

= [-2R3(UI' b) +2R2TR'(UI . n) - 2R(TR')2(UI . b) + 2(TR')3(UI . n)

-TR'(UI . n)+R(ul . b)] t + TR'(UI . t)n - R(UI . t)b

= [TR'(UI' n) - R(UI . b)] t + TR'(UI . t)n - R(UI . t)b.

So

b x U2) x (iii x '"'()

= {[TR'(U2' n) - R(U2 . b)] t - TR'(U2 . t)n + R(U2 . t)b} x

{[TR'(UI . n) - R(UI . b)] t + TR'(UI . t)n - R(UI . t)b}

= TR'(UI' t) [TR'(U2 . n) - R(U2 . b)] b + R(UI . t) [TR'(U2 . n) - R(U2 . b)] n

+TR'(U2 . t) [TR'(UI . n) - R(UI . b)] b + RTR'(UI . t)(U2 . t)t

+R(U2 . t) [TR'(UI . n) - R(UI . b)] n - RTR'(UI . t)(U2 . t)t

= TR' {(Ul . t) [TR'(U2' n) - R(U2' b)] + (U2' t) [TR'(UI . n) - R(UI . b)]} b

+R {(Ul . t) [TR'(U2' n) - R(U2' b)] + (U2' t) [TR'(UI . n) - R(UI . b)]} n

Thus

b x U2) x (iii x '"'()(s) = 0

{:} {(Ul' t) [TR'(U2 . n) - R(U2 . b)] + (U2 . t) [TR'(UI . n) - R(UI . b)]} (s) = O.
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On the other hand

g' (s ) = iii' (s) . U2

(-2) {TR' "" [R(u. b) - TR'(u. n)] t - (TR')2,,"(u. t)n +TR'(u. t)b} . U2

= 2TR'"" {(UI . t) [TR'(U2 . n) - R(U2 . b)] + (U2 . t) [(TR'(UI . n) - R(UI . b)]}.

Since TR'(s) i= 0,

g'(s) = 0 {:} (--y x U2) x (iii x ,)(s) = o.

•
Here is a proposition about a relationship between the contact of the spherical ortho­

tomic of, relative to UI with the circle (5.8) and the contact of the spherical conic (5.7)

with, :

Proposition 32 Let, be a unit speed curve on 8 2, and UI E 82 is not on , or its

antipodal image (UI tt. ±,). Let iii be the spherical orthotomic of, relative to UI. Suppose

UI is smooth at s, i.e., TR'(s) i= 0 by Proposition 19 and the circle (5.8) going through iii(s)

and centered at U2 E 82 has 2-point contact with the iii at s, if and only if the spherical

conic (5.7) going through ,(s) also has 2-point contact with, at s.

Proof. Proof of sufficiency: By Proposition 31, g(s) = g'(s) = 0 => d(U2, UI(S)) =

d(U2, ,(s)) +d(,(s), iii(s)) if UI is inside the circle and then the spherical conic is a spherical

ellipse (or Id(U2,"Y(S)) - d(--y(s) , iii(s)) I if UI is outside the circle and then the spherical

conic is a spherical hyperbola). By the construction of the spherical orthotomic we know

d(--y(s), UI) = d(--y(s), iii(s)). So d(U2, iii(s)) = d(U2,"Y(S)) + d(--y(s) , iii(s)) = d(U2,"Y(S)) +

d(--y(s) , UI) if the spherical conic is a spherical ellipse(or Id(U2,"Y(S)) - d(--y(s) , iii(s)) I if the
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spherical conic is a spherical hyperbola), i.e., the geodesic radius of the circle (5.8) going

through iil(s) and centered at U2 is equal to the sum (or the absolute value of difference)

of the geodesic distances from any point on the spherical conic (5.7) going through 1'(s) to

the foci Ul and U2 E 8 2. Hence 02 as in (5.8) is equal to 0 as in (5.7). So by TR' =/:. 0 we

have

g(s) = g'(s) = 0

=? (Ul' t)(U2 . t)+(Ul . n)(u2 . n)+(ul . b)(U2 . b)

-2 [TR'(Ul . n) - R(Ul' b)] [TR'(U2' n) - R(U2' b)] - 0 = 0

and (Ul' t) [TR'(U2' n) - R(U2' b)] + (U2' t) [TR'(Ul . n) - R(Ul' b)] = O.

On the other hand

f(s) = (f'(s)· Ul)2 + (f'(s) . U2)2 - 20(f'(s) . Ul)(f'(S) . U2) + 02 - 1

= (f'(s)· Ul)2 + (f'(s) . U2)2 - (f'(s) . Ul)2(f'(s) . U2)2 - 1 +

[0 - (f'(s) . Ul)(f'(S) . u2)f

= [-R(Ul' n) - TR!(Ul' b)]2 + [-R(U2' n) - TR'(U2' b)]2

- [-R(Ul . n) - TR'(Ul . b)]2 [-R(U2 . n) - TR'(U2 . b)]2

-1 + {O - [-R(Ul . n) - TR'(Ul . b)] [-R(U2' n) - TR'(U2 . b)]} 2

= [R(Ul' n) +TR'(Ul' b)]2 + [R(U2' n) +TR'(U2' b)]2

- [R(Ul' n) + TR'(Ul . b)]2 [R(U2' n) + TR'(U2' b)]2

-1 + {(Ul . t)(U2 . t)+(Ul . n)(u2 . n)+(ul . b)(U2 . b)

-2 [TR'(Ul . n) - R(Ul . b)] [TR'(U2' n) - R(U2' b)]

- [R(Ul . n) +TR'(Ul . b)] [R(U2 . n) +TR'(U2 . b)]} 2
,
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and

f'(s) = 2b(s)· Ul)(Ul . t) + 2b(s) . U2)(U2 . t) - (5.9)

2Cb(s) . U2)(UI . t) - 2Cb(s) . Ul)(U2 . t)

= 2{b(s) . Ul)(Ul . t) + b(s) . U2)(U2 . t)-

C [b(s) . U2)(UI . t) + b(s) . Ul)(U2 . t)]}

= (-2) ([R(UI . n) + TR'(UI . b)] (Ul . t) + [R(U2 . n) + TR'(U2 . b)] (U2 . t)

- {(Ul . t)(U2 . t)+(Ul . n)(u2 . n)+(ul . b)(U2 . b)

-2 [TR'(UI . n) - R(UI . b)] [TR'(U2' n) - R(U2' b)]} x

x {[R(U2 . n) + TR'(U2 . b)] (Ul . t)+ [R(UI . n) + TR'(UI . b)] (U2 . t)}) .

By

Ul . Ul = 1,

U2' U2 = 1,

(Ul . t) [TR'(U2 . n) - R(U2 . b)J + (U2 . t) [TR'(UI . n) - R(UI . b)J = a

and some computation using Maple we can prove that f(s) = f'(s) = O.

(Maple codes for proving f (s) = a:

simplify([R(Ul . n) + TR'(UI . b)J2 + [R(U2 . n) + TR'(U2 . b)J2­

[R(UI . n) + TR'(UI . b)J2 [R(U2 . n) + TR'(U2 . b)J2 - 1+

{(Ul . t)(U2 . t)+(Ul . n)(u2 . n)+(ul . b)(U2 . b)-

2 [TR'(UI . n) - R(UI . b)J [TR'(U2 . n) - R(U2 . b)J

- [R(UI . n) + TR'(UI . b)J [R(U2 . n) + TR'(U2 . b)]}2 ,

{R2+ (TR')2 = 1, (Ul . t)2 + (Ul . b)2 + (Ul . n)2 = 1, (U2 . t)2 + (U2 . b)2 + (U2 . n)2 = 1,
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(Ul . t) [TR'(U2 . n) - R(U2 . b)] + (U2 . t) [TR'(UI . n) - R(UI . b)] = a});

Maple codes for proving l'(s) = a:

simplify(( -2) ([R(UI . n) + TR'(UI . b)] (Ul . t) + [R(U2 . n) + TR'(U2 . b)] (U2 . t)

- {(Ul . t)(U2 . t)+(Ul . n)(U2 . n)+(Ul . b)(U2 . b)

-2 [TR'(UI . n) - R(UI . b)] [TR'(U2' n) - R(U2' b)]} x

X{[R(U2 . n) + TR'(U2 . b)] (Ul . t)+ [R(UI . n) + TR'(UI . b)] (U2 . t)}) ,

{R2+ (TR')2 = 1, (Ul . t)2 + (Ul . b)2 + (Ul . n)2 = 1, (U2' t)2 + (U2' b)2 + (U2' n)2 = 1,

(Ul . t) [TR'(U2 . n) - R(U2 . b)] + (U2 . t) [TR'(UI . n) - R(UI . b)] = a});

Proof of necessity: f(s) = f'(s) = a implies the spherical conic (5.7) is tangent to ,

at s. Then by the following Theorem 33 and Theorem 34 the great circle going through U2

and ,(s) coincides with the great circle going through ,(s) and iii(s). By Proposition 31

we know g(s) = g'(s) = O.•

Remark 10 It's easy to see that in Proposition 32 the spherical orthotomic relative to Ul

of the spherical conic with foci Ul,U2, going through ,(s) and having 2-point contact at s

with " is the circle going through Ul(S) and centered at U2 E 82 having 2-point contact

with the iii at s.

5.3 Theorem on the Incident Angle and the Reflection Angle for Spherical Conic

Here we have the theorem about the incident angle and the reflection angle:

Theorem 33 Let x : I -t 8 2 be a spherical ellipse defined by
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with the foci Ul and U2 E 8 2, -1 ::; C ::; Ul . U2. Let Xo E 8 2 be any point on the ellipse

(5.7), Xo =f ±Ul, ±U2 and Xo be the tangent to x at xo. Consider the great circle going

through Ul and Xo as the incident ray and the great circle going through Xo and U2 as the

reflection ray. Then the incident angle, made by the tangent Xo and the great circle going

through Ul and xo, is equal to the reflection angle, made by the tangent Xo and the great

circle going through Xo and U2.

Proof. The tangent to the incident ray UIXO is:

The normalized tangent to the incident ray UIXO is:

The tangent to the incident ray XOU2 is:

The normalized tangent to the incident ray XOU2 is:

where 1- (xo . U2)2 > 0 since Xo =f ±U2. (see Figure 11). Then

the incident angle is equal to the reflection angle



Plugging Xo into (5.7) we have
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(5.10)

Differentiating (5.7) and evaluating at Xo, we get

Now we'll prove (5.10) in the following cases.

Then we have

c = (xo . Ul)(X~ . Ul) + (xo . uz)(x~ . uz)
(x~ . Ul)(XO . uz) + (xo . Ul)(X~ . uz)'

(5.13)
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-------------- --~_._---~ .. --_ .... --

Figure 11: The incident angle is equal to the reflection angle.

Plugging (5.13) into (5.11) yields

[(xo' uI)2 - (xo . U2)2] {(x~ . Ul)2 [1 - (xo . U2)2] - (x~ . U2)2 [1 - (xo . Ul)2]}
(x~ . Ul)(XO . U2) + (xo . Ul)(X~ . U2) = O.

(5.14)

Then we have the following subcases:

Subcase 1.1: Xo . Ul - Xo . U2 = O.

Then the assumption (x~ . Ul)(XO . U2) + (xo . Ul)(X~ . U2) =1= 0 ::::} Xo . Ul =1= 0,

Xo . U2 =1= O. By (5.13) we have

c _ (xo' Ul)(X~ . Ul) + (XO . U2)(X~ . U2) _ (XO . Ul)((X~ . Ul) + (X~ . U2)) _
- (x~· Ul)(XO . U2) + (XO . Ul)(X~ . U2) - (XO . Ul)((X~ . Ul) + (X~ . U2)) - 1.
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From Xo . u1 - Xo . u2 = 0, we also know d(xo, U1) = d(xo, U2). Then

c= 1

=* d(xo, uI) + d(xo, U2) = 27l" or 0

=* U1 = U2 = -xo or U1 = U2 = Xo,

which contradicts that Xo =1= ±U1. SO this subcase can be excluded. Furthermore,

0=1

=* X'U1 =x· U2

and then

by 0=1
=* d(x, U1) + d(x, U2) = 27l" or 0

=* d(x, U1) = d(x, U2) = 7l" or 0 for all x on (5.7)

and the spherical ellipse (5.7) degenerates into a single point.

Subcase 1.2: XO' U1 + Xo . U2 = O.

Again from the assumption (xo . uI)(xo . U2) + (xo . U1)(XO . U2) =1= 0, we have

{

XO' U1 =1=. 0,

Xo . U2 =1= O.

By (5.13) we have

c = (xo . U1)(XO . U1) + (xo 'U2)(Xo . U2) = (xo' U1)((XO . U1) - (xo . U2)) =-1
(xo . U1)(XO . U2) + (xo . U1)(Xo . U2) (xo . U1)( -(xo . U1) + (xo . U2)) .
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Then by (5.7) we have

=? xo· Ul + Xo . U2 = o.

From XO· Ul +XO· U2 = 0 we also have VI - (XO . Ul)2 = VI - (XO . U2)2. SO (5.10) follows.

Furthermore,

x . Ul + X. U2 = 0 =? X· (Ul + U2) = 0

=? x is the great circle perpendicular to Ul + U2.

we have

If (XO . til) = 0 then VI - (XO . Ul)2(XO . U2) = O. In this case,

VI - (xo . U2)2(xO . Ul) = -VI - (xo . Ul)2(xO . U2) holds. So we assume Xo . Ul =1= o.

Suppose that

From (xo . Ul)(XO· U2) - Vl- (xo . Ul)2Vl - (xo . U2)2 = C and (5.13) we know

[(xo . Ul)(XO . U2) - VI - (xo . Ul)2Vl - (xo . U2)2] [(xo . Ul)(XO . U2)+

+(xo . Ul)(Xo . U2)] - [(xo . Ul)(Xo . Ul) + (xo . U2)(XO . U2)] = 0

By (5.15), (5.16) is equal to

(5.15)

(5.16)

[
(Xo . U2) V V ] [ ,(xo . ud(xo . U2) - (' )1 - (xo . Ul)21 - (xo . Ul)2 (xo· Ul)(XO . U2)+
xo· Ul

+(xo· Ul)(XO· U2)] - [(xo· Ul)(XO· ud + (xo· U2)(XO· U2)]

2(xo . U2) [(xo . Ul)2 - 1] [(xo . Ul)(XO . U2) + (xo . Ul)(XO . U2)]
(xo.Ul)
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by (x~ . Ul)2 [1 - (xQ . U2)2] - (x~ . U2)2 [1 - (xQ . Ul)2] = 0 using Maple.

(Maple code: simplify( [(XQ . Ul)(XQ . U2) - ~X? . U2~ (1 - (xQ . Ul)2)] X
x Q • Ul

X [(x~ . Ul)(XQ . U2) + (xQ· Ul)(X~ . U2)] - [(xQ . Ul)(X~ . Ul) + (xQ . U2)(X~ . U2)] ,

So

By the assumption (X~.Ul)(XQ·U2)+(XQ·Ul)(X~·U2)=f. 0, we have (X~.U2) [(xQ . Ul)2 - 1] =

0, which implies (x~ . Ul)2 [1- (xQ . U2)2] = 0 by

(X~ . Ul)2 [1 - (xQ . U2)2] - (x~ . U2)2 [1 - (xQ . Ul)2] = 0

=? V1 - (xQ . U2)2(x~ . Ul) = -V1 - (xQ . Ul)2(x~ . U2).

(X~·U2) [(xQ . Ul)2 - 1] = 0 since (X~·Ul)2 [1 - (xQ . U2)2] = 0 by (X~·Ul)2 [1 - (xQ . U2)2]­

(x~ . U2)2 [1 - (xQ . Ul)2] = O. So we have

v1 - (xQ . U2)2(x~ . Ul) = -V1 - (xQ . Ul)2(x~ . U2) in this subcase no matter if

In this case by (5.12) we have (xQ . Ul)(X~ . Ul) + (xQ . U2)(X~ . U2) = o.
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Subcase 2.1: Xo . Ul =1= O.

{

(x~· ud(xo . U2) + (xo . Ul)(X~ . U2) = 0

(xo . Ul)(X~ . Ul) + (xo . U2)(X~ . U2) = 0

(x~ . U2)(XO . Ul - XO' U2)(XO . Ul + Xo . U2) = 0
(xo . Ul) .

Subcase 2.1.1: If x~ . U2 = 0 then

=* (x~ . Ul) = 0 because (xo . Ul) =1= o.

Subcase 2.1.2: If Xo . Ul - Xo . U2 = 0 then

Subcase 2.1.3: If Xo . Ul + Xo . U2 = 0 then

cos (d(xo, Ul)) + cos (d(xo, U2)) = 0

2 (
d(xo, Ul) - d(xo, U2)) (d(Xo, Ul) +d(xo, U2)) _ 0

=* cos 2 cos 2 -

I
d(xo, Ul) - d(XO, U2) I= ~ or d(xo, Ul) +d(xo, U2) = ~

2 2 2 2

. 0 Id(xo, Ul) - d(xo, U2) I d 0 d(xo, Ul) + d(xo, U2)
SInce < < 'Jr an < < 'Jr.- 2 - - 2 -

If Id(xO,Ul);d(xo,U2) I = ~, then d(xo, ud = 'Jr and d(xo, U2) = 0 or d(xo, Ul) = 0 and

d(xo, U2) = 'Jr.

So Xo = U2 or Xo = Ul. Contradiction.
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'* C = cos(d(xo, Ul) + d(xo, U2)) = -1

(~l) (x. Ul)2 + (x . U2)2 + 2(x . Ul)(X . U2) = 0

'* x . Ul + X. U2 = 0

'* Xo . Ul + Xo . U2 = 0

We also have Xo . Ul - Xo . U2 = 0 from (xo . Ul)(XO . Ul) + (xo . U2)(Xo . U2) = o. So in

this subcase we actually have (xo . Ul) = (xo . U2) = O. Furthermore,

x . Ul + X. U2 = 0

'* x is the great circle perpendicular to Ul + U2.

Subcase 2.2: Xo . Ul = O.

{

(xo' Ul)(XO . U2) + (xo . Ul)(XO . U2) = 0

(xo . Ul)(XO . Ul) + (xo . U2)(Xo . U2) = 0

Subcase 2.2.1: If Xo . U2 i= 0 then

I - I - 0Xo . Ul - Xo . U2 -
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8ubcase 2.2.2: Xo . U2 = O. Then

Xo . UI = Xo . U2 = 0

7r
=? d(xo, UI) = d(xo, U2) = "2

=? C = cos(d(xo, UI) + d(xo, U2)) = -1,

and then 8ubcase 2.1.3 works.•

Remark 11 In (5.10), if we replace UI, U2 by -UI, -u2 (5.10) still holds. This means we

have proven the following:

Given any point Xo on either of the spherical ellipse represented by (5.5), then the incident

angle, made by the tangent x~ and the great circle going through UI (-UI) and Xo, is equal

to the reflection angle, made by the tangent x~ and the great circle going through Xo and U2

Remark 12 When x~ . UI = x~ . U2 = 0, the incident angle and the reflection angle are

both 7r/2, i. e., the incident ray and the reflection ray are the great circle going through UI

and U2 which is perpendicular to x~.

As a result of Theorem 33 we have a similar theorem for the spherical hyperbola:

Theorem 34 Let x : I ~ 8 2 be a spherical hyperbola defined by

with the foci UI and U2 E 8 2 , UI . U2 ::; C ::; 1. Let Xo E 8 2 be any point on the hyperbola

(5.7), Xo =1= ±UI, ±U2 and x~ be the tangent to x at XQ. Consider the great circle going

through UI and XQ as the incident ray and the great circle going through XQ and U2 as the

reflection ray. Then the incident angle, made by the great circle going through UI and XQ
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and the tangent xo, is equal to the reflection angle, made by the great circle going through

XQ and U2 and the tangent xo'

Proof. By (5.2) and (5.3) the spherical hyperbola (5.6) consists of a pair of spherical ellipses

with foci (Ul, -U2) and (-Ul' U2). Then it follows from Theorem 33 that the incident angle,

made by the great circle going through Ul and XQ and the tangent Xo is equal to the angle,

made by the great circle going through XQ and -U2 and the tangent xo' The great circle

going through XQ and -U2 is the same as the great circle going through XQ and U2. SO the

incident angle, made by the great circle going through Ul and XQ and the tangent Xo is

equal to the reflection angle, made by the great circle going through XQ and U2 and the

tangent xo.•

Remark 13 In [12] Namikawa states Theorem 33 and 34 without giving the proofs.

5.4 When is a Spherical Conic a Circle?

Generally the spherical conic (5.7) is not a plane curve. If it is a plane curve, it is a

circle. When is the spherical conic (5.7) a circle? Here is a theorem on when the spherical

conic (5.7) is a circle:

Theorem 35 Let x :1 --t 8 2 be a unit speed spherical conic defined by (5.7) with the foci

Ul and U2 E 82 , and t, 0, b be the Frenet-Serret trihedron. Then (5.7) is a circle if and only

iful = ±U2 or C = ±l.

Proof. "~" If Ul = ±U2 it is obvious that x is a circle. If C = 1 and Ul oF U2 then

(x· Ul)2 + (x . U2)2 - 2(x· Ul)(X' U2) = 0 by (5.7). This implies

(X, Ul) - (x· U2) = 0 =* x· (Ul - U2) = 0 =* x is the great circle perpendicular to Ul - U2.
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Similarly, if C = -1 and Ul i= -U2 we can prove that x is the great circle perpendicular to

" ::::} " : x is a circle. So the curvature K, is constant.

Differentiating (5.7) we get

2(x· Ul)(Ul . t) + 2(x· U2)(U2 . t) - 2C ((Ul . t)(x· U2) + (x· Ul)(U2 . t)) = O. (5.17)

As in Theorem 33, we consider the following cases:

Case 1: ((Ul' t)(x· U2) + (x· Ul)(U2' t))(s) i= 0 for all s E I. By (5.14) in Theorem 33

we have

for all s E I. We consider the following subcases:

I. The proof for this subcase will be given at the end of this theorem.

Subcase 1.2: (X'UI-X'U2)(SO) = 0 for some So E I. This implies C = las in Subcase

1.1 of Theorem 33.

Subcase 1.3: (x· Ul + X . U2)(SO) = 0 for some So E I. This implies C = -1 as in

Subcase 1.2 of Theorem 33.

Case 2: ((Ul' t)(x· U2) + (x' Ul)(U2 . t))(so) = 0 for some So E I. Thus

{

((Ul' t)(x· U2) + (x· uI)(U2 . t))(so) = 0,

((x· Ul)(Ul . t) + (x· U2)(U2 . t))(so) = O.

Subcase 2.1: (x· Ul)(SO) i= O. Then

(5.18)

(5.19)
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by (5.18). From (5.19) we have the following subcases:

Subcase 2.1.1: (Ul·t)(SO) = O. This implies (U2·t)(SO) = aby (5.18) and (X'Ul)(SO) =1=

O. Then

Subcase 2.1.2: (x· Ul - x· U2)(SO) = O. This implies (Ul . t)(so) = -(U2 . t)(so) by

(5.18) and (x· Ul)(SO) =1= O. Then

Subcase 2.1.3: (x· Ul + x· U2)(SO) = O. This implies (Ul . t)(so) = (U2 . t)(so) by

(5.18) and (x· Ul)(SO) =1= O. Then

Subcase 2.2: (x· Ul)(SO) = O. This implies ((Ul . t)(x· U2))(SO) = a and ((x· U2)(U2 .

t))(so) = O. Then we have the following subcases:

Subcase 2.2.1: (x· U2)(SO) =1= O. This implies (Ul . t)(so) = (U2 . t)(so) = O. Then

Subcase 2.2.2: (x· U2)(SO) = O. Then by (5.7) and (x· Ul)(SO) = awe get C = ±1.

Summarizing Case 2, whenever ((Ul . t)(x· U2) + (x· Ul)(U2' t))(so) = awe always have

Now we just need to prove the theorem for Subcase 1.1:

We can reparametrize x such that x(s) is periodic function with the period 27f. We

know that for the circle x we have

7f 7f
t(s + "2) = n(s), n(s + "2) = -t(s),
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t(s + 1f) = -t(s), n(s + 1f) = -n(s),

Since x is a circle on 8 2, we can write x = -Rn - hb by (2.4), where R is the radius

of x and h = -x· b. R, hand b are all constant. Then

(Ul . t)2 (1 - [R2(U2 . n)2 + 2Rh(U2 . n)(u2 . b) + h2(U2 . b)2]) (5.20)

= (U2' t)2 (1 - [R2(UI . n)2 + 2Rh(Ul . n)(ul . b) + h2(Ul . b)2]) ,

here we omit the dependence on s.

Replacing s by s + 1f/2 in (5.20) we have

(Ul . n)2 (1- [R2(U2 . t)2 - 2Rh(U2 . t)(U2 . b) + h2(U2 . b)2]) (5.21)

= (U2' n? (1 - [R2(UI . t)2 - 2Rh(Ul . t)(Ul . b) + h2(Ul . b)2]) .

Replacing s by s + 1f in (5.20) we have

(Ul . t)2 (1 - [R2(U2 . n)2 - 2Rh(U2 . n)(u2 . b) + h2(U2 . b)2]) (5.22)

= (U2' t)2 (1 - [R2(UI . n)2 - 2Rh(Ul . n)(ul . b) + h2(Ul . b)2]) .

Replacing s by s + 31f/2 in (5.20) we have

(Ul . n)2 (1- [R2(U2 . t)2 + 2Rh(U2 . t)(U2 . b) + h2(U2 . b)2]) (5.23)

= (U2' n)2 (1 - [R2(UI . t)2 + 2Rh(Ul . t)(Ul . b) + h2(Ul . b)2]) .
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(5.20) - (5.22) =?

(5.24)

(5.21) - (5.23) =?

(5.25)

(5.20) + (5.22) =?

(Ul . t)2 (1 - [R2(U2 . n)2 + h2(U2 . b)2]) = (U2 . t)2 (1 - [R2(UI . n)2 + h2(Ul . b)2]) .

(5.26)

(5.21) + (5.23) =?

(Ul . n)2 (1- [R2(U2 . t)2 + h2(U2 . b)2]) = (U2 . n)2 (1- [R2(UI . t)2 + h2(Ul . b)2]) .

(5.27)

(5.26) + (5.27) =?

(Ul . t)2 + (Ul . n)2 - h2 [(Ul . t)2 + (Ul . n)2] (U2 . b)2

= (U2· t)2 + (U2 . n)2 - h2 [(U2 . t? + (U2 . n)2] (Ul . b)2

1 - (Ul . b)2 - h2 [1- (Ul . b)2] (U2 . b)2 = 1- (U2 . b)2 - h2 [1 - (U2 . b)2] (Ul . b)2

=? -(Ul· b)2 - h2(U2 . b)2 = -(U2 . b? - h2(Ul . b)2

=? (1 - h2) [(Ul . b)2 - (U2 . b)2] = o.

Then we have the following subcases:
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Subcase 1.1.1: h2 = 1 * R 2 = 0 * x = ±b. This can happen only if UI = U2 and

d(x, UI) = 0 or Jr. If UI =1= U2, x must be a proper circle or a portion of the great circle

connecting UI and U2 if C = UI . U2.

Subcase 1.1.2: (UI' b)2 - (U2 . b)2 = 0 and 1 - h 2 =1= O.

Subcase 1.1.2.1: (UI' b) = (U2' b) = O. Then UI and U2 are on the great circle which

is perpendicular to b and parallel to the circle x. x is a proper circle since 1 - h2 =1= O. We

can find only two points Xl and X2 on x such that d(Xi' UI) = d(Xi, U2), i = 1,2. No other

points on x have such property. So x can't be a spherical hyperbola. On x we can find

ellipse either and this case is excluded.

Subcase 1.1.2.2: (UI . b) = (U2 . b) but (UI . b) =1= o.

(5.24) *

(5.25) *

for all s E I.

(5.28)

(5.29)

Subcase 1.1.2.2.1: ((UI' t)(U2 . t)(UI . n)(u2 . n))(s) =1= 0 for all s E I. This implies

(U2 . t)2(UI . n) _ (UI . t)2(U2 . n)
(UI . n)2(u2 . t) - (U2 . n)2(ul . t)

where a is a constant.

* (UI' t)(UI . n) - (U2 . t)(U2 . n) = 0

* ~!£ [(UI . t)2 - (U2 . t)2] = 0
21\, ds

* (UI' t)2 - (U2 . t)2 = a,
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Replacing s by s + 1f/2 we have

(Ul . n)2 - (U2 . n)2 = a :::} (Ul' t)2 + (Ul . n)2 - [(U2 . t)2 + (U2 . n)2] = 2a

:::} 1 - (Ul . b)2 - [1 - (U2 . b)2] = 2a

:::} a=O

:::} (Ul' t)2 = (U2' t)2 and (Ul . n)2 = (U2' n)2.

By (5.28) and (5.29) we know (Ul . t) = (U2 . t), (Ul . n) = (U2 . n). Thus Ul = U2.

Now we consider the cases where ((Ul . t)(U2' t)(Ul .n)(u2' n))(so) = 0 for some So E I.

Subcase 1.1.2.2.2: (Ul . t)(so) = 0 for some So E I. (5.28) or (5.29) :::}

[(U2 . t)(Ul . n)] (so) = O. Then we have the following subcases:

Subcase 1.1.2.2.2.1: (Ul' n)(so) = O. Then

Ul = ±b.

And

(5.26) :::} [(U2' t)2(1 - h2)] (so) = 0;

(5.27) :::} [(U2' n)2(1- h2)] (so) = O.

Therefore

1 - h2
=1= 0 :::} (U2' t)(so) = (U2 . n)(so) = O.

SO U2 = ±b. By the assumption (Ul . b) = (U2 . b) we know Ul = U2 = ±b.

Subcase 1.1.2.2.2.2: (U2' t)(so) = O.

(5.21)

:::} ((Ul' n)2 [1- h2(U2' b)2]) (so) = ((U2' n)2 [1- h2(Ul . b)2]) (so)

:::} ([(Ul' n)2 - (U2' n)2] [1- h2(Ul . b)2]) (so) = 0

since (Ul . b) = (U2 . b).
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Then

((Ul . n)2 - (U2· n)2) (so) = 0 since 1-h2 =1= 0, h2 ::::; 1 and (Ul· b)2 ::::; 1, Le., 1-h2(Ul·

b)2 > o. And we have (Ul . n)(so) = ±(U2 . n)(so).

If (Ul . n)(so) = (U2 . n)(so) we have (Ul . t)(so) = 0, (U2 . t)(so) = 0, (Ul . n)(so) =

(U2 . n)(so) and (Ul . b) = (U2 . b). This implies Ul = U2·

If (Ul . n)(so) = -(U2 . n)(so) then we have ((Ul + U2) . n)(so) = 0, (Ul . t)(so) =

0, (U2 . t)(so) = 0 and (Ul . b) = (U2 . b).

In Figure 12, Ul - U2 is parallel to the circle x because (Ul . b) = (U2 . b). A and B

are the intersections of the circle x and the great circle going through Ul and U2. D is the

middle point between A and B on the circle x. Ul + U2 is perpendicular to the circle x

because ((Ul +u2)·n)(so) = 0, (Ul"t)(SO) = 0, (U2·t)(SO) = O. Then Ul +U2 goes through the

center of x. Also by (Ul . t)(so) = 0, (U2· t)(so) = 0 we may take A to be -hb - Rn(so) ,B

to be -hb + Rn(so) and D to be -hb + Rt(so), noting (2.4) and t(so + 3;) = - n(so).

If x is a spherical hyperbola then Id(Ul' A) - d(U2' A)I = d(Ul, U2) and d(ul, D) ­

d(U2' D) = 0 imply d(ul, U2) = 0 and thus Ul = U2.

If x is a spherical ellipse then d(A, B) = d(Ul, A) + d(U2, A) = d(Ul' D) + d(U2, D) =

2d(Ul,D). So Ul· D = -h(Ul· b), U2· D = -h(U2· b) and A· B = h2 - R2 imply

2cos2 [arccos(-h(Ul· b))] -1 = h2 - R2 => 2h2(Ul· b)2 -1 = h2 - R2

=> h2((Ul· b)2 - 1) = 0 since h2 + R2 = 1.

If (Ul . b)2 -1 = 0 then Ul = U2 = ±b since (Ul . b) = (U2 . b) and Ul . Ul = U2 . U2 =

(b· b) = 1.



So

If h = 0 then x = - Rn. And

=? cos(d(ul,x(so)) + cOS(d(U2,X(SO))) = 0

(
d(Ul,X(SO)) + d(U2,X(SO))) (d(Ul,X(SO)) - d(U2,X(SO))) 0

=? 2cos 2 cos 2 = .

cos (d(Ul,X(SO)); d(U2,X(SO))) = 0

=? d(Ul,X(SO)) + d(U2,X(SO)) = 7r

=? 0=-1.

And

cos (d(Ul,X(SO)) ; d(U2,X(SO))) = 0

=? d(Ul,X(SO)) - d(U2,X(SO)) = 7r

=? Ul = -x(so), U2 = x(so)

Figure 12: Subcase 1.1.2.2.2.2 (U2 . t)(so) = a
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Subcase 1.1.2.2.3: (U2' t)(so) = 0 for some So E I. By the symmetry the proof of

this subcase is similar to that of Subcase 1.1.2.2.2.

Subcase 1.1.2.2.4: (UI' n)(so) = 0 for some So E I.

(5.28) or (5.29) => ((UI . t)(U2 . n)) (so) = O.

Then we have the following subcases:

Subcase 1.1.2.2.4.1: (UI . t)(so) = O. This implies UI = ±b. And

(5.26) => ((U2· t )2(1-h2)) (so) =0;

(5.27) => ((U2' n)2(1- h2)) (so) = O.

Therefore

1- h2 =J 0 => (U2' t)(so) = (U2 . n)(so) = 0 => U2 = ±b.

By the assumption (UI . b) = (U2 . b) we know UI = U2 = ±b.

Subcase 1.1.2.2.4.2: (U2' n)(so) = O.

(5.20) => ((UI' t)2 [1- h2(U2' b)2]) (so) = ((U2' t)2 [1- h2(UI . b)2]) (so)

=> ([(UI' t)2 - (U2 . t)2] [1 - h2(UI . b)2]) (so) = 0

since (UI . b) = (U2 . b).

It follows ((UI . t)2 - (U2' t)2) (so) = 0 since 1- h2(UI' b)2 > O.

If (UI . t)(so) = (U2 . t)(so) then UI = U2·

If (UI . t)(so) = -(U2 . t)(so) then we have

(UI . n)(so) = 0, (U2' n)(so) = 0, (UI' b) = (U2 . b) and ((UI + U2) . t) (so) = 0,
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i.e.,

(Ul . t)(SO + ~) = 0,

(U2 . t)(SO + ~) = 0,

((Ul + U2) . n)(so + ~) = O.

Then the same argument as in Subcase 1.1.2.2.2.2 applies here.

Subcase 1.1.2.2.5: (U2' n)(so) = 0 for some So E I. By the symmetry the proof of this

subcase is similar to that of Subcase 1.1.2.2.4.

Subcase 1.1.2.3: (Ul' b) = -(U2 . b) but (Ul . b) =1= o.

(5.24) =?

(5.25) =?

(5.30)

(5.31)

Subcase 1.1.2.3.1: ((Ul' t)(U2' t)(Ul' n)(u2' n))(s) =1= 0 for all s E I. Then we have

(U2 . t?(Ul . n) _ -(Ul . t)2(U2 . n)
(Ul . n)2(u2 . t) - -(U2 . n)2(ul . t)

=? (Ul . t)(Ul . n) - (U2 . t)(U2 . n) = O.

And the proof for Subcase 1.1.2.2.1 works here.

Now we consider the cases where ((Ul' t)(U2 ·t)(Ul .n)(u2' n))(so) = 0 for some So E I.

Subcase 1.1.2.3.2: (Ul . t)(so) = 0 for some So E I. (5.30) or (5.31) =? ((U2' t)(Ul .

n))(so) = O. Then we have the following subcases:

Subcase 1.1.2.3.2.1: (Ul . n)(so) = O. This implies

Ul = ±b.



And

(5.26) =? [(U2 . t)2(1 - h2 )] (so) = 0;

(5.27) =? ((U2' n)2(1- h2
)) (so) = O.

Therefore

1 - h2
=1= 0 =? (U2 . t)(so) = (U2 . n)(so) = O.

SO U2 = ±b. By the assumption (Ul . b) = -(U2' b) we know Ul = -U2 = ±b.

Subcase 1.1.2.3.2.2: (U2' t)(so) = O.

This implies

If (Ul . n)(so) = (U2 . n)(so) then we have (Ul . t)(so) = 0, (U2 . t)(so) = 0,

(Ul . b) = -(U2 . b) and [(Ul - U2) . n] (so) = O.

If x is a spherical ellipse then
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(see Figure 13).

b

l\ .~ .. _.--------_ .. _- B
x

Figure13: Subcase 1.1.2.3.2.2 (U2 . t)(so) = 0

Suppose x is a spherical hyperbola.

x = -hb - Rn => {

By (5.7) we have

(Ul . x) = -h(Ul . b) - R(UI . n)

(U2 . x) = -h(U2 . b) - R(U2 . n) = h(Ul . b) - R(UI . n).

[-h(Ul . b) - R(UI . n)]2 + [h(Ul . b) - R(UI . n)]2

-20 [-h(Ul . b) - R(UI . n)] [h(Ul . b) - R(UI . n)] + 0 2 - 1 = 0

where C = cOS(d(U2,A) - d(Ul,A)) = Vl- h2 = R. It follows

(5.32)

Differentiating (5.32) we get 4R(R-l)(ul·n)(ul·t) = O. If Ul is perpendicular to the circle

x then Ul = ±b. By (Ul . b) = -(U2 . b) we know Ul = -U2. If Ul is not perpendicular to

the circle x then we can find an s such that [(Ul . n)(ul . t)] (s) i= 0 and so R = 1 because

R = VI - h2 i= O. Hence 0 = 1.

Subcase 1.1.2.3.3: (U2' t)(so) = 0 for some So E I. By the symmetry the proof of

this subcase is similar to that of Subcase 1.1.2.3.2.
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Subcase 1.1.2.3.4: (Ul' n)(so) = 0 for some So E I.

(5.30) or (5.31) => [(U2' n)(ul . t)] (so) = O.

Then we have the following subcases:

Subcase 1.1.2.3.4.1: (Ul . t)(so) = O. It follows

Ul = ±b.

And

(5.26) => [(U2 . t)2(1- h2)] (so) = 0;

(5.27) => [(U2 . n?(l - h2 )] (so) = O.

Therefore

1 - h2
=1= 0 => (U2' t)(so) = (U2 . n)(so) = 0 => U2 = ±b.

By the assumption (Ul . b) = -(U2 . b) we know Ul = -U2 = ±b.

Subcase 1.1.2.3.4.2: (U2' n)(so) = O.

(5.20)

=> ((Ul' t)2 [1- h2(U2' b)2]) (so) = ((U2' t)2 [1- h2 (Ul . b)2]) (so)

=> ([(Ul' t)2 - (U2 . t)2] [1- h2(Ul . b)2]) (so) = 0

since (Ul . b) = -(U2 . b).

Then [(Ul . t)2 - (U2 . t)2] (so) = 0 since 1 - h2(Ul . b)2 > O.

If (Ul . t)(so) = -(U2 . t)(so) then Ul = -U2. Suppose (Ul . t)(so) = (U2 . t)(so). Then

we have (Ul . n)(so) = (U2' n)(so) = 0, [(Ul - U2) . t] (so) = 0 and (Ul . b) = -(U2 . b), Le.,
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(Ul·t)(SO+~) =0, (U2·t)(SO+~)=0, (ul·b) = -(U2·b) and ((Ul-u2)·n)(so+~)=0.

Then the same argument as in Subcase 1.1.2.3.2.2 applies here.

Subcase 1.1.2.3.5: (U2' n)(so) = 0 for some So E I. By the symmetry the proof of this

subcase is similar to that of Subcase 1.1.2.3.4.•
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Part II

Local Classifications of the Ruled

Surfaces of Normals and Binormals

of a Space Curve
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CHAPTER 6

Introduction

Given a space curve, we can consider the ruled surfaces associated with the tangents,

normals, binormals and Darboux vectors of the curve. Among these ruled surfaces the most

studied one is the ruled surface of the tangents, i.e., the tangent developable.

Cleave studied the local form of the tangent developable at points of zero torsion on

space curves in [4].

Mond gives the normal forms of the tangent developable of a space curve whose torsion

vanishes to order k only (0 ~ k ~ 4) in [10] and describes the developable surface of a space

curve in the neighborhood of a point to on the curve at which the curvature is nonvanishing

and the torsion vanishes to order 4, or at which there is a nondegenerate zero of curvature.

Shcherbak in [15] investigates the hypersurface consisting of all the hyperplanes tangent

to a space curve and the curve consisting of the osculating hyperplanes to the space curve

in the dual projective space mPn , and study the local structure of these two objects in terms

of the reflection points on the space curve.

Ishikawa in [6] classifies the COO-equivalency classes of the envelopes of the osculating

hyperplanes to a curve in projective space and in [8] gives a local and topological classifica­

tion of the tangent developables of space curves. For a survey on the tangent developables

of space curves see [7].

Izumiya et al in [9J study the singularity of the rectifying developable, i.e., the ruled

surfaces of Darboux vectors of the space curve.
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For a unit speed curve it is trivial that its ruled surfaces of normals and binormals are

locally smooth.

In this part we'll define the type of a smooth curve in terms of the orthogonal-right

equivalence and then give the local classification of the ruled surfaces of normals and bi­

normals of a general space curve under the left-right action A according to the types of the

curve. For this purpose we prove two lemmas on the relationship of the powers of terms in

the Taylor series of an invertible function and its inverse.



CHAPTER 7

Some Preliminaries and the Results

7.1 Definitions of the Ruled Surfaces of Normals and Binormals

Let i: (JR,O) --t JR3,o be a smooth regular curve. Let s(t)be the length function of the

curve, then ;Y(t) = i(s-l(t)) is a unit-speed reparametrization, and i(t) = ;Y(s(t)), s'(t) =

11T'(t)II. Let K(S), T(s) and N(s) be the curvature, unit tangent and unit normal of ;Y(s),

then the curvature, tangent and normal of i(t) are defined to be K(t) = K(S(t)), T(t) =

T (s(t)) and N(t) = N(s(t)). Differentiating T(t) = T(s(t)) gives

- - 1
T' (t) = s'(t)K (s(t)) N (s(t)) => N(t) = N(s(t)) = S'(t)K(S(t)) T' (t).

Differentiating i(t) = ;Y(s(t)) we get

i'(t) = s'(t)T (s(t))

So

- i'(t)
=> T(t) = T (s(t)) = s'(t)

T' t _ s'(th"(t) - s"(th'(t)
=> ( ) - [s'(t)]2

N(t) = N (s(t))

1 s'(th"(t) - s"(th' (t)
= S'(t)K (s(t)) [s'(t)]2

i"(t)s' (t) - s"(th'(t)
=

[s'(t)]3 K(s(t))

Thus the direction of the normal of i(t) is s'(th"(t) - s"(th'(t).

For the regular curve i(t) we define its ruled surface of normals to be

RSn(T)(t,u) = i(t) +u [s'(th"(t) - s"(th'(t)].



89

The direction of the binormal of "'((t) is ",('(t) X ",("(t). For the regular curve "'((t) we

define its ruled surface of binormals to be

RSb("'() (t, u) = "'((t) + u ("'I' (t) X "'(" (t))

7.2 Type of a Smooth Curve and A-Equivalence

Definition 36 Let "'( : (ffi., 0) -7 ffi.3, 0 be a smooth regular curve. We say that"'( is of the

finite type (m, m + r, m + r + s) if there exist a diffeomorphism-germ h : ffi.,0 -7 ffi.,0 and

an orthogonal matrix M E ffi.3 X ffi.3 such that M"'((h(t)) = (tm, atm+r + o(tm+r), btm+r+s +

o(tm+r+s)) , where m,r,s are integers, m ~ 1,r,s > 0 and a,b =1= 0, M"'( stands for the

product of the matrix M and column vector "'(.

Remark 14 In this definition, for M"'((h(t)) = (tm,atm+r+o(tm+r), btm+r+s+o(tm+r+s)),

if r or s = 0, e.g., s = 0, then applying the orthogonal matrix

1 0 0

1
o a b

o -b a

can always assume r, s > o.

If M"'((h(t)) = (tm,atm+r + o(tm+r), btm+r+s + o(tm+r+s)) we call "'( orthogonal-right

equivalent to (tm,atm+r+o(tm+r), btm+r+s+o(tm+r+s)). So"'( is of the type (1, 1+r, 1+r+s)

with r, s > 0 since "'( is a regular curve and a permutation matrix is an orthogonal matrix.

Given the left-right action of the group A (for its definition see Definition 37) we'll find the

A-type of RSn("'()(t, u) and RSb("'()(t, u), Le., normal forms of RSn("'()(t, u) and RSb("'()(t, u)
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under the left-right action of the group A according to the types of the curve. Here is the

definition of the left-right action of the group A:

Definition 37 Given two map-germs f and 9 : JR.n, a -? JR.P, b, f and 9 are said to be A-

equivalent if there are diffeomorphism-germs, hI ofRn,a and h2 ofJR.P,b such that foh l =

h2 0 g, which is denoted by f ~ g.

For this part A is the left-right action on JR.2 x JR.3.

Now we prove that RSn({) ~ RSn({(h)) and RSb({) ~ RSb({(h)) for a diffeomorphism-

germ h.

Proposition 38 Let, : (JR., 0) -? JR.3, 0 be a smooth regular curve and h : JR.,O -? JR.,O be a

diffeomorphism-germ, then

(i): RSn({) ~ RSn({(h)) and

(ii): RSb({) ~ RSb({(h)).

Proof. (i): Let Si(t) and SiCh)(t) be the length functions of the curves, and ,(h)

respectively.

We have

, (t) II '(t) II "(t) ,'(t) . ," (t)
Si =, 'Si = 1I,'(t)II '

S~Ch)(t) = II [, (h(t))]' II = lIT' (h(t)) h'(t) II,
" _ [,' (h(t)) h'(t)] . [,II (h(t)) (h'(t))2 +,' (h(t)) h"(t)]

SiCh)(t) - lIT' (h(t)) h'(t) II .

So

RSn ({) (t, u) = ,(t) + IIT~t) II {lIT' (t) 11
2
,"(t) - [,'(t) . ,"(t)] ,'(tn,
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and

RSn(,(h))(t, u)

= 'Y(h(t)) +u [S~(h)(t) ['Y(h(t))]" - S~(h)(t) ['Y(h(t))]']

= 'Y(h(t)) +u {Ii'Y' (h(t) )h' (t) II ["'t" (h(t)) (h' (t))2 +1'/(h(t) )h"(t)]

_ (h/(t))3 ['Y'(h(t))· 1''' (h(t))] + h'(t)h"(t) ['Y'(h(t)) . 'Y'(h(t))] h'() '(h( ))}
1i'Y'(h(t))h'(t) II t l' t

= 'Y(h(t)) + 1i'Y/(h(~ )h'(t) II {II'Y'(h(t)) 11 2 [(h' (t) )41'''(h(t)) + (h' (t))2h"(th'(h(t))] +

-(h/(t))4 ["'t'(h(t)) . 'Y"(h(t))] 'Y'(h(t)) -1i'Y/(h(t))1I2(h'(t))2h"(th/(h(t))}

= 'Y(h(t)) + 1~~~~~1])311 {1i'Y/(h(t)) 11
21'''(h(t)) - ["'t/(h(t)). 'Y"(h(t))] 'Y'(h(t))}.

Let F(t,u) = (h(t),u(h'(t))3), then F : ~2,O -t ~2,O is a diffeomorphism-germ and

ARSn(,) (F(t, u)) = RSn(,(h))(t, u). Thus RSn(,) "" RSn(,(h)).

(ii): Since

RSb(,)(t,U) = 'Y(t) +u ('Y/(t) x 'Y"(t)) ,

and

RSb (,(h)) (t, u)

= l' (h(t)) +u (h'(th' (h(t)) x [h'(th" (h(t)) + h"(th' (h(t))])

= l' (h(t)) +u (h/(t))2 ('Y/ (h(t)) x 1''' (h(t))) ,

by using F(t,u) = (h(t),u(h'(t))2) , we have

RSb(,(h))(t, u) = RSb(,) (F(t, u)).
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A AAnd then we prove that RSn(-y) V'\ RSn(M,) and RSb(-Y) V'\ RSb(M,) for an orthogo-

nal matrix M.

Proposition 39 Let,: (lR, 0) ---t lR3, 0 be a smooth regular curve and M E lR3 X lR3 be an

orthogonal matrix. Then

(i): RSn(-y) 6. RSn(M,) and

(ii): RSb(-Y) 6. RSb(M,).

Proof. (i): Since M is an orthogonal matrix IIMxl1 = IIxll for any x E lR3 . So

s,(t) = SM,(t),S~(t) = s~,(t),s~(t) = s'lvJ,(t).

Then

M (,(t) + u [s'(t){"(t) - s"(t){'(t)])

= MRSn(-y)(t, u).

ATherefore RSn(,) V'\ RSn(M,) .

(ii): Since M is an orthogonal matrix M, is just the rotation of, by some angle in

M (,(t) + u (,'(t) x ,"(t))).

Now we'll consider the relationship between the vanishing orders of the curvature K of

" of ,'x ,(q) and the type of,. Obviously K(O) = 0 {:} ,'(0) x ,"(0) = O. For the higher
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order derivatives of the curvature I', we have the following lemma. This lemma is due to Dr.

Leslie Wilson.

Lemma 40 Let, : (JR, 0) -t JR3 be a smooth regular curve, q ~ 3. Then the following are

equivalent:

(a) ,'(0) x ,"(0) = " (0) X ,III(0) = ... = " (0) x ,(q-l) (0) = 0 but " (0) x ,(q) (0) =1= OJ

(b) ,is of type (1, q, q + s), for some s > O.

(c) 1',(0) = 1',' (0) = ... = K(q-3) (0) = 0 but K(q-2) (0) =1= o.

Proof. Suppose M is an orthogonal matrix. Then

(7.1)

Let h : JR,O -t JR, 0 be a diffeomorphism-germ. By Faa' de Bruno's formula

where the sum ranges over n = 1, ... , m and all nonnegative integers k1 , ... ,km such that

k1 + ... + km = nand k1 + 2k2 + ... + mkm = m, and h(i) is the i-th derivative of h (see

[14]), it is easy to see that ,'(0) x ,"(0) = ,'(0) X ,111(0) = ... = ,'(0) x ,(q-l) (0) = 0 but

,'(0) x ,(q) (0) =1= 0, q ~ 3 implies that ("f(h))'(O) x ("f(h))"(O) = ("f(h))'(O) x ("f(h))III(O) =

... = ("f(h))'(O) X ("f(h))(q-l) (0) = 0 but ("f(h))'(O) x ("f(h))(q) (0) =1= 0, q ~ 3. Applying this

argument to the curve ,(h) and the diffeomorphism-germ h-1 : JR,O -t JR,O and by (7.1), we

know that " (0) x ,"(0) = " (0) X ,III(0) = ... = " (0) x ,(q-l) (0) = 0 but " (0) x ,(q) (0) =1=

0, q ~ 3 is equivalent to (M,(h))'(O) x (M,(h))"(O) = (M,(h))'(O) x (M,(h))III(O) = ... =

(M,(h))'(O) X (M,(h))(q-l)(O) = 0 but (M,(h))'(O) x (M,(h))(q)(O) =1= 0, q ~ 3.
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(a) ::::} (b) : We have

i j k

1 'Y&(t) 'Y3(t)

o 'Y~r) (t) 'Y~r) (t)

b&(th~r)(t) - 'Y~r)(th~(t), -'Yt)(t),'Y~r)(t))

(7.2)

0, b =!= 0, then we must have m = 1 and 1 + r = q and, is of type (1,q,q + s), for some

s > o.

(b) ::::} (a) : It's obvious by the first paragraph above.

(b) ::::} (c) : Let ,(t) = ('Yl(t),'Y2(t),'Y3(t)) be of type (1,q,q + s), q 2: 3, s > O.

Then there exist an orthogonal matrix M and a diffeomorphism-germ h : JR,O ---t JR,O

bq,bq+l,'" ,cq+s ,Cq+s+l,'" E JR, bq =!= 0, cq+s =!= O. We denote M,(h(t)) by 'Y(t). Let R be

the curvature of 'Y. From Section 7 we know the unit binormal

" (t) ,"(t)s' (t) - sIt(tb'(t) " (t) X ,"(t)
B(t) = N(t) x T(t) = s'(t) X [s'(t)]3 K,(t) = [s'(t)]3 K,(t)

So

K,(t)B(t) = ,'(t) x ,"(t)
[s'(t)]3

By IIB(t)11 = 1, s'(t) =!= 0 and (7.3) we have

(7.3)

(7.4)1K,(t) I = _1-31I,'(t) x ,"(t)ll.
Is'(t)1

By II(M,)'(t) x (M,)"(t)1I = 11M ["(t) x ,"(t)J II = 1I,'(t) x ,"(t)ll, 1I(,(h))'(t) x

(,(h))"(t)1I = Ih'(t)III(,' x ,"(t))(h(t)) II and Proposition 2.19 in [3] we know K,(O) = K,'(O) =
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... = K(q-3)(0) = 0 but K(q-2)(0) =I 0 is equivalent to R(O) = R'(O) = ... = R(q-3) (0) = 0

but R(q-2)(0) =I O. So we may just assume ,(t) = (t,bptq + bp+!tq+1 + ... ,Cp+stq+s +

Cp+s+! tq+s+! + ...) for the purpose of this lemma.

By (7.3) and

for q ~ 2, we have

K(t) = d2bqtq-2u

where u is a unit. So K(O) = K'(O) = ... = K(q-3) (0) = 0 but K(q-2)(0) =I 0 is equivalent to

that, is of type (1, q, q + s), for some s > O.•

7.3 Main Theorems

We'll prove the following results in the following sections.

Theorem 41 Let, : (IR,O) -t IR3, 0 be a smooth regular curve. Let A be the left-right

action on IR2 x IR3.

(i) If, is of the type (1,2, s), s ~ 3, i.e., ,'(0) x ,"(0) =I 0, then RSn(f)(t, u) is A-

equivalent to the map (t,u) -t (t,u,O), i.e., an immersion.

(ii) If, is of the type (1, q, q + s), q ~ 3, s ~ 1, or equivalently K(O) = K'(O) = ... =

K(q-3)(0) = 0 but K(q-2) (0) =I 0 then RSn(f)(t,u) ~ (t,tq- 2u, 0);

Theorem 42 Let, : (IR,O) -t IR3, 0 be a smooth regular curve. Let A be the left-right

action on IR2 x IR3.

(i) If, is of the type (1,2, s), s ~ 3, i.e., ,'(0) x ,"(0) =I 0, then RSb(f)(t, u) ~ (t, u, 0).
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(ii) If "Y is of the type (1, q, q + s), s 2: 1, q 2: 3, or equivalently K(O) = K' (0) = ... =

K(q-3)(0) = 0 but K(q-2) (0) =1= 0 then RSb("'()(t, u) 6 (t, tq- 2u, 0).

We first prove 2 lemmas.

7.4 Two Lemmas about Taylor Series

~

We denote the Taylor expansion of the function f about t = a by fa.

Lemma 43 Let (t, u) be the coordinates in lR2 . Let f : lR2
-? lR be Coo function and

f(O,u) = 0 for any u E R Given a point (O,b) E lR2 , suppose ~{ (O,b) =1= 0 (so f(t,u) has

an inverse function, denoted by f- 1(t, u), with respect to t in a neighborhood of (0, b)) and

the Taylor expansion !cO,b) of f about (t, u) = (0, b) has such a form:

ro
!cO,b) = Laiti + L tipi(U),

i=1 i?:ro+l, i-cdeg(Pi(u))?: r

where r, c 2: 1 are integers and Pi (u) is a polynomial in u, and ro 2: 1 is the largest integer

such that deg(ai) = 0 for 1 :S i :S ro and deg(Pro+l(u)) > O. Then the Taylor expansion

/\

f- 1(o,b)of f- 1(t,u) about (t,u) = (0, b) has the form:

/\ ro
f- 1(o,b)= Lbiti + L tiqi(U) ,

i=1 i?:ro+l, i-cdeg(qi(U))?: r

where bi's are some constants and qi(U) 's are some polynomials in u with

(7.5)

i - cdeg(qi(u)) 2: rand ro is the largest integer such that deg(bi ) = 0 for 1 :S i :S ro

and deg(qro+l(u)) > O. Furthermore, if a2 = a3 = ... = ar~ = 0 for 2 :S rb :S ro, then

b2 = b3 = ... = br' = O.o

Proof. For the simplicity we omit the dependence on u and let g(t) = f- 1(t, u) and

h(t) = f(t,u). So g(O) = h(O) = O. Differentiating g(h(t)) = t and evaluating at t = 0 gives
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9'(0) . h'(O) = 1. Now we'll use Faa' de Bruno's formula to show the Lemma:

where the sum ranges over n = 1, ... , m and all nonnegative integers k1 , ... ,km such that

k1 + ... + km = nand k1 + 2k2 + ... + mkm = m, and h(i) is the i-th derivative of h. (see

[14]) All the derivatives of h are taken at t = 0, those of 9 at h(O) = O.

If n = m, then

{

kl + ... + km = n

kl + 2k2 + ... + mkm = m

n=m.

and if k1 = m, then

So n = m {:} k1 = m.

~ {
If n = 1, then k1 = k2 = .,. = km- 1 = 0 and km = 1; if km = 1, then k1 + 2k2 + ... +

mkm = m implies k1 = k2 = ... = km- 1 = 0 and by k1 + ... + km = n we have n = km = 1.

So km = 1 {:} n = 1.

By Faa' de Bruno's formula (7.6), for m > 1 we have

_9' .Mm) _ {I: m! } .
(h')m k1 ! ... km - 1! . (1!)k1 ... [(m _ 1)!]krn - 1

in) .(h')k1 ••• (Mm-l))krn- 1

(h')m

(7.7)

where the sum ranges over n = 2, ... , m -1 and all nonnegative integers k1 , ... , km-l such

that k1 +···+km- 1 = nand k1 +2k2+·· ·+(m-l)km -l = m. Especially, when m = 2,3
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we get g(2) . (h')2 + g' . h(2) = 0, and g(3) . (h')3 + 3g(2) . h' . h(2) + g' . h(3) = O.

(2) _ _ g'. M2) (3) __ 3g(2 ) . h'· M2) +g'. h(3)
Hence 9 - (h')2' 9 - (h')3 ' ....

By assumption, h' (0), h(2)(0), ... ,Mro)(0) are constants and hCro+l) (0), Mro+2) (0), ... are

all the polynomials in u, with aCro+l)jUj i= 0 in Mro+1)(0) = aCro+l)jUj + .... So g'(O),

g(2) (0) and g(3) (0) are constants. By the formula (7.7) above and induction we know

g'(0),gC2)(0), ... , and gCro)(o) are constants and gCm)(o) is a polynomials in u for any m

with deg(gCro+l)(O)) = deg(hCro+l)(O)) > O. In the same way one can prove that M2)(0) =

... = Mrb) (0) = 0 implies g(2) (0) = ... = gCrb) (0) = 0 for rb ::; ro.

Since j(O, u) = 0 for any u E lR, j-1(0, u) = 0 for any u E lR and hence by the above

II

the Taylor expansion j-\o,b)of j-1(t, u) about (t, u) = (0, b) has the form:

II ro
j-\O,b)= L biti + L tiqi(U),

i=l i~ro+1

(7.8)

where qi(U) is a polynomial in u and ro is the largest integer such that deg(bi) = 0 for

II

1::; i::; ro and deg(qro+l(u))> 0 and there is no pure terms uj(j > 0) in j-1 CO ,b) .

Let io > ro be the smallest positive integers such that there exists a monomial tiO qio (u)
II

in the expansion j-1 CO,b)with io - cdeg(qio(u)) < r.

II

Then any tiqi(U) with i < io in the expansion j-\O,b) must satisfy (7.9)

either i - cdeg(qi(u)) > r or 1 ::; i ::; ro (and deg(qi(u)) = 0).

Let's rewrite the Taylor expansion of j(t, u) in the following form:
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Put '!/J(t, U) = U-l(t, U), u). Then '!/J(O, u) = (0, u) for any U E R We expand f('!/J(t, u)) = t

about (0, b) :

(7.10)

Now we consider the term tiOqio(u) in the above Taylor expansion (7.10).

al = ~{ (0, b) =1= 0, so al f~l(O,b) has the term altiOqio(u). Considering io > ro ~ 1, so

1\

in order to cancel the term altiOqio(U) in al f-\O,b)We must have the term -altiOqio(u) in

~ 1\ 1\

L: aiU-\o,byi + L: U-\O,b))ipi(u), in which each exponent i ~ 2. Thus
i=2 i2:ro+l, i-c deg(p; (u)) 2: r

-al t io qio (u) must be

case 1: the sum of the products of some terms like tkqk(U) ( -altiOqio(u) is from

case 2: the sum of the products of some tkqk(U)'S and some Pi(U) with k < io

1\

( -altiOqio(u) is from L: U-l(O,b))ipi(u) ) or
i2::ro+l, i-c deg(p; (u)) 2: r

case 3: the sum of the sum of the products of some terms like tkqk (u) and the sum of the

ro 1\

products of some tkqk(U)'S and some Pi(U) with k < io ( -altiOqio(u) is from L: aiU-\o,byi
i=2

1\

and L: U-l(O,b))ipi(u) ).
i2:ro+l, i-cdeg(p;(u)) 2:: r

In case 1, for each factor tkqk(U) in the products we have the following 2 subcases:

subcase (i) io > k > ro and so k - cdeg (qk(U)) ~ r by (7.9). This contradicts

io - cdeg (qio(u)) < r.

subcase (ii) deg (qk(U)) = 0 and k ~ roo The products contain at least one factor

as in subcase (i). Then -altiOqio(u) must satisfy io - cdeg(qio(u)) > r. This contradicts

io - cdeg (qio(u)) < r.
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In case 2, suppose the product in the sum -altiOqio(u) is the product of tk1qkl (u), ... ,

/\

1 +P :::; i :::; d where 1 :::; P :::; d. Then d - cdeg (Pd(U)) ~ r by the assumption about f(O,b) .

For each tkiqki(U), 1:::; i :::; d, we have

ki - cdeg(qki(u)) ~ r for 1 :::; i :::; P (ki < io), and ki :::; ro and deg(qkJu)) = 0 for

1 +P :::; i :::; d. So L:~=1 km - CL:~=1 deg (qki (u)) ~ pr + L:f=p+l ki and then

L:~=1 km ~ c [deg (Pd(U)) + L:~=1 deg (qki (u))]

> pr + L:f=P+l ki - cdeg (Pd(U))

> pr + (d - p) - cdeg (Pd(U))

> (r - l)p + d - cdeg (Pd(U))

> (r-1)p+r

Thus -altiOqio(u) must satisfy io - deg (qio(U)) ~ r, This contradicts

io - deg (qio(U)) < r.

From the case 1 & 2 we know case 3 is also impossible.•

/\

Remark 15 1. In f(O,b)' if ro = 0, i.e., the coefficient of t depends on u, then f- 1(0,b)

~ . .-
may not has the form L: bit~ + L: t~qi(U), e.g., f(O,b) = t(l- u) and then

i=1 i?:ro+l, i-cdeg(qi(u»?: r
/\

f-\O,b)= (L::o ui)t.
/\

2. If r = 0 then f- 1(O,b) may not has the form

I: biti + L: tiqi(U), e.g., let c = 1 and !cO,b) = t + t2u2 + 3t3u2, then
i=1 i?:ro+l, i-cdeg(qi(u»?: r

/\

f- 1(O,b)= t - t 2u2 + (2u4 - 3u2 )t3 + (15u4 - 5u6)t4 + O(u5 ), where deg(2u4 - 3u2 ) = 4 > 3

and deg(15u4 - 5u6) = 6 > 4.

3. If u E ~ n, n > 1, the lemma still holds.
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~ ~ . . .
(Questionl: in f(O,b) = I: aiOt~+ I: aijt~uJ, if a(ro+l)j =1= 0 for some j 2:: l,is it

i=1 i2:ro+l, i-cj 2: r
/\ ro

possible that there is a term biOtiuO with i 2:: ro+l in f-\O,b)= I: biOti+ I: bijtiuj ?
i=1 i2:ro+l, i-cj 2: r

Question2: Graded version of the Lemma:Let r2 > rl 2:: 0 and s > 0 be the integers.

ro ro+s
If f(O,b) = I: aiOti + I: aijt~uJ + I: aijtiuj (alO =1= 0), can we have

i=1 i2:ro+l, i-cj 2: r2 i2:ro+s+l, i-cj 2: rl
/\ ro ro+s

f- 1(o,b)= I: biOti + I: bijtiuj + I: bijt~UJ ?)
i=1 i2:ro+l,i-cj 2:r2 i2:ro+s+l,i-cj 2:T1

Lemma 44 Let (t, u) be the coordinates in ]R2. Let f : ]R2 -t]R be Coo function and

f(O, u) = 0 for any u E R Suppose ~{ (0,0) =1= 0 ( so f(t, u) has an inverse function,

denoted by f- 1(t, u), with respect to t in a neighborhood of (0, 0) ) and the Taylor expansion

j(a,O) of f about (t,u) = (a,O) fora near 0 has such a form:

/\

f (a,O) = alOt + L aijt~uJ ,
i2:1,j -ci2:r

/\

where r 2:: 0, c 2:: 1 are integers and aij E R Then the Taylor expansion f- 1(alO a,O) of

f- 1(t,u) about (t,u) = (alOa,O) for a near 0 has the form:

/\

f-\alOa,O)= allt + L bijt~UJ,
i2:1, j-ci 2: r

where bij E R

Proof. Obviously f- 1(O, u) = 0 for any u and a~~l (alOa,O) = alo
1.

/\

We can write the Taylor expansion f- 1(alOa,O)of f- 1 about (t, u) = (alOa,O) as

/\

f- 1(alO a,O) = alo
1t + L bijtiu

j
.

i2:1,j2:1

Put 'lj;(t, u) = U-1(t, u), u). Then 'lj;(alOa, 0) = (a,O) for any a near O.

(7.11)
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We expand I ('l/J(t, u)) = t about (alOa, 0) :

A A

alO 1-\alOa,O) + L aii(j-\alOa,Oyiui = t.
i~l,i-ci~r

(7.12)

Suppose jo and io are the smallest integers ~ 1 such that there exists a nonzero monomial

A

tiouio with jo - cio < r in the Taylor expansion 1-1 (alO a,O) .

A

(1): If io = 1, in order for (7.12) to hold E aii(j-1(alOa,O))iui must contain the
i~l,i-ci~ r

A

term tuio (up to the coefficient), which can only be contributed by ali 1-1(alOa,O) ui for

some j with j - cio = j - c ~ r. This contributing term is either tui with j - c ~ r or tui1 ui

with j - c ~ rand j1 < jo. In both cases, j + j1 - C > j - c ~ r. This implies jo - cio ~ r.

Contradiction.

A

(2): If io > 1, the term tiouio in E aii(j-\alO a,O))iui is of the form (rr~=l (tikuik ))ui'
i~l,i-ci~r

(up to the coefficient) or the sum of terms of such form, where E~=l ik = io, 1 ::; ik ::; io,

j' - cd ~ r and E~=l jk + j' = jo. We have the following 2 subcases:

Subcase(i): If j' = jo,then jk = 0 and ik = 1 for 1 ::; k ::; io (t is from a1"lt III

A

1-\alOa,O))' and d = io. Then

d .(II (tikUik ))ui = tL:~~11ui' = tioUi' .

k=l

And jf - cd ~ r implies jo - cio ~ r. Contradiction.

Subcase(ii): In the case jf < jo, suppose jk > 0 for 1 ::; i ::; p and jk = 0 for

1+p ::; i ::; d where 1 ::; p ::; d. If jk > 0 then jk - cik ~ r because of jk < jo, ik ::; io and the

minimality of jo. And jk = 0 implies ik = 1. So j' +E~=l jk -c E~=l ik ~ j'+pr -c(d-p).

Since j' - cd ~ r, -c(d - p) ~ (r - jf)(l - ~) ~ r - j' noting r - j' ::; 0 and 1 - ~ ::; 1. So

j' + pr - c(d - p) ~ j' + pr + r - j' ~ r. This implies jo - cio ~ r. Contradiction.•
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/\

Remark 16 For any b E 1R, if i(O,b) has the form awt + L aijtiuj , then f-\o,b)
i21,j-ci2r

also has the form alit + L bijttuJ •
i21,j-ci2r

Remark 17 If u E 1R n, n > 1, the lemma still holds.



CHAPTER 8

Proofs of Main Theorems

8.1 Proof of Theorem 41

The differential of RSn(t, u) at (t, u) = (0,0) is

=

D(RSn(,)(t, u)) 1(0,0)

[

,'(t) + u [s"(t)T"(t) + S'(t)TlII(t) - SIll(t)T'(t) - s"(t)T'(t)] ]

s'(t)T"(t) - s"(t)T'(t)

[

,'(0) ]

s' (O)T" (0) - sIt (O)T' (0)

(0,0)

Case (i): If, is of the type (1,2,s), s ~ 3 then ,'(0) x ,"(0) =1= 0, Le., 1\,(0) =1= 0 by

Lemma 40, then D(RSnb)(t,u)) is nonsingular at (0,0) and RSnb)(t,u) is an immersion

in a neighborhood of (0,0). So RSnb)(t, u) is A-equivalent to the map (t, u) ---t (t, u, 0).

Case (ii): Suppose, is of the type (1, q, q + s), q ~ 3, s ~ 1, or equivalently 1\,(0) =

1\,' (0) = ... = 1\,(q-3) (0) = 0 but 1\,(q-2) (0) =1= 0 by Lemma 40, and suppose, and "Yare

orthogonal-right equivalent to (t, bqtq + bq+1qq+l + O(tq+2 ) , Cq+ltq+1 + O(tq+2 )), bq =1= O.

By Proposition 38 and Proposition 39 we know RSnb) 6; RSn("Y). So for the purpose of

O(tq+2)),bq =1= O. We'll prove that the A-type of RSnb) does not depend on the values of

bq,"', cq+l,···. It is only determined by the type (1, q, q + s) of,. By some computation

we have
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RSn (i) (t, u) = i(t) + u [s'(t)r"(t) - s"(t)r'(t))

= ((t + u [q2(1- q)b~t2q-3+ O(t2q- 2)] ,

bqtq+O(tq+l ) + utq- 2 [q(q - l)bq+O(t)] ,

Cq+ltq+l + O(tq+2) +utq- I [q(q + l)cq+l + O(t)])

where

fUI(t) = t + u [q2(1_ q)b~t2q-3 + O(t2q- 2)] ,

fU2(t) = bqtq+o(tq+l ) + utq- 2 [q(q - l)bq+ O(t)] ,

~ ~ . .
So the Taylor expansion fulO of fUI at t = 0 has the form L: aitz+ L: tZPi(U)

i=1 i2:ro+l, i-cdeg(Pi(u)) 2: r

for any u as in Lemma 43, where ro = 2q - 4, C = 2q - 3, r = 0, al = 1, ai = 0 for

2 ~ i ~ 2q - 4 and Pi(U) is a multiple of u for i 2: ro +1. So 8~t (0) = 1, then f;:/(t) exists
/\

with respect to t and f;;/o also has the form

ro
L biti + L tiqi(U) = t + L tiqi(U)
i=1 i2:ro+l, i-cdeg(qi(u)) 2: r i2:2q-3, i-(2q-3) deg(qi(u)) 2: 0

for any U by Lemma 43, where qi(U)'S are some polynomials.

Rewrite

and

(8.1)

for some functions 9Iu(t), 92(t), hIu(t) and h2(t). After the change of the variables (t, u) ---t

U;:/(t) ,u),



106

By (7.7) we can easily see the exponent of u in qi(U) in (8.1) is at least 1 (no constant term
_ A

in qi(U)) because Pi(U)'S in fU10 are all the multiples of u. Rewrite f;;./o in the following

form:

A

f;;/o=t+ L tiqi(U) =t+ L aijtiuj ,
i~2q-3, i-(2q-3) deg(q;(u)) ~ 0 i~2q-3, j> 0, i-(2q-3) j ~ 0

aij E R Then consider

(8.2)

A

for k ~ q - 2 ~ 1, i.e., utk in fU2(t) with t replaced by f;;/o . For the exponents i, j of the

terms tiuj with j > 0 and i ~ (2q - 3)j ~ 3 in (8.3) we have

i - (2q - 3)j ~ 0 * i - (q - 2)j ~ (q - l)j

* ki - k(q - 2)j ~ k(q - l)j ~ 2k ~ k + q - 2 for k ~ q - 2.

So k(i - 1) - (kj + l)(q - 2) ~ 0 for k ~ q - 2 and (8.3) can be rewritten as

tk(u + L bijtZuJ )

i~2q-4, j> 1, i-(q-2) j ~o

(8.4)

for some bij E R The change of the variables (X, Y, Z) --t (X, Y - 92 (X), Z - h2 (X) ))

further gives RSnb)(t,u) the form RSnb)(t,u) = (t,u91(t,U),uh1(t,u)), where the Taylor

expansions of U91u(t) about t = 0 has the form

t
q
- 2 [q(q -l)b~u + L Cijtiu

j
]

i~2q-4, j> 1, i-(q-2) j ~o

and similarly the Taylor expansions of uh1(t, u) about t = 0 has the form

(8.5)
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1\ 1\ 1\

for any u by the forms of r::l o, !u20' !u30 and (8.4), where Cij, dij E R Factor uglu(t) =

093(0,0) = ( _ 1)b2=I 0
u q q q ,

considering that the type (1, q, q + s) of'"Y guarantees bq i= O. The Taylor expansion £(O,b)

of 93(t, u) about (t, u) = (0, b) near (0,0) has the form

q(q - 1)b~u + L Cijt~UJ,

i22q-4, j> 1, i-(q-2) j2 0

noting that the coefficients of t i in the Taylor expansions of U91u(t) about t = 0 are all

the polynomials in u. Then the inverse g3"l(t, u) of g3(t, u) with respect to u exists in a

neighborhood of (t, u) = (0,0) and the Taylor expansion of 93"1(t, u) about (t, u) = (0, b)

near (0,0) has the form

1 . '" ..( _ 1)b2U+ 0 eijt~uJ, eij E lR
q q q i22q-4, j> 1, i-(q-2) j2 0

(8.6)

by Lemma 44 (with the roles of t and u switched in Lemma 44), where that the exponent

j ofuj is bigger than 1 is from (7.7). By the change of the variables (t,u) ---t (t,g3"l(t,u)),

RSn (t, u) takes the form

Consider uh1(t, u) with u replaced by 93"1(t, u) (c.f. (8.5) and (8.6) ) and then we have:
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In the second summation of (8.7), about the exponents of the term tiuj we have i =

i2 + ilk,j = j2 - k + jlk for some k, 1::; k ::; h, and

because of the restrictions i l - (q - 2)jl ;::: a and i2 - (q - 2)h ;::: a. In the first summation

of (8.7), about the exponents of the term tiuj it's easy to see i - (q - 2)j ;::: a. So the

Taylor expansion of h3(t,U) = g3"l(t,u)hl(t,g3"l(t,u)) about (t,u) = (a,b) for b near a has

the form

L lijttUJ , lij E R
i~q-l, i-(q-2)j~ 0

8.2 Ck Composite Function Property

(8.8)

Here we state a definition about the Ck composite function property in [2J. For the def-

inition and basic properties of semianalytic, subanalytic, Nash subanalytic and semiproper

see [2J and [1].

Let 0 E jRm be a subset and <p : 0 ---t jRn denote a semiproper real analytic mapping.

x = <p(O). Let (<p*Ck(X))" denote the subalgebra of all functions IE Ck(O) such that I is

"formally a composite with <p"; i.e." for each a E X, there is 9 E Ck(X) such that 1- <p*(g)

is k-flat on <p-l(a). A function I is k-flat on 0 iff the k-th Taylor polynomial of I is aabout

each point of O.

Put C(oo)(X) = nkENCk(X). For our case we define a map <p : jR2 ---t jR2 by <p(t, u) =



109

(t, tq- 2u) , q ~ 3. Let A > 0, B > 0 and 0 = {(t, u)lltl ::; A, lui::; B}. Then

<p(0) = {(x, y) I - Bxq- 2 ::; y ::; Bxq- 2 , 0 ::; x ::; A}

U{(x,y) IBxq- 2 ::; y::; -Bxq- 2 , -A::; x::; O} if q is odd;

and

<p(0) = {(x,y) I - Bxq- 2 ::; Y ::; Bxq- 2 , -A::; x::; A} if q is even.

So <p(0) is closed (compact) semianalytic. The class of Nash subanalytic sets includes all

semianalytic sets. So <p(0) is a closed Nash subanalytic set. By Theorem 1.6 in [2] and the

remark after it we have

A . .
By (8.8) hS(O,b)= 2:: !ijtZUJ , with i - (q - 2)j ~ 0 and i ~ q - 1, so for any

i;~q-1, i-(q-2) j?'°
kEN there is agE Ck(X) such that hs - <p*(g) is k-flat on <p-1((0, 0)) = {(O, b) I Ibl ::; B}

A

because each term !ijtiUj in hS(O,b) satisfies i - (q - 2)j ~ O. If t ::f 0, <p is a bianalytic map

and hs = hs 0 <p-1 0 <po So for any (a, b) E <p(0) and for any kEN there is 9 E Ck(X) such

that hs - <p*(g) is k-flat on <p-1((a, b)). Hence hs E C(oo)(<p(O)) = COO(<p(O)). Then there

9 E COO (X) such that hs = go <po

The change of the variables (X, Y, Z) ---t (X, Y, Z - g(X, Y))) leads to

RSn(-y)(t, u) = (t, tq- 2u, 0).•

8.3 Proof of Theorem 42

Now we consider the ruled surface of binormals of ')'(t). The differential of RSb(t, u) at

(t,u) = (0,0) is

[

')"(t) + u(-y'(t) x ')'1II(t)) ]
D (RSb(-y)(t, u))I(o,o) =

')" (t) x ')'" (t) [

')" (0) ]

- ')"(0) x ')'" (0)
(0,0)
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Case 1: If, is of the type (1,2, s), s 2: 3 then ,'(0) x ,"(0) 1= 0, Le., K,(O) 1= 0 by

Lemma 40, then ,'(0) 1= 0 and ,'(0) -.L ,'(0) x ,"(0) implies D(RSb(r)(t, u)) is nonsingular

at (0,0). So RSb(r)(t, u) is an immersion in a neighborhood of (0,0). So RSb(r)(t, u) is

A-equivalent to the map (t, u) ---t (t, u, 0).

Case 2:Suppose, is of the type (1, q, q+s), q 2: 3, s 2: 1, or equivalently K,(O) = K,'(O) =

... = K,(q-3) (0) = 0 but K,(q-2) (0) 1= 0 by Lemma 40. By Proposition 38 and Proposition 39

we may assume that the curve , takes the form

then by some computation we have

RSb(r)(t, u) = ,(t) + u (r'(t) X ,"(t))

= (t + u [q(q + 1)bqcq+lt2(q-l) + O(t2q- I)] ,

bqtq+ O(tq+l) + utq- l [-q(q + l)Cq+1 + O(t)] ,

Cq+ltq+l + O(tq+2) + utq- 2 [q(q - l)bq+ O(t)])

= (Jul(t), fU2(t), fU3(t)) ,

where

fUI(t) = t + u [q(q + 1)bqcq+lt2(q-l) + O(t2q- I)] ,

fU2(t) = bqtq+ O(tq+l ) + utq- l [-q(q + l)Cq+1 + O(t)] ,

fU3(t) = Cq+ltq+l + O(tq+2) + utq- 2 [q(q - l)bq+ O(t)] .

So the Taylor expansion ko of fUI at t = 0 has the form

t + L aijt~uJ ,aij E R
i22q-2, j>O, i-(2q-2) j2 0
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For fu2U;} (t)) and fu3U;} (t)) we consider

( )
k ( )k

u t + L aijtiu
j = tku 1 + L aijt

i
-

1
u

j

i~2q-2, j>O, i-(2q-2) j~° i~2q-2, j> 0, i-(2q-2) j~°
(8.9)

For k 2: q - 2, from i - (2q - 2) j 2: 0 we have i - (q - 2)j 2: qj =? ki - kj(q - 2) 2: kjq 2: 3k

since q2: 3 and j 2: 1 ( j 2: 1 is from (7.7) as pointed out in the paragraph before (8.2) ).

So ki - kj(q - 2) 2: 3k > k + q - 2 =?

k(i -1) - (kj + 1)(q - 2) 2: 0 for k 2: q - 2.

For k 2: q -1,from i - (2q - 2)j 2: 0 we have

i - (q -1)j 2: (q - l)j

=? ki - kj(q - 1) 2: kj(q - 1) 2: 2k since q 2: 3 and j 2: 1

(j 2: 1 is from (7.7) as pointed out in the paragraph before (8.2) ). So

ki - kj(q -1) 2: 2k > k + q - 1

=? k(i - 1) - (kj + 1)(q - 1) 2: 0 for k 2: q - 1.

(8.10)

Then for k 2: q - 2, (8.9) can be rewritten as

k ( " ..)t u + L..J bijt~UJ, bij E R
i~2q-3, j> 1, i-(q-2) j ~o

Then for k 2: q - 1, (8.9) can be rewritten as

k ( " ..)t u + L..J bijt~UJ, bij E R
i~2q-3, j> 1,i-(q-1)j ~o

Then in the same way as in the case of the ruled surface of normals we can show that by

some changes of variables we have

RSb(-r)(t, u) 6 (t, t
q

-
1 [-q(q + l)cq+1u + L Cijtiu

j
] ,

i~2q-3, j> 1, i-(q-1) j ~ 0

t
q
-

2 [q(q - l)bqu + L dijtiuj ] ) ,

i~2q-3, j> 1, i-(q-2) j~°
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Cij, d ij E R The Taylor expansion of the inverse function of

q(q - l)bqu + L dijtiu
j

i~2q-3, j> 1, i-(q-2) j~ 0

with respect to u about (t, u) = (0, b) near (0,0) has the form

1 ""' . .
( )b u + LJ eijt~uJ ,eij E JR

q q - 1 q i~2q-3, j> 1, i-(q-2) j~ 0

by Lemma 44. Consider t q- 1 [-q(q + l)cq+1u + 1: Cijtiuj ] with u re-
i~2q-3, j> 1, i-(q-l) j ~ 0

1 . .
placed by ( ) u + 1: eijt~uJ and we have:

q q - 1 i~2q-3, j> 1, i-(q-2) j~ 0

t
q

-
1

(-q(q + l)cq+1 [ ( ~ l)b u + L eidl ti1u
j1

] + (8.11)
qq q il~2q-3,jl>l,il-(q-2)il~O

+ L Cijt
i2

[ ( ~ l)b u + L eidl ti1u
j1

] h)
i2~2q-3,h> 1, i2-(q-l) j2 ~ 0 q q q il~2q-3, jl> 1, il -(q-2) il~ 0

In the second summation of (8.11), about the exponents of the term tiuj we have i =

(8.12)

because of the restrictions il - (q - 2)jl 2: °and i2 - (q -1 )j2 2: i2 - (q - 2)h 2: 0. In the first

summation of (8.11), about the exponents of the term tiuj it's easy to see i - (q - 2) j 2: 0.

So the Taylor expansion of (8.11) about (t, u) = (0, b) for b near °has the form

L !ijt~UJ ,!ij E R
i~q-l, i-(q-2)j~ 0

Then in the same way as in the case of the ruled surface of normals we can show RSb(,) (t, u) 6;

(t, 1: !ijtiUj , t q- 2u) 6; (t, 0, t q- 2u) 6; (t, tq- 2u, 0).•
i~q-l, i-(q-2) j ~ 0
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