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THE ANALYSIS OF EXACT CONTROLLABILITY OF
NEUTRAL-TYPE SYSTEMS BY THE MOMENT PROBLEM

APPROACH∗

RABAH RABAH† AND GRIGORY M. SKLYAR‡

Abstract. The problem of exact null-controllability is considered for a wide class of linear
neutral-type systems with distributed delay. The main tool of the analysis is the application of the
moment problem approach and the theory of the basis property of exponential families. A complete
characterization of this problem is given. The minimal time of controllability is specified. The results
are based on the analysis of the Riesz basis property of eigenspaces of the neutral-type systems in
Hilbert space.
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1. Introduction. Many applied problems from physics, mechanics, biology, and
other fields can be described by partial differential equations or delay differential
equations. This leads to the construction and study of the infinite-dimensional system
theory concerning also the systems with control. In this context the problem of
controllability for distributed parameter systems leads to the study of the abstract
controllability problem in infinite-dimensional spaces, which may be formulated in
Hilbert spaces as follows. Consider the abstract system

ẋ = Ax + Bu,(1.1)

where x(t) ∈ X,u(t) ∈ U, X and U being Hilbert spaces, A is the generator of a C0-
semigroup eAt, and B ∈ L(U,X) is a bounded operator. The problem of controllability
is to find all the states xT that can be reached from a fixed initial state (say 0) at a
finite time T by the choice of the controls u(·) ∈ L2(0, T ;U). The mild solution of the
system (1.1) is given by

x(t) = eAtx(0) +

∫ t

0

eA(t−τ)Bu(τ)dτ.

The reachability set from 0 at time T is defined by

RT =

{
x : x =

∫ T

0

eAtBu(t)dt, u(·) ∈ L2(0, T ;U)

}
.
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For finite-dimensional systems the natural concept of controllability is when RT =
X (Kalman). For infinite-dimensional systems, as has been pointed out by several
authors (Fattorini, Triggiani, Russel, Balakrishnan, and others), this concept is not
realistic. It is easy to show that RT1 ⊂ RT2 as T1 < T2. In general, there is no
universal time T0 such that RT0 = RT for all T > T0. However, for several classes of
systems important for application this property holds (hyperbolic-type and neutral-
type systems). In these cases, a natural way to formulate the controllability problem
is the following setting:

(i) to find the maximal possible set RT (depending on T ),
(ii) to find the minimal T for which the set RT becomes the maximal possible.
In order to obtain more profound and precise results by using this approach, it

is important to consider a concrete class of systems and to use the specificity of this
class. In this paper, we consider the problem of controllability for a general class of
neutral systems with distributed delays given by the equation{

d

dt
[z(t) −Kzt] = Lzt + Bu(t), t ≥ 0,

z0 = f,
(1.2)

where zt : [−1, 0] → C
n is the history of z defined by zt(s) = z(t + s). The difference

and delay operators K and L, respectively, are defined by

Kf = A−1f(−1) and Lf =

∫ 0

−1

A2(θ)
d

dθ
f(θ) dθ +

∫ 0

−1

A3(θ)f(θ) dθ

for f ∈ H1([−1, 0],Cn), where A−1 is a constant n × n matrix, A2, A3 are n × n
matrices whose elements belong to L2(−1, 0), and B is a constant n× r matrix.

We consider the operator model of the neutral-type system (1.2) introduced by
Burns, Herdman, and Stech [3] in product spaces (see also [5]). The state space is
M2(−1, 0; Cn) = C

n × L2(−1, 0; Cn), shortly M2, and (1.2) can be reformulated as

ẋ(t) = Ax(t) + Bu(t), x(0) =

(
y
f

)
, B =

(
B
0

)
, A =

(
0 L
0 d

dθ

)
,(1.3)

with D(A) = {(y, z(·)) ∈ M2 : z ∈ H1([−1, 0]; Cn), y = z(0) −A−1z(−1)}.
In the particular case when A2(θ) = A3(θ) = 0, which corresponds to L = 0, we

will use the notation Ã for A.
Suppose that the initial condition for the system (1.2) is z(t) = z0(t), t ∈ [−1, 0],

and let us put zt(θ) = z(t+ θ), θ ∈ [−1, 0], and y = z(0)−A−1z(−1). The semigroup
generated by A is given by

eAt

(
y

z0(·)

)
=

(
zt(0) −A−1zt(−1)

zt(·)

)
=

(
z(t) −A−1z(t− 1)

z(t + ·)

)
.

It can be shown that the reachability set RT is such that RT ⊂ D(A) for all T > 0.
This is a consequence of the fact that for all u(·) ∈ L2 the corresponding solution of
(1.2) is in H1 and then the solution of (1.3) is in D(A) (see [5, Proposition 2.2] for
the existence of the solution and [5, Corollary 2.7] for the property of the reachability
subset). This naturally leads to the following definition of exact controllability.

Definition 1.1. The system (1.3) is exactly null-controllable by controls from
L2 at the time T if RT = D(A). This means that the set of solutions of the system
(1.2), {z(t), t ∈ [T − 1, T ]}, coincides with H1([T − 1, T ]; Cn).
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This problem was the focus of attention of several authors in the 1970s and 1980s.
The main results were devoted to systems with one or several discrete delays. This
may be explained by the fact that the explicit, in this case, form of solutions is known
and, as a result, the semigroup describing the solutions of (1.2) is known explicitly.

The main result for the system

ż(t) −A−1ż(t− h) = A0z(t) + A1z(t− h) + Bu

is that the exact controllability holds if and only if (see [9, 12])
(i) rank ( Δ(λ) B ) = n,
(ii) rank (B A−1B · · · An−1

−1 B ) = n,
where Δ(λ) = λI−λA−1e

−λh−A0−A1e
−λh. For the particular case of scalar control

(B is n× 1 matrix) the time of exact controllability is given in [6]: T > nh, where h
is the delay. For the general case, it is shown in [2] that the reachability set cannot
increase for T > nh.

The case of noncommensurate delays with a distributed term was precisely studied
in the paper by Yamamoto [16]. General conditions were given using the input-output
technique. Conditions of approximate controllability (in [16], quasi reachability) in
the time domain were explicitly given for a system without distributed delay (see also
[8]).

In contrast to the above-mentioned works, we consider the model with distributed
delays (1.2). In this case, we know only that the solution of (1.2) exists but the cor-
responding semigroup is not explicitly known. Then the technique using the explicit
form of the solution, via an expression of the semigroup, cannot be used. So one needs
another tool to analyze the controllability. In the similar situation of the controllabil-
ity problems for hyperbolic systems, the powerful technique of the moment problem
has been proved to be useful. It is caused by the fact that the operators corresponding
to hyperbolic systems are as a rule skew-adjoint or close to skew-adjoint and then they
possess a basis of eigenvectors. The expansion of the steering conditions in this basis
allows the controllability problem for these systems to be reduced to a trigonometric
problem with respect to some families of exponentials. Thus, the further analysis con-
cerns the solvability of the non-Fourier trigonometric moment problem and is based
on the profound theory of the Riesz bases of exponentials. This theory, originated by
the famous Paley–Wiener theorem, has essentially been developed in the last decades
(see monographs by Avdonin and Ivanov [1] and by Young [17] and the references
therein).

The main idea of our work is to apply the moment problem method to the analysis
of controllability of neutral-type systems. Note in this context that the case of neutral-
type systems differs essentially from those mentioned above since the operator A of the
system is not skew-adjoint and, moreover, may not have a basis of eigenvectors or even
generalized eigenvectors. The first element of our consideration is the spectral analysis
of the operator model (1.3) given in our previous works, together with Rezounenko
[10, 11]. In these papers, it is shown that, under the condition that the matrix A−1

is not singular, the operator A (even if it does not verify the Riesz basis property)
possesses a Riesz basis of finite-dimensional invariant subspaces. This allows the
construction of a special Riesz basis in the space M2 in which the steering conditions(

yT
zT (·)

)
=

∫ T

0

eA(T−τ)Bu(τ)dτ(1.4)

take the form of a moment problem quadratically close to some special non-Fourier
moment problems with respect to a family of quasi polynomials. These questions are
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considered in sections 2 and 3. Let us notice that the detailed attention accorded to
the construction of the needed Riesz basis is essentially motivated by the fact that, in
the general case, the operator A may not possess a spectral Riesz basis. Otherwise,
for example, if the eigenvalues of the matrix A−1 are simple, our construction would
be much simpler. The main tool of the analysis of solvability of the obtained moment
problem is based on the theory of families of exponentials [1, 17]. The basic elements
of this approach used in our paper are given in section 4. Below we give a complete
analysis of the controllability problem for neutral-type systems. In the course of the
main part of the work, we consider the case when detA−1 �= 0. In this case, the
controllability of system (1.2) is equivalent to the solvability of the moment problem
obtained in section 3. We consider first the single input case in section 5 and give
not only the conditions of exact null-controllability but also determine the time of
controllability. These results are an extension of the result obtained in [6]. In section 6,
we consider the solvability of the moment problem for the multivariable case (dimB =
n× r, r > 1). We introduce some special indices m1 and m which enable the moment
problem to be characterized. We show that the exact null-controllability holds for
time T > m and does not hold for T < m1. Finally, we complete the results on
controllability by getting rid of the assumption detA−1 �= 0 in section 7. We then
obtain the precise time of controllability using the first controllability index of the pair
(A−1, B), say n1 (cf., for example, [15, Chapter 5]). Our main result is the following.

Theorem 1.2. The system (1.3) is exactly null-controllable if and only if the
following conditions are verified.

(i) There is no λ ∈ C and y ∈ C
n, y �= 0, such that Δ∗

A(λ)y = 0 and B∗y = 0,
where

Δ∗
A(λ) = λI − λe−λA∗

−1 − λ

∫ 0

−1

eλsA∗
2(s)ds−

∫ 0

−1

eλsA∗
3(s)ds,

or equivalently rank ( ΔA(λ) B ) = n for all λ ∈ C.
(ii) There is no μ ∈ σ(A−1) and y ∈ C

n, y �= 0, such that A∗
−1y = μ̄y and

B∗y = 0, or equivalently rank (B A−1B · · · An−1
−1 B ) = n.

If conditions (i) and (ii) hold, then the system is controllable at the time T > n1 and
not controllable at the time T ≤ n1, where n1 is the controllability index of the pair
(A−1, B).

If the delay is h instead of 1, the time of exact controllability is T = n1h.

2. The choice of the basis. In this section, we assume that the matrix A−1 is
not singular, detA−1 �= 0.

Let us recall [10] that the spectrum of Ã (the state operator corresponding to the
case A2 = A3 = 0) consists of only the eigenvalues that are the roots of the equation
det ΔÃ(λ) = det(λI − λe−λA−1) = 0, i.e.,

σ(Ã) = {λ(k)
m = ln |μm| + i(argμm + 2kπ)} ∪ {0},

where {μm,m = 1, . . . , �} = σ(A−1).

The operator Ã possesses a Riesz basis of generalized eigenvectors which may be
characterized as follows (see [10, 11]).

Let νm be the number of Jordan blocks corresponding to μm ∈ σ(A−1) and let
pm,j , j = 1, . . . , νm, be the dimension of the corresponding blocks; then
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1. to any λ
(k)
m �= 0 and to any j = 1, . . . , νm there corresponds a Jordan chain

of generalized eigenvectors of Ã, noted {ϕ̃j,1
m,k, ϕ̃

j,2
m,k, . . . , ϕ̃

j,pm,j

m,k } such that

Ãϕ̃j,1
m,k = λ(k)

m ϕ̃j,1
m,k, (Ã − λ(k)

m I)ϕ̃j,s
m,k = ϕ̃j,s−1

m,k , s = 2, . . . , pm,j ;

2. the root space of Ã corresponding to 0 ∈ σ(Ã) is of dimension

n + dim Ker(A−1 − I)n.

If 1 = μg ∈ σ(A−1), g ∈ {1, . . . , �}, then for any j ∈ {1, . . . , νg} there exists

a Jordan chain {ϕ̃j,1
0 , ϕ̃j,2

0 , . . . , ϕ̃
j,pg,j+1
0 } such that

Ãϕ̃j,1
0 = 0, Ãϕ̃j,s

0 = Ãϕ̃j,s−1
0 , s = 2, . . . , pm,j + 1,

and, besides, there exist n − νg linearly independent eigenvectors ϕ̃j
0, j =

νg + 1, . . . , n, such that Ãϕ̃j
0 = 0;

3. any collection {ϕ̃j,s
m,k, s = 1, . . . , pm,j , j = 1, . . . , νm} forms a basis in the

space Ker(Ã − λ
(k)
m I)n, λ

(k)
m �= 0. The collection

{ϕ̃j,s
0 , s = 1, . . . , pm,j + 1, j = 1, . . . , νm}

⋃
{ϕ̃j

0, j = νg + 1, n}

forms a basis in KerÃn.
In the following, we refer to this basis as {ϕ̃} omitting the indices when they are
not necessary. The concrete form of interest to us is that which corresponds to the
nonzero eigenvalues and then takes the form

ϕ̃j,s
m,k =

(
0

eλ
(k)
m tP j,s

m (θ)

)
(2.1)

with

P j,s
m (θ) =

s∑
r=1

Dr
m,j

s−r∑
i=0

βi,s
r

θi

i!
.(2.2)

The constant vectors Di
m,j form a basis in C

n designed from the Jordan chains of the

matrices A−1. These vectors and the constants βi,s
q in the polynomials P (θ) do not

depend on k.
This gives that, in particular,

inf{‖ϕ̃j,s
m,k‖, k ∈ Z} = ρ > 0, sup{‖ϕ̃j,s

m,k‖, k ∈ Z} = R < ∞.(2.3)

The corresponding biorthogonal basis to {ϕ̃} will be denoted by {ψ̃}.
Proposition 2.1. For any m, k the vectors of the biorthogonal basis {ψ̃} form

the following Jordan chain with respect to the adjoint operator Ã∗:

(Ã∗ − λ̄(k)
m I)ψ̃

j,pm,j

m,k = 0, (Ã∗ − λ̄(k)
m I)ψ̃j,s

m,k = ψ̃j,s+1
m,k , s = 0, . . . , pm,j − 1,

where λ̄ is the complex conjugate of λ.
Proof. To prove the statement we need to observe that〈

(Ã − λ(k)
m I)ϕ̃, ψ̃

j,pm,j

m,k

〉
= 0 ∀ϕ̃ ∈ {ϕ̃}.
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Hence ψ̃
j,pm,j

m,k ∈ D(Ã∗) and (Ã∗ − λ̄
(k)
m I)ψ̃

j,pm,j

m,k = 0. Next, for s = 0, . . . , pm,j − 1 we
have 〈

(Ã − λ̃(k)
m I)ϕ̃, ψ̃j,s

m,k

〉
= 0 ∀ϕ̃ ∈ {ϕ̃}\{ϕ̃j,s+1

m,k }

and 〈
(Ã − λ(k)

m I)ϕ̃j,s+1
m,k , ψ̃j,s

m,k

〉
= 1.

This means that ψ̃j,s
m,k ∈ D(Ã∗) and (Ã∗ − λ̄

(k)
m I)ψ̃j,s

m,k = ψ̃j,s+1
m,k .

Let us give the concrete form of elements ψ̃j,s
m,k corresponding to the nonzero

eigenvalues.
Proposition 2.2. Let

{
C1

m,j , . . . , C
pm,j

m,j

}
be the jth Jordan chain of A∗

−1 corre-
sponding to μ̄m:

A∗
−1C

1
m,j = μ̄mC1

m,j , (A∗
−1 − μ̄mI)Cs

m,j = Cs−1
m,j , s = 2, . . . , pm,j .

Then the vectors ψ̃
j,pm,j−r
m,k are of the form

ψ̃
j,pm,j−i
m,k =

(
1

λ̄
(k)
m

∑i
s=0 q

i,1+s
m,j C1+s

m,j

e−λ̄(k)
m θ

∑i
s=0 q̃

i,1+s
m,j (θ)C1+s

m,j

)
,(2.4)

where i = 0, . . . , pm,j − 1 and the coefficients q and q̃(θ) do not depend on k.
In particular, the eigenvectors are given by

ψ̃
j,pm.j

m,k = βj
m,k

(
1

λ̄
(k)
m

C1
m,j

eλ̄
(k)
m θC1

m,j

)
, βj

m,k ∈ C.(2.5)

Proof. The proof may be obtained by a simple calculation.
Let us now recall [10] that the space M2 possesses a Riesz basis of A-invariant

finite-dimensional subspaces {V } = {V (k)
m , |k| > N, m = 1, . . . , �} ∪ {V̂N}, where

V (k)
m = P (k)

m M2, P (k)
m =

1

2πi

∫
L

(k)
m

R(λ,A)dλ,

where L
(k)
m are circles of fixed radius r < r0 = 1

3 min{|λk
m − λj

i |, (m, k) �= (i, j)},
centered at λk

m, and V̂N is the subspace spanned on all the generalized eigenvectors

of A whose eigenvalues are located outside the circles L
(k)
m , |k| > N, m = 1, . . . , �,

with dim V̂N = 2(N + 1)n. Let us remark that this Riesz basis property is valid for
all sufficiently large N ≥ N0. Moreover, it is shown in [10] that

∑
k∈Z

�∑
m=1

∥∥∥P (k)
m − P̃ (k)

m

∥∥∥2

< ∞,(2.6)

where

P̃ (k)
m =

1

2πi

∫
L

(k)
m

R(λ, Ã)dλ, ImP̃ (k)
m = Ker(Ã − λ(k)

m I)n.
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So, in this sense, the basis {V } is asymptotically quadratic close to the spectral basis

of Ã. Consider now the biorthogonal to {V } basis of subspaces

{W} = {W (k)
m , |k| > N, m = 1, . . . , �} ∪ {ŴN},

i.e., the basis that may be defined by

W (k)
m =

⎛⎜⎝ ∑
(i,j)�=(m,k)

|i|>N,j=1,...,�

V
(i)
j + V̂N

⎞⎟⎠
⊥

, m = 1, . . . , �, |k| > N,

and

ŴN =

⎛⎜⎝ ∑
|i|>N

j=1,...,�

V
(i)
j

⎞⎟⎠
⊥

.

One can easily check that the basis {W} consists of A∗-invariant subspaces and,
besides,

W (k)
m = P (k)∗

m M2, P (k)∗
m =

1

2πi

∫
L̄

(k)
m

R(λ,A∗)dλ, |k| > N, m = 1, . . . , �,

where L̄
(k)
m are the complex conjugate circles to L

(k)
m .

The finite-dimensional operator A∗
|ŴN

has the spectrum σ(A∗
|ŴN

) which is the

complex conjugate of the spectrum σ(A|V̂N
). Let us consider this relation in more

detail. Let λ̂m, m = 1, . . . , �N , be the eigenvalues of A|V̂N
, and ν̂m the number of

Jordan blocks corresponding to λ̂m ∈ σ(A|V̂N
) with the dimension of blocks p̂m,j , j =

1, . . . , ν̂m. Let ϕ̂j,s
m , j = 1, . . . , ν̂m; s = 1, . . . , p̂m,j , be a Jordan basis of generalized

vectors of A|V̂N
, i.e.,

Aϕ̂j,1
m = λ̂mϕ̂j,1

m , (A− λ̂mI)ϕ̂j,s
m = ϕ̂j,s−1

m , s = 2, . . . , p̂m,j ,(2.7)

for the subspace V̂N .
We can now formulate the following statement.
Proposition 2.3. The family

{ψ̂j,s
m , m = 1, . . . , �N ; j = 1, . . . , ν̂m; s = 1, . . . , p̂m,j} ⊂ ŴN

biorthogonal to {ϕ̂j,s
m }, i.e., 〈ϕ̂j,s

m , ψ̂i,k
r 〉 = δ{(m,j,s),(r,i,k)}, forms a Jordan basis of

generalized eigenvectors of A∗
|V̂N

:

A∗ψ̂j,p̂m,j
m =

¯̂
λmψ̂j,p̂m,j

m , (A∗ − ¯̂
λmI)ψ̂j,s

m = ψ̂j,s+1
m , s = 0, . . . , p̂m,j − 1,

for the subspace ŴN .
Proof. The proof is analogous to the proof of Proposition 2.1.
Now we have all the elements to define the Riesz basis that we will use for the

analysis of the steering condition (1.4).
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We consider the spectral, with respect to the operator Ã, basis {ϕ̃} described

above and the corresponding biorthogonal basis {ψ̃}. For a given N > N0 we put

ψj,s
m,k = P (k)∗

m ψ̃j,s
m,k, |k| > N, m = 1. . . . , �; j = 1, . . . , νm; s = 1, . . . , pm,j .(2.8)

Then we complete the collection (2.8) by the set

{ψ̂j,s
m ; m = 1, . . . , �N ; j = 1, . . . , ν̂m; s = 1, . . . , p̂m,j},

which contains 2(N + 1)n vectors forming a Jordan basis in ŴN (Proposition 2.3).
Theorem 2.4. Let the condition (2.3) be satisfied and let N be sufficiently large.

Then the collection

{ψ} = {ψj,s
m,k} ∪ {ψ̂j,s

m },

where ψj,s
m,k are given by (2.8) and ψj,s

m are defined in Proposition 2.3, constitutes a
Riesz basis of M2.

Proof. We start with the fact that under condition (2.3) the collection {ψ̃} forms

a Riesz basis in M2. In particular, this implies that the collection {ψ̃j,s
m,k, |k| > N}

forms a Riesz basis in the closure of its linear span

Cl Lin{ψ̃j,s
m,k, |k| > N} = Cl

∑
|k|>N

�∑
m=1

Ker
(
Ã∗ − λ̄(k)

m I
)max

j
pm,j

.

On the other hand, from (2.6) and (2.8) we have∑
|k|>N

∑
m,j,s

∥∥∥ψj,s
m,k − ψ̃j,s

m,k

∥∥∥2

=
∑

|k|>N

∑
m,j,s

∥∥∥P (k)∗
m − P̃ (k)∗

m

∥∥∥2 ∥∥∥ψ̃j,s
m,k

∥∥∥2

.

This implies that for any ε > 0 there exists a large N1 such that if N > N1, then∑
|k|>N

∑
m,j,s

∥∥∥ψj,s
m,k − ψ̃j,s

m,k

∥∥∥2

< ε.(2.9)

Hence for this N , the family {ψj,s
m,k}|k|>N is quadratically close to {ψ̃j,s

m,k}|k|>N and,
therefore, forms a Riesz basis in the closure of its linear span

Cl Lin{ψj,s
m,k, |k| > N} = Cl

∑
|k|>N

�∑
m=1

W (k)
m .

Since, due to Proposition 2.3, the set {ψ̂j,s
m } is a basis in ŴN and

Cl
∑

|k|>N

�∑
m

W (k)
m + ŴN = M2,

the union

{ψj,s
m,k, |k| > N} ∪ {ψ̂j,s

m }
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is a Riesz basis in M2. This ends the proof.
By {ϕ} we denote the Riesz basis biorthogonal to the basis {ψ} in Theorem 2.4.

Remark 2.5. The elements of the basis {ϕ} which correspond to the part {ψ̂j,s
m }

are the generalized eigenvectors {ϕ̂j,s
m } of the operator A (see (2.7)). So,

{ϕ} = {ϕj,s
m,k, |k| > N} ∪ {ϕ̂j,s

m }.

Moreover, it is easy to show that there exists N1 such that for any given N > N1 and

m = 1, . . . , � the collection {ϕj,s
m,k, j = 1, . . . , νm; s = 1, . . . , pm,j} is a basis of V

(k)
m .

The chosen basis {ϕ} will be used in our further analysis of the steering conditions
by the moment problem method. In this context, we notice that the construction of
a proper basis becomes rather complicated only in the case when the spectrum of the
matrix A−1 is not simple and, as a consequence, the operator A may not possess a
spectral Riesz basis. If all eigenvalues of A−1 are simple, the basis {ϕ} constructed
in this section coincides with a spectral basis of A.

3. Expansion of the steering condition in the Riesz basis. In order to use
the results of section 2, we assume that the matrix A−1 is not singular.

Let us expand the steering condition (1.4) with respect to the basis {ϕ} and to
the biorthogonal basis {ψ}. Consider a state x =

(
y

z(·)
)
∈ M2; this state is reachable

at time T if and only if∑
ϕ∈{ϕ}

〈x, ψ〉ϕ =
∑

ϕ∈{ϕ}

∫ T

0

〈
eAtBu(t), ψ

〉
dtϕ, u(·) ∈ L2(−1, 0; Cr).

Then the steering condition (1.4) can be substituted by the following system of equal-
ities:

〈x, ψ〉 =

∫ T

0

〈
eAtBu(t), ψ

〉
dt, ψ ∈ {ψ}, u(·) ∈ L2(−1, 0; Cr).(3.1)

Let {b1, . . . , br} be an arbitrary basis in ImB, the image of the matrix B and bi =(
bi
0

)
∈ M2, i = 1, . . . , r (more precision on the choice of this basis will be given in

section 6). Then the right-hand side of (3.1) takes the form∫ T

0

〈
eAtBu(t), ψ

〉
dt =

r∑
i=1

∫ T

0

〈
eAtbi, ψ

〉
ui(t)dt.(3.2)

Let us omit the index i for bi and for any b ∈ {b1, . . . ,br} transform the term〈
eAtbu(t), ψ

〉
, ψ ∈ {ψj,s

m,k, |k| > N} as follows:〈
eAtb, ψj,s

m,k

〉
=

〈
eAtb, P

(k)∗
m ψ̃j,s

m,k

〉
=

〈
P

(k)
m eAtb, ψ̃j,s

m,k

〉
=

〈
P̃

(k)
m eÃtb, ψ̃j,s

m,k

〉
+

〈
(P

(k)
m eAt − P̃

(k)
m eÃt)b, ψ̃j,s

m,k

〉
.

(3.3)

Lemma 3.1. There exists a sequence {αk},
∑

|k|>Nα2
k < ∞, such that for all

m = 1, . . . , �; j = 1, . . . , νm, and s = 1, . . . , pm,j the following estimates hold:∣∣∣〈(P (k)
m eAt − P̃ (k)

m eÃt)b, ψ̃j,s
m,k

〉∣∣∣ ≤ αk

|k| , |k| > N, t ∈ [0, T ].(3.4)
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Proof. Let us denote by R(λ,A) and R(λ, Ã) the resolvents of the operators A
and Ã. Taking into account the relation (2.3) we can write∣∣∣〈(P (k)

m eAt − P̃ (k)
m eÃt)b, ψ̃j,s

m,k

〉∣∣∣
=

∣∣∣∣∣
〈

1
2πi

∫
Lk

m

eλt
(
R(λ,A) −R(λ, Ã)

)
dλ · b, ψ̃j,s

m,k

〉∣∣∣∣∣
= 1

2π

∣∣∣∣∣
∫
Lk

m

eλt
〈(

R(λ,A) −R(λ, Ã)
)
b, ψ̃j,s

m,k

〉
dλ

∣∣∣∣∣
≤ 1

2π

∫
Lk

m

∣∣eλt∣∣ ∥∥∥(
R(λ,A) −R(λ, Ã)

)
b
∥∥∥∥∥∥ψ̃j,s

m,k

∥∥∥ |dλ|

≤ C

∫
Lk

m

∣∣eλt∣∣ ∥∥∥(
R(λ,A) −R(λ, Ã)

)
b
∥∥∥ |dλ|

(3.5)

with C > 0. Now we need to estimate ‖(R(λ,A) − R(λ, Ã))b‖. In order to do that,

we need to use an explicit expression for the resolvents of the operators A and Ã given
in [10, Proposition 2.2] (for the proof see [11] and also [5]). We obtain

(
R(λ,A) −R(λ, Ã)

)
b =

⎛⎝ (I −A−1e
−λ)

(
Δ−1

A (λ) − Δ−1

Ã (λ)
)
b

eλθ
(
Δ−1

A (λ) − Δ−1

Ã (λ)
)
b

⎞⎠ ,

where

ΔA(λ) = λI − λe−λA−1 + λ

∫ 0

−1

eλsA2(s)ds−
∫ 0

−1

eλsA3(s)ds,

and, from that, ΔÃ(λ) = λI − λe−λA−1. From the relation

Δ−1

Ã (λ) − Δ−1
A (λ) = Δ−1

A (λ)

(
λ

∫ 0

−1

eλsA2(s)ds +

∫ 0

−1

eλsA3(s)ds

)
Δ−1

Ã (λ),

and using the estimates [11, formulas (25), (26)],∥∥∥Δ−1

A or Ã(λ)
∥∥∥ ≤ C1|λ|−1, C1 > 0, λ ∈ L(k)

m , |k| > N, m = 1, . . . , �,

we get the inequality

(3.6)∥∥∥(
R(λ,A) −R(λ̃,A)

)
b
∥∥∥ ≤ C2

|λ|2

(
|λ|

∥∥∥∥∫ 0

−1

eλsA2(s)ds

∥∥∥∥ +

∥∥∥∥∫ 0

−1

eλsA3(s)ds

∥∥∥∥)
.

For λ ∈ L
(k)
m we can put λ = λ̃+2kπi, where λ̃ ∈ L

(0)
m = {ξ : |ξ−ln |μm|+i argμm| = r}.

This yields ∥∥∥∥∫ 0

−1

eλsA2(s)ds

∥∥∥∥ =

∥∥∥∥∫ 0

−1

eλ̃sA2(s)e
2πiksds

∥∥∥∥ = C
(k)
2 (λ̃),∥∥∥∥∫ 0

−1

eλsA3(s)ds

∥∥∥∥ =

∥∥∥∥∫ 0

−1

eλ̃sA3(s)e
2πiksds

∥∥∥∥ = C
(k)
3 (λ̃),

(3.7)
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where ∑
|k|>N

[
C

(k)
j (λ̃)

]2

≤
∫ 0

−1

|eλ̃s|2‖Aj(s)‖2ds, j = 2, 3.

Since for all values of the parameter

λ̃ ∈
�⋃

m=1

L(0)
m

the L2-norm of the matrix functions eλ̃sAj(s), j = 2, 3, on the interval [−1, 0] are
uniformly bounded, then there exists δ > 0 such that∑

|k|>N

(
C

(k)
j (λ̃)

)2

≤ δ < ∞, j = 2, 3, λ̃ ∈
�⋃

m=1

L(0)
m .(3.8)

Finally, from (3.6) and (3.7), for λ̃ ∈ L
(k)
m we obtain

(3.9)∥∥∥(
R(λ,A) −R(λ, Ã)

)
b
∥∥∥ ≤ C2

|λ̃ + 2kπi|

(
|λ̃ + 2kπi|C(k)

2 (λ̃) + C
(k)
3 (λ̃)

)
, λ̃ ∈ L(0)

m .

Then the inequalities (3.5), (3.6), and (3.9) give the validity of (3.4). The proof is
complete.

Let us consider the first term on the right-hand side of (3.3). Since ψ̃j,s
m,k ∈ W

(k)
m

and due to Proposition 2.1, we have〈
P̃

(k)
m eÃtb, ψ̃j,s

m,k

〉
=

〈
b, eÃ

∗tP̃
(k)∗
m ψ̃j,s

m,k

〉
=

〈
b, eÃ

∗tψ̃j,s
m,k

〉
=

(
〈b, ψ̃j,pm,j

m,k 〉 tpm,j−s

(pm,j−s)! + · · · + 〈b, ψ̃j,s
m,k〉

)
eλ

(k)
m t.

(3.10)

Lemma 3.2. There exists a constant δ1 such that∣∣∣〈b, ψ̃j,s
m,k

〉∣∣∣ ≤ δ1
|k|(3.11)

for all |k| > N , m = 1, . . . , �, j = 1, . . . , νm, s = 1, . . . , pm.j. Moreover, we have〈
b, ψ̃

j,pm.j

m,k

〉
=

1

λ̄
(k)
m

〈
b, C1

m,j

〉
,

where C1
m,j are the eigenvectors of A−1 corresponding to μ̄m and ψ̃

j,pm.j

m,k are as in the

formula (2.5) in Proposition 2.2 with βj
m,k = 1.

Proof. Taking into account (2.3), we get∣∣∣〈b, ψ̃j,s
m,k〉

∣∣∣ =
∣∣∣〈b, P̃ (k)∗

m ψ̃j,s
m,k〉

∣∣∣
=

∣∣∣〈P̃ (k)
m b, ψ̃j,s

m,k〉
∣∣∣

= 1
2π

∣∣∣∣∫
L

(k)
m

〈R(λ, Ã)b, ψ̃j,s
m,k〉dλ

∣∣∣∣
≤ C

∫
L

(k)
m

∥∥∥R(λ, Ã)b
∥∥∥dλ, C > 0,

(3.12)
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where C is a constant. The explicit expression of the resolvent R(λ, Ã) is given by
(see [10, 11])

R(λ, Ã)b =

(
(I −A−1e

−λ)Δ−1

Ã (λ)b

eλθΔ−1

Ã (λ)b

)
.

Since ‖Δ−1

Ã ‖ ≤ C1|λ|−1 with C1 > 0 and for λ ∈ L
(k)
m , |k| > N, m = 1, . . . , �, we

obtain the estimate ∥∥∥R(λ, Ã)b
∥∥∥ ≤ C2

|k| , C2 > 0, λ ∈ L(k)
m .

This, together with (3.12), leads to (3.11).

The second statement follows directly:〈
b, ψ̃

j,pm.j

m,k

〉
=

〈(
b
0

)
, ψ̃

j,pm.j

m,k

〉
=

1

λ̄
(k)
m

〈
b, C1

m,j

〉
.

This completes the proof.

Lemma 3.3. Assume that
〈
b, Cs

m,j

〉
= 0, s = 1, . . . , r, r < pm,j ; then

〈
b, ψ̃

j,pm,j−r
m,k

〉
=

qrm,j

λ̄
(k)
m

〈
b, Cr+1

m,j

〉
,(3.13)

where the coefficients qrm,j do not depend on k.

Proof. This is a direct consequence of the relation (2.4).

Let us denote by qj,s,dm,k (t) the polynomials

qj,s,dm,k (t) = k

⎛⎝
〈
bd, ψ̃

j,pm,j

m,k

〉
(pm,j − s)!

tpm,j−s +

〈
bd, ψ̃

j,pm,j−1
m,k

〉
(pm,j − s− 1)!

tpm,j−s−1 + · · · +
〈
bd, ψ̃

j,s
m,k

〉⎞⎠
(3.14)

and by f j,s,d
m,k (t) the functions

f j,s,d
m,k (t) = k

〈(
P (k)
m eAt − P̃ (k)

m eÃt
)
bd, ψ̃

j,s
m,k

〉
.(3.15)

With these notations (and also due to (3.2), (3.3), and (3.10)), the infinite part of the
system (3.1) corresponding to ψ ∈ {ψj,s

m,k}, |k| > N , reads as

k

〈(
yT

zT (·)

)
, ψj,s

m,k

〉
=

r∑
d=1

∫ T

0

(
eλ

(k)
m tqj,s,dm,k (t) + f j,s,d

m,k (t)
)
ud(t)dt.(3.16)

Moreover, due to Lemmas 3.1, 3.2, and 3.3, the functions (3.14) and (3.15) verify the
following properties:

(P1) the coefficients of the polynomials {q(t)} are uniformly bounded as |k| > N ;
(P2) the set of leading coefficients of the nontrivial polynomials {q(t)} does not

have a limit point at 0;
(P3)

∑
|k|>N |f j,s,d

m,k (t)|2 < α < ∞, t ∈ [0, T ], α > 0.
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Next we observe that if ψ = ψ̂j,s
m , m = 1, . . . , �N , j = 1, . . . , μ̂m, s = 1, . . . , p̂m,j , then〈
eAtbd, ψ

〉
, =

〈
bd, e

A∗tψ
〉

= q̂j,s,dm (t)eλ̂mt,

where

q̂j,s,dm (t) =

⎛⎝
〈
bd, ψ̂

j,pm,j

m,k

〉
(p̂m,j − s)!

tp̂m,j−s +

〈
bd, ψ̂

j,p̂m,j−1
m,k

〉
(p̂m,j − s− 1)!

tp̂m,j−s−1 + · · · +
〈
bd, ψ̂

j,s
m,k

〉⎞⎠ .

Therefore, the finite part of the system (3.1) corresponding to ψ ∈ {ψ̂j,s
m } reads as〈(

yT
zT (·)

)
, ψ̂j,s

m

〉
=

r∑
d=1

∫ T

0

eλ̂mtq̂j,s,dm,k (t)ud(t)dt.(3.17)

Thus, we observe that the state
(

yT

zT (·)
)
∈ M2 is reachable from 0 at the time T > 0 if

and only if the equalities (3.16) and (3.17) hold for some controls ud(·) ∈ L2(0, T ), d =
1, . . . , r. These equalities pose a kind of moment problem, which is the main object
of our further analysis.

4. The problem of moments and the Riesz basis property. In this section,
we recall the general properties of the problem of moments that will be applied to the
analysis of the problem (3.16)–(3.17) given in section 3.

Consider a collection of functions {gk(t), t ∈ [0,∞[}k∈N assuming that for any
k ∈ N, T > 0, gk(·) ∈ L2(0, T ), and consider the following problem of moments:

sk =

∫ T

0

gk(t)u(t)dt, k ∈ N.(4.1)

We start with the following well-known fact, which is a consequence of Bari theorem
[4, Chapter 6] and [17, Chapter 4] (see also [14] for a direct proof and the references
therein).

Proposition 4.1. The following statements are equivalent:
(i) For the scalars sk, k ∈ N, the problem (4.1) has a solution u(·) ∈ L2(0, T ) if

and only if {sk} ∈ �2, i.e.,
∑

k∈N
s2
k < ∞;

(ii) the family {gk(t)}k∈N, t ∈ [0, T ], forms a Riesz basis in the closure of its
linear span

Cl Lin{gk(t), k ∈ N}.

Using this proposition, we can prove the following result.
Proposition 4.2. Let us denote by L(0, T ) the closed subspace

Cl Lin{gk(t), k ∈ N} ⊂ L2(T0, T ).

Let us suppose that for some T1 > 0 the functions {gk(t)}k∈N, t ∈ [0, T1], form a Riesz
basis in L(0, T1) ⊂ L2(0, T1) and codimL(0, T1) < ∞. Then for any 0 < T < T1, there
exists an infinite-dimensional subspace �T ⊂ �2 such that the problem of moments (4.1)
is unsolvable for {sk} ∈ �T if {sk} �= {0}.
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Proof. We introduce for all T > 0 the operator QT : L2(0, T ) → �2 given by

QTu(·) =

{∫ T

0

gk(t)u(t)dt

}
k∈N

.(4.2)

This gives QT1
(L2(0, T1)) = �2 by Proposition 4.1. The operator QT1 is bounded due

to the closed graph theorem. It is easy to see that the adjoint operator Q∗
T1

acts as

Q∗
T1
{sk}k∈N =

∑
k∈N

skgk(t) ∈ L(0, T1).

Let us denote now by Q1 : L(0, T1) → �2 the one-to-one operator defined as follows:

Q1u(·) = {ck} for u(·) =
∑
k∈N

ckgk(·), {ck},∈ �2.

Now consider the decomposition L2(0, T1) = X1 ⊕X2, where

X1 = {u(·) : u(t) ≡ 0, t ∈ [0, T ]}, X2 = {u(·) : u(t) ≡ 0, t ∈ [T, T1]},

and observe that since codimL(0, T1) < ∞, then the intersection X = X1 ∪ L(0, T1)
is an infinite-dimensional subspace in L2(0, T1). Finally, let us denote �T = Q1(X).
The above considerations prove that this subspace is infinite dimensional. Taking
u(·) ∈ X2 and {sk} ∈ �T , we obtain

〈QT1
u(·), {sk}〉 = 〈u(·), Q∗

T {sk}〉 =

∫ T

0

u(t)
∑
k∈N

skgk(t)dt = 0,

because
∑

k∈N
skgk(t) ∈ X1. Thus QT1(X2) ⊥ �T and, therefore, (4.1) is unsolvable

for {sk} ∈ �T if {sk} �= {0}.
Proposition 4.3. Let us consider the moment problem

sk =

r∑
d=1

∫ T

0

gdk(t)ud(t)dt, k ∈ N,(4.3)

with the assumption

∑
k∈N

∫ T

0

|gdk(t)|2dt < ∞, d = 1, . . . , r.(4.4)

Then the set S0,T of sequences {sk} for which problem (4.3) is solvable is a nontrivial
submanifold of �2, i.e., S0,T �= �2.

Proof. Let us introduce the operator Qr
T : Lr

2(0, T ) → �2 defined by

Qr
Tu(·) = {sk}k∈N

=

{
r∑

d=1

∫ T

0

gdk(t)ud(t)dt

}
k∈N

, u(·) = (u1(·), . . . , ur(·)) .
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Then, if ‖u(·)‖ ≤ 1, we obtain

∞∑
k=N

|sk|2 =

r∑
d=1

∞∑
k=N

∣∣∣∣∣
∫ T

0

gdk(t)ud(t)

∣∣∣∣∣
2

dt

≤
r∑

d=1

∞∑
k=N

∫ T

0

|gdk(t)|2dt,

and then
∑∞

k=N |sk|2 → 0 as N → ∞. This means that the set {Qr
Tu(·), ‖u(·)| ≤ 1}

satisfies the criterion of compactness in �2 (see, for example, [7, Chapter 5]). Hence
Qr

T is a compact operator and therefore ImQr
T �= �2.

In the following, our analysis will be based on the theory of families of exponential
developed by Avdonin and Ivanov in [1]. We are particularly interested in the basis
properties of such families.

Let δ1, . . . , δ� be different, modulus 2πi, complex numbers, and let m1, . . . ,m�

and N be natural integers. Let us denote by ẼN the family

ẼN =
{

e(δs+2πik)t, te(δs+2πik)t, . . . , tms−1e(δs+2πik)t
}

|k|>N
s=1,...,�

.

Next, let ε1, . . . , εr be another collection of different complex numbers such that εj �=
δs +2πik, j = 1, . . . , r; s = 1, . . . , �; |k| > N , and let m′

1, . . . ,m
′
r be positive integers.

Let us denote by E0 the collection

E0 =
{

eεjt, teεjt, . . . , tm
′
s−1eεjt

}
j=1,...,r

.

The following theorem is the main tool of our further analysis.
Theorem 4.4. (i) If

∑r
j=1 m

′
j = (2N + 1)

∑�
s=1ms, then the family E = ẼN ∪ E0

constitutes a Riesz basis in L2(0,
∑�

s=1ms).

(ii) If T >
∑�

s=1ms, then independently of the number of elements in E0, the
family E forms a Riesz basis of the closure of its linear span in the space L2(0, T ).

Proof. (i) We make use of [1, Theorem II.4.23]. According to this theorem, let us
consider the complex function

f(z) = e
iz
2

∑�
s=1 ms

�∏
s=1

(
sin

(
z

2
− δs

2

))ms

R(z),

where

R(z) =
r∏

j=1

(z − εj)
m′

j

⎛⎜⎝ ∏
s=1,...,�
|k|≤N

(z − δs − 2πik)ms

⎞⎟⎠
−1

→ 1 as z → ∞.

One can easily verify that f(z) extended to the points δs+2πik, s = 1, . . . , �, |k| ≤ N ,
by continuity, is an entire function of the sine type (see [1, Definition II.1.27] and also
[17, section 4.5]). Representing

�∏
s=1

(
sin

(
z

2
− δs

2

))ms

=

�∏
s=1

(
e

iz
2 e

−iδs
2 − e

−iz
2 e

iδs
2

2i

)ms

,
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we get

�∏
s=1

(
sin

(
z

2
− δs

2

))ms

= C0e
iz
2

∑�
s=1 ms + C1e

−iz
2

∑�
s=1 ms +

N0∑
j=2

Cje
izqj ,

where Cj are constants and qj ∈ {− 1
2

∑�
s=1 ms,

1
2

∑�
s=1 ms}, j = 2, . . . , N0. And

then the growth indicator of the function f (see [1, Paragraph II.1.4.2]) is of the form

hf (φ) = lim
ρ→∞

sup
1

ρ
ln |f(ρeiφ)|

= lim
ρ→∞

sup
1

ρ
ln

∣∣∣∣∣∣C0e
iz

∑�
s=1 ms + C1 +

N0∑
j=2

Cje
iz(qj+

1
2

∑�
s=1 ms)

∣∣∣∣∣∣
=

⎧⎪⎨⎪⎩
0, φ ∈ [0, π],

−
�∑

s=1

ms sinφ, φ ∈ [−π, 0].

Therefore, the indicator diagram is Gf =
[
− i

∑�
s=1 ms, 0

]
. Finally, observe that the

set of zeros of f is exactly

{δs + 2πik} s=1,...,�
|k|>N

⋃
{εj}j=1,...,r,

the roots δs + 2πik are of multiplicity ms, and the roots εj are of multiplicity m′
j . To

summarize, we conclude that f(z) is a generating function (see [1, Definition II.4.21])

of the family E on the interval [0,
∑�

s=1 ms] and, therefore, this family is a Riesz basis

of L2(0,
∑�

s=1 ms). The statement is proved.

(ii) Let us denote γ = T −
∑�

s=1 ms > 0 and choose a complex number μ such
that

μ +
2πim

γ
�= δs + 2πik and μ +

2πim

γ
�= εj

for all m, k ∈ Z, s = 1, . . . , �, j = 1, . . . , r. Let us put m′ =
∑r

j=1 m
′
j and

E(m′)
1 =

{
e(μ+ 2πim

γ )t
}
m∈Z\{1,...,m′}

,

ẼN =
{

e(δs+2πik)t, te(δs+2πik)t, . . . , tms−1e(δs+2πik)t
}

|k|>N
s=1,...,�

and consider the family

ẼN ∪ E0 ∪ E(m′)
1 .

Now let us introduce a complex function of the sine type given by

f1(z) = ei( z
2

∑�
s=1 ms+γ)

�∏
s=1

(
sin

(
z

2
− δs

2

))ms

R1(z) sin γ
(z

2
− μ

2

)
,

where

R1(z) =

r∏
j=1

(z − εj)
m′

j

⎛⎝ m′
j∏

m=1

(
z − μ− 2πim

γ

)⎞⎠−1

→ 1 as z → ∞.
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Then, by arguments analogous to those given in the proof of part (i), it follows that

f1(z) is a generating function of ẼN ∪ E0 ∪ E(m′)
1 on the interval [0, T ]. Therefore,

this family forms a Riesz basis of L2(0, T ). Now, since E ⊂ ẼN ∪ E0 ∪ E(m′)
1 , this

means that E forms a Riesz basis in Cl LinE ⊂ L2(0, T ). The proof of the theorem is
complete.

Now we apply Theorem 4.4 to the collection of functions appearing in (3.16). Let
us fix d ∈ {1, . . . , r} and choose an arbitrary subset L ⊂ {1, . . . , �}. Next, for any
m ∈ L we choose j(m) ∈ {1, . . . , νm} and denote J(L) = {j(m)}m∈L. Finally, for any

couple (m, j(m)), m ∈ L, we put πm,j(m) = deg q
j(m),1,d
m,k (t) + 1. Let us recall that

from (3.14) and Lemmas 3.2 and 3.3 it follows that this degree does not depend on k.
Theorem 4.5. For any choice of d, L, J(L), for any p′m,j(m), such that 1 ≤

p′m,j(m) ≤ πm,j(m), and for any T ≥ n′ =
∑

m∈L p′m,j(m) the collection of functions

Φ1 =
{

eλ
(k)
m tq

j(m),s,d
m,k (t), |k| > N ; m ∈ L; s = πm,j(m) − p′m,j(m) + 1, . . . , πm,j(m)

}
constitutes a Riesz basis of Cl LinΦ1 in L2(0, T ).

If in addition N is large enough, then the family

Φ2 =
{

eλ
(k)
m tq

j(m),s,d
m,k (t) + f

j(m),s,d
m,k (t)

}
|k|>N ; m∈L; s=πm,j(m)−p′

m,j(m)+1,...,πm,j(m)

also forms a Riesz basis of Cl LinΦ2 in L2(0, T ).
If T = n′, the subspaces Cl LinΦ1 and Cl LinΦ2 are of finite codimension (2N +

1)n′ in L2(0, n
′).

Proof. Consider the linear operator T : Lin Φ1 → Lin Φ1 defined on the elements
of Φ1 by the equalities

T (eλ
(k)
m tq

j(m),s,d
m,k (t)) = eλ

(k)
m ttp

′
m,j(m)−s

for |k| > N ; m ∈ L; s = πm,j(m) − p′m,j(m) + 1, . . . , πm,j(m). It follows from the

properties (P1) and (P2) (see section 3) and Theorem 4.4 that the operator T is
bounded in the sense of L2(0, T ) and its extension to L = Cl Lin Φ1 is a bounded
one-to-one operator from L to L. Hence, since the images of the elements of Φ1 form
a Riesz basis of L (Theorem 4.4), then Φ1 is also a Riesz basis of this subspace of
L2(0, T ).

Next, let us introduce in L2(0, T ) an equivalent norm ‖ · ‖1 in which the system
Φ1 becomes orthonormal. Let Φc

1 be an orthonormal complement of the basis Φ1 to a
basis of L2(0, T ). Now using the property (P3), we choose the scalar N large enough
so that ∑

|k|>N
m∈L
s∈Im

‖f j(m),s,d
m,k ‖2

1 ≤ C
∑

|k|>N
m∈L
s∈Im

‖f j(m),s,d
m,k ‖2

L2
< 1,

where Im = πm,j(m) −p′m,j(m) +1, . . . , πm,j(m). Then Φ2 ∪Φc
1 is quadratically close in

‖ · ‖1 to the orthonormal system Φ1 ∪ Φc
1 with a quadratic distance less than 1. This

means that Φ2 ∪Φc
1 forms also a Riesz basis in L2(0, T ) (see Gohberg and Krein [4]).

As a consequence, Φ2 is a Riesz basis in Cl Lin Φ2.
Finally, let us observe that in the case T = n′ the space L, which is also presented

as

L = Cl Lin
{

eλ
(k)
m ttp

′
m,j(m)−s, |k| > N ;m ∈ L, s = πm,j(m) − p′m,j(m) + 1, . . . , πm,j(m)

}
,
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is of codimension (2N + 1)n′ in L2(0, T ) (see Theorem 4.4). Then Φc
1 consists of

exactly (2N + 1)n′ elements. The proof is complete.

5. Analysis of the controllability for a single control. Let us study the
solvability of the systems of equalities (3.16) and (3.17). We assume again that the
matrix A−1 is not singular, detA−1 �= 0.

Consider the sequence of functions{∫ T

0

eλ
(k)
m tq

j(m),s,d
m,k (t) + f

j(m),s,d
m,k (t)dt

}

=

{∫ T

0

eλ
(k)
m tq

j(m),s,d
m,k (t)dt +

∫
0

T

f
j(m),s,d
m,k (t)dt

}(5.1)

for |k| > N, s = 1, . . . , pm,j(m), and any fixed d,m, j and u(·) ∈ L2(0, T ). It follows
from Theorem 4.5 that all nonzero functions of the collection{

eλ
(k)
m tq

j(m),s,d
m,k (t), |k| > N ; s = 1, . . . , pm,j

}
form a Riesz basis of their linear span in L2(0, T

′) if T ′ is large enough. Therefore,
by Proposition 4.1, the first term of (5.1) belongs to the class �2. On the other hand,
the second term also belongs to �2 due to Proposition 4.3. This gives the following
proposition.

Proposition 5.1. If the state
(

yT

zT (·)
)

is reachable from 0 by the system (1.3),

then it satisfies the following equivalent conditions:

(C1)
∑

|k|>N
m,j,s

k2|〈
(

yT

zT (·)
)
, ψj,s

m,k〉|2 < ∞,

(C2)
∑

|k|>N
m=1,...,�

k2‖P (k)
m

(
yT

zT (·)
)
‖2 < ∞,

(C3)
(

yT

zT (·)
)
∈ D(A).

Proof. The condition (C1) follows from the previous consideration. Note that
actually the validity of (C1) does not depend on the choice of the basis {ψ}. In fact,
we can observe that

P (k)
m

(
yT

zT (·)

)
=

∑
j=1,...,νm

s=1,...,pm,j

〈(
yT

zT (·)

)
, ψj,s

m,k

〉
φj,s
m,k.

From here and since {ψ} is a Riesz basis [14], we deduce that there exist two constants
c and C (independently of m and k) such that

c2
∑
j,s

∣∣∣∣〈(
yT

zT (·)

)
, ψj,s

m,k

〉∣∣∣∣2 ≤ ‖P (k)
m

(
yT

zT (·)

)
‖2 ≤ C2

∣∣∣∣〈(
yT

zT (·)

)
, ψj,s

m,k

〉∣∣∣∣2(5.2)

and this gives the equivalence between (C1) and (C2). Let us show now that (C1)
and (C2) are equivalent to (C3).

First of all, we notice that from the explicit form of the resolvent R(λ,A) given
in [11, Proposition 1] and by arguments and estimates given in the proof of [11,
Theorem 2.9], it follows that there exists a constant C such that

‖R(λ,A)| ≤ C, λ ∈ L(k)
m , |k| > N, m = 1, . . . , �.(5.3)
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Let A(k)
m : V

(k)
m → V

(k)
m be the restriction of the operator A to its invariant

subspace V
(k)
m . Then due to (5.3) we have

‖A(k)
m v‖ ≤

∫
L

(k)
m

|λ|‖R(λ,A)‖‖v‖|dλ| ≤ C1|k|‖v‖,∥∥∥∥(
A(k)

m

)−1

v

∥∥∥∥ ≤
∫
L

(k)
m

1

|λ| ‖R(λ,A)‖‖v‖|dλ| ≤ C′
1

|k|‖v‖,

where v ∈ V
(k)
m and the constants C1, C

′
1 do not depend on m, k. From this, one can

obtain for v ∈ V
(k)
m the inequality

1

C ′
1

‖v‖ ≤ 1

k
‖A(k)

m v‖ ≤ C1‖v|.(5.4)

With our notations, the condition (C3) is obviously equivalent to

∑
|k|>N

m=1,...,�

∥∥∥∥A(k)
m P (k)

m

(
yT

zT (·)

)∥∥∥∥2

< ∞.

But, on the other hand, due to (5.4) this condition is equivalent to (C2). This com-
pletes the proof.

From Proposition 5.1 it follows once more, as was pointed out in the introduction
(see also [5]), that the set RT of the states reachable from 0 by virtue of the system
(1.3) and controls from L2(0, T ) is always a subset of D(A). This justifies also Defini-
tion 1.1 given in the introduction: the system (1.3) is said to be null-controllable at the
time T if RT = D(A). Next, we give the necessary conditions of null-controllability.

Theorem 5.2. Assume that the system (1.3) is null-controllable by controls from
L2(0, T ) for some T > 0. Then the following two conditions hold.

(i) There is no λ ∈ C and y ∈ C
n, y �= 0, such that Δ∗

A(λ)y = 0 and B∗y = 0,
where

Δ∗
A(λ) = λI − λe−λA∗

−1 − λ

∫ 0

−1

eλsA∗
2(s)ds−

∫ 0

−1

eλsA∗
3(s)ds,

or equivalently rank ( ΔA(λ) B ) = n for all λ ∈ C.
(ii) There is no μ ∈ σ(A−1) and y ∈ C

n, y �= 0, such that A∗
−1y = μ̄y and

B∗y = 0, or equivalently rank (B A−1B · · · An−1
−1 B ) = n.

First we prove the following lemma.
Lemma 5.3. Condition (i) of Theorem 5.2 is equivalent to the following condition:
(i′) There is no eigenvector g of the adjoint operator A∗ belonging to KerB∗.
Proof of Lemma 5.3. We make use of the following explicit form of A∗:

A∗
(

y
z(·)

)
=

(
A∗

2(0)y + z(0)
− d

dθ (z(θ) + A∗
2(θ)y) ,+A∗

3(θ)y

)
with the domain

D(A∗) =
{
( y, z(·) ) ∈ M2 : z(θ) + A∗

2(θ)y ∈ H1([−1, 0],Cn),

(A∗
−1A

∗
2(0) −A∗

2(−1))y = z(−1) −A∗
−1z(0)

}
.
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From this expression of the adjoint operator, one can show that A∗g = λg if and only
if

g =

(
y(

λe−λθI −A∗
2(θ) + λe−λθ

∫ θ

0
eλsA∗

2(s)ds + e−λθ
∫ θ

0
eλsA∗

3(s)ds
)
y

)
,

where y ∈ Ker Δ∗(λ). Since B∗g = B∗y, the proof of the lemma is complete.
Proof of Theorem 5.2. Let (i) be false. Then by Lemma 5.3 there exists a vector

g �= 0 such that A∗g = λg and g ∈ KerB∗. Consider an arbitrary state
(

yT

zT (·)
)
∈ RT ,

i.e., which is of the form (1.4). This gives〈(
yT

zT (·)

)
, g

〉
=

∫ T

0

〈
u(t),B∗eA

∗tg
〉

dt = 0.

This means that RT is not dense in M2 and so cannot be equal to D(A) which is
dense in M2 because A is an infinitesimal generator. Hence null-controllability is
impossible.

Now let condition (ii) not hold, i.e., there exists a nonzero vector y ∈ C
n such

that

A∗
−1y = μ̄my and B∗y = 0.(5.5)

With our notations, we can represent y as

y =

νm∑
j=1

αjC
1
m,j ,

where C1
m,j is a basis of the eigenspace of A∗

−1 corresponding to the eigenvalue μ̄m.
Among the moment equalities (3.16) we can extract those corresponding to s = pm,j

(for fixed m and j = 1, . . . , νm), i.e.,

(5.6)

sjk = k

〈(
yT

zT (·)

)
, ψ

j,pm,j

m,k

〉
=

r∑
d=1

∫ T

0

(
eλ

(k)
m tq

j,pm,j ,d
m,k (t) + f

j,pm,j ,d
m,k (t)

)
ud(t)dt

for |k| > N, j = 1, . . . , νm. From (3.14) and Lemma 3.2 we have

q
j,pm,j ,d
m,k (t) = k

〈
bd, ψ̄

j,pm,j

m,k

〉
=

k

λ̄
(k)
m

〈
bd, C

1
m,j

〉
.(5.7)

Let us show that the moment problem (5.6) cannot be solved for all {sjk} ∈ �2.
Assume the opposite; then the problem

s̃jk =

νm∑
j=1

ᾱjs
j
k =

r∑
d=1

∫ T

0

νm∑
j=1

ᾱj

(
eλ

(k)
m tq

j,pm,j ,d
m,k (t) + f

j,pm,j ,d
m,k (t)

)
ud(t)dt

is also solvable for all {s̃jk} ∈ �2. On the other hand, (5.5) and (5.7) imply

νm∑
j=1

ᾱje
λ(k)
m tq

j,pm,j ,d
m,k (t) = eλ

(k)
m t k

λ̄
(k)
m

〈
bd,

νm∑
j=1

αjC
1
m,j

〉
= 0.
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Hence the latter moment problem reads as

s̃jk =

r∑
d=1

∫ T

0

gdk(t)ud(t)dt,(5.8)

where gdk(t) =
∑νm

j=1 ᾱjf
j,pm,j ,d
m,k (t), |k| > N , and, due to the property (P3), these

functions satisfy

∑
|k|>N

∫ T

0

|gdk(t)|2dt < ∞.

However, by Proposition 4.3 it follows that the set of solvability of (5.8) is a linear
submanifold �′ ⊂ �2, �′ �= �2. From the obtained contradiction, we conclude that
there exist sequences {sjk} |k|>N

j=1,...,νm

for which (5.6) is not solvable. This means that

there exist states
(

yT

zT (·)
)

that satisfy (C1) but are not reachable from 0 by the system

(1.3). Thus RT �= D(A).
The following results will be used to prove the main results on controllability.

They are also of independent interest.
Lemma 5.4. Assume that for an abstract system (1.1) the following conditions

hold:
(a) RT ⊂ D(A) for all T > 0,
(b) for some T0 > 0 the set RT0 is a closed subspace of finite codimension in the

space XA = D(A), with the standard graph norm ‖x‖A =
√
‖x‖2 + ‖Ax‖2.

Then for all T ≥ T0 we have RT = L, where L is a subspace of D(A) invariant
by the semigroup eAt and 0 < codimL ≤ codimRT0 < ∞.

Proof. Taking into account the inclusion RT1
⊂ RT2

as T1 ⊂ T2 we infer from
assumptions (a) and (b) that there exists ε > 0 such that

RT = L, T ∈]T0, T0 + ε],(5.9)

where L is a subspace such that 0 ≤ codimL ≤ codimRT0 . Let us show that the
relation (5.9) holds also for all T > T0. To do that it is enough to prove that

RT0+
3
2 ε

= L.(5.10)

Let us put

RT1

T2
=

{
x : x =

∫ T2

T1

eAtBu(t)dt, u ∈ L(T1, T2;U)

}

and R0
T = RT . Let us prove first that

RT0+ε
T0+

3
2 ε

⊂ L.(5.11)

In fact, it is easy to see that RT0+ε
T0+

3
2 ε

= eA
ε
2RT0+

ε
2

T0+ε . On the other hand, it follows from

(5.9) that L = RT0+ε = RT0+
ε
2

and hence RT0+
ε
2

T0+ε ⊂ RT0+ε = L. Therefore

eA
ε
2RT0+

ε
2

T0+ε ⊂ eA
ε
2L = eA

ε
2RT0+

ε
2

= R
ε
2

T0+ε ⊂ RT0+ε = L.
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Now from (5.11) and from the obvious relation

RT0+
3
2 ε

= RT0+ε + RT0+ε
T0+

3
2 ε
,

we infer that

L ⊂ RT0+
3
2 ε

= RT0+ε + RT0+ε
T0+

3
2 ε

⊂ L + L = L,

which proves (5.10).
Thus (5.9) is valid for all T > T0. Then L = ∪T>0RT , and, therefore, it is an

invariant subspace for the semigroup {eAt}t≥0. The lemma is proved.
In the following, we denote by XA the space D(A) ⊂ M2 with the graph norm.
Theorem 5.5. For the system (1.3) let there exist a natural N and T0 > 0 such

that the moment problem (3.16) for T = T0 and |k| > N is solvable for all the vectors{
k

〈(
yT

zT (·)

)
, ψj,s

m,k

〉}
|k|>N

satisfying the condition (C1). Then, from the condition (i′) of Lemma 5.3, it follows
that RT = D(A) as T > T0.

Proof. Let us denote by LN ⊂ D(A) the subspace

LN = ClXA

∑
|k|>N

m=1,...,�

V (k)
m

and by PN a projector onto LN in XA. From the assumption on solvability of the
problem (3.16), it follows that PNRT0 = LN . This, in particular, means that RT0

is a
subspace of finite codimension: codimLN = (2N +1)n in D(A). Then by Lemma 5.4
we conclude that RT = L as T > T0, where L ⊂ D(A) is invariant with respect to{
eAt

}
t≥0

and codimL ≤ (2N + 1)n. Let us prove that under the condition (i′) we

have in fact L = D(A).
Assume the contrary. Then let us consider the dual space X∗

A and denote by
L⊥ ⊂ X∗

A the subspace of functionals on XA which are 0 on L. Obviously L⊥ is
finite dimensional. Denote by A∗

1 the infinitesimal extension of A∗ to the space X∗
A

generating the semigroup eA
∗
1t. Since, due to Lemma 5.4, L is invariant with respect

to
{
eAt

}
t≥0

, and then L⊥ is invariant with respect to
{
eA

∗
1t

}
t≥0

. Taking into account

the finite dimensionality of L⊥, we conclude that L⊥ ⊂ D(A∗
1) and there exists an

eigenvector g of the operator A∗
1 that lies in L⊥. Let us notice now that the collection

of subspaces {V (k)
m ,m = 1, . . . , �; |k| > N} is a Riesz basis also for the space XA and

all these subspaces are invariant for the operator A1 = A|D(A)
. This implies that the

collection {W (k)
m ,m = 1, . . . , �; |k| > N ; ŴN} is a Riesz basis of invariant subspaces

for A∗
1 in the space X∗

A. From this, we infer that all the eigenvectors of A∗
1 lie in⋃

m,k

W (k)
m

⋃
ŴN ⊂ D(A∗)

and, therefore, g is also an eigenvector for A∗. Since g ∈ L⊥, then〈∫ T

0

eAtBu(t)dt, g

〉
= 0, u(·) ∈ L2(0, T ;U).
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If we put u(t) ≡ u ∈ U, t ∈ [0, T ], the latter relation brings

0 =

∫ T

0

〈
u,B∗eA

∗tgdt
〉

=

∫ T

0

〈u,B∗g〉 eμtdt = 〈u,B∗g〉
∫ T

0

eμtdt

for all u ∈ U , where A∗g = μ̄g. This implies g ∈ KerB∗, which contradicts (C1).
That completes the proof.

Now we are ready to prove the first important result of our work.
Theorem 5.6. Let conditions (i) and (ii) of Theorem 5.2 hold. Then
(i) the system (1.3) is null-controllable at the time T as T > n;
(ii) if the system (1.3) is of single control (r = 1), then the estimation of the time

of controllability in (i) is exact, i.e., the system is not controllable at time
T = n.

If the delay is h instead of 1, the time of exact controllability is T = nh.
Proof. Here we prove (i) for the case of a single control. In the case of multivariable

control we obtain a more precise estimate for the time of controllability in section 6.
First of all, let us observe that conditions (i) and (ii) of Theorem 5.2 imply, in the

case of single control, that all the eigenspaces of A∗ and Ã∗ are one dimensional. In
fact, otherwise we will have that there exists an eigenvector g of A∗ or Ã∗ such that
〈b, g〉 = 0. But we know that g has the form

g =

(
y

z(θ)

)
,

where y is a nonzero eigenvector for the pencil Δ∗(λ) (that is, Δ∗(λ0)y = 0 for some
λ0) or of the matrix A∗

−1, respectively. Since 〈b, g〉 = 0 gives 〈b, y〉 = 0 we arrive at a
contradiction with the conditions of Theorem 5.2.

Thus, equalities (3.16) and (3.17) take, in our case, the form

k

〈(
yT

zT (·)

)
, ψ1,s

m,k

〉
=

∫ T

0

(
eλ

(k)
m tq1,s

m,k(t) + f1,s
m,k(t)

)
u(t)dt,(5.12)

where |k| > N, m = 1, . . . , �, s = 1, . . . , pm,1, and〈(
yT

zT (·)

)
, ψ̂1,s

m

〉
=

∫ T

0

eλ̂mtq̂1,s
m (t)u(t)dt,(5.13)

where m = 1, . . . , �N , s = 1, . . . , p̂m,1. From Lemmas 3.2 and 5.3, it follows that all

polynomials {q(t)}, {q̂(t)} are nontrivial and deg q1,s
m,k(t) = pm,1 − s, deg q̂1,s

m (t) =
p̂m,1 − s. This gives

�∑
m=1

p′m,1 =

�∑
m=1

(
deg q1,1

m,k + 1
)

=

�∑
m=1

pm,1 = n.

Applying Theorem 4.5, we find that for a large enough N , the collection

Φ =
{

eλ
(k)
m tq1,s

m,k(t) + f1,s
m,k(t)

}
|k|>N

m=1,...,�
s=1,...,pm,1

⋃ {
eλ̂mtq̂1,s

m (t)
}

m=1,...,�N
s=1,...,p̂m,1

forms a Riesz basis in Cl Lin Φ ⊂ L2(0, T ). Then by Proposition 4.1 the moment
problem (5.12) is solvable if and only if (C1) holds. Due to Theorem 5.5, this yields
RT = D(A) for T > n.
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To prove (ii) we first recall that the total number of elements of the family

Φ̂ =
{

eλ̂mtq̂1,s
m (t), m = 1, . . . , �N ; s = 1, . . . , p̂m,1

}
equals

∑�
m=1 p̂m,1 = (2N + 2)n. Since

∑�
m=1 pm,1 = n, we have

�∑
m=1

p̂m,1 = (2N + 1)

�∑
m=1

pm,1 + n.

On the other hand, it follows from Theorem 4.5 that in L2(0, n) we have

codim Cl Lin Φ1 = (2N + 1)n = (2N + 1)

�∑
m

pm,1,

where

Φ1 =
{

eλ
(k)
m tq1,s

m,k(t) + f1,s
m,k(t), |k| > N, m = 1, . . . , �, s = 1, . . . , pm,1

}
.

This means that the family Φ = Φ1 ∪ Φ̂ contains at least n functions, which are pre-
sented as linear combinations of the others. As a consequence, the set of reachability
RT for T = n cannot be equal to D(A). More precisely, the codimension of RT in
D(A) satisfies the estimation n ≤ codimRT < ∞. The theorem is proved.

Remark 5.7. It is clear that the system (1.3) is also uncontrollable at time T < n.
Moreover, it follows from Proposition 4.2 that, in this case, the set ClRT is of infinite
codimension in XA.

6. Controllability in the multivariable case. Let us now consider the multi-
variable case: dimB = r with also the assumption that the matrix A−1 is not singular,
detA−1 �= 0.

Let {b1, . . . , br} be an arbitrary basis noted β. Let us introduce a set of integers.
We denote Bi = ( bi+1, . . . , br ) , i = 0, 1, . . . , r − 1, which gives in particular B0 = B
and Br−1 = ( br ) and we put formally Br = 0. We need in the following the integers

mβ
i = rank (Bi−1 A−1Bi−1 · · · An−1

−1 Bi−1 ) − rank (Bi A−1Bi · · · An−1
−1 Bi )

(6.1)

corresponding to the basis β. Let us denote

m1 = max
β

mβ
1 , m = min

β
max

i
mβ

i ,(6.2)

for all possible choices of a basis β. It is easy to show that for all β, there exists i such
that mβ

i ≥ m1 and then m ≥ m1. Indeed, assume that m1 is realized on the basis
β = {b1, . . . , br}, and consider an arbitrary basis β0 = {b01, . . . , b0r}. Then there exists
i such that Lin {b0i , . . . , b0r} ⊂/ Lin {b2, . . . , br} but Lin {b0i+1, . . . , b

0
r} ⊂ Lin {b2, . . . , br}.

For this integer i we have mβ0

i ≥ m1.
Now we can formulate the main result of this section.
Theorem 6.1. Let conditions (i) and (ii) of Theorem 5.2 hold. Then
(i) the system (1.3) is null-controllable at the time T > m;
(ii) the system (1.3) is not controllable at the time T < m1.
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If the delay is h instead of 1, then in (i) and (ii) m and m1 must be replaced by
mh and m1h, respectively.

Proof. We show first that the system is not controllable at the time T < m1.

Assume that the system is controllable. Let the basis where m1 is realized be
{b1, . . . , br}. Consider now the relation (3.16) together with (3.14) and (3.15) given

by the controllability problem. The basis {ψ̃} arising in (3.14) and (3.15) is given by
(2.4) and expressed via the rootvectors Cs

m,j of the matrix A∗
−1.

Let us choose the vectors Cs
m,j . Consider the subspace

Im (B1 A−1B1 · · · An−1
−1 B1 ) ,

where B1 = ( b2 b3 · · · br ). Then the subspace

N1 = {Im (B1 A−1B1 · · · An−1
−1 B1 )}⊥ =

n−1⋂
i=0

KerB∗
1A

∗
−1

i

is invariant by A∗
−1. The condition of controllability gives that A∗

−1|N1

has, for each

eigenvalue μ, only one Jordan chain. Indeed, on the contrary, if there are two chains in
N1, then there are two independent eigenvectors corresponding to the same eigenvalue
in N1 ⊂ KerB∗

1 , i.e., both these vectors are orthogonal to b2, . . . , br. Then there exists
a linear combination of these eigenvectors, which is orthogonal also to b1 and, as a
consequence, belongs to KerB∗. This contradicts the controllability condition.

Note also that dimN1 = n − dim Im (B1 A−1B1 · · · An−1
−1 B1 ) = m1. We

take the corresponding vectors Cs
m,j in N1. This implies〈

Cs
m,j , bi

〉
= 0, i = 2, . . . , r.

This means that m is chosen such that μm is an eigenvalue of A∗
−1|N1

, j is the number

of the unique Jordan chain in N1, and s is the index of the vectors in the Jordan chain.

Let ΩN1
be the set of indices of the eigenvalues μm ∈ σ(A∗

−1|N1

). For each

m ∈ ΩN1 we have a Jordan chain, say with the number j(m) in N1. The indices of
the corresponding generalized eigenvectors are

s ∈
{
pm,j(m), pm,j(m) − 1, . . . , pm,j(m) − p′m,j(m) + 1

}
= Im,

the length of the Jordan chain is p′m,j(m), and C
pm,j(m)

m,j(m) is an eigenvector. For m ∈
ΩN1 , j(m) and s ∈ Im we consider the relation (3.16) which is the expression of the
controllability condition. As Cs

m,j(m) ∈ N1, we get

k

〈(
yT

zT (·)

)
, ψ

j(m),s
m,k

〉
=

∫ T

0

eλ
(k)
m tq

j(m),s,1
m,k (t)u1(t)dt +

r∑
d=1

∫ T

0

f j,s,d
m,k (t)ud(t)dt

(6.3)
for |k| > N . From the hypothesis of controllability at the time T , it follows that the
left-hand side gives an arbitrary element of �2, and then the relation (6.3) may be
represented by the expression

x = [Q1 + F ]u(·), x ∈ �2,(6.4)
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where the operators Q1 and F are linear bounded operators from L2(0, T ) to �2 defined
by

Q1u(·) =

{∫ T

0

eλ
(k)
m tq

j(m),s,1
m,k (t)u1(t)dt; m ∈ ΩN1 , |k| > N, s ∈ Im

}
,

Fu(·) =

{
r∑

d=1

∫ T

0

f
j(m),s,d
m,k (t)ud(t)dt; m ∈ ΩN1 , |k| > N, s ∈ Im

}
.

We now need the following lemmas.
Lemma 6.2. The operator F is compact.
Proof. By (P3) the operator F is compact in the same way as Qr

T is compact in
Proposition 4.3.

Lemma 6.3. The image of the operator Q1 is of infinite codimension.
Proof. Let us recall that m1 = dimN1. Then for each k, the sum of the length of

Jordan chains of the operator Ã corresponding to the Jordan chains in N1 is m1:∑
m∈ΩN1

p′m,j(m) = m1.

Let us first show that the family{
eλ

(k)
m tq

j(m),s,1
m,k (t), m ∈ ΩN1

, |k| > N, s ∈ Im

}
(6.5)

forms a Riesz basis of the closure of its linear span in the space L2(0,m1). In order
to do that, we have to consider the family{

eλ
(k)
m t, eλ

(k)
m tt, . . . , eλ

(k)
m ttpm,j(m)−1; m ∈ ΩN1

, |k| > N,
}
.(6.6)

This family forms a Riesz basis of the closure of its linear span in L2(0,m1)
by Theorem 4.4. Moreover, the closure of its linear span is of finite codimension
(2N + 1)m1 since it may be completed by a family of (2N + 1)m1 functions to get
a Riesz basis of L2(0,m1). The relation between the families (6.5) and (6.6) may be
written as

T (eλ
(k)
m tq

j(m),s,1
m,k (t)) = eλ

(k)
m ttpm,j(m)−s,

where T is a linear bounded invertible operator in the closure of the linear span of
the family (6.5). This implies that this family forms a Riesz basis in the closure of its
linear span, which is of finite codimension. Then, from Proposition 4.2, the problem
of moments

s
j(m),s
m,k =

∫ T

0

eλ
(k)
m tq

j(m),s,1
m,k (t)u1(t)dt

is not solvable in a subspace of infinite codimension and this implies that ImQ1 is of
infinite codimension. Lemma 6.3 is proved.

Let us now show that, from the fact that ImQ1 is of infinite codimension and F
is a compact operator, we have Im [Q1 + F ] �= �2.

The necessary and sufficient condition of the equality Im [Q1 +F ] = �2 is (cf., for
example, [13, Theorem 4.13])

∃γ > 0 ∀x ∈ �2, ‖[Q1 + F ]∗x‖ ≥ γ‖x‖.
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We know that KerQ∗
1 = (ImQ1)

⊥
is an infinite-dimensional closed subspace. This

implies that

∀x ∈ KerQ∗
1, ‖F ∗x‖ ≥ γ‖x‖

for the same scalar γ, and this is impossible because F is a compact operator. Hence
Im [Q1 + F ] �= �2 and this implies that (6.4) is not possible for all x ∈ �2.

Then the relation (6.3) is not possible for all (yT , zT (·)) ∈ D(A) if T < m1. Part
(ii) of the theorem is proved.

Let us now prove part (i) of the theorem.

First we choose a basis for the relation (3.16). Let β = {b1, . . . , br} be an arbitrary

basis of ImB and T > max{mβ
i , i = 1, . . . , r}. Consider now the subspaces

Ni =

n−1⋂
j=0

KerB∗
i A

∗
−1

j ,

where Bi = ( bi+1 · · · br ) , i = 1, . . . , r − 1, B0 = B, and Br = 0. We have N0 = 0,
Nr = C

n, and Ni ⊂ Ni+1 for i = 0, . . . , r−1. The subspaces Ni are invariant by A∗
−1.

In order to construct the basis {ψ} corresponding to |k| > N , we first choose a basis
of generalized eigenvectors of A∗

−1 in the following way. Let us take a basis in N1 as
in the first part of the proof. Then we complete this basis up to a basis of N2 by
extending some Jordan chains from N1 and by adding Jordan chains corresponding
to some other eigenvalues. In the same way, we extend our basis up to the basis of
N3, . . . ,Nr = C

n.

Remark 6.4. The part of the obtained basis of Ni not belonging to Ni−1, i =
1, . . . , r, does not contain two chains corresponding to the same eigenvalue. We have
already proved that in N1 there do not exist two chains with the same eigenvalue.
Suppose now that N2 contains the end of the first chain and the beginning of the
second chain corresponding to the same eigenvalue. Let yo

1 ∈ N2, y
o
1 /∈ N1 be the

continuation of the first chain from N1. If the maximal order of the rootvectors in N1

is p, then the order of yo
1 is p+ 1. Let yn

2 be a new eigenvector in the second chain of
N2 corresponding to the same eigenvalue. Let us consider the vector y = αyo

1 + βyn
2 .

We know that yo
1 is not orthogonal to b2, because if yo

1 ⊥ b2, then yo
1 ∈ N1. Then one

can choose α, β such that y ⊥ b2. Then, for this choice of α and β, y ∈ N1 and it is
a rootvector of higher order than p in N1, which contradicts the construction of N1

(the maximal order in N1 is p− 1). This proves the remark for i = 2. For i > 2, the
proof is the same.

We have then a basis in C
n of Jordan chains of A∗

−1 formed by successive bases
of

N1 ⊂ N2 ⊂ · · · ⊂ Nr = C
n.

Let us denote by ΩNi/Ni−1
, i = 1, . . . , r (ΩN1/N0

= ΩN1), the set of the indices m of
the eigenvalues of the matrix A∗

−1 for which there exists chains in Ni not belonging to
Ni−1. Since for any m ∈ ΩNi/Ni−1

such a chain is unique we can denote its number
by j(m).

Using the constructed basis, we obtain a basis {ψ} by the relation (2.4). In this
basis, the relations (3.16) may be written as follows, and noted as (Ri, i = 1, . . . , r).
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The first family (R1) is

(R1)

k

〈(
yT

zT (·)

)
, ψ

j(m),s
m,k

〉
=

∫ T

0

eλ
(k)
m tq

j(m),s,1
m,k (t)u1(t)dt

+

r∑
d=1

∫ T

0

f
j(m),s,d
m,k (t)ud(t)dt

(6.7)

for m ∈ ΩN1 , s = pm,j(m) − p1′
m,j(m) + 1, . . . , π1

m,j(m), pm,j(m) − 1, |k| > N , π1
m,j(m) =

pm,j(m).
The second family (R2) is

(R2)

k

〈(
yT

zT (·)

)
, ψ

j(m),s
m,k

〉
=

∫ T

0

eλ
(k)
m tq

j(m),s,1
m,k (t)u1(t)dt

+

∫ T

0

eλ
(k)
m tq

j(m),s,2
m,k (t)u2(t)dt

+

r∑
d=1

∫ T

0

f
j(m),s,d
m,k (t)ud(t)dt

(6.8)

for m ∈ ΩN2/N1
, s = π2

m,j(m) − p2′
m,j(m) + 1, . . . , π2

m,j(m), |k| > N , where π2
m,j(m) and

p2′
m,j(m) are some integer.

The last one (Rr) being

(Rr)

k

〈(
yT

zT (·)

)
, ψ

j(m),s
m,k

〉
=

r∑
d=1

∫ T

0

eλ
(k)
m tq

j(m),s,d
m,k (t)ud(t)dt

+

r∑
d=1

∫ T

0

f j,s,d
m,k (t)ud(t)dt

(6.9)

for m ∈ ΩNr/Nr−1
, j = j(m), s = πr

m,j(m) − pr′m,j(m) + 1, . . . , πr
m,j(m), |k| > N , with

some integer πr
m,j(m) and pr′m,j(m).

For each |k| > N the number of equalities (Ri, i = 1, . . . , r) is exactly mβ
i (see

the definition of this number in (6.1)).
Remark 6.5. Let us specify that in the collections (Ri, i = 1, . . . , r), for each k

there exists only one group of quasi polynomials corresponding to the given exponent.
Moreover, for each i, . . . , r, the quasi polynomials corresponding to d = i have degrees
0, 1, . . . , pi′, as follows from (2.4), (3.14), and Lemma 3.3.

Before solving the problems (Ri, i = 1, . . . , r) we solve first the same problems

with f j,s,d
m,k = 0, noted (R0

i , i = 1, . . . , r).

Lemma 6.6. The problems (R0
i , i = 1, . . . , r) obtained from (Ri, i = 1, . . . , r) by

the assumption that f j,s,d
m,k = 0 with T > max{mβ

i , i = 1, . . . , r} are solvable if and
only if the left-hand side is an element of �2.

Proof. Consider the problem (R0
1) obtained from (6.7) with the assumption

f j,s,d
m,k = 0. This problem is solvable if and only if the left-hand side is �2 by The-

orem 4.5. If this problem is not solvable, then the problems (R0
i ) are not solvable. If

(R0
1) is solvable, then we can find a solution u1(t). Then, in the problem (R0

2) the
term ∫ T

0

eλ
(k)
m tq

j(m),s,1
m,k (t)u1(t)dt
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on the right-hand side is determined and may be moved to the left-hand side. Hence
(R0

2) is a new moment problem with unknown function u2(t). It is solvable if and
only if the left-hand side is in �2.

Repeating this argumentation up to (R0
r), we obtain that the global problem

(R0
i , i = 1, . . . , r) is solvable if and only if the right-hand side in (6.7)–(6.9) is in �2.

The proof of Lemma 6.6 is complete.
Let us now return to the general problem (Ri, i = 1, . . . , r) given in (6.7)–(6.9).

One can represent the equalities (Ri, i = 1, . . . , r) in the following operator form:

x = QNu(·) + FNu(·), x ∈ �2, u(·) ∈ L2(0, T ; Cr),

with N the integer for which the problem is considered (|k| > N). We shall prove
that there exists N sufficiently large such that

ImQN = �2 =⇒ Im [QN + FN ] = �2,

and the last equality means that (Ri, i = 1, . . . , r) is solvable if (R0
i , i = 1, . . . , r) is

solvable, i.e., if the left-hand sides in (6.7)–(6.9) are in �2.
Suppose that ImQN = �2; then there exists a constant γN > 0 such that ‖Q∗

Nx‖ ≥
γN‖x‖ for all x ∈ �2 (see, for example, [13, Theorem 4.13]). Let N > N0 and let us
denote by �N2 the Hilbert space �2(N) = {sk, |k| > N :

∑
|k|N |sk|2 < ∞}; then

QN = PQN0 where P : �N0
2 → �N2 is the projector defined by

P ({sk, |k| > N0}) = {sk, |k| > N}.

Then Q∗
N = Q∗

N0
P ∗ and ‖P ∗x‖ = ‖x‖. This gives

‖Q∗
Nx‖ = ‖Q∗

N0
P ∗x‖ ≥ γN0

‖x‖.

This means that for all N > N0, ‖Q∗
Nx‖ ≥ γ‖x‖ for all x ∈ �2, where γ = γ0.

Consider now the operator FN . By the property (P3) (section 3) we have ‖FN‖ →
0 when N → ∞. Hence the norm ‖QN −QN −FN‖ = ‖FN‖ can be made arbitrarily
small, say ‖FN‖ ≤ γ

2 . This gives that the operator QN +FN is also surjective because

‖[Q∗
N + F ∗

N ]x‖ ≥ ‖Q∗
Nx‖ − ‖F ∗

Nx‖ ≥ γ‖x‖ − γ

2
‖x‖ =

γ

2
‖x‖.

Then from Lemma 6.6 it follows that if T > max{mβ
i , i = 1, . . . , r}, the moment

problem (Ri, i = 1, . . . , r), |k| > N , is solvable for all left-hand sides in �2.
Applying now Theorem 5.5, we conclude that RT = D(A). The proof of the

theorem is complete.

7. Controllability in the general case. In the previous section, we use the
assumption that the system (1.2) is a pure neutral-type system (detA−1 �= 0). How-
ever, this condition is in fact a technical assumption that allows the use of the Riesz
basis of eigenspaces of the operator A in M2 and the moment problem approach.

In this section, we show that conditions (i) and (ii) of Theorem 5.2 are necessary
and sufficient for exact controllability for the general neutral systems (A−1 may be a
singular matrix). We obtain also the precise time of controllability. From Theorem
6.1 it is not clear what happens if the time T is such that m1 ≤ T ≤ m even
if the conditions of controllability are satisfied. In this section, the exact time of
controllability is given. In order to do that, we need the classical concept of the
controllability indices.
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Recall that the first index n1 may be defined as the minimal integer ν such that
(see, for example, [15, Chapter 5])

rank (B,A−1B, . . . , A−1
ν−1B ) = n.

Lemma 7.1. Assume that the pair (A−1, B) is controllable. Let n1 be the index
of controllability of the couple (A−1, B) and let m,m1 be defined by (6.2). Then
m1 ≤ n1 ≤ m.

Proof. Let β = {b1, . . . , br} be an arbitrary basis of ImB. Then

An1b1 ∈ Im (B AB · · · An1−1B ) = Im (B AB · · · An−1B ) .

This may be written as

An1b1 ∈ Lin {b1, Ab1, . . . , A
n1−1b1} + Im (B1 AB1 · · · An1−1B1 ) .

This gives that mβ
1 ≤ n1 for all β. Hence m1 ≤ n1.

Let us now consider the indices mβ
1 , · · · ,mβ

r . By the definition of the integers mβ
i

we get that {
b1, . . . , A

m1
β−1b1, b2, . . . , A

m2
β−1b2, . . . , br, . . . , A

mr
β−1br

}
is a basis in C

n. This may be verified remarking first that, by definition, the vectors

br, . . . , A
mβ

r−1br are linearly independent and

Lin {br, . . . , Amβ
r−1br} = Lin {br, . . . , An−1br}.

Then we have to consider the previous step, i.e., mβ
r−1, and state that{

br−1, . . . , A
mβ

r−1br−1, br, . . . , A
mr−1br

}
are also linearly independent and

Lin
{
br−1, . . . , A

mβ
r−1−1br−1, br, . . . , A

mr
β−1br

}
= Lin

{
br−1, . . . , A

n−1br−1, br, . . . , A
n−1br

}
and so on.

We have then mβ
1 + · · · + mβ

r = n and then rank
(
B AB · · · Amβ−1B

)
= n,

where max{mβ
i , i = 1, . . . , r}. This gives n1 ≤ mβ for all β and hence n1 ≤ m. This

completes the proof of the lemma.
It is well known that in contrast to indices m1,m, the controllability index n1

is invariant under feedback. This means that n1 is the same for all couples (A−1 +
BP,B), where P is an r×n matrix. Then one can choose a feedback matrix P and a
basis in C

n such that A−1 + BP take the following form (see [15, Theorem 5.10 and
Corollary 5.3]):

F = diag{F1, . . . , Fr},

where

Fi =

⎛⎜⎜⎜⎜⎝
0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
ai1 ai2 ai3 · · · aini

⎞⎟⎟⎟⎟⎠
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and B becomes

G = diag{g1, . . . , gr},

where gi = ( 0 0 · · · 1 )
T
, the dimension being ni × 1. It is easy to check that

m(F,G) = m1(F,G) = n1. Moreover, the spectrum of F may be chosen arbitrarily
by means of an appropriate choice of P .

Let us now return to the controllability problem for the system (1.2) (or equiva-
lently (1.3)). We first give a preliminary result.

Lemma 7.2. The system (1.2) is exactly null-controllable at the time T if and
only if the perturbed system

(7.1)

ż(t) = (A−1 + BP )ż(t− 1) +

∫ 0

−1

A2(θ)ż(t + θ)dθ +

∫ 0

−1

A3(θ)z(t + θ)dθ + Bu

is exactly null-controllable at the same time T .

Proof. Obviously it is enough to prove one implication only. Assume that the
system (1.2) is controllable at the time T . It means that for any function f(t) ∈
H1(T − 1, T ; Cn) there exists a control u(t) ∈ L2(0, T ; Cn) such that the solution of
the equation

ż(t) = A−1ż(t− 1) +

∫ 0

−1

A2(θ)ż(t + θ)dθ +

∫ 0

−1

A3(θ)z(t + θ)dθ + Bu(t),(7.2)

with the initial condition z(t) = 0, t ∈ [−1, 0], verifies z(t) = f(t), t ∈ [T − 1, T ]. Let
us rewrite (7.2) in the form

ż(t) = (A−1 + BP )ż(t− 1) +

∫ 0

−1

A2(θ)ż(t + θ)dθ +

∫ 0

−1

A3(θ)z(t + θ)dθ + Bv(t),

where v(t) = u(t) − P ż(t − 1), t ∈ [0, T ]. Since z(t − 1) ∈ H1([0, T ]; Cn), then
v(t) ∈ L2(0, T ; Cn). Thus, the control v(t) transfers the state z(t) = 0, t ∈ [−1, 0], to
the state z(t) = f(t), t ∈ [T − 1, T ], by virtue of the perturbed system. This means
that it is also controllable at the time T .

We have the following result, which concludes our considerations.

Theorem 7.3. Let the neutral-type system (1.2) be in the general form, i.e., with-
out the assumption detA1 �= 0. Conditions (i) and (ii) of Theorem 5.2 are necessary
and sufficient for the exact controllability of the system. Under these conditions, the
precise time of controllability is T = n1. This means that the system is not controllable
for T ≤ n1 and is controllable for T > n1.

If the delay is h instead of 1, then the exact time of controllability is n1h.

Proof. According to Theorem 5.2, the proof of necessity is needed for the case
when detA1 = 0. Let us first show that condition (ii) holds. Assume that (ii) is not
verified. Then there exist vectors z0 �= 0 such that A∗

−1z0 = λ0z0 and B∗z0 = 0.
If for all such vectors λ0 �= 0, then one can find P0 such that A−1 + BP0 is not
singular. Then, according to Lemma 7.2, the perturbed system (7.1) with P = P0

is exactly null-controllable. This gives that the pair (A−1 + BP0, B) is controllable,
which contradicts the existence of such vectors z0.
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Suppose that for some vector z0 �= 0, we have A∗
−1z0 = 0 and B∗z0 = 0. Then,

multiplying (1.2) by z0 we get

〈ż(t), z0〉 =

〈
A−1ż(t− 1) +

∫ 0

−1

A2(θ)ż(t + θ)dθ +

∫ 0

−1

A3(θ)z(t + θ)dθ + Bu(t), z0

〉
and the exact null-controllability definition means that this relation holds for an arbi-
trary function 〈ż(t), z0〉 ∈ L2(T −1, T ). As 〈A−1ż(t− 1), z0〉 = 0 and 〈Bu(t), z0〉 = 0,
this gives, after a change of variables,

〈ż(t), z0〉 =

〈∫ 0

−1

A2(θ)ż(t + θ)dθ +

∫ 0

−1

A3(θ)z(t + θ)dθ, z0

〉
=

〈∫ t

t−1

A2(s− t)ż(s)ds +

∫ t

t−1

A3(s− t)z(s)ds, z0

〉
= (K2(z0) K3(z0) )

(
ż(·)
z(·)

)
,

where Kj : L2((T − 2, T ); Cn) −→ L2(T − 1, T ), j = 2, 3, are linear operators defined
by

(Kj(z0)w) (t) =

∫ t

t−1

Aj(s− t)w(s)ds =

∫ T

T−1

Âj(s− t)w(s)ds,

and

Âj(s) =

{
Aj(s), s ∈ [−1, 0],

0, s /∈ [−1, 0].

The operators Kj , j = 2, 3, are clearly compact operators because∫ T

T−1

(∫ T

T−2

‖Âj(s− t)‖2ds

)
dt =

∫ T

T−1

(∫ 0

−1

‖Aj(θ)‖2dθ

)
dt < ∞;

see, for example, [7, Chapter 6]. Then the image of the operator (K2(z0) K3(z0) )
cannot coincide with L2(T − 1, T ). Thus, such a vector z0 does not exist. This gives
that condition (ii) is necessary.

Let us now prove the necessity of condition (i). If A−1 is nonsingular, it is proved
in Theorem 5.2. Assume now that A−1 is singular. Then (since we have proved (ii))
we can choose a matrix P such that A−1 +BP is not singular. According to Lemma
7.2, the perturbed system (7.1) is still exactly null-controllable. Using Theorem 5.2,
we have the following statement: there do not exist λ ∈ C and y ∈ C

n such that[
λI − λe−λ

(
A∗

−1 + P ∗B∗) − λ

∫ 0

−1

eλsA∗
2(s)ds−

∫ 0

−1

eλsA∗
3(s)ds

]
y = 0

and B∗y = 0. This gives condition (i).
Now we prove the sufficiency. Assume that conditions (i) and (ii) are verified.

Then they are also verified for the perturbed system. From condition (ii) we can choose
a matrix P such that A−1 + BP is nonsingular and m(A−1 + BP,B) = m1(A−1 +
BP,B) = n1. And this gives that the perturbed system is exactly null-controllable at
the time T > n1 and is not controllable at the time T < n1. By Lemma 7.2 we infer
that our system (1.2) satisfies the same condition.



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

2180 RABAH RABAH AND GRIGORY M. SKLYAR

Moreover, it is easy to prove, arguing as in the proof of Theorem 5.6, that the
system (1.2) is also not controllable at the time T = n1. More precisely, the codimen-
sion of Rn1 in XA is finite and not less than n1. For T < n1, the codimension of RT

is infinite.

8. Conclusion and perspectives. The main goal of this paper is to demon-
strate how the moment problem approach can be used in the controllability problem
for delay systems of neutral type. To this end, we chose a quite general model (1.2)
with distributed delays in the function and its derivative, a pointwise neutral term
determined by a matrix A−1, and the control term by a matrix B. Using our ap-
proach, we have given a complete analysis of the exact null-controllability for this
model. Namely,

(i) we showed that the maximal possible set of the states reachable from 0 by
the system at some time T > 0 is the space H1;

(ii) we found the conditions of the parameters of the system under which this set
of reachability can be maximally possible (the conditions of exact controlla-
bility);

(iii) we proved that, under the above conditions, the system is exactly controllable
at the time T if and only if T > n1, where n1 is the first controllability index
of the couple (A−1, B) (the time of exact controllability).

As a perspective, we consider the extension of our approach to systems with several
pointwise neutral terms and to the general case of distributed neutral-type delay,

Kf =

∫ 0

−1

dμ(θ)f(θ), f ∈ C([−1, 0],Cn),

where μ is a matrix-valued function of bounded variation and continuous at zero.
One can prove that, for this class of systems, the generalized Riesz basis property
of the model operator A is preserved. However, the immediate spectral analysis of
this operator is more complex. In the case when the delays in the neutral terms are
commensurable, the results on exact controllability are expected to be similar to those
obtained in the present paper. In the general case, the formulation and the proofs
may be much more complicated. This problem is to be considered in our forthcoming
works.
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